
Francesco Corman · Stefan Voß
Rudy R. Negenborn (Eds.)

 123

LN
CS

 9
33

5

6th International Conference, ICCL 2015
Delft, The Netherlands, September 23–25, 2015
Proceedings

Computational
Logistics



Lecture Notes in Computer Science 9335

Commenced Publication in 1973
Founding and Former Series Editors:
Gerhard Goos, Juris Hartmanis, and Jan van Leeuwen

Editorial Board

David Hutchison
Lancaster University, Lancaster, UK

Takeo Kanade
Carnegie Mellon University, Pittsburgh, PA, USA

Josef Kittler
University of Surrey, Guildford, UK

Jon M. Kleinberg
Cornell University, Ithaca, NY, USA

Friedemann Mattern
ETH Zurich, Zürich, Switzerland

John C. Mitchell
Stanford University, Stanford, CA, USA

Moni Naor
Weizmann Institute of Science, Rehovot, Israel

C. Pandu Rangan
Indian Institute of Technology, Madras, India

Bernhard Steffen
TU Dortmund University, Dortmund, Germany

Demetri Terzopoulos
University of California, Los Angeles, CA, USA

Doug Tygar
University of California, Berkeley, CA, USA

Gerhard Weikum
Max Planck Institute for Informatics, Saarbrücken, Germany



More information about this series at http://www.springer.com/series/7407

http://www.springer.com/series/7407


Francesco Corman • Stefan Voß
Rudy R. Negenborn (Eds.)

Computational
Logistics
6th International Conference, ICCL 2015
Delft, The Netherlands, September 23–25, 2015
Proceedings

123



Editors
Francesco Corman
Delft University of Technology
Delft
The Netherlands

Stefan Voß
University of Hamburg
Hamburg
Germany

Rudy R. Negenborn
Delft University of Technology
Delft
The Netherlands

ISSN 0302-9743 ISSN 1611-3349 (electronic)
Lecture Notes in Computer Science
ISBN 978-3-319-24263-7 ISBN 978-3-319-24264-4 (eBook)
DOI 10.1007/978-3-319-24264-4

Library of Congress Control Number: 2015948712

LNCS Sublibrary: SL1 – Theoretical Computer Science and General Issues

Springer Cham Heidelberg New York Dordrecht London
© Springer International Publishing Switzerland 2015
This work is subject to copyright. All rights are reserved by the Publisher, whether the whole or part of the
material is concerned, specifically the rights of translation, reprinting, reuse of illustrations, recitation,
broadcasting, reproduction on microfilms or in any other physical way, and transmission or information
storage and retrieval, electronic adaptation, computer software, or by similar or dissimilar methodology now
known or hereafter developed.
The use of general descriptive names, registered names, trademarks, service marks, etc. in this publication
does not imply, even in the absence of a specific statement, that such names are exempt from the relevant
protective laws and regulations and therefore free for general use.
The publisher, the authors and the editors are safe to assume that the advice and information in this book are
believed to be true and accurate at the date of publication. Neither the publisher nor the authors or the editors
give a warranty, express or implied, with respect to the material contained herein or for any errors or
omissions that may have been made.

Printed on acid-free paper

Springer International Publishing AG Switzerland is part of Springer Science+Business Media
(www.springer.com)



Preface

Computational logistics comprises the planning and implementation of large, complex
logistics tasks using computations and advanced decision support and control. It is
applied in various areas, such as for finding the most efficient scheduling/plan for the
transport of passengers or goods. Optimization models and solution algorithms are
integrated with advanced computer technology for getting satisfactory results in appro-
priate time and providing interactivity, visualization, etc., for a better understanding and
problem solution. Computational logistics also involves the use of information systems
and modern communication and information technology for the design, planning, and
control of large-scale logistics networks as well as the complex tasks within them.

The International Conference on Computational Logistics (ICCL) provides an
opportunity for researchers and practitioners in the field of computational logistics to
present their latest results and findings in a fruitful and open-minded environment. This
volume of the Lecture Notes in Computer Science series consists of selected papers
presented at the 6th International Conference on Computational Logistics, held and
organized by Delft University of Technology (TU Delft), Department of Maritime &
Transport Technology, in Delft, The Netherlands, September 23–25, 2015.

The Department of Maritime & Transport Technology proposes new tools for
design, control, simulation, and optimization that are based on fundamental innovations
and new insights gained into the physics of continuous transport phenomena, as well as
the development of agile logistic control systems for transport systems using distrib-
uted intelligence. This research is carried out in close cooperation with several other
research groups within TU Delft. TU Delft aims to make a significant contribution
towards a sustainable society for the twenty-first century by conducting ground
breaking scientific and technological research and by helping to translate theoretical
knowledge into technological innovations and activity of economic and social value.
Logistics is an important pillar in this – especially for the business ecosystem of The
Netherlands. The Netherlands holds a top position at international level as far as
logistics, handling of good flows, and chains of (inter)national logistics operations are
concerned. With only 0.25 % of the world’s population and 1 % of world production,
The Netherlands still provides 3.7 % of world trade. It is the Dutch government’s
ambition to strengthen this international position: The Netherlands aims to reach in
2020 the European number 1 position in the World Logistics Performance Index. The
Port of Rotterdam, a stone’s throw from Delft and one of the largest ports worldwide, is
a crucial interconnecting factor in reaching and maintaining such a top position. The
port strives to become the most efficient, safe, and sustainable port in the world–
automation, advanced decision support, control, and information (community) systems
are the core technologies constantly being developed further for facilitating this.

The special theme of ICCL 2015 is Coordination for Real-Time Logistics. This
refers to the scientific and practical interest of approaches that are able to control and
coordinate in real time multiple components involved in transport and logistics pro-
cesses. A general trend especially in computational logistics is to strengthen its



theoretical and modeling basis. To achieve system performance, the distributed nature
of logistical transport processes (in space, stakeholders, and time dimensions) needs to
be taken into account explicitly; inclusion of coordination in control schemes specif-
ically tailored for logistical processes is therefore crucial. This would allow day-to-day,
hour-to- hour, minute-to-minute, real-time control of operations. For instance, transport
flows over multiple modes (including rail, water, intermodality, and/or synchromo-
dality), need to be controlled, while dealing with real-time dynamics. In general,
uncertainty phenomena require that action plans are not merely determined, but also
updated in real time by some form of closed loop depending on actual circumstances.

After a thorough review process, a grand total of 66 contributions were accepted,
prepared by researchers from over 30 countries. Compared with previous ICCL con-
ferences, this marks a great increase in academic output, making this year’s ICCL a
cornerstone in the visibility and participation in this emerging field. Following the
focus of the papers accepted, the contributions were grouped into the following themes:

– Part I: Transport over Ground
– Part II: Transport over Water
– Part III: Internal Coordination within a System
– Part IV: External Coordination among Systems

While we believe that these proceedings provide insights into the state-of-the-art
of the field, we also expect that the development of these themes will continue to grow.
To support this, a few critical areas have been recognized as the frontier where a better
match between practical needs, policy requirements, and innovative academic contri-
butions is sought. These include further integration of mono-approaches; fostering
usage of large-scale computational techniques to tackle the complexity of coordination;
the application of innovative models that are already used for specific modes, such as
vehicular traffic, to more complex multimodal or synchromodal situations; and inclu-
sion of autonomy in the vehicles.

Organizing a conference and publishing the proceedings takes significant effort, for
which we are endowed to the support of a large group of people. The greatest thanks go
to the authors, who kept the scientific debate open and at a high qualitative standard. In
addition, we greatly appreciate the valuable cooperation with the members of the
International Organizing Committee and Program Committee, who worked hard at
organizing and evaluating the papers to achieve a high scientific standard. A special
thanks goes to the enthusiastic local organizers in Delft, in particular Céline Dohmen
and Wouter Beelaerts-van Blokland. We moreover thank conference partners Dinalog,
Transport Institute TU Delft, Science Centre Delft, and TransportNET.

ICCL 2015 in Delft was the sixth of its kind, after Shanghai (2010, 2012), Hamburg
(2011), Copenhagen (2013), and Valparaíso (2014). The contributions presented at
ICCL 2015, and the papers in these proceedings, show that computational logistics is
getting ready to be put to work. We look forward to the next steps!

September 2015 Rudy R. Negenborn
Francesco Corman

Stefan Voß

VI Preface
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3 LGPP, École Polytechnique Fédérale Lausanne, Lausanne, Switzerland

remy.glardon@epfl.ch

Abstract. At each generation of an ant algorithm, each ant builds a
solution step by step by adding an element to it. Each choice is based on
the greedy force (short term profit or heuristic information) and the trail
system (central memory which collects information during the search
process). Usually, all the ants of the population have the same char-
acteristics and behaviors. In contrast in this paper, a new type of ant
metaheuristic is proposed. It relies on the use of ants with different per-
sonalities. Such a method has been adapted to the well-known vehicle
routing problem, and even if it does not match the best known results,
its performance is encouraging (on one benchmark instance, new best
results have however been found), which opens the door to a new ant
algorithm paradigm.

Keywords: Evolutionary metaheuristics · Ant algorithms · Vehicle
routing problem · Combinatorial optimization

1 Introduction

As exposed in [33], modern methods for solving complex optimization prob-
lems are often divided into exact methods and metaheuristic methods. An exact
method guarantees that an optimal solution is obtained in a finite amount of
time. However, for a large number of applications and most real-life optimization
problems, which are typically NP-hard, such methods need a prohibitive amount
of time to find an optimal solution. For these difficult problems, it is preferable to
quickly find a satisfying solution. If solution quality is not a dominant concern,
then a simple heuristic can be employed, but if quality plays a critical role, then a
more advanced metaheuristic procedure is recommended. There are mainly two
classes of metaheuristics: local search and population based methods. The for-
mer type of algorithm works on a single solution (e.g., descent local search, tabu
search, variable neighborhood search), whereas the latter makes a population
of (pieces of) solutions evolve (e.g., genetic algorithms, ant colonies, adaptive
c© Springer International Publishing Switzerland 2015
F. Corman et al. (Eds.): ICCL 2015, LNCS 9335, pp. 3–15, 2015.
DOI: 10.1007/978-3-319-24264-4 1
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memory algorithms). The reader interested in a recent book on metaheuristics
is referred to [16].

As presented in [21,34], in most ant algorithms, the role of each ant is to
build a solution step by step. At each step, an ant adds an element to the
current partial solution. Each decision or move m is based on two ingredients:
the greedy force GF (m) (short-term profit) and the trail Tr(m) (information
obtained from other ants). The probability pi(m) that ant i chooses decision m
is given by Equation (1), where α and β are parameters, and Mi is the set of
admissible decisions that ant i can make.

pi(m) =
GF (m)α · Tr(m)β

∑

m′∈Mi

GF (m′)α · Tr(m′)β
(1)

Let M be the set of all possible decisions. When each ant of the population has
built a solution, the trails are generally updated as follows: Tr(m) = ρ ·Tr(m)+
ΔTr(m), ∀m ∈ M , where 0 < ρ < 1 is a parameter representing the evaporation
of the trails, which is usually close or equal to 0.9, and ΔTr(m) is a term which
reinforces the trails left on decision m by the ant population. That quantity is
usually proportional to the number of times the ants have made decision m,
and to the quality of the obtained solutions when decision m was made. More
precisely, let N be the number of ants, then: ΔTr(m) =

∑N
i=1 ΔTri(m), where

ΔTri(m) is proportional to the quality of the solution provided by ant i if it
has made decision m. The pseudo-code of a classical ant method is given in
Algorithm 1. A generation consists in performing steps (1) to (4). A stopping
condition can be a maximum number of generations or a maximum time limit.

It is important to mention that the goal of this paper is not to propose a
new state-of-the-art method for the vehicle routing problem (VRP), but its main
contribution consists in designing a new type of ant metaheuristics. The paper is
organized as follows. In Section 2, the most well-known extensions and variants
of the classical ant algorithm are discussed. The VRP is presented in Section 3,
where state-of-the-art metaheuristics are briefly reviewed. In Section 4, five new
algorithms are proposed for the VRP, and the results are presented in Section
5. A conclusion is given in Section 6, where the main contributions of this paper
are highlighted.

Algorithm 1. Classical ant metaheuristic

While no stopping condition is met, do:

1. for i = 1 to N , do: ant i builds a solution si step by step based on Equation (1);
2. intensification (optional): apply a local search to some solutions of {s1, . . . , sN};
3. update s� (best encountered solution during the search);
4. update the trails by the use of a subset of {s1, . . . , sN};

Output: solution s�.
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2 Ant Algorithms

As presented in [11], ant algorithms have been developed for many problems of
different types. Several variants or extensions of the above Algorithm 1 can be
found in the literature. Some of them are briefly discussed below.

Elitist Ants Trails. It is one of the first improvement of the classical ant algo-
rithms. It biases the trail updating rule to converge faster to the most promising
area of the search space. For example, at the end of each generation, only the
best ants of the generation can update the trail system [3].

Pseudo-random Proportional Selection. For each ant, this rule is used at
each iteration of the constructing process. It selects with probability q0 the ele-
ment that maximizes GF (m)α ·Tr(m)β , and uses Equation (1) with probability
(1 − q0). This selection rule is one of the most used and has proved to be a
very easy way to regulate the balance between intensification and diversification
through the parameter q0. It was first presented in [12].

Bounded Trails. This variant was first presented in the MAX-MIN ant system
in [29]. It consists in having upper and lower bounds for the trail values. The
lower bound avoids the algorithm to discard some solutions and ensures the
asymptotic convergence, as every solution has always a probability above 0 of
being generated. The upper bound avoids the algorithm to focus all its attention
to a region of the search space. This mechanism has a strong diversification
ability.

Candidate Lists. It consists in reducing the number of possible choices to
decrease the computational effort at each iteration of the constructing process.
For example, only the e (parameter) elements with the best greedy forces can be
chosen for a move. For instance in [13], only the e closest clients can be chosen
in the construction of a solution of the traveling salesman problem.

Hyper-cube Framework. Presented for the first time in [2], this technique
uses weighting parameters ws (each ws is proportional to the quality of solution
s) in the trail updating rule. It limits the trail values to interval [0, 1] and it has
been theoretically proved to continuously increase the expectation of the average
solution quality over time.

Multiple Ant Colony System (MACS). It consists in several groups of
ants that have their own trail system. In most MACS, there exists some kind of
interaction or exchange of information between the different groups. A MACS
can optimize different objective functions. In this case, each colony focuses on
optimizing its own objective function and interacts with the other ones to create
a global best solution. This is the case for the VRP with time windows, for which
a MACS was first proposed in [14]. Having more than one trail system provides
the algorithm with a very important diversification potential.

Other Ant Paradigms. In most ant algorithms, the role of each ant is to build
a solution in a constructive way, basing each decision on the greedy force and
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the trails. However, different roles are possible for each individual ant, ranging
from a negligible help in the decision process to a refined local search such a
tabu search (e.g., [25,32,34,35]).

3 Presentation of the VRP and Literature Review

The VRP is one of the most popular problems in combinatorial optimization
because of its obvious applications in transportation. It consists in designing
the route of each of the k identical vehicles with the aim of minimizing the
total traveled distance f (or the total cost or the total travel time). All vehicles
are initially in a depot, where each route starts and ends. Each client v (with
demand D(v)) has to be visited once by the collection of routes. The problem
is defined in an undirected graph G = (V,E), where V = {v0, v1, . . . , vn} is
the vertex set and E = {(vi, vj) | vi, vj ∈ V, i < j} is the edge set. Note that
v0 is the depot and the other vertices are clients. The following lexicographical
approach is generally used: minimize k, then the total distance f . The two most
well-known constraints associated with the VRP are: (1) capacity : each vehicle
has a limited capacity Q, thus the demand of each route cannot exceed Q; (2)
autonomy : each vehicle has a limited autonomy A, thus the total duration of
each route cannot exceed A. Several extensions of the VRP can be found in the
literature. In this paper, only the capacity constraint is considered, which is the
most studied version of the VRP.

A few ant algorithms have been proposed in the literature for the VRP (see
[27]), but none belongs to the best VRP metaheuristics. The first ant algorithm
for the VRP was presented in [4]. In the most basic version, each ant constructs
a solution by choosing the next client (among the non visited ones plus the
depot) to visit according to Equation (1). When the selection of a client leads
to an infeasible solution, the route is closed and another route is started. The
greedy force of an edge is the inverse of its length. The trail updating rule
is based on an elitist technique. Some variations of this algorithm have been
tested in the literature. The most successful variations are described below. The
distance between two clients is not the only relevant heuristic information. In
[3], a new probability rule is described and includes the savings sij (advantage of
combining two cities i and j as consecutive elements in a tour) and the capacity
utilization (portion of the vehicle capacity used if the next considered client
is chosen). In [26], local search procedures (e.g. the well-known 2-opt heuristic
based on the cross exchange, the move swap or reinsert) have improved the
performance of the discussed ant algorithms. A mutation operator which belongs
to the genetic algorithm paradigm is introduced in [1]. With a certain probability
(which is dynamically managed during the search), the algorithm selects two
tours from parent solutions and exchanges two nodes (unfeasible solution are
penalized but not forbidden). The resulting solution is improved with the 2-
opt heuristic. When updating the trail of an edge (i, j) with a solution s, two
components are considered: the value of s and the contribution of the length of
(i, j) to the tour it belongs to.



Ant Metaheuristic with Adapted Personalities 7

For survey papers on the VRP, the reader is referred to [7–9,15,17,19]. Many
algorithms have been developed for the VRP. Among them, there are some
successful classical heuristics such as Clarke & Wright, Two-matching, Sweep,
1-Petal and 2-Petal, as tested in [8]. However, the best performance is achieved
by metaheuristics (e.g. [10,22,23,28,30,31]). Such competitive metaheuristics
are all discussed below.

Adaptive Memory (AM ). AM [28] has been proved to be a good algorithm
for the VRP and introduces a very innovative approach. At each generation of
AM, an offspring solution s is built route by route from a central memory M
(which contains routes), then s is improved with a local search, and the resulting
solution is used to update M (i.e. routes of M are replaced with routes of s).

Unified Tabu Search (UTS). UTS [10] has been proved to be a very flexible
algorithm (easily adapted to variations of the VRP) with competitive quality and
speed. UTS relies on a tabu search using an objective function which dynami-
cally penalizes the constraint violations (the penalty component is likely to be
increased if the last iterations violate the constraints).

Granular Tabu Search (GTS). GTS [30] has been proved to be a very bal-
anced algorithm in terms of speed and quality. It uses a tabu search framework
and relies on the use of granular neighborhoods to discard the edges that rarely
would belong to a competitive solution. GTS uses a granularity threshold which
is dynamically adjusted.

Active Guided Evolution Strategies (AGES). AGES [22] has been proved
to be very efficient (it is one of the best VRP method), with a reasonable speed.
AGES is a combination of several procedures (including local search techniques),
but an important drawback is its significant number of parameters.

Edge Assembly-Based Memetic Algorithm (EAMA). EAMA [23] com-
bines an edge-assembly crossover with well-known local search procedures. It
allows infeasible solutions with respect to capacity and route duration constraints
after invoking the crossover.

Unified Solution Framework for Multi-Attribute VRP (USFMA).
USFMA [31] is to be able to tackle a wide range of VRP variants. Using a diver-
sity management process, the proposed method is a hybrid genetic algorithm
relying on problem-independent local search and genetic operators.

4 New Algorithms for the VRP

4.1 GR: A Greedy Constructive Algorithm with Restarts

There are many constructing algorithms for the VRP, such as the savings algo-
rithm [6]. Most of them are deterministic and as a consequence generate always
the same solution. We propose a greedy constructing procedure GR with random-
ness, able to generate different solutions if restarted, which is the core procedure
of the proposed ant metaheuristics. It works with a given number k of vehicles
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and it is restarted as long as a given time limit is not reached. At the end, the
best generated solution is returned to the user.

GR consists in sequentially constructing each of the k routes. The procedure
starts a new route R by choosing randomly an unserved client v ∈ {v1, . . . , vn},
and creates a tour v0 − v − v0. Let C(R) be the capacity of route R (defined
as the vehicle capacity, minus the demands D(R) of all the clients belonging
to R). Then, for all the unserved clients v such that D(v) ≤ C(R) (called the
R-available clients), a move m = (v, p,R) can be performed, which consists in
inserting client v at position p (between two clients vi and vj , or between the
depot v0 and one client vi) in route R. To do it, the greedy force GF (v, p,R) is
first computed for each R-available client v, for each position p of the considered
route R. GF (v, p,R) is defined by dividing the distance d(v, v0) between v and
the depot v0 by the augmentation ΔfR(v, p) of the length of R if it is extended
by inserting client v at position p. This greedy force is new and in contrast with
the existing greedy forces proposed in the literature, it favors the insertion of
clients located far away from the depot, which is likely to reduce the number of
isolated clients (i.e. an unserved client v with a large d(v, v0) value). If too many
isolated clients are left for the next routes, such routes are likely to be long.
However, the consideration of ΔfR(v, p) avoids the insertion of isolated clients
located far away from the route R under construction. When the greedy force
of each R-available move has been computed, all the possible choices have been
identified and evaluated for the considered route R. At this moment, the greedy
force threshold GFT (R) is computed as qA · maxv,p GF (v, p,R). It is the largest
available greedy force, multiplied by parameter qA (tuned to 0.9) which regulates
the amount of possible moves and corresponds to a candidate list technique. At
the end of each iteration, the selected move m is randomly chosen among the
ones whose greedy forces are above the threshold.

At each iteration of GR, these three mains steps are performed for the con-
sidered route R (i.e., compute the GF (m)’s, then GFT (R), and finally select a
move m) until there is no more R-available client v. When this occurs, a new
route is started by choosing randomly an unserved client. The process stops when
all the clients have been served (feasible solution), or when it is not anymore
possible to serve a client with one of the k vehicles (unfeasible solution).

4.2 ANT: An Ant Algorithm with Two Phases

In ANT, the role of each ant is to build a solution with a 2-phase algorithm
denoted 2PH, where a trail value is associated with each edge. In the first phase
(P1), the routes are sequentially built and extended as in GR, whereas in the
second phase (P2), the unserved clients are sequentially considered to fill any of
the existing routes. In other words, (P1) works tour by tour, whereas (P2) works
client by client (by order of decreasing demands, which improves the likelihood
of the solution to be feasible). The transition between the two phases is one of
the challenging issues. The key idea is to stop the construction of a route R in
(P1) when only poor R-available insertions are possible (i.e. do not fill route R
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just to fill it, because these R-available clients might be much more efficiently
served by other routes).

Based on Algorithm 1, each generation of ANT consists in the following steps:
(1) construct a solution with each of the N (parameter tuned to 12) ants, using
2PH; (2) is skipped; (3) update s�; (4) update the trails and compute a trail
threshold TT , which is used to decide when to move from (P1) to (P2) in 2PH
(in the next generation). More precisely, the role of TT is to detect when the
potential of (P1) becomes poor, in the sense that even if a client v is inserted at
the best position in the considered route R (as it can be done in (P1)), it could
be much better to assign v to another vehicle (as it can be done in (P2)). TT is
computed as min(tB · TB , tS · TS), where tB and tS are parameters respectively
tuned to 0.2 and 3, TB is the average trail value in the best encountered solution
s� during the search, and TS is the average trail value in the whole trail system.

The trails are updated as follows. First, for each edge (i, j), the evaporation
coefficient ρ is used to set Tr(i, j) = ρ · Tr(i, j). Then, the Nb (parameter tuned
to 4) best solutions (i.e. the elite solutions) of the last generation are used to
reinforce the trails of the edges that appear in the elite solutions. More precisely,
for each elite solution s, Tr(i, j) is augmented by (1 − ρ) · w · [f(s)/f�], where
f� is the value of s�, and w is a weighting parameter tuned to 0.1. One can
remark that parameter ρ (tuned to 0.975) can regulate the balance between the
evaporation and the reinforcement of the trails.

(P1) is derived from GR with the two following differences: (1) the probability
of a move is proportional to its associated trail value; (2) (P1) stops when the
trail of the selected move is below TT (i.e. (P1) does not only stop because of
non sufficient capacity). More precisely, let p(v, p,R) be the probability to insert
client v at position p = (vi, vj) in route R. Such a probability depends on the
trail Tr(v, p,R) = max[Tr(vi, v), T r(v, vj)]. Consequently, a sequence of clients
that appears to be good in the previous generations is more likely to be created.
The “maximum” is used (instead of the “summation”) because at that stage,
many edges are going to be broken by the insertion of the next clients.

(P2) starts by calculating the greedy force GF (v, p,R) of the considered client
v for each position p = (vi, vj) of each existing route R that has a sufficient
remaining capacity to serve v. In contrast with (P1), the trail is computed as
Tr(v, p,R) = Tr(vi, v) + Tr(v, vj). The summation is performed because unlike
in (P1), the added edges are likely to stay in the final solution. As in (P1), the
probability of a move (among the ones above GFT ) is proportional to its trail
value. If a client v cannot be placed in any route R because D(v) > C(R), the
solution is unfeasible.

Because of the sequential use of the greedy forces and the trails, there is no need
to use parameters α and β of Equation (1), which results in a significant reduction
of the computational effort and a better overall performance, as discussed in [35].
We have now all the ingredients to summarize 2PH in Algorithm 2.
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Algorithm 2. 2PH: The two-phases algorithm associated with each ant

(P1) While there is a free vehicle, do:

1. select a free vehicle;
2. select randomly an unserved client v and build the route R = v0 − v − v0;
3. while there is at least a R-available client v, do:

(a) compute GF (v, p,R) for each R-available client v;
(b) compute GFT (R);
(c) select a move m = (v, p,R) (based on their trail values) among the moves such

that GF (v, p,R) ≥ GFT (R);
(d) if Tr(m) < TT , STOP (select another free vehicle, if any);

(P2) For each unserved client v (ordered by decreasing demand), do:

1. if there is no route R such that D(v) ≤ C(R)−D(R), STOP (unfeasible solution);
2. for each route R such that D(v) ≤ C(R) − D(R), compute GF (v, p,R) and

Tr(v, p,R);
3. compute GFT (over all the possible moves and routes at that step);
4. select a move m = (v, p, R) (based on their trail values) among the moves such

that GF (v, p, R) ≥ GFT (R);

Output: feasible/unfeasible VRP solution.

4.3 AL: ANT Enhanced with Local Search Techniques

Often, in order to get competitive results, it is unavoidable to apply a local
search method (e.g., a descent method, tabu search) to the solutions provided
by the classical constructive ants [35]. Widely used neighborhood structures
for the VRP are: (1) the forward and backward Or-exchange [24], where the
neighborhood structure consists in moving a client from a route to another; (2)
the 2-opt [20], where a move consists in removing two edges of a route and
rebuilding the solution by creating a different pair of edges. 2-opt appears to
be very efficient while combined with the forward and backward Or-exchange
(in one configuration of the algorithm proposed in [22], these are the only three
local search procedures used). Moreover, the 2-opt local search is the most used
in literature for the VRP because of its simplicity, its speed and its capacity to
improve the solutions by making intra-route improvements.

At the end of each generation, before updating the trail system (i.e. at step (2)
of Algorithm 1), the following local search techniques are sequentially applied
to the elite solutions: the 2-opt, the forward Or-exchange, the backward Or-
exchange. This sequence of three local search procedures is restarted until no
more improvement is encountered by any of the procedure.

4.4 ALM: AL Enhanced with a Central Memory

ALM is derived from AL by adding an intensification component at the beginning
of 2PH, before (P1). This component (P0) consists in copying some of the routes
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of s� when generating a solution s with the considered ant. More precisely, each
route R of s� has a probability p(R) to be copied in s, which depends on two
elements: the saturation Sat(R) of R and the mutual attractiveness Att(R) of the
clients belonging to R. The probabilities p(R) are updated at each generation,
after s� has been updated (i.e. at the end of step (3) of Algorithm 1).

On the one hand, the saturation Sat(R) of a route R is defined as
D(R)/C(R). The larger it is, the better R is filled (which favors the likelihood
of a solution to be feasible). On the other hand, let M be a central memory
containing the elite solutions of the Mb (parameter tuned to 10) previous gener-
ations. For a given client v, we define fM (v) as the average length of the routes
in M which serve v. In addition, fR(s�) is the length of R in s�. The attrac-
tiveness Att(R) of the clients belonging to route R of s� can now be defined as∏

v∈R fR(s�)/fM (v). The larger it is, the better are likely to be the solutions
which group together the clients of R. Finally, probability p(R) is computed as
in Equation (2), where qM is a parameter (tuned to 0.4) which can regulate the
influence of s� on the solution s generated by the involved ant. Note that if p(R)
exceeds 1, we simply set p(R) = 1.

p(R) = qM · Sat(R) · Att(R) = qM · D(R)
C(R)

·
∏

v∈R

fR(s�)
fM (v)

(2)

4.5 ALMP: ALM with Different Ant Personalities

The idea of ALMP is to assign a specific personality to each of the N ants of the
population. The personality intervenes anytime the ant makes a decision, which
consists in selecting a move among the ones above GFT . Four ant personalities
are proposed: Normal Ants (NA), Follower Ants (FA), Moody Ants (MA) and
Innovative Ants (IA). These characteristics are likely to belong to any group of
individuals working together to reach a common goal. In order to work with a
well-balanced ant society, we propose to use N/4 ants of each personality (remind
that N was tuned to 12).

NA corresponds to the average ant personality as presented in Subsection
4.2. NA selects a move proportionally to its trail value.

FA corresponds to the personality that strictly follows what others have done
previously. FA always selects the move with the largest trail value. This behavior
aims at intensifying the search.

MA corresponds to NA with probability (1 − pMA), but with a probability
pMA (parameter tuned to 0.4), it changes its mood and starts behaving appar-
ently against the goal. MA selects a move proportionally to the trail values
with probability (1 − pMA), and inverse-proportionally to the trail values with
probability pMA. This behavior aims at strongly diversifying the search.

IA corresponds to the personality that tends to behave in an unusual way,
but with the intention to reach the goal. IA corresponds to FA with probability
(1 − pIA) (intensification role), but with a probability pIA (parameter tuned to
0.2), it changes its mood and make a random decision (diversification role). IA
selects the move with the largest trail values with probability (1 − pIA), and
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randomly with probability pIA. For this personality, the value of parameter qA

which appears in GFT = qA ·maxv,p GF (v, p,R) is lower than usual (it is tuned
to 0.8 instead of 0.9), which means that the number of possible choices is larger
than for the other personalities, which favors the exploration of new solutions.

5 Results

The algorithms have been coded in C++ and compiled by Microsoft Visual
Studio 2013. The tests have been run in a Windows 7 PC with an Intel Core2
Quad Q9400 of 2.66GHz and 4MB of RAM in 32-bit but only using one of the 4
processors of the PC. To make the results comparable to other results obtained
with other computers, a GFlops test has been performed with the software LinX
0.6.5. The obtained result is 9.1 GFlops. For each proposed algorithm, the stop-
ping condition is 5 ·n seconds, where n is the number of clients of the considered
instance. The results are averaged over 9 runs. The considered instances are all
the benchmark instances from [5,17] which do not have the autonomy constraint.
More precisely, the instances are 1 to 5, 11 and 12 from [5], and 9 to 20 from [17].
For each instance, the smallest number k of vehicles and the best-known solution
value f� are taken from [22]. As already presented above, the parameters are
tuned to the following values: qA ∈ {0.8, 0.9}, N = 12, tB = 0.2, tS = 3, Nb = 4,
w = 1, ρ = 0.975, Mb = 10, qM = 0.4, pMA = 0.4, and pIA = 0.2.

The results are provided in Table 1. The five first columns indicate respec-
tively: the instance name (starting with a “C” if from [5], and with a “G” if from
[17]), the number n of clients, the number k of vehicles, the instance saturation
Sat computed as the total demand divided by the total capacity of the vehicles,
the time t� (in seconds) to get the best known value f� (obtained from [22]).
Column 6 indicates on the one hand the average percentage gap between GR
and f�, and on the other hand the average computing time (in brackets) needed
to get the best results of GR. Columns 7 to 10 provide the same information,
but for ANT, AL, ALM and ALMP, respectively. The times (indicated in sec-
onds) are all re-scaled according to the above mentioned computer (based on
the corresponding GFlops performance), so that they can be fairly compared.
Average results are given in the last line. Remind that for the VRP, minimiz-
ing k is more important than minimizing the total traveled distance f . In this
respect G14 is of particular interest, as the newly proposed algorithms are able
to generate solutions with k = 29 vehicles instead of k = 30 (as it is the case in
the existing literature). This indicates that the proposed algorithm 2PH has a
strong ability to find feasible solutions with large values of Sat. For this reason,
C14 is not considered to compute the average results in the last line of Table 1.

From Table 1, it can be concluded that every ingredient (i.e., a trail system,
local search procedures, a central memory, and various personalities) successively
added to GR to derive ALMP is useful, as the average percentage gap is reduced
step by step from 12.5% to 11% to 7.5% to 3.7% to 3.3%. Other experiments,
which are not detailed here, confirm this statement: it was observed that each
ingredient improves significantly the solution values even if other time limits
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are used (ranging from n to 5 · n seconds). In addition, it was also observed
that ALMP with the proposed mix of personalities is better than if only one
personality is used (i.e. there is no personality which outperforms the proposed
mix of personalities).

Table 1. Results on well-known benchmark instances

Inst. n k Sat t� GR ANT AL ALM ALMP

C01 50 5 97.1% 1 2.4% [82s] 1.4% [130s] 0.3% [88s] 0.9% [25s] 1.3% [46s]

C02 75 10 97.4% 22 11.3% [187s] 8.7% [177s] 3.9% [121s] 1.8% [98s] 1.4% [124s]

C03 100 8 91.1% 4 13.9% [280s] 9.0% [299s] 1.6% [251s] 0.4% [176s] 0.5% [211s]

C04 150 12 93.1% 41 19.9% [338s] 15.1% [229s] 4.4% [491s] 2.0% [364s] 1.7% [630s]

C05 199 16 99.6% 8640 20.0% [289s] 20.2% [575s] 13.0% [446s] 6.2% [721s] 5.5% [746s]

C11 120 7 98.2% 4 12.0% [233s] 6.3% [232s] 4.3% [287s] 4.0% [155s] 0.9% [309s]

C12 100 10 90.5% 1 10.6% [322s] 7.6% [227s] 1.2% [223s] 0.0% [92s] 0.0% [58s]

G09 255 14 95.9% 1441 11.7% [671s] 9.8% [736s] 8.1% [757s] 2.9% [562s] 3.1% [1006s]

G10 323 16 95.0% 300 13.2% [716s] 11.9% [848s] 8.8% [1081s] 4.2% [1353s] 4.1% [1492s]

G11 399 18 94.3% 1763 14.6% [1009s] 13.2% [1249s] 9.7% [1270s] 5.3% [1716s] 5.1% [1833s]

G12 483 19 98.4% 2591 12.6% [1573s] 12.4% [1496s] 11.8% [793s] 5.9% [2161s] 4.8% [2324s]

G13 252 26 96.7% 1600 10.4% [539s] 9.9% [607s] 8.4% [472s] 3.0% [1061s] 3.2% [886s]

G14 320 29 98.9% N/A 1255 [791s] 1261 [867s] 1245 [775s] 1170 [1510s] 1173 [1516s]

G15 396 33 97.7% 110 12.0% [985s] 11.9% [1075s] 10.2% [849s] 5.8% [1743s] 5.3% [1899s]

G16 480 37 96.7% 3200 14.1% [1429s] 13.3% [1168s] 11.1% [1419s] 7.3% [1957s] 6.2% [2136s]

G17 240 22 98.2% 121 10.0% [638s] 9.7% [495s] 6.6% [271s] 1.7% [994s] 1.7% [1064s]

G18 300 27 100.0% 600 10.0% [663s] 10.5% [648s] 9.0% [904s] 3.6% [1256s] 3.6% [1312s]

G19 360 33 98.2% 93 12.9% [979s] 12.9% [916s] 10.1% [640s] 5.0% [1619s] 5.2% [1747s]

G20 420 38 99.5% 920 12.9% [1620s] 13.4% [988s] 11.7% [1312s] 6.0% [2026s] 5.8% [1964s]

Avg. 12.50% 11.00% 7.50% 3.70% 3.30%

6 Conclusion

In this paper, the ant algorithm paradigm is extended. As in classical ant meta-
heuristics, each ant makes decisions based on two ingredients: the greedy force
on the one hand, and the trail system on the other hand. The main contribution
of this paper is to assign a specific personality to each ant. The resulting method
is applied to the famous vehicle routing problem (VRP), and it can be adapted
to any combinatorial optimization problem. In the VRP context, a new type
of greedy force is proposed, which, in contrast with the existing ant methods
for the VRP, favors clients located far away from the depot (this augments the
likelihood of a solution to be feasible).

The performance of the best proposed metaheuristic with ant personalities is
encouraging, even if it does not match the state-of-the-art results. On one instance,
new best results has however been found. Note that the proposed ant algorithm
can be used even if the number k of vehicles is not known in advance, by solving
a series of k-VRP instances (i.e., with a fixed value of k), starting with an upper
bound on k and decreasing it step by step as long as a feasible solution is found.
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Future works include the adaptation of the ant algorithm with personalities
to other problems (especially the ones for which classical ant algorithms have
shown a high potential). Another avenue of research could consist in managing
a variable fleet of vehicles (see for instance [18]) to generate VRP solutions over
a planning horizon.
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Abstract. In this work, we investigate the potential benefits of intro-
ducing relay stations in the round-trip ridesharing problem. In the clas-
sical round-trip ridesharing system, the pick-up and drop-off locations
for the rider don’t differ from his origin and destination, respectively,
for both outgoing and return trips. This system is straightforward but
inflexible and unbalanced as it puts the whole detour effort on the driver’s
shoulders. In this paper, we propose to consider a meeting location as
flexible and to determine its optimal position minimizing total travel cost
for the round-trip. The meeting locations correspond to relay stations in
which riders find ridesharing vehicles. The introduction of relay stations
in the round-trip ridesharing problem creates dependency between the
outgoing and return trips, in the sense that the relay stations must be
chosen in such a way as to minimize the combined travel cost of the out-
going and return trips. In this setting, the rider is supposed to drive to the
relay station with his private car and to park it there, so the return trip
has to drop him there to get his car back. We present efficient algorithms
to solve this problem and, finally, we perform a comparative evaluation
using a real road network and real dataset provided by a local com-
pany. Our numerical results show the effectiveness of our system, which
improves participants’ cost-savings and matching rate compared to the
classical round-trip ridesharing system.

1 Introduction

The growth of the nation combined with the need to meet mobility, environ-
mental, and energy objectives require other alternative transportation systems.
In fact, public transportation systems are insufficient to address the needs of
commuters in terms of flexibility and availability. One potential solution to
meet these requirements without expanding service area or increasing service
frequency of public transportation, is to use ridesharing services. Ridesharing
service is based on better use of vehicle by connecting drivers and riders so they
can share all or part of their commute, cutting transportation costs for the par-
ticipants while reducing traffic congestion and pollution. Both drivers and riders
benefit from this service; the drivers save money by sharing the trips’ cost, and
the riders obtain their travels with attractive costs. The effective use of new
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communication capabilities, including mobile technology and global position-
ing system (GPS), enabled the emergence of dynamic or real-time ridesharing
systems. It consists in automatically and instantly matching riders and drivers
through a network service by using a smartphone both as a geolocation and a
communication device. Several research has been reported recently in the fields of
ridesharing, as in [1] and [6]. The authors in [3] consider the one-way ridesharing
problem with intermediate meeting locations. Their system is defined as follows:
given a set of drivers’ offers already in the system, and a new rider’s request, they
determine a best driver, a best pick-up and drop-off locations, and a sharing cost
rate between rider and driver for their common path. In [9], an approach that
allows a dynamic scheduling of ridesharing requests (offers and demands), in a
context which also involves standard public transportation modes is proposed.
This approach is based upon dynamic labelling of the nodes of some transit
network together with a filtered search for existing potential riders and drivers.

Although ridesharing provides many advantages, some users are reluctant to
participate as rider in such a service. This concerns especially users who are not
ready to drop their private cars for a ride with others drivers if their return trips
are not ensured by the ridesharing service.

Very few researches are focused on the round-trip ridesharing problem. In
[2], the authors study the round-trip ridesharing problem in which given a set of
potential users, each user can be either a driver or a rider, and the objective is
to minimize the vehicle-kilometers. The decision consists in assigning a role to
each user and finding the optimal matching of drivers with riders. When a user
is assigned as a rider, their system ensures another matching for the return trip.
In [8], the authors propose an approach that synchronizes an outgoing path and
a return path in a location, while minimizing the global cost of the two paths.
This problem which is defined as the 2-Way Multi Modal Shortest Path problem
doesn’t take into consideration ridesharing as a mode of transport. Furthermore,
in existing round-trip ridesharing systems, a rider’s origin can’t differ from his
pick-up location. However, in some situations, the rider accepts to travel with his
private car to a relay station which can be considered as a new pick-up location,
more or less close to his initial starting location, where he will be picked up by
the driver and dropped off at his ending location. In this case the ridesharing
system should guarantee the existence of a new matching for the rider’s return
trip passing though the relay station, i.e, a matching with another driver that
accepts to share his car with the rider and drop him off where his car was left.

In this study, we pursue a two-fold goal.

(i) The primary purpose is to increase the opportunity to obtain a matching
between drivers and riders. Indeed, if the rider accepts to travel on his own
car to a relay station close to driver’s origin, the driver will make less detour
to pick-up the rider. Additionally, this allows to reduce the total travel cost.

(ii) The second goal is to ensure for the rider the return trip via the relay station
where he left his private car. In fact, the rider will not accept to leave his
car in a relay station to participate in a ridesharing service, if the return trip
passing through this relay station is not ensured by the system.
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To the best of our knowledge, our work is the first to consider the round-trip
ridesharing problem with relay stations. This problem consists in minimizing
the total cost of the round-trip. In this study, we consider a practical setting by
exploiting a real road network of the French Lorraine region with a validation
of the proposed solutions on real data.

The remainder of the paper is structured as follows. Section 2 describes
our model of ridesharing. Section 3 explains the algorithmic details. Section
4 presents detailed experimental analysis of our algorithms. Finally, concluding
remarks and future research are included in Section 5.

2 Problem Description and Notation

The road network is represented by a weighted graph G = (V,E), where V is the
set of nodes and E the set of edges. Nodes model intersections and edges depict
street segments. In our model, for an edge (i, j) ∈ E we associate two weights
c(i, j) and τ(i, j), where c(i, j) represents the traveling cost and τ(i, j) the trav-
eling time between i and j, respectively. A path in a graph G is represented by
a vector μ = (u, . . . , v) of nodes in which two successive nodes are connected
by an edge of E. The cost c(μ) of path μ is the sum of costs of all edges in
μ. A shortest-path between a source node u and a target node v is the path
with minimal cost among all paths from u to v. In the following a shortest-path
between node u and node v will be represented by u → v.

An offer i of ridesharing is represented by oi=(si, ei, [tmin
i , tmax

i ],Δi) where
si is the starting location, ei the ending location, [tmin

i , tmax
i ] the departure time

window and Δi is the detour time. A detour time is the maximal time that
the driver accepts as overtime of his shortest-path from si to ei. When a driver
travels in round-trip, we generate two offers separately, one for outgoing trip and
another for return trip.

A demand of ridesharing is represented by d=(s′, e′, [tout
min, t

out
max],

[tret
min, t

ret
max],Δ

out
d ,Δret

d ) where s′ is the starting location, e′ is the ending location,
[tout
min, t

out
max] and [tret

min, t
ret
max] are the outgoing departure time window and return

departure time window, respectively, and Δout
d and Δret

d are the detour time of
the outgoing and return trips, respectively.

In our road graph G, traveling costs of drivers and riders are distinguished,
more precisely, an edge (i, j) has a nonnegative traveling cost ck(i, j) depending
on the fact that the edge is used by driver, i.e., k = o, or by rider, i.e., k = d.

In [2], authors consider a constraint on saved cost of traveling cs(oi, d) as
a necessary condition of a feasible matching between a rider’s request and a
driver’s offer. The saved cost of traveling is defined as the difference between the
travel cost of the driver including serving the rider and the travel costs of the
driver and the rider if each of them travels alone, i.e

cs(oi, d) = co(si → ei) + cd(s′ → e′)
−(

co(si → s′) + co(s′ → e′) + co(e′ → ei)
)

(1)
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Thus, a feasible matching is accepted only if the cost of a Joint trip is less
than the cost of the separate trips, i.e., cs(oi, d) > 0. If the cost of Joint trip is
more expensive than the cumulated cost of the individual trips of the driver and
the rider, then the matching will not be not considered (see Figure 1).

si ei

s′ e′

Joint trip Separate trip

Fig. 1. Example of single rider, single driver ride-share matching.

In order to increase the opportunity of matching, the rider may accept to be
picked-up in relay station v. More precisely, the rider travels with his private car
from his starting location s′ to relay station v. He parks his car at relay station
v, and he shares a ride with driver i, from relay station v till his end location
e′. Whereas, a driver i travels from his starting location si to relay station v,
he picks up the rider traveling together till end location e′, where the rider is
dropped off, and finally the driver continues to his ending location ei. The system
should guarantee to the rider the existence of a second feasible matching with
another driver j to reach the relay station v from e′ in the return trip. The travel
paths of the rider d, the driver i and the driver j are depicted in Figure 2.

si ei

v

vs′

s′ e′

e′

ej sj

Outgoing trip

Return trip

Fig. 2. Round-trip ridesharing with v as a relay station.

2.1 Matching Constraints

In ridesharing systems a matching between drivers and riders can be established
only when constraints of matching are satisfied. In our approach, we consider
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two constraints of matching, namely, the timing constraint, and the travel cost
constraint.

Definition 1. (time synchronization)
We say that a demand d and an offer oi form a time synchronization at relay
station v in outgoing trip if and only if there exists β ≥ 0, where,

β =min

{
tmax
oi

+ τoi
(si → v) − (tout

min + τd(s′ → v))ttkii (2a)

tout
max + τd(s′ → v) − (tmin

oi
+ τoi

(si → v))ttkii (2b)

Equation (2a) means that when a rider leaves his starting location s′ at tout
min

to reach the relay station v, he must arrive no later than the latest arrival time
of the driver at the relay station v. The same reasoning is applied for the driver
in equation (2b). Thus, when β ≥ 0, the arrival time window for the driver and
the rider at the relay station v will coincide. So, they can meet each other in
this station at time max

{
tout
min+τd(s′ → v), tmin

oi
+τoi

(si → v)
}
.

Definition 2. (reasonable fit in outgoing trip)
We say that a demand d and an offer oi form a reasonable fit in outgoing trip
with v as a relay station if and only if d and oi form a time synchronization at
relay station v in outgoing trip, and

co(si → ei) + cd(s′ → e′) − (
co(si → v) + kiiiiiiiiiiiiiiiiiiiii

cd(s′ → v) + co(v → e′) + co(e′ → ei)
) ≥ 0 (3)

τo(si → v) + τo(v → e′) + τo(e′ → ei) ≤ (τo(si → ei) + Δi) (4)

τd(s′ → v) + τo(v → e′) ≤ (τd(s′ → e′) + Δout
d ) (5)

The constraint (3) ensures that the incurred cost in the ridesharing is more
attractive than the cost when the driver and the rider travel alone. The
constraints (4) and (5) concern the detour time in outgoing trip. The term
τo(si → ei) + Δi in (4) (resp. τd(s′ → e′) + Δout

d in (5)) allows to limit the
amount of time that the driver (resp. rider) passes in traveling in outgoing trip.
We consider that the service times to pick-up and drop-off of riders are not
significant and can be considered as instantly done.

Definition 3. (reasonable fit in return trip)
We say that a demand d and an offer oj form a reasonable fit in return trip
with v as a relay station if and only if d and oj form a time synchronization at
location e′ in return trip, such that :

co(sj → ej) + cd(e′ → s′) − (co(sj → e′) + kiiiiiiiiiiiiiiiiiiiii

co(e′ → v) + cd(v → s′) + co(v → ej)) ≥ 0 (6)

τo(sj → e′) + τo(e′ → v) + τo(v → ej) ≤ (τo(sj → ej) + Δj) (7)

τo(e′ → v) + τd(v → s′) ≤ (τd(e′ → s′) + Δret
d ) (8)
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The constraint (6) considers the travel cost-savings by both rider d and driver
j in return trip. Whereas, the constraints (7) and (8) consider the detour time
for the driver and the rider, respectively.

Lemma 1. A demand d and two offers oi and oj form a reasonable fit in round-
trip, if and only if, there exists a relay station v, where d and oi form a reasonable
fit in outgoing trip with v as a relay station in outgoing trip, and, d and oj form
a reasonable fit in return trip with v as a relay station.

2.2 Objective of Ridesharing System

In the following we use the term round-trip-path 〈d, i, j, v〉 to describe the round-
trip of rider’s demand d with the driver i in outgoing trip and the driver j in
return trip, passing through the relay station v.

A shortest round-trip-path 〈d, i, j, v〉 is the round-trip-path with minimal cost,
denoted by c(〈d, i, j, v〉), such that

c(〈d, i, j, v〉) = c(〈d, i, v〉)out + c(〈d, j, v〉)ret (9)

where

c(〈d, i, v〉)out = co(si → v) + cd(s′ → v) + co(v → e′) + co(e′ → ei) (10)

and
c(〈d, j, v〉)ret = co(sj → e′) + co(e′ → v) + co(v → ej) + cd(v → s′) (11)

In a nutshell, for a demand d, our objective is to determine, an offer oi in the
outgoing trip, a relay station v, and an offer oj in return trip such that the
cost of round-trip-path is minimized, and the demand d form a reasonable fit in
round-trip with the offer oi and the offer oj having v as a relay station.

3 Algorithmic Details

In this section, we explain the algorithmic details of our solving approaches. Note
that the system is launched when a rider request enters the system, but when a
driver proposes an ridesharing offer, some informations are stored.

3.1 Adding Offer

Each new offer entering into the system generates new ridesharing opportunities.
For this purpose, when an offer oi is added to the system, we store all possible
relay stations for this offer, then we determine the costs co(si → v) and co(v →
ti). More precisely, we denote by N↑(si), N↓(ti) the forward search space from
a source si and the backward search space from target ti, respectively. A forward
search space N↑(si) is a set of triplets: node, cost and time (v, d↑

si
, τ↑

si
) such that

there is a path from si to v with cost d↑
si

and travel time τ↑
si

to reach node v. A
backward search space N↓(ti) is a set of triplet: node, cost, and time (v, d↓

ti
, τ↓

ti
)
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such that there is a path from v to ti with cost d↓
ti

and travel time τ↓
ti

to reach
ti from v.

Based on the constraints of detour time, we can limit the search spaces
when we compute these costs without considering any demand. In our
proposed approach, we started by computing the set N↓(ti) using reverse
Dijkstra Algorithm, and for each settled node v, we check the constraint
τo(v → ti) ≤ (τo(si → ti) + Δi). The search procedure is stopped at the
first settled node v which violates this constraint. In the second step, we com-
pute the forward search space N↑(si), using Dijkstra Algorithm [4]. The search
procedure is stopped when the first node v that violates the time constraint
τo(si → v) ≤ (τo(si → ti) + Δi) is settled. Finally, we keep a node v in N↑(si)
only if

(
τo(si → v) + τo(v → ti)

) ≤ (τo(si → ti) + Δi).
At each iteration, when a node v which corresponds to relay station is selected

in the set N↑(si), we add the entries in the bucket B(v), i.e.,

B(v) := B(v) ∪ {(i, d↑
si

, τ↑
si

)}. (12)

The bucket serves to store for a relay station v, all trips which can pass via this
location without violating the lower bound on constraint of detour time.

To take into consideration the drivers having already begun their trips, we
must update their locations at each time unit. For simplicity, we consider only
drivers who have not yet started their trips when the rider enters the system.

3.2 Adding a Demand

For given demand d, the objective of the matching procedure is to select the
best fit in round-trip by scanning the potential buckets in round-trip. More
precisely, we determine a class C of potential relay stations, where the detour
time constraint of the demand d is respected simultaneously in the outgoing and
return trips. Algorithm 1 allows to recover the class C of potential relay stations.

Algorithm 1. Potential relay stations in round-trip
Require: Graph G(V, E), demand d.

Ensure: Class of potential relay stations in round-trip C.

1: Set Cout = ∅ and Cret = ∅.
2: Compute N↑(s′), using a forward one-to-all Dijkstra algorithm from s′ with rider

cost bounded by (τd(s′ → t′) + Δout
d ).

3: Compute N↓(t′), using a backward one-to-all Dijkstra algorithm from t′ with driver
cost bounded by (τd(s′ → t′) + Δout

d ), for each settled relay station v that satisfied
the equation (5), Cout = Cout ∪ {v}.

4: Compute N↓(s′), using a backward one-to-all Dijkstra algorithm from s′ with rider
cost bounded by (τd(t′ → s′) + Δret

d ).
5: Compute N↑(t′), using a forward one-to-all Dijkstra algorithm from t′ with driver

cost bounded by (τd(t′ → s′) + Δout
d ), for each settled relay station v that satisfied

the equation (8), Cret = Cret ∪ {v}.
6: C = Cout ∩ Cret.
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Steps 4 and 5 allow to store all nodes v that satisfy the constraint of detour
time for the rider in outgoing trip (5). The same reasoning is applied in steps 6
and 7 on the constraint of detour time in the return trip (8). Finally in the step
8, we keep in a class C only nodes that satisfy both constraints (5) and (8).

Once the class of potential relay stations C is determined, it remains to
scan each bucket of this class and select the relay station v with the minimum
cost of the round-trip-path. The scanning method of buckets is described in the
Algorithm 2.

Thus, the best fit in round-trip for a given demand d is computed by
Algorithm 3.

Complexity. The runtime of Dijkstra’s Algorithm using Fibonacci Heaps
is bounded by O(|V | log |V | + |E|). Hence, the worst-case complexity of the
Algorithm 3 is O(4(|V | log |V |+ |E|)+

∑
v∈C |B(v)|) where |B(v)| is the number

of offers in the bucket v.

Algorithm 2. Scan bucket B(v)
Require: B(v), demand d.
Ensure: round-trip-path c(d, i�, j�, v).

1: Initialization: Cost out ← ∞, Cost ret ← ∞, i� ← −1, j� ← −1.
2: for all i in B(v) do
3: if oi and d form a reasonable fit in outgoing trip with v as a relay station then
4: Compute c(〈d, i, v〉)out as described in (10)
5: if c(〈d, i, v〉)out < Cost out then
6: Cost out ← c(〈d, i, v〉)out

7: i� ← i
8: end if
9: end if

10: if oi and d form a reasonable fit in return trip with v as a relay station then
11: Compute c(〈d, i, v〉)ret as described in (11)
12: if c(〈d, i, v〉)ret < Cost ret then
13: Cost ret ← c(〈d, i, v〉)ret

14: j� ← i
15: end if
16: end if
17: end for
18: c(〈d, i�, j�, v〉) ← Cost out + Cost ret

Algorithm 3. Adding a demand
Require: Graph G(V, E), demand d.

Ensure: driver i�, driver j�, best relay station v� and c(〈d, i�, j�, v�〉).
1: Compute C using Algorithm 1
2: for all v in C do
3: Scan a Bucket B(v) using Algorithm 2
4: Store the minimum cost c(〈d, i�, j�, v�〉)
5: end for
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3.3 Total Gain in Round-trip

The Matching procedure described above, ensures for the rider a gain simultane-
ously in the outgoing and return trips (i.e, constraints (3) and (6)). In this way,
the sharing of the cost-savings between the ride-share partners in the outgoing
trip is independent of ride-share partners in the return trip. But in practice, the
gain must be ensured in round-trip, not necessarily in both outgoing trip and
return trip. For example, we can have a negative cost-savings in outgoing trip
equal to -3 between the rider d and the driver i. In the return trip, the rider d
can be matched with the driver j with cost-savings equal to 8 . Thus, the rider
can recover the cost that he lost in outgoing trip (i.e, -3 ). The main difficulty
here lies in the way of sharing the saved cost, which depends both on the rider-
share partners in outgoing and return trips. Note that the sharing procedure of
saved cost in not considered in this study.

To take into account the total gain in round-trip instead of separate gain
in outgoing and return trips, we just need to modify the lines 5, 12 and 20 in
Algorithm 2. More precisely, in the lines 5 and 12, we only check the constraints
of detour time in outgoing and return trips, respectively. Finally, in line 20, we
must ensure the constraint of the cost-savings between the rider d, the driver i�

and the driver j�, defined as follows:

cd(s′ → t′) + co(si� → ei�) + cd(t′ → s′)kkkiiiiiiiiiiiiiiiiii

+co(sj� → ej�) − c(〈d, i�, j�, v〉) ≥ 0 (13)

In some cases, either the driver or the rider may ask for a minimum rate
of the saved cost in his trip. For instance, the driver requires at least 10%
of the saved cost relative to his initial travel cost. In that case, we extend
model to take into account that requirement. More precisely, an offer and a
demand of ridesharing will be represented by oi=(si, ei, [tmin

i , tmax
i ],Δi, σoi

) and
d=(s′, e′, [tout

min, t
out
max], [t

ret
min, t

ret
max],Δ

out
d ,Δret

d , σd), respectively, where σoi
(σd) is

the minimum percentage of cost-saving fixed by the driver (rider) relative to his
shortest path. In such case, the constraint of the cost-savings between the rider
d, the driver i� and the driver j�, defined as follows:

cd(s′ → t′) + co(si� → ei�) + cd(t′ → s′) + co(sj� → ej�) − c(〈d, i�, j�, v〉)
≥ σoi

· co(si� → ti�) + σoj
· co(sj� → tj�) + σd · cd(s′ → t′)(14)

3.4 Removing Offers

To remove an offer oi, we need to remove its entries from the buckets. In order
to accelerate the time calculation of the system, we classify buckets according to
calendar date. Furthermore, for each calendar date, we have not defined an order
in which the entries of a bucket are stored. This makes adding operation of an
offer very fast, but removing it, requires scanning the buckets. Thus, scanning
all buckets is prohibitive as there are too many entries. Instead, it is faster to
compute N↑(si) and N↓(ti) in order to obtain the set of buckets which contains
an entry of this offer oi. Then, we only need to scan those buckets and remove
the entries of offer oi.
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4 Experiments

Computational experiments have been conducted to compare the performance
of the proposed algorithms. In this section, the classical approach of round-trip
ridesharing was denoted by CRT, the round-trip ridesharing with relay stations
while ensuring for the rider a gain in the outgoing and return trips was denoted
by RTR, and the round-trip ridesharing with relay stations while ensuring for the
rider a total gain in round-trip was denoted by RTRG. The results of experiments
were evaluated in terms of quality, number of matchings and running-time.

Environment. The algorithms were coded in C# and run using an Intel(R)
Core(TM) I7-3520M CPU 2.90 Ghz, with 8 GB RAM memory. A binary heap
was used as the priority queue data structure.

Offers-demands Data. In our experiments, we use a real data provided by Covivo
company1. These data concern employees of Lorraine region traveling between
their homes and their work places. The real data instance is composed of 756
offers and 757 demands in round-trip. In our experiments, for each offer in round-
trip, we generate two offers separately, one for outgoing trip and another for
return trip. Thus, the number of generated offers reach 1512. Concerning the
demands, each rider owns a private car that he might use during a part of his
trip. The set of offers and demands are filtered in the way that we can never find
an offer and a demand which have both the same starting and ending locations.
The time window for each trip is fixed as follows. For the outgoing trip from
home to work, the early departure time and the latest departure time are fixed
at 7:30 a.m. and at 8:00 a.m, respectively. For the return trip, the early depar-
ture time and the latest departure time are fixed at 18:00 p.m. and at 18:15 p.m,
respectively. The detour time of the driver (rider) is fixed to at most 20% of his
initial trip duration.

Road Networks. Our road network of the French region Lorraine was derived
from the publicly available data of OpenStreetMap2 (OSM) and was provided
by GeoFabrik3. It consists of 7 978 30 nodes and 2 394 002 directed edges. Each
node in the road network can be a relay station in which the driver and the rider
can meet each other. OSM is used in several projects and it facilitates the map
integration or exploitation. For instance, OsmSharp is an open-source mapping
tool designed to work with OpenStreetMap-data. In our experiments, we use
OsmSharp’s routing and OSM data processing library to test our shortest paths
computations on real data sets.

Computational Results. To facilitate our analysis, we divide the set of offers and
demands into six main classes, and each class represents a geographical city (see
Table 1). For each class, we compute the following parameters that allow us to
compare the efficiency of different solution approaches.

1 http://www.covivo.fr
2 http://www.openstreetmap.org/
3 http://www.geofabrik.de/

http://www.covivo.fr
http://www.openstreetmap.org/
http://www.geofabrik.de/
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– Average success rate of matching (M): the number of matched demands
divided by the total number of demands within each class.

– Average cost-savings rate in round-trip (C) : the sum of cost-savings rate in
round-trip generated by the matched demands divided by the total number
of matched demands within each class.

Table 1. Performance of three approaches

Classes # CRT RTR RTRG

(Cities) demands

M M C M C
(%) (%) (%) (%) (%)

Nancy 311 94.2 97.1 35.2 97.1 35.2
V.L.N 199 96.4 98.4 32.7 98.4 32.7
Metz 38 68.4 94.7 22.7 97.3 21.8

Luneville 107 95.3 99 25.7 99 25.7
Toul 74 91.8 97.2 27.8 97.2 27.8

Epinal 28 60.7 82.1 21.2 89.2 20.2

Results of Table 1 show that RTR and RTRG outperform CRT in terms of
successful matching (M) over the all six classes.

The gap between CRT and RTR (RTRG) of successful matching decreases
with the offers’ density in the concerned classes. For instance, the gap between
CRT and RTR (RTRG) reaches 26.3% (28.9%) in Metz class and 21.4% (28.5%)
in Epinal class. In fact, when the density of offers is low and the offers are
distant from demands, this implies that drivers must make long detours to pick-
up the riders, however, the detour time and the detour cost limit the successful
matching. Nevertheless, when the rider accepts to travel with his own car to
a relay station (RTR and RTRG approaches), this allows to reduce the detour
of the drivers, therefore more successful matchings are found. Note also that in
RTR and RTRG, the rate of successful matching are the same in all classes,
except in Metz and Epinal classes where RTRG outperforms RTR with a slight
ratio that does not exceed the 7.1%.

Regarding results in Epinal and Metz classes, RTRG is less efficient than
RTR in terms of cost-savings (C). This is due to the fact that the average cost-
savings (C) is calculated over instances where successful matching is found, and
RTRG detects more matchings than RTR. In order to have a better idea on the
performance of CRT, RTR and RTRG in terms of cost-savings, we evaluate the
additional cost-savings that our approaches provide compared to the classical
ridesharing CRT on instances in which successful matching is found by three
approaches (CRT, RTR and RTRG), hereafter denoted by I. Then, we compare
the approaches RTR and RTRG on instances where a matching is found only
by both RTR and RTRG, hereafter denoted by H. The results are reported in
Table 2. In column CI , the average cost-savings in round-trip on set of instances
I are shown. In column CH, the average cost-savings in round-trip on set of
instances H are shown.
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Table 2. Additional cost-savings

Classes CI CH
(Cities)

CRT RTR RTRG RTR RTRG
(%) (%) (%) (%) (%)

Nancy 31 36.2 36.2 35.2 35.2
V.L.N 29.7 33.3 33.3 32.7 32.7
Metz 25 32.3 32.3 22.7 22.7

Luneville 25.9 26.8 26.8 25.7 25.7
Toul 26.4 29.4 29.4 27.8 27.8

Epinal 25 28.7 28.7 21.2 21.2

From the Table 2, we can see that the generated cost-saving is significant in
both approaches RTR and RTRG compared to CRT for all classes. Indeed, the
average cost-savings per round-trip reaches 36.2% with our approaches. Further-
more, the two approaches RTR and RTRG have the same cost-savings for the
detected matchings. In the case where a matching is detected only by RTRG,
the cost-savings of round-trip can never exceed 25%. Indeed, in outgoing trip
(resp. return trip), we can never save more than 25% of the round-trip. Since
RTR approach does not detect a matching, then either outgoing trip or return
trip generates a negative cost-savings. So the cost-savings that RTRG saves in
case RTR found no matching does not exceed 25%. Thus, the major advantage
of the RTRG approach compared to RTR was in increasing the matching rate
while conserving attractive cost-savings.

To illustrate the effectiveness of the whole system, we evaluate the time to
add/remove a demand and an offer depending on the existing numbers of offers and
buckets in the system. Tables 3 and 4 summarize the time needed to add/remove a
demand and an offer depending on the numbers of offers and buckets. Each entry
in the Table 3 is an average value over instances in each class.

From Table 3, the average time of adding a demand increases linearly with
the number of buckets and the number of offers in buckets. In CRT, we only
need to scan two buckets corresponding to vertices of the starting and ending
locations of the demand. However, in RTR and RTRG, we need to scan all

Table 3. Adding demand

lClasses # # offers Runtime [s]

(Cities) buckets in buckets [·103]

CRT RTR CRT RTR RTRG CRT RTR RTRG

Nancy 2 285 0.064 48 48 0.19 0.44 0.44
V.L.N 2 374 0.090 47 47 0.24 0.55 0.56
Metz 2 2442 0.010 39 39 2.77 3.39 3.52

Luneville 2 1700 0.043 44 44 0.55 1.73 2.03
Toul 2 832 0.041 48 48 0.49 1.45 1.51

Epinal 2 3740 0.006 31 31 3.5 5.29 5.45
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buckets in the set of potential relay stations C. The slight difference in running-
time between RTR and RTRG (< 0.2 sec) is due to the way in which we scan a
bucket. Contrary to RTR approach, in RTRG, we check the constraint of cost-
savings only after having verified all offers contained in the bucket that satisfy
the constraint of detour time. Thus, the number of filtered offers in bucket is less
important compared to the RTR approach.

In order to evaluate the time needed to add and to remove an offer, we have
fixed three offers o1, o2 and o3 composed of 99, 239 and 549 buckets, respectively.
These offers are added/removed from the system according to the number of
offers already contained in these buckets.

From Table 4, we observe that the time to add an offer oi is independent of
the number of offers already in the system. The main time is spent in computing
N↑(si) and N↓(ti). However, removing the offer requires scanning these buckets.
Thus, the run-time to add and remove offers remains at microseconds scale.

Figure 3 gets a better visualization of the running time of adding and remov-
ing offer.

Table 4. Adding and removing offer

Offer # buckets # offers Add Remove

in buckets [s] [s]

100 0.03 0.032
o1 99 250 0.03 0.041

550 0.03 0.053

100 0.05 0.052
o2 239 250 0.05 0.062

550 0.05 0.074

100 0.08 0.083
o3 549 250 0.08 0.093

550 0.08 0.1

99 239 549
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Fig. 3. Adding and removing offers depending on the number of buckets and offers in
the system.
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Summarizing these results, the two approaches RTI and RTIG provide effi-
cient results in terms of successful matching, cost-savings and running-time.
They can also solve the problem of ridesharing with a high number of offers and
relay stations within a few seconds of computation time.

5 Conclusion

This paper sets out methods for round-trip ridesharing that allow the rider to use
his private car in order to reach a relay station, more or less close to his initial
starting location. The decision making process on the choice of the relay station
relates to the density of offers passing via this location.This approachwas validated
by experiments based on real data of ridesharing in the French Lorraine region.
The main advantages of this approach are increasing the opportunity of match-
ing between riders and drivers and then a significant reduction of the total travel
cost compared to the classical approach of round-trip ridesharing. As perspectives,
several extensions can be considered. For example, the case where some ride-share
participants announce trips in which they are flexible to serve as drivers or riders.
Ride-share matching optimization in this case must not only determine the best
relay station, but also assign a role to each of the participants. For future work,
it may be interesting to consider the approach described in [5] by allowing riders
to switch between several drivers while guaranteeing their return trips. Secondly,
some procedures for sharing saved costs between the outgoing and return trip of
one round-trip will be investigated. Finally, a natural avenue for future research is
accelerating our approach using Contraction Hierarchies [7].
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Abstract. This paper presents a hierarchical model that incorporates
strategic, tactical, and operational decisions of cash transfer management
system of a bank. The aim of the model is to decide on the location
of cash management centers, the number and routes of vehicles, and
the cash inventory management policies to minimize the cost of owning
and operating a cash transfer system while maintaining a pre-defined
service level. Owing to the difficulty of finding optimal decisions in such
integrated models, an iterative solution approach is proposed in which
strategic, tactical, and operational problems are solved separately via a
feedback mechanism. Numerical results show that such an approach is
quite effective in reaching at greatly improved solutions with just a few
iterations, making it a very promising approach for similar models.

Keywords: Location · Vehicle routing · VRP · Cash transfer · Inven-
tory management

1 Introduction

A major function of a bank is to act as an intermediary between its clients
by collecting deposits from some while dispensing cash to the others. Typi-
cally, banks perform these operations via their branches and automated banking
machines located across a geographical market. Since such transactions are nat-
urally uncertain, cash positions at branches change randomly throughout the
day.

Effective management of cash positions at branches is critical. Banks do not
prefer to carry extra cash due to opportunity cost is associated with it. Any extra
cash can be deposited to central banks or loaned to other banks for overnight
interest. Furthermore, extra cash makes banks susceptible to theft, fraud, and
so on. Falling short of necessary cash, however, is also undesirable and perhaps,
even more harmful. Client requests for withdrawal should be met immediately or
with very little delay as failure to do so may have severe negative consequences
such as loss of goodwill or even loss of confidence.

Therefore, banks need to transfer cash in and out of branches to manage these
inventories in a rational way. A cash transfer system has two main sets of cost
c© Springer International Publishing Switzerland 2015
F. Corman et al. (Eds.): ICCL 2015, LNCS 9335, pp. 31–45, 2015.
DOI: 10.1007/978-3-319-24264-4 3
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items. The first set includes operational costs of managing a system such as fixed
and variable costs related to the cash management centers (CMCs) and armored
vehicles (AVs) while the second set includes opportunity and shortage costs of
having too much or too little cash at the branches. An effective management
of a cash transfer system should trade-off these costs when making design and
operational decisions in the system.

In this paper we present a hierarchical model and an iterative solution app-
roach for a cash transfer management system design problem. Our model falls
into the general class of integrated location-routing-inventory models. The liter-
ature on integrated models for any pair of these decisions is relatively well devel-
oped. A comprehensive review on integrated location-routing, location-inventory,
and inventory-routing problems is provided by Shen (2007). Other papers, such
as Melo, Nickel, and Saldanha-da-Gama (2009) as well as Klibi, Martel, and Gui-
touni (2010) give a review of supply chain design models that include integrated
facility location models. In cash logistics context, recently there are few papers
for inventory-routing problems (Wagner 2010 and van Anholt et al. 2013). How-
ever, the literature that consider all three levels of decisions is scant and those
that present such integrated models report a very limited results.

In one of the earlier works Ambrosino and Scutella (2005) study a detailed
location-routing model in a four-layer distribution network. A more concise
model that considers inventories in a similar manner is presented in Hiassat
and Diabat (2011). However, neither papers gave any numerical experimenta-
tion of a reasonable detail but rather solved only a very small instance. Shen
and Qi (2007) is perhaps the first study that explicitly considers cycle and safety
inventory costs and routing in a location problem. However, they do not con-
sider detailed routing decisions; instead they develop an approximation for the
routing cost and incorporate it in a nonlinear program.

The model closest to ours is given in Javid and Azad (2010), in which authors
study a capacitated facility location problem that explicitly considers routing
and inventory decisions. They first formulate the problem as a mixed-integer
convex problem, which is solved by LINDO for small sized problems. The largest
problem that was solved to optimality within 12 hours by LINDO had three
potential DCs, two vehicles, and nine customers. For larger size problems they
utilize a hybrid Tabu Search and Simulated Annealing heuristic method. They
solved problems as large as 50 potential DCs, 65 vehicles, and 400 customers.

Our paper introduces a novel addition to this growing literature. First, the
very few models that explicitly include routing and inventory decisions along
with location decisions consider a “traditional” inventory management setting.
We on the other hand deal with a cash inventory setting, which is perhaps
the first considered in a network design problem here. Even though cash inven-
tory management is an area that has not received enough attention in logistics
literature, with the continuing general economic climate of low-interest borrow-
ing, logistics and other operational costs have become more important determi-
nants of the profitability of financial institutions. Our work offers a step towards
addressing this research gap in the literature.
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Secondly, we propose an iterative solution method for the problem, instead
of dealing with approximate integrated models or meta-heuristics as most past
works do. We obtain promising results on the performance of an iterative app-
roach that solves a series of simpler problems with updated parameters. Finally,
we generate problem instances based mostly on the real-life data we obtained
from a commercial bank. Some of this data can be used in future studies.

In the rest of this paper we first present the model and the iterative approach.
Section 3 contains the description of parameter estimation and instance genera-
tion followed by reporting of the set of numerical experiments. We conclude the
paper with few remarks and avenues for future research in Section 4.

2 The Model

Our approach consists of a series of well-known problems for strategic, tactical,
and operational decisions and an iterative solution method to reach an optimal
or near-optimal solution. We consider a location problem at the strategic level, a
vehicle routing problem at the tactical level, and a cash management problem at
the operational level. The fourth problem, termed as a vehicle number determi-
nation problem, is a peculiar tactical problem that ties these three problems in
the iterative solution approach we developed. Each of the following subsections
is devoted to the exposition of one problem and its relationship to the other
problems as well as to the overall iterative procedure.

2.1 Strategic Problem: An Uncapacitated Facility Location
Problem (UFLP)

The strategic problem is an extension of the standard UFLP that determines
the CMC locations and CMC-branch assignments so as to minimize the total
cost. In addition to the location and assignment variables, we defined a third set
of decision variables for the number of vehicles to take transportation capacity
and cost of the AVs into account, albeit approximately. These extensions add a
bit more realism to the fixed and variable cost structures and are expected to
lead to better location decisions.

We consider an uncapacitated case, as it is usually easy to increase capacity
at these centers by acquiring additional machinery or hiring new personnel.
The vehicles also have annual fixed costs such as tax, insurance, as well as
personnel costs. Transportation costs are incorporated approximately through
CMC-branch assignment as typical in facility location problems.

Let the index i ∈ I = {1, 2, . . . ,m} represent the alternative CMC loca-
tions and the index j ∈ J = {1, 2, . . . , n} represent the branches. The decision
variables used in our version of UFLP are:

yi =
{

1, if CMC at location i opened,
0, otherwise,

zi = The number of AVs assigned to CMC at location i.
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xij =
{

1, if the branch j is assigned to CMC at location i,
0, otherwise.

The parameters are given as:
fi : Fixed cost of opening a CMC at location i,
gi : Fixed cost of an AV assigned to CMC at location i,
aij : Direct trip cost between locations i and j,
sij : Direct travel time between the CMC at location i and the branch at j,
S : Maximum total time an AV can be used in a year.
Our iterative approach requires some of these parameters to be revised at

each iteration. To facilitate it, we also define the following iteration parameters:
αt−1 : System-wide ratio of total route length to total direct travel

(including backhaul),
kt−1

j : The number of cash transfer requests made by branch j.
These parameters are revised at each iteration of the algorithm and the

superscript (t−1) refers to the values obtained in the previous iteration. Although
the impact of α and k are combined in the formulation, we chose to separately
represent them since they are obtained from different problems. Given all the
variables and parameters, the strategic problem can be formulated as follows:

Minimize
∑

i∈I

fiyi +
∑

i∈I

gizi +
∑

i∈I

∑

j∈J

αt−1kt−1
j aijxij (1)

subject to
∑

i∈I

xij = 1, for all j ∈ J, (2)

xij ≤ yi, for all i ∈ I, j ∈ J, (3)
∑

i∈J

αt−1kt−1
j sijxij ≤ Szi, for all i ∈ I, (4)

yi and xij ∈ {0, 1}, for all i ∈ I and j ∈ J, (5)
zi ∈ {0, 1, . . .} for all i ∈ I. (6)

Objective function (1) includes the fixed costs of CMCs and AVs and the
direct transportation cost, which is adjusted with a routing factor and the
approximate number of trips to a particular branch. Constraints (2) and (3)
are the standard constraints in UFLP which ensure that each branch is assigned
to one open CMC. Constraints (4) ensure that there are enough vehicles that
cover the anticipated total travel time at each CMC. This constraint provides a
rough-cut estimate of the minimum number of vehicles without considering the
detailed routing issues. Finally, (5) and (6) define the binary and general integer
variables.

2.2 Tactical Problem: A Vehicle Routing Problem (VRP)

Our tactical model is a version of VRP, in which the location of CMCs and CMC-
branch assignments from the UFLP are given as input. A VRP is solved for each
CMC to determine the number of vehicles and their routes that minimize the
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total vehicle and traveling costs. Let ni denote the number of branches assigned
to CMC i and the set Ji = {1, . . . , ni} denote those branches. Indices j = 0 and
j = ni + 1 are used to indicate the start and the end of the tours, i.e., the CMC
location. For notational conciseness we also define new sets as J i = Ji ∪{0} and
J i = Ji ∪ {ni + 1}. Furthermore, let

ujk =
{

1, if the branch k is visited immediately after branch j,
0, otherwise, and

tj = The time branch j starts receiving the service.

The problem parameters are defined as:
sjk : Trip time from branch j to branch k,
h : Average service time at a branch,
B : The length of a shift,
M : A large number.
We also define an iterative parameter βt−1 as the average aggregate trip

frequency of routes. Our VRP can be modeled as:

Minimize gi

∑

j∈Ji

u0j + βt−1
∑

j∈Ji

∑

k∈Ji

ajkujk (7)

subject to
∑

j∈Ji,j �=k

ujk = 1, for all k ∈ Ji, (8)

∑

k∈Ji,k �=j

ujk = 1, for all j ∈ Ji, (9)

tj ≥ s0j − M(1 − u0j), for all j ∈ Ji, (10)
tk ≥ tj + sjk + h − M(1 − ujk), for all j ∈ Ji and k ∈ J i, (11)
tni+1 ≤ B, (12)
ujk ∈ {0, 1}, and tj ≥ 0 for all j ∈ Ji and k ∈ J i. (13)

The objective function consists of the fixed vehicle costs and the total trip
costs. Constraints (8-11) are standard constraints in VRPs. Constraints (8)
ensure that each branch is visited by a vehicle and (9) ensure that each vehicle
also leaves a branch it has visited. Constraints (10) and (11) ensure that vehi-
cles are given sufficient time for service and travel between visiting branches.
Finally, the condition on the shift length is given in (12) and the non-negativity
and binary restrictions are given in (13).

While CMC locations and assignments to branches are given as input from
the strategic model, here the number of vehicles for each CMC is found by
re-optimizing a more detailed representation of the vehicle and trip costs.

2.3 Operational Problem: A Cash Management Problem Under
Uncertainty (CMPU)

At the operational level, we solve a cash management problem at each branch
where cash transactions are uncertain. In CMPU, the cash positions of the
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branches are continuously reviewed and at any period one has to decide if any
action of cash transfer to or from the branch should take place and if so, what
should be the transfer amounts. In general, each of these actions incur fixed and
variable costs, which are defined in our context as:

K1 : Fixed cost of transferring money from a branch to a vehicle,
K2 : Fixed cost of transferring money from a vehicle to a branch,
k1 : Unit variable cost of transferring money from a branch to a vehicle,
k2 : Unit variable cost of transferring money from a vehicle to a branch.
Hence, when the cash position of a branch changes from x to y, the transfer

cost can be written as:

A(x, y) =

⎧
⎨

⎩

K1 + k1(x − y), if y < x,
0 if y = x,
K2 + k2(y − x), if y > x.

Under a variety of conditions, several authors, such as Girgis (1968), Porteus
(1972), Porteus and Neave (1972), and Constantinides and Richard (1978), show
that a “two-sided” generalization of (s, S) policy from inventory management,
i.e., (u,U,D, d), is an optimal policy for the cash management problem. The four
parameters defining this policy suggest that if the cash position falls to or below
u, enough cash is obtained to raise the cash position up to U and if the cash
position rises to or above d, enough cash is removed from the branch to bring
the cash position down to D.

While the form of the optimal policy is known, it is rather challenging to
compute the optimal policy parameters. The problem, however, can be somewhat
simplified for our setting. First, it would not be a very strong assumption to take
the fixed costs of cash transfers between the branch and the vehicle as equal, i.e.,
K1 = K2, since in both cases, the vehicles take similar routes and similar actions
are taken at the time of transfer such as counting money, approvals, and so on.
Second, the variable portion of the cash transfer can be assumed negligible as
compared to the fixed costs, i.e., k1 = k2 = 0, because much of the personnel
cost is already sunk in our setting. Under these conditions, Milbourne (1983)
has shown that a (u, z, d) policy would be optimal. This policy is a special case
of the two-sided policy described above, with z = U = D.

Despite these simplifications, however, computation of policy parameters
remains a challenge under general net transaction distributions. Furthermore,
while it is relatively easy to estimate the cost of holding excess cash (such as
the overnight interest rate), estimating the cost of cash shortage is not straight-
forward. Shortage cost includes the cost of borrowing at the interbank interest
rate, but sometimes it might not be feasible or desirable to borrow from another
institution. Moreover, one also needs to account for the cost of lost goodwill.
Therefore, rather than finding all three policy parameters with an estimated
cost of shortage, we assume that the management sets a “service-level” that
restricts the probability of cash shortage when a cash transfer to the branch
is awaited. This service level helps us to set the lower threshold u independent
of other parameters and then compute the remaining two parameters, z and d.
Our treatment is analogous to approximating (s, S) policy parameters with an
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Economic Order Quantity - ReOrder Point (EOQ-ROP) approach in inventory
management.

The model we have chosen towards this end is that of Miller and Orr (1966).
Their results are based on two key assumptions: cash transfers are immediate
and cash movements at a branch have zero mean, i.e., deposits and withdrawals
cancel each other, on average. Under these conditions Miller and Orr has calcu-
lated the optimal decisions as

z∗ =

√
3Kntμ2

t

4r
and d∗ = 3z∗,

where
μt : Mean cash transaction size,
K : Fixed cost of transferring money to or from a branch,
nt : Mean number of cash transactions on a day, and
r : Daily interest rate.
While in our case most branches have nonzero net transaction average, we

nonetheless use Miller and Orr’s model as an approximation. We find the (z∗, d∗)
as described above and then add u∗ to these values to obtain the triple policy
parameters (u∗, z∗ + u∗, d∗ + u∗), where u∗ is computed by using the service
level and the next transaction distribution. After calculation of these parameters
we find the average cash levels and the average number of transactions via a
simulation.

2.4 Integrating Problem: The Vehicle Number Determination
Problem (VNDP)

The last problem acts as an integrating problem among UFLP, VRP, and CMPU
and it resulted from the practice of the bank from which this study derives. While
both UFLP and VRP take the number of vehicles into account, their treatments
are based on simplifying assumptions: UFLP determines the minimum number
of vehicles based on “adjusted” direct distance and VRP, on the other hand
assumes that each branch will be visited every day. VNDP offers a correction via
a probabilistic analysis of branches’ transfer requests. It uses VRP and CMPU
results from the previous iteration while modifying the parameters to be used in
UFLP and VRP in the next iteration.

Now suppose that VRP produces ki routes for CMC i. Let there be nik

branches represented by the set Jik = {1, 2, . . . , nik} on each route k ∈ Ki =
{1, 2, . . . , ki}. Also, let pik

j denote the probability that a branch j ∈ Jik requests a
cash transfer on a given day. These probabilities are assumed to be independent
across branches. The probability that at least one branch on route k ∈ Ki

requests a transfer can be expressed as:

Pik = 1 −
∏

j∈Jik

(1 − pik
j ),
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VRP VNDP

UFLP

UFLP

VRP VNDP

CMPU

CMPUt

t  − 1

Fig. 1. The structure of the iterative algorithm

where probabilities (pik
j ) are calculated via simulation of the CMPU. Then, the

probability distribution of the number of routes used on a day would be a multi-
nomial distribution for each CMC i with probabilities, Pi1, Pi2, . . . , Piki

. Hence,
for CMC i, the probability that all routes need to be served on a particular
day is given as qiki

=
∏ki

k=1 Pik. Similarly, the probability that (ki − 1) routes
to be used is given as qi(ki−1) =

∑ki

k′=1(1 − Pik′)
∏

k �=k′ Pik, and so on. The
expected number of vehicles is then found by enumerating all probabilities qik

for 1, 2, . . . , ki routes and then taking the expectation, i.e.

NoV [VNDP] =
ki∑

k=0

kqik. (14)

This calculation is based on the fact that whether a single branch or all the
branches in a route requests a service, one vehicle is used. Also, note that this
particular setup is based on the practice of the bank where routes are determined
and fixed before any daily operations take place (more on this later). Total
distance however, would depend on how many branches (an which branches) are
visisted on a particular day. This is taken into account in finding the expected
total distance, which is given as:

Dist[VNDP] =
m∑

i=1

PikUik, (15)

where Uik be the distance of the kth route of CMC i. This quantity is used to
revise the distance correction factor used in UFLP as well as to compute the
total transportation cost.

In our solution method, these four problems are solved iteratively with some
parameters updated at each iteration. Figures 1 and 2 depict the structure of
the algorithm at different levels of detail. In nutshell, UFLP uses CMPU results
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Fig. 2. The components of the iterative algorithm: (a) Uncapacitated Facility Location
Problem, (b) Vehicle Routing Problem, (c) Vehicle Number Determination Problem,
and (d) Cash Management Problem under Uncertainty

to determine the expected cash transfer requests at each branch, while using the
VNDP’s results to adjust the transportation cost and time parameters. VRP uses
UFLP results on the CMC locations and CMC-branch assignments and VNDP’s
results to adjust the distance parameter. VNDP uses VRP results to obtain the
routes and CMPU’s results to obtain the number of transfers, which are used to
calculate the branches’ transfer request probabilities. Finally, CMPU uses the
results of UFLP and VRP to find the transfer request fixed costs at each branch
and hence the policy parameters, which in turn determine the service request
frequencies on of the branches.

3 A Numerical Study

The main purpose of this study is to investigate the convergence properties of
our approach. We are also interested in how much an iterative approach would
likely to improve the system over a piece-meal approach, i.e., solving strategic,
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tactical, and operational problems only once without any feedback mechanism. In
our implementation, both UFLP and VRP are modeled using GAMS and solved
using the commercial optimizer LINDO. Other computational steps including
the simulation are performed in MS Excel.

Our instances are partially based on data obtained from a bank that operates
in Turkey. It is the largest private bank in Turkey with its 1,300 branches.
However, for illustrative purposes, we only considered a region where the bank
had 86 branches. We would like to point out that our approach would work for
much larger instances as well because in the VRP, the most computationally
demanding part of our approach, the problem sizes tend to be stable due to the
constraint on working hours in a day.

We obtained the addresses of each of the 86 branches from the bank and
then generated the distance matrices in both time and length using Google
Maps, which uses the actual road network. Whenever the travel time from a
CMC candidate location to a branch and back exceeds the nine-hour work day,
we eliminated the assignment variables, so the branch would not assigned to the
CMC.

Table 1 summarizes all the cost estimations in the local currency Turkish Lira
and US Dollars at the exchange rate at that time. A portion of fixed cost of CMCs
is the leasing cost, which we have estimated using real-estate pages. We came up
with an average figure that is used at all locations. For other components of fixed
costs such as cleaning, heating, lighting, etc. we just added a fixed percentage of
the leasing cost. The second cost is that of the AVs. According to the information
provided by the bank, AVs are regular commercial vehicles that are modified for
certain security requirements. AVs can be operational for an average of 10 years.
The straight-line depreciation of the price of an AV and an verage maintenance
cost is used as the AV annual cost. The variable AV cost is essentially the mileage
cost due to gas.

Above estimates do not include labor cost. Under the current operations all
labor costs are fixed. There are four types of personnel employed in the cash
transfer system: drivers, security guards, clerks, and supervisors. To calculate
the cost of these personnel we used the minimum wage as a basis. First we have
estimated how much a minimum wage personnel cost to a company including
health and pension benefits, vacation pay, and so on. Roughly, drivers and secu-
rity guards cost twice as much as a minimum wage personnel. The clerks and
supervisors cost three and four times that amount, respectively.

In the current operations, each AV is assigned four personnel; one of each.
This number might seem excessive, but in the current mode of operation, drivers
are required to be in the vehicle at all times and not to perform any other
task. According to Turkish regulations, security personnel is also barred from
performing any other function. A clerk is needed to perform all the transactions
and exchanges and a supervisor is to oversee all the operations. A CMC is
typically staffed with three personnel; also one of each, except a driver. These
personnel costs are added to costs of CMCs and AVs to obtain the fixed costs.
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Table 1. Cost estimations

Cost type TL USD

CMC annual cost 77,581 43,100
AV annual cost 5,104 2,835
AV variable cost (per km) 0.68 0.38
Minimum wage 11,088 6,160
Driver or guard cost 22,176 12,320
Clerk cost 33,264 18,480
Supervisor cost 44,352 26,640
Total CMC annual fixed cost 177,373 98,540
Total AV annual fixed cost 127,071 90,595

We now turn to the estimation of the cash transaction parameters at the
branches, which include the nature of cash movements at each branch, fixed cost
of cash transfers, and the daily interest rate. The last one is perhaps the easiest
one to estimate (we have simply divided the interbank borrowing rate, which
was 8% at the time, by 365 days). We are also aware that this is particularly
high; in most developed economies this rate is extremely low.

While in most cash management literature fixed cost is usually readily avail-
able (as transferring money from one investment option to another entails some
fees) in our case, it includes the fixed effort of transferring the cash from a vehicle
to a branch (or, vice versa) as well as the transportation cost portion that can
be allocated to the branch. For the first portion, we have estimated the average
times the branch and vehicle personnel spend in the money exchange and multi-
ply it with hourly wage rates to estimate a fixed labor cost. The transportation
cost portion is rather more crude; we have identified the total route transporta-
tion cost and divided it among the branches based on a weight computed from
the direct distances to CMC. Hence, farther branches received a larger share of
the transportation cost while closer branches received a smaller share.

We now move on with the description of demand parameters. We need to
introduce some notation to facilitate the exposition. Let,

μw, σ2
μw : Mean and variance of the size of withdrawals,

nw, σ2
nw : Mean and variance of the number of daily withdrawals,

μd, σ
2
μd : Mean and variance of the size of deposits,

nd, σ
2
nd : Mean and variance of the number of daily deposits,

The number of transactions at a branch is then nt = nw+nd and the weighted
average cash movement size is μt = (nwμw +ndμd)/nt. Although Miller and Orr
(1966) model assume roughly equal sized withdrawals and deposits, in our cases
we have observed that on average there are roughly three to four times more
withdrawals than deposits, while the average deposit size is roughly three to
four times that of withdrawals.

To compute the lower threshold u∗ of the triple policy we need to esti-
mate the lead-time and lead-time cash withdrawal (or deposit) demand. The
mean of daily cash demand is simply μ = nwμw − ndμd and its variance is
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σ2 = nwσ2
μw + μ2

wσ2
nw + ndσ

2
μd + μ2

dσ
2
nd. In our numerical experiments, we have

also observed that normal distribution is a fairly good approximation for the
net daily transactions, although the actual distribution have fatter tails. Finally
we have set the lead time as the one fourth of the route travel time between a
branch and its CMC and assumed that it is same for all branches at a route. The
rationale is that the most a particular branch is away from the CMC is about
half the route and we used the half of that time (the average) as the approxima-
tion of the lead-time. Finally, we set the risk of running out of cash during cash
transfer lead-time as 1% (i.e., 99% service level).

We have tested our approach on 12 problem instances, each of which has
the same parameters except the demand parameters. The instances are only
differentiated with respect to the cash demand parameters. To estimate the
means and variances of the sizes and numbers of deposits and withdrawals,
we used monthly data for a 12-month period, each month corresponding to an
instance. We refer to these instances as “January”, “February”, etc.

To initialize the procedure, we start with solving a CMPU for each branch
assuming that each branch is also a CMC. In this case the fixed cost of trans-
ferring money consists only of the labor portion. We expected branches put
a substantially high number of transfer requests since the cost of doing so is
rather low at the beginning. Based on those results we generate average transfer
requests at each branch and start “Iteration 1” by solving a UFLP considering
only the CMC costs and the direct transportation cost. Subsequently, we solve
VRPs and VNDPs for each CMC and then CMPU at each branch to end the
first iteration. We then move to the second iteration and continue until all three
iteration parameters (α, β, and kj) converge.

Tables 2 and 3 report our results at varying in details. We choose to give
only the January’s results in detail (Table 2) as other instances were similar.
As expected, there are substantially high number of cash transfer requests and
low cash levels at the initialization stage (Iteration 0). However, the solution
quickly moves to a converging pattern and by the fourth iteration it converges
to a solution. One of the decisions, the number of vehicles, shows a noteworthy
pattern. This decision is found in UFLP, VRP, and VNDP. Although UFLP is
not able to capture the impact of this variable sufficiently, it does not present
an obstacle for the convergence of the algorithm. We also observed that the
impact of VNDP on revising the number of vehicles is basically negligible (refer
to Equation (14)). However its impact on the distance correction is important
(see Equation (15)).

In Table 3 we only reported those of the summary results (marked with “*” in
Table 2). The results are somewhat similar to those of January instance. Eight
of the other instances took four iterations; one took five, and two took three
iterations. Each instance’s iterative pattern is also similar where the problems
quickly converge to a lower number of CMC locations and AVs and mostly
settle there. From this table we also observe that the iterative solution approach
improves greatly upon a piece-meal approach. For example, in January, the total
cost at the end of Iteration 1 (would be the result of a piece-meal approach)
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Table 2. Detailed results of the January instance

Problem Iteration (t) 0 1 2 3 4
UFLP Number of CMCs* 86 14 10 10 10
UFLP Number of vehicles 11.8 6.9 8.3 10.0
UFLP Total distance 1,622,953 1,141,654 942,083 942,083
VRP Number of vehicles 18 17 17 17
VRP Total route length 3,803 4,190 4,190 4,190
VRP Total distance 959,679 1,057,302 1,057,302 1,057,302
VNDP Number of vehicles* 18 17 17 17
VNDP Total distance* 957,457 947,365 946,300 946,300
CMPU Total number of requests 28,428 17,724 16,704 16,704 16,704
CMPU Total average cash level* 9,618,084 24,898,274 27,535,662 27,535,662 27,535,662

Iteration parameters

UFLP Distance correction (αt) 0.67 0.59 0.83 1.00 1.00
VRP Distance correction (βt) 0.67 1.00 0.90 0.90 0.90

Costs
UFLP CMC fixed costs 15,262,196 2,484,544 1,774,674 1,774,674 1,774,674
VNDP AV fixed costs 2,655,043 2,507,541 2,507,541 2,507,541
VNDP Travel cost 652,961 646,079 645,353 645,353
CMPU Cash holding cost 769,447 1,991,862 2,202,853 2,202,853 2,202,853

Total cost* 16,031,643 7,784,410 7,131,147 7,130,421 7,130,421

is 7,784,410. It is reduced to 7,130,421 as a result of the iterative approach,
which corresponds to about 8.4% improvement. The average improvement over
12 instances is 7.8%, which indicates that a substantial improvement in total
cost can be obtained by an iterative approach.

In summary, both the convergence and the improvement results indicate that
an iterative approach such as ours presents a great promise as a viable solution
approach in the improvement of such design and operational decisions. One final
noteworthy result is that most of the improvement in these instances came at
the end of Iteration 2, while the algorithm uses the remaining steps to ensure
convergence of the algorithm. Knowing that such great improvements can be
obtained in a few iterations is a further credit to an iterative approach.

4 Concluding Remarks

This paper presents a novel addition to the scant but growing literature of cash
logistics operations. The overall problem is potentially very difficult to solve and
even to model in an integrated fashion. Therefore, an iterative approach such as
ours that solves a series of location, routing, and cash inventory problems is an
attractive one.

Our approach and the model are open to several improvements and exten-
sions. Some of our modeling choices came from the particular practices we
observed at the bank, which might not be valid or desirable in other cases.
Firstly, the cash management problem that we model here is based on a num-
ber of assumptions that might not hold in other banking environments. For
example, in general, some branches have net withdrawals while the others have
net deposits. Hence, the cash management policy parameters must be found
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Table 3. Summary results on 12 instances

Instance Iteration (t) 0 1 2 3 4 5

Jan Number of CMCs 86 14 10 10 10
Number of vehicles 18 17 17 17
Total distance 957,457 947,365 946,300 946,300
Total average cash level 9,618,084 24,898,274 27,535,662 27,535,662 27,535,662
Total cost 16,031,643 7,784,410 7,131,147 7,130,421 7,130,421

Feb Number of CMCs 86 13 10 10 10
Number of vehicles 18 17 17 17
Total distance 966,150 902,489 904,540 904,540
Total average cash level 7,954,135 22,532,743 24,567,775 24,567,775 24,567,775
Total cost 15,898,527 7,423,629 6,863,111 6,864,511 6,864,511

Mar Number of CMCs 86 14 10 10 10 10
Number of vehicles 20 17 17 17 17
Total distance 994,626 1,005,494 997,635 1,001,523 1,001,523
Total average cash level 11,903,928 28,726,610 33,080,877 33,080,877 33,080,877 33,080,877
Total cost 16,214,510 8,411,030 7,614,407 7,609,047 7,611,699 7,611,699

Apr Number of CMCs 86 14 9 9 9
Number of vehicles 19 19 19 19
Total distance 960,376 977,459 972,778 972,778
Total average cash level 8,340,658 23,916,725 27,049,245 27,049,245 27,049,245
Total cost 15,929,449 7,855,380 7,230,294 7,227,102 7,227,102

May Number of CMCs 86 14 11 11 11
Number of vehicles 19 18 18 18
Total distance 977,670 856,824 854,915 854,915
Total average cash level 9,548,230 25,731,865 30,164,435 30,164,435 30,164,435
Total cost 16,026,055 8,012,385 7,604,672 7,603,370 7,603,370

Jun Number of CMCs 86 14 11 11
Number of vehicles 19 19 19
Total distance 973,696 928,029 928,029
Total average cash level 9,548,230 24,757,850 27,745,785 27,745,785
Total cost 16,026,055 7,931,754 7,607,242 7,607,242

Jul Number of CMCs 86 14 10 10
Number of vehicles 19 17 17
Total distance 977,670 955,171 955,171
Total average cash level 8,828,137 24,122,858 27,498,010 27,498,010
Total cost 15,968,447 7,883,664 7,133,459 7,133,459

Aug Number of CMCs 86 13 10 10 10
Number of vehicles 19 17 16 16
Total distance 971,967 1,021,075 1,020,822 1,020,822
Total average cash level 9,691,987 27,062,211 30,421,063 30,421,063 30,421,063
Total cost 16,037,555 7,937,456 7,412,247 7,264,573 7,264,573

Sep Number of CMCs 86 15 12 12 12
Number of vehicles 19 18 18 18
Total distance 960,033 902,765 901,199 901,199
Total average cash level 9,008,141 26,093,475 28,959,204 28,959,204 28,959,204
Total cost 15,982,847 8,206,753 7,717,051 7,715,984 7,715,984

Oct Number of CMCs 86 14 10 10 10
Number of vehicles 19 17 17 17
Total distance 977,645 958,301 957,318 957,318
Total average cash level 8,673,301 28,051,644 32,771,237 32,771,237 32,771,237
Total cost 15,956,060 8,197,950 7,557,451 7,556,781 7,556,781

Nov Number of CMCs 86 14 10 10 10
Number of vehicles 19 17 16 16
Total distance 967,954 919,875 923,733 923,733
Total average cash level 8,996,093 25,429,554 29,259,249 29,165,969 29,165,969
Total cost 15,981,884 7,981,574 7,250,286 7,097,953 7,097,953

Dec Number of CMCs 86 14 10 10 10
Number of vehicles 19 17 17 17
Total distance 977,670 996,579 995,629 995,629
Total average cash level 9,560,877 27,679,537 31,601,283 31,601,283 31,601,283
Total cost 16,027,066 8,168,198 7,489,960 7,489,312 7,489,312

by observing these differences among the branches and the corresponding vehi-
cle routing problem could also be revised to take advantage of such differences
among the branches. Secondly, the vehicle routing part can also be made more
dynamic. However, that would necessitate a different and potentially a much
more difficult version of the vehicle routing problem. Thirdly, an integrated app-
roach could also be developed albeit possibly with more simplifying assumptions.
Finally, a real-time control and decision support system can be developed for
some of the tactical and operational decisions.
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Abstract. We consider a real fuel supply vessel routing and scheduling problem 
faced by a Hellenic oil company with a given fleet of fuel supply vessels used to 
supply customer ships outside Piraeus Port. The supply vessels are loading fuel at 
refineries in the port area before delivering it to a given set of customer ships 
within specified time windows. A customer ship may place orders of more than 
one fuel type, and all orders placed by a customer ship do not have to be serviced 
by the same vessel, meaning customer splitting is possible. Fuel transported to the 
customer ships is allocated to compartments on board the supply vessels, and fu-
els of different types cannot be mixed in the same compartment. The objective is 
to design routes and schedules for the supply vessels while maximizing the com-
pany’s profit. We propose a mixed-integer programming (MIP) model for the 
problem and provide a computational study based on real instances. 

Keywords: Maritime transport · Routing · Scheduling · Split loads 

1 Introduction 

Maritime transportation planning problems have attracted considerable attention in 
the literature in the last decades; see the surveys by Christiansen et al. (2013). How-
ever, even though fuel refilling is an important task for ships entering ports, the plan-
ning problem considered in this paper, where incoming customer ships are supplied 
with fuel by a given fleet of specialized fuel supply vessels, has, to the authors’ know-
ledge, not been studied previously in the Operations Research literature. As a case 
study, we consider a Hellenic oil company operating in the broader area of Pireaus 
Port illustrated in Figure 1. The figure also shows where incoming customer ships 
anchor, waiting to be supplied by the company’s fuel supply vessels within given 
agreed time windows. The supply vessels load at refineries in the inner part of the 
port before supplying the customer ships. The refineries offer different types of fuel, 
and a customer ship can order quantities of several fuel types to be delivered within 
the same time window. Fuel transported to the customer ships is allocated to com-
partments on board the supply vessels, and fuels of different types cannot be mixed in 
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A customer ship may place orders of different fuel types to be delivered at the same 
time. Each customer ship states a time window in which all its orders must be serviced. 
All orders at a customer ship do not need to be serviced by the same supply vessel, but 
if they are, the operation of the orders must happen continuously. If several vessels are 
servicing different orders at the same customer ship, there is an upper time limit be-
tween starting the first and the last order operations. In addition, only one vessel may 
service a customer ship at a time. The supply vessels are obliged to service contract 
customers, while spot customers can be serviced if the supply vessels have sufficient 
capacity. There are given quantities for the contract orders, while the spot orders’ quan-
tities are flexible within given upper and lower limits specified by the customers. The 
company must operate either all or none of a given spot customer’s orders.  

The supply vessels have a different number of compartments with given capacities 
where the fuels are loaded. A compartment may carry several fuel types, but it may 
only contain one fuel type at a time. The same fuel type may be carried in several 
compartments at the same supply vessel, and large orders may be split between com-
partments. Moreover, if different customer ships order the same fuel type, the orders 
may be allocated to the same compartment. 

The planning problem consists of determining routes and schedules for the fleet of 
supply vessels such that the profit is maximized and all mandatory customer ships are 
serviced within their time windows. The profit equals the revenue through operation 
of contract and spot customers subtracted fixed daily costs and variable sailing costs. 
The problem also includes determining which optional customers to service, as well 
as allocating the different types of fuel to separate compartments within the supply 
vessels. 

3 Mathematical Model 

In this section, we propose a MIP model for the problem. Section 3.1 introduces some 
modelling choices and definitions that are used in the mathematical model. Section 3.2 
describes the notation used, while the objective function and the constraints of the 
mathematical model are presented in Section 3.3.  

3.1 Modeling Approach 

We have chosen to develop a discrete time model due to the time dependent sailing 
time between the inner and outer port area. With discrete time representation, the 
planning horizon is divided into time periods of equal lengths.  

Nodes are introduced to describe the orders placed by the customer ships. A node, 
a customer node and an order represent the same, and the terms may be used inter-
changeably. In addition to the nodes representing the orders, we include a depot node 
and a dummy end node. The depot node represent both refineries, while the dummy 
end node represent a fictive node where the vessels end up after operating all sche-
duled nodes in the planning horizon.  
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The vessel may execute multiple voyages during the planning horizon. In the ma-
thematical model the numbering of voyages is related to each supply vessel. 

The time window of a customer ship is defined by two parameters. One parameter 
represents the start of the time window and is the first time period a vessel may start 
servicing one of the customer ship’s nodes. The other parameter represents the end of 
the time window, meaning that this is the last possible time period for servicing the 
customer ship. Notice that the end of the time window here is defined as the time 
period where operations must be finished, while in most relevant literature the time 
windows are defined as time periods which service may start.  

3.2 Notation 

Indices  
  supply vessel ,   Node 0  the depot node 

  the dummy end node 
  customer ship 
  fuel type 
  Compartment 
  Voyage 

  time period 
Sets  

  supply vessels 
  customer nodes 

  Nodes (total), 0  
  customer ships 

  contract customer ships 
  spot customer ships  

nodes that belong to customer ship  
  fuel types 

  fuel types allowed on compartment  
  compartments on supply vessel  
  voyages for vessel  

  time periods 

  time periods that represent a day’s first time period. For example, 
when the planning horizon starts with time period 0 and one time 
period represent one hour, time periods 0, 24, 48 etc. are time 
periods in the set.   

  possible combinations of , , , ,  for variable  

  possible combinations of , , ,  for variable  

  possible combinations of , , ,  for variable  
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Parameters  
 sailing time when vessel  sails directly between nodes  and  

when arriving at node  in time period  
 sailing time when vessel  sails directly between node  and  

when departing node  in time period  
 vessel ’s operating time at node 

 start of time window of customer ship  
 end of time window of customer ship  
 maximum time difference between start of operation of the first 

and last node at  customer ship  
 the minimum time a vessel may use on any voyage 
 the earliest time vessel  is available for operation 
 number of time periods within 24 hours 
 berth capacity of the depot 

demanded quantity of fuel type  for contract node   
minimum accepted quantity of fuel type  for spot node   
maximum accepted quantity of fuel type  for spot node   

 load capacity of compartment  on vessel  
 fixed daily cost of using vessel  
 sailing cost per time period with vessel  
 revenue per quantity delivered of fuel type  

Variables  
  1, if vessel  starts sailing in time period  from node  directly 

to node  on voyage / 0, otherwise 
  1, if vessel  starts operating node  in time period  on voyage 

 / 0, otherwise 
  1, if vessel  is waiting in time period  at node  on voyage 

/   
0, otherwise 

  1, if vessel  operates all nodes at customer ship  on voyage 
/ 

0, otherwise 
  1, if spot customer ship  is operated/ 0, otherwise 
  1, if vessel  is utilized the day that start with time period /  

0, otherwise 
  1, if compartment on vessel  is allocated to fuel type  on 

voyage / 0, otherwise 
  quantity of fuel type  in compartment  of vessel  when 

sailing directly from node  to  on voyage  
  delivered quantity of fuel type  to spot node  by vessel  on 

voyage  
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3.3 Model 

Objective Function 
The objective function (1) represents the company’s profit. It comprises the revenue 
from operating spot orders, variable sailing costs and daily fixed costs of using the 
vessels. The revenue from the contract orders is not included in the objective function 
since they can be considered as fixed. By including daily fixed costs in this way, the 
model will strive towards solutions where the vessels are busy some days, and are 
doing nothing other days. This is assumed to be practical in the real case problem, as 
long breaks in the utilization of a vessel allow for necessary repairs and time off.  

   Π
   

 

(1) 

 

Flow constraints 
The flow or routing constraints are given as follows: 
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Constraints (2) ensure that every contract node is serviced only once, by one vessel on one 
voyage. The constraints also control that the customer nodes are serviced within their time 
windows. Constraints (3) hold for the nodes at the spot customer ships. If these nodes are 
serviced, each node can only be serviced by one vessel on one voyage within its time 
window. They also ensure that either all or none of the nodes for a given spot customer 
ship are serviced. Furthermore, constraints (4) make sure that the vessels operate at the 
depot at most once on each voyage. Constraints (5) control that a vessel cannot start a new 
voyage if it has not ended the previous voyage. The constraints also ensure that the pre-
vious voyage takes at least time , which is the minimum time any vessel may use on a 
voyage. In constraints (6), it is described that when a vessel has finished servicing a node, 
it must start sailing to a customer node, the depot node or the dummy end node. Even 
when the same supply vessel is servicing two different nodes belonging to the same cus-
tomer ship, it must start sailing after operating the first node. The sailing times between the 
nodes will in that case be zero. Since the sailing time between nodes at the same customer 
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ship is zero, sailing variables and operating variables may equal 1 in the same time pe-
riods. Constraints (7) make sure that a vessel either starts waiting or operating at a custom-
er node when the vessel arrives at the node. Moreover, if a vessel waits at a node in a time 
period, it is restricted to either operate or wait at the node in the following time period. 
Constraints (8) are equivalent to the previous constraints, but concern the depot node. 
They make sure that when a vessel arrives at the depot, it must either start loading at the 
depot for a new voyage or wait at the depot on the current voyage. If a vessel waits at the 
depot in a time period, it may start operating on a new voyage or keep waiting on the cur-
rent voyage in the next time period. Constraints (9) control that every vessel, if it is used at 
all, executes the fictive sailing to the dummy end node once during the planning horizon. 
Constraints (10) ensure that the variable  equals 1 if a given vessel is utilized the day 
which starts with time period . Waiting is not included, since it is possible to wait at the 
depot which in practice corresponds to not utilizing the vessel. Finally, the binary restric-
tions for the variables are given in (11)-(15).  

Time Constraints 
The time or schedule constraints are as follows:  
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Constraints (16) and (17) force the  variables to 1 if all nodes at the same cus-
tomer ship are serviced by the same vessel. Constraints (18) further control that the 
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nodes at such customer ships are operated continuously. Note that the constraints 
assume that the nodes are serviced in a specific order, which reduces symmetry. 
When a vessel services all nodes at a customer ship, this must happen on the same 
voyage, since continuous operation by the same vessel will never happen on two dif-
ferent voyages. If a customer ship is serviced by more than one vessel, constraints 
(19) narrow the time span where the nodes at the customer ship can be operated. It is 
desirable that the nodes of a customer ship are operated continuously without any 
waiting in between. Since the operating times vary with vessel and the fact that the 
operating sequence of the nodes are not known a priori, these constraints give some 
possibilities for waiting in between. All operation of nodes at a given customer ship 
must start within an interval, , calculated from the vessels’ operating times at the 
customer ship. Constraints (20) ensure that in any time period, the company cannot 
have more than B vessels loading at the depot. In addition, a customer ship can only 
be operated by one vessel at the time. Constraints (21) take care of this. Finally, the 
binary requirements for the  variables are given in (22). 

Load Constraints 
The load management on board the ships is taken into account by the following con-
straints:  
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The difference in load within a supply vessel’s compartments before and after operat-
ing a customer node equals the demanded fuel quantity of the node. This is ensured 
by constraints (23) and (24) for contract and spot nodes, respectively. Constraints (25) 
ensure that the quantity delivered to the spot nodes are within the upper and lower 
limits. The load variables, , can be denoted as arc-load flow variables. Agra et 
al. (2013) describe the advantages of having arc-load flow variables instead of more 
common load variables, where the latter do not include a destination node . They 
state that using the arc-flow load variables strengthen the model. Constraints (26)-(28) 
control that the  variables are assigned non-zero values only if the given ves-
sel, , sails directly between nodes  and , and that the compartments’ capacity 
limits are not exceeded. Constraints (29) ensure that only one fuel type is allocated to 
a compartment on each voyage. The constraints also make sure that a compartment is 
only loaded with a fuel type that it is allowed to carry. Constraints (30) control that 
the arc-flow load variables only take values for combinations of fuel type and com-
partment if the fuel type is actually allocated to that compartment. To facilitate the 
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reading, we introduce constraints (31) to ensure that the vessels do not carry any load 
when returning to the depot or the dummy end node. Finally, the binary and non-
negativity requirements for the variables related to loading are given in (32)-(34). 

We have tested several types of valid inequalities to strengthen the linear relaxation 
of the model. Neither clique nor cover inequalities improved the solution process, so 
they are not included. Instead we include the promising valid inequalities (35) ensur-
ing that a spot node  cannot be operated by a vessel  if the vessel is not utilized the 
day the node has its time window. 

 0 , , , , , , |  
 

(35) 

4 Computational Study 

This section presents a computational study performed on a number of test instances 
generated from real data from the company. The model described in the previous 
section has been implemented in Mosel and solved using the commercial optimization 
software Xpress v7.3 64-bit on an HP DL 165 G6 computer with two AMD Opteron 
24312 4.0 GHz processors, 24 GB of RAM and running on a Linux operating system. 
Section 4.1 describes the test instances, while computational results are presented and 
discussed in Section 4.2. 

4.1 Test Instances 

The test cases are generated based on data regarding customer ships and their fuel 
orders provided by the company. The shipping company’s vessel fleet consisted of 
three vessels. Information regarding the vessels’ compartments, load capacities, costs 
and pumping rates was also given. The vessels have between 5 and 7 compartments 
and the total load capacities are in the range of approximately 1300 to 3000 m3. The 
pumping rates vary between 180 to 320 m3/h.  

Since the sailing times for this problem are small compared to the operating times 
at the customer ships and the depot (3 to 12 hours), we have approximated the sailing 
times between customer ships and between the depot and the customer ships to one 
hour. Exceptions are the sailing time between the depot and the customer ships during 
night time, which is four hours because of the navy dock closure, and the time to the 
dummy end node, which is set to 0. Taking these sailing times into account, we have 
chosen to use a time discretization of 1 hour. 

The customer ships had between one and three different orders each. Most custom-
er ships had a wide time window specifying service within a given day (i.e. during a 
period of 24 time periods). However, some of the ships had requested morning delive-
ries where the deliveries had to be made between 7 am in the morning and 2 pm on 
the given day. 
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The number of time periods to include in the planning horizon was set to the end 
time of the latest time window of the customer ships: | | max  . This varied 
between 48 and 96 hours (i.e. two to four days). The start of the planning horizon was 
set to 0. Since the vessels were already engaged in fuel deliveries (from the pre-
vious planning period), they were given different times for when they became availa-
ble. Vessel 1 became available for loading at the depot from time period 17, 
meaning 17, while vessels 2 and 3 were available from 7 and 0, re-
spectively.  

Table 1. Test cases with varying number of customer ships that have placed orders on different 
days 

Test Case 
# Ships 
day 1 

# Ships 
day 2 

# Ships 
day 3 

# Total 
ships 

# Time 
periods 

4_4_0 4 4 0 8 72 
3_3_2 3 3 2 8 96 
10_0_0 10 0 0 10 48 
5_5_0 5 5 0 10 72 
6_6_0 6 6 0 12 72 
4_4_4 4 4 4 12 96 

 
Table 1 shows the different test cases used in the computational study. Since we 

did not have any data whether the customer orders were mandatory or optional, we 
assumed all were the latter in our tests. 

4.2 Computational Experiments and Results 

Table 2 shows the best obtained solutions within a time limit of 10,000 seconds run-
ning time. The table shows the results from running the model without and with the 
valid inequalities (35). 

Table 2. Test results from testing the basic mathematical model on test cases with spot nodes. 
The numbers in front of the’/’ show the results obtained without the valid inequalities (35), 
while the numbers after the ‘/’ are with. 

Test Case 
After 10,000 seconds 
Objective 

Function Values 
Best 
Bounds 

Gaps (%) 

4_4_0 2492/2492 2513/2514 0.8/0.9 
3_3_2 2483/2490 2498/2505 0.6/0.6 
10_0_0 2659/2950 2989/2990 11.0/1.3 
5_5_0 2329/777 2990/2987 22.1/74.0 
6_6_0 1011/1032 2490/3488 59.4/70.4 
4_4_4 2148/3257 3476/3476 38.2/6.3 
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As shown in the table, we were not able to find proven optimal solutions within the 
given time limit. This gives a good indication of the problem’s complexity. However, 
for four of the six test cases, we are able to find solutions with reasonably small gaps 
of 6.3 % and less. We may also note that the model with the valid inequalities yields a 
better solution to four of the test cases, while the one without provides a better solu-
tion only on test case 5_5_0. The model without the valid inequalities is however best 
at finding better upper bounds on four of the six test cases.  

Since we experienced large difficulties in solving the problem, we also tested two 
simplified versions of the model. In the first version, denoted NoCS, we remove the 
possibility of customer splitting. The motivation behind this is that there are only very 
few cases where the company actually performs a customer splitting (which is some-
thing that our results also showed). Furthermore, reducing this possibility will reduce 
the model’s complexity, and one might actually obtain better solutions within the 
given time limit despite that the feasible space is reduced.  

In the second simplified version of the model, denoted ES50_NoCS, we additional-
ly eliminated the complicating stowage of orders to separate compartments in the 
vessels. This means that we assume in the model that all orders can be mixed in a 
single compartment only considering the total capacity. Because of this we risk that 
the solutions obtained are not feasible with respect to the real stowage problem. 
Therefore, we have tested this with running the simplified model with reduced ship 
capacities, which makes it easier to find feasible stowage plans for the solutions ob-
tained. Actually, tests showed that we had to reduce the capacity of the ship to as little 
as 50 % of the original capacity to achieve solutions that always where feasible with 
respect to the real allocation requirements. This feasibility check was done by solving 
a stowage model for the given route of each ship, which becomes a much simpler 
problem to solve.  

 

Fig. 3. Comparing the objective values after 10,000 seconds for the basic model (BM), without 
customer splitting (NoCS), and without stowage and customer splitting  (ES50_NoCS)  

Figure 3 compares the objective values for the two simplified model versions with 
the original one (without the valid inequalities). We can see that for the two smallest 
test cases, the three model versions gave similar results. However, for the four other 
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test cases both simplified models gave better results. The model without both custom-
er splitting and stowage (ES50_NoCS) gave best results for all test cases except for 
10_0_0. If we compare the best results obtained with the simplified model version 
with the best upper bound provided in Table 2, it can be shown that these solutions 
are in fact very close to the optimal solutions. This indicates that these simplification 
strategies can be a good way to provide good decision support to a decision maker in 
a real planning situation when limited time is available. To respond to spot order in-
quiries, there is typically need for a solution within approximately 10 minutes. The 
ES50_NoCS model with neither stowage nor customer splitting provided solutions 
within this time limit. In addition, the model can be solved during the night to produce 
a schedule for the next days. The other two models can be useful for this purpose.  

5 Concluding Remarks 

We have proposed a mixed integer programming model for a combined fuel supply 
vessel scheduling and fuel allocation problem. Three versions of the model have been 
evaluated using data for a real-life problem; a basic model which comprises all rele-
vant aspects as shown in Section 3, a simplified version of the model without custom-
er splitting, and another simplified version without stowage and customer splitting.  

Test results showed that the two simplified models provided significantly better so-
lutions within a time limit of 10,000 seconds compared to the basic model.  

The fuel supply vessel routing and scheduling problem is important for the ship-
ping industry and includes several challenges for the research community. In order to 
solve even larger instances of the problem in limited time, interesting future research 
could be to integrate some heuristic elements to the solution method presented, devel-
op advanced metaheuristics for the problem or methods based on branch-and-price 
(see e.g. Barnhart et al., 1998).   
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Abstract. We study an extension of the delivery dispatching problem
(DDP) with time windows, applied on LTL orders arriving at an urban
consolidation center. Order properties (e.g., destination, size, dispatch
window) may be highly varying, and directly distributing an incoming
order batch may yield high costs. Instead, the hub operator may wait
to consolidate with future arrivals. A consolidation policy is required to
decide which orders to ship and which orders to hold. We model the
dispatching problem as a Markov decision problem. Dynamic Program-
ming (DP) is applied to solve toy-sized instances to optimality. For larger
instances, we propose an Approximate Dynamic Programming (ADP)
approach. Through numerical experiments, we show that ADP closely
approximates the optimal values for small instances, and outperforms
two myopic benchmark policies for larger instances. We contribute to lit-
erature by (i) formulating a DDP with dispatch windows and (ii) propos-
ing an approach to solve this DDP.

Keywords: Urban distribution · Transportation planning · Consolida-
tion · Approximate dynamic programming

1 Introduction

In the field of urban freight logistics, the need for consolidation centers at the edge
of urban areas is becoming increasingly important [11]. Due to the external costs
of freight transport – such as congestion, air pollution, and noise hindrance – more
efficient goods transport within the city center is necessary. Governments seek to
reduce the negative influence of large trucks in urban areas. Imminent regulations
are, e.g., restricted access areas, and road pricing for heavy vehicles. Such devel-
opments spur the need for transshipments at the edge of urban areas. Transship-
ments allow both for bundling goods – such that vehicle capacity can be used more
efficiently – and dispatching environment-friendly vehicles such as electric vans
on the last mile. However, the introduction of an additional transshipment in the
supply chain also poses new challenges. The challenge we study is inspired by a
project on urban freight logistics, in which various logistics partners participate.
c© Springer International Publishing Switzerland 2015
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We adopt the perspective of the party in charge of the consolidation center, to
which we refer as the ‘hub operator’. We focus on the timing of dispatching orders
for delivery, in an environment where the batch arrivals of goods at the hub are
not fully controlled by the hub operator. Hub operators are generally small par-
ties that deploy rules-of-thumb for dispatching orders. They have a certain degree
of knowledge of order arrivals over a relatively short horizon; order arrivals are
usually announced at most 24 hours in advance. The operators also have expec-
tations regarding future order arrivals – e.g., based on historical data – which can
be modeled as stochastic arrivals.

We consider an extension of the Delivery Dispatching Problem (DDP) that
includes dispatch windows as an order characteristic. This extension is particu-
larly relevant in an urban distribution context, where deliveries within specified
time windows are the norm. As opposed to traditional DDPs, we consider a finite
planning horizon, allowing to capture time-dependent arrival processes (e.g., hol-
iday weeks). Commonly studied shipment consolidation policies fall short to aid
decision-making in this context. It does not suffice to determine when to dispatch
the orders in inventory, one also needs to determine which subset of orders to
dispatch. In our DDP, order batches are dynamically revealed to the hub opera-
tor. Some orders may arrive at the consolidation center without advance notice,
others orders may be scheduled to arrive at a future point in time. After orders
have physically arrived at the consolidation center, they can be dispatched to the
customers in the city. An arriving batch may contain orders with dispersed des-
tinations, various dispatch windows, distinct load sizes, etc. Directly distributing
an arriving batch may therefore render poor solutions. Instead, waiting for future
batches to arrive could yield order clusters for which better solutions are avail-
able. This entails waiting for known batches, but also the inclusion of future
orders that may have uncertain properties. Based on both the available knowl-
edge regarding current orders and anticipation of new orders, the operator is
able to make informed waiting decisions.

Due to the dynamic and stochastic nature of our DDP – combined with the
large amount of states – we must deal with various computational challenges.
We consider our study to be part of a two-phase solution approach. In the first
phase – which is the scope of this paper – the hub operator decides which orders
to dispatch at the current decision moment. The dispatch decision is based on
known information and probabilistic arrivals; estimates for the direct costs and
downstream costs are used. In the second phase, the operator solves a detailed
VRP for the selected set of orders. With this paper, we aim to contribute to
existing literature with (i) the formulation of a Markov model for DDPs with
dispatch windows, and (ii) an approach to provide high-quality solutions for
larger-sized DDPs.

2 Literature Review

In this section, we analyze the existing literature on the DDP and related top-
ics. We refer to recent literature studies for overviews of these problems, and
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highlight several studies that address problems comparable to ours. We address
various solution approaches, and discuss their suitability for our problem type.
Finally, we point out the literature gap that we aim to address.

Optimization problems that are both stochastic and dynamic are notoriously
hard to solve [10]. The use of stochastic information in transportation problems
is recognized as an important aspect of optimization, yet its incorporation in
solution methods is still an ongoing development [10,14]. Mathematical pro-
gramming and (meta)heuristics have traditionally been applied to handle high-
dimensional problems in transportation. However, these methods generally do
not cope well with stochastic information being revealed over time [10]. Suitable
solution approaches tend to be either based on stochastic modeling or scenario
sampling [5,8]; the latter is generally applied to fit heuristics and mathemati-
cal programs towards stochastic problems. Incorrect sampling may misrepresent
the stochastic process [5]. Stochastic models represent all possible outcomes,
and therefore in general require more computational effort. As a result, they are
better fit for preprocessed decisions than for online decision-making.

We classify our problem as a DDP. In a DDP, orders arrive according to a
stochastic process and are dispatched in batches [6]. Solving the DDP yields a
shipment consolidation policy, indicating when to dispatch orders held in inven-
tory. We briefly described the DDP in the introduction. For a more elaborate
definition we refer to Minkoff [6], who states that all eligible routes are pre-
defined input for DDPs. The performance of shipment consolidation policies
is generally evaluated based on efficiency (vehicle capacity utilization) and/or
timeliness (time between order arrival and dispatch). Policies are either recurrent
(i.e., dependent on the state of the problem) or non-recurrent [9]; we study a
DDP with a recurrent policy. The stochastic and dynamic nature of such DDPs
gives rise to Markov decision problems [6]. Although a Markov decision model is
a useful framework to describe decision problems with dynamic and stochastic
elements, practical implementations generally suffer from intractably large state
spaces and expected values that cannot be calculated exactly [6,8,9]. Relatively
little work has been done on optimizing consolidation policies; the majority
of DDP literature focuses on testing the performance of existing policies [1,7].
Most DDP literature only considers weight and arrival time as order properties,
while results are valid for a limited set of distributions. A more generic approach
based on a batch Markovian arrival process is presented by Bookbinder et al. [1];
allowing for arrival properties that follow any distribution. Although able to cope
with a variety of arrival processes, enumeration of the transition matrix is still
required. Even when applying techniques to simplify this procedure, complete
enumeration is computationally challenging to describe batch arrivals consisting
of order types with multiple stochastic properties such as dispatch windows.

Although the Vehicle Routing Problem (VRP) addresses routing decisions
rather than dispatching, some characteristics are shared. Unlike the DDP, the
inclusion of time windows is a common property of VRPs. Ritzinger et al. [12]
provide an overview of dynamic and stochastic VRP literature, which generally
considers re-optimization during the execution of routes. A particularly relevant
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class they describe considers dynamic order requests combined with stochas-
tic customer information. For this class, they distinguish between preprocessed
decision support (the sub-class we study) and online decision making. For pre-
processed decision support, a number of stochastic modeling approaches is men-
tioned. Solutions for online decision problems tend to focus more on sampling.

Another subject related to the DDP is the Inventory Routing Problem (IRP)
[6]. The IRP is concerned with repeated stock replenishment from a facility to
a fixed set of delivery locations, the decision when to visit a location, and the
quantity of product to be delivered are the decision of the facility. Each location
consumes the product at a given – possibly stochastic – rate. As such, the IRP
also considers a dispatching decision. However, deliveries in an IRP are not
order-based; goods can be dispatched to any customer at any decision moment.
Furthermore, one or several types of goods have to be distributed along multiple
customers. Coelho et al. [3] provides a recent overview of IRP literature. They
state that for the solution of stochastic IRPs, generally either Markov models
are solved in a heuristic manner, or mathematical programming is applied. For
IRPs with both dynamic and stochastic properties they mention only few works.
Coelho et al. [2] solve a problem in this IRP class heuristically, forecasting a single
scenario based on exponential smoothing of historical data.

Finally, we refer to several Service Network Design (SND) studies mentioned
in SteadiSeifi et al. [14]. SND is concerned with the selection and timing of
transportation services. Known solution approaches make use of mathematical
programming, (meta)heuristics, and graph theory. Most SND studies focus on
deterministic instances. Lium et al. [5] propose a stochastic extension to their
mathematical program, adding scenarios to reflect uncertain future demand. The
authors state that generating a compact yet representative scenario tree is one
of the key challenges in this approach.

We did not encounter existing DDP literature that mathematically formu-
lates a dispatch problem for orders with time windows. We aim to contribute to
literature by formulating our DDP as a Markov decision process that captures
both the stochastic and dynamic nature of the order arrival process. Dynamic
programming (DP) can be used to solve such models to optimality, but instance
sizes quickly grow too large for exact solutions. Topaloglu and Powell [15] present
a stochastic modeling framework for solving dynamic resource-allocation prob-
lems, proposing the application of approximate dynamic programming (ADP).
Various successful ADP applications can be found in transportation literature
[8,14]. Following frameworks such as [9,10,15], we develop an ADP approach to
solve our DDP with dispatch windows.

3 Problem Formulation

This section introduces the planning problem. We describe the problem in a
generic way, making it applicable to a variety of instances. We assume that
the characteristics of arriving orders are stochastic and have a known associ-
ated probability distribution. Our problem formulation allows to include both
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deterministic and stochastic future orders. We consider a finite planning horizon,
during which batches of orders can arrive at the consolidation center. Dispatch-
ing decisions are made at fixed decision moments within the planning horizon,
with constant time intervals separating the decision moments. We model the
arrival rates of order batches, the number of orders in a batch, order sizes, order
destinations, and dispatch times as stochastic variables. When a batch of orders
arrives at the center, the exact properties of the orders are revealed.

The decision problem that we address is the choice of which orders to dispatch
at the current decision moment. To make an informed decision, we require insight
in the effects of postponing the dispatch of orders. Postponed orders may be
combined with future orders against lower costs than when dispatched at the
current decision moment. We therefore consider optimization over a planning
horizon; orders not known at the current decision moment are probabilistic. We
assess all possible realizations of stochastic order arrivals, and plan these arrivals
as if they were actual orders. For both the deterministic and stochastic orders
belonging to a given realization, we compute the costs of dispatching. The costs
of dispatching stochastic orders are required to quantify the expected costs. By
incorporating stochastic order arrivals, we can compute the expected costs of
the various dispatch decisions for the currently known orders.

Consider an urban area with a fixed set of potential order destinations, which
are delivered via a consolidation center at the edge of the area. Our representation
of the urban distribution network is as follows. Let G = {V,A} be a directed and
complete graph with V being the set of vertices and A being the set of arcs. {0} ∈ V
represents the consolidation center in the network. The remaining vertices signify
the subset of order destinations V ′ = {1, 2, . . . , |V ′|}, with V ′ = V \ {0}. The
distances between any pair of vertices in the graph are known.

We consider a planning horizon that contains decision moments with fixed
intermediate time intervals. Let T = {0, 1, . . . , T} be the set containing all deci-
sion moments, and t ∈ T describe any decision moment within the planning hori-
zon. We consider a homogeneous fleet (i.e., a set of identical vehicles), although
our method is able to cope with heterogeneous fleets as well. We distinguish
between sets of primary vehicles Qpr and secondary vehicles Qse. We assume
that the secondary fleet has an infinite size, and is either an actual transport
alternative (e.g., renting an additional vehicle in case of shortage) or a dummy
fleet with infinite costs. A dummy fleet serves as bound on capacity, without
having to explicitly calculate the capacity constraints for each decision. We only
assign vehicles in Qse if no more vehicles in Qpr are available. We assume that
dispatching a secondary vehicle is always more expensive than dispatching a pri-
mary vehicle. To ease the presentation, we assume that every dispatched vehicle
has a fixed route duration of τroute ≥ 1 (this assumption can be easily relaxed).
When dispatching at t, the vehicle will be available again at t + τroute. For
decision-making purposes, we keep track of the availability of primary vehicles
now and in the future. Let r ∈ [0, τroute − 1] be the number of time intervals
before a dispatched vehicle returns. Because all vehicles are available again at
t + τroute, we only keep track of availability up to t + τroute − 1. Let qt,r denote
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the number of primary vehicles available for dispatch at t + r. It follows that
qt,0 vehicles are available for dispatch at t. We record primary fleet availability
in the vector Qt = (qt,0, qt,1, . . . , qt,t+τroute−1).

Every order is characterized by four properties: destination, load size, earliest
dispatch time, and latest dispatch time. The order destination (i.e., the customer
location) is represented by a vertex v ∈ V ′. Let L = { 1

k , 2
k , . . . , 1} be the dis-

cretized set of viable load sizes, with integer k ≥ 1, and 1 representing a full load
for an urban vehicle. The size of an order is given by l ∈ L. The hard dispatch
window of an order is given by earliest dispatch time e ∈ E and latest dispatch
time d ∈ D. Both indices are relative to the decision moment t; at the decision
moment t + 1 all indices of orders in inventory are reduced by 1. Only orders
with e = 0 can be dispatched. Order types with e > 0 describe pre-announced
future orders, that will be delivered to the hub at time t + e. We define a max-
imum length of the dispatch window τwindow, such that d ∈ [e, e + τwindow].
Every unique combination of the four properties represents an order type. Let
It,v,l,e,d ∈ Z+ be the number of a given order type in inventory at t. We denote
the information regarding all known orders at t as It = (It,v,l,e,d)v∈V′,l∈L,e∈E,d∈D.
The state of the system at t, St ∈ S, combines primary fleet availability with
available orders, and is represented by

St = (Qt, It)∀v∈V′,l∈L,e∈E,d∈D ,∀t ∈ T . (1)

For t ≥ 1, let Ot = {0, 1, . . . , omax
t } be the set containing the number of

possible order arrivals between decision moments t − 1 and t. Let ot ∈ Ot be a
realization of the number of orders arriving between t−1 and t. Furthermore, we
set lmax ∈ Z+ as the maximum number of orders that can be held in inventory,
i.e., the maximum inventory remaining after a decision.

For every decision moment t in the planning horizon, we decide which orders
in inventory to dispatch. Orders that are not dispatched remain in inventory,
and are available at the next decision moment. Let the integer variable xt,v,l,e,d

describe the number of a specific order type to be dispatched at t. A feasible
action at decision moment t is given by

xt(St) = (xt,v,l,e,d)∀v∈V′,l∈L,e∈E,d∈D, (2)

where
∑

v∈V′,l∈L,e∈E,d∈D
(It,v,l,e,d − xt,v,l,e,d) ≤ lmax, (3)

xt,v,l,e,d ≤ It,v,l,e,d ,∀v ∈ V ′,∀l ∈ L,∀e ∈ E ,∀d ∈ D , (4)
xt,v,l,e,0 = It,v,l,e,0 ,∀v ∈ V ′,∀l ∈ L,∀e ∈ E , (5)
xt,v,l,e,d = 0 , e > 0 ,∀v ∈ V ′,∀l ∈ L,∀d ∈ D , (6)
xt,v,l,e,d ∈ Z+ ,∀v ∈ V ′,∀l ∈ L,∀e ∈ E ,∀d ∈ D . (7)

Constraint (3) ensures that after dispatching, no more than the maximum
inventory remains at the consolidation center. According to Constraint (4), it is
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not possible to dispatch more orders of a certain type than available at the deci-
sion moment t. Constraint (5) states that all orders that have reached their latest
dispatch time must be dispatched. Constraint (6) prevents orders with an earliest
dispatch time in the future from being dispatched. Constraint (7) states that only
nonnegative integer amounts of orders canbedispatched.The set of feasible actions
in a given state is described by Xt(St).

4 Markov Model

We model the operator’s decision problem as a Markov model. This model con-
siders all possible realizations of orders arrivals during the planning horizon.
With this knowledge, we can make the optimal dispatch decision for the cur-
rent decision moment. In realistic instances, the state space, action space, and
outcome space for such a model will be intractably large. Exactly solving the
Markov model is therefore not possible within a reasonable time. In Section 6,
we solve some toy-sized instances of the Markov model using DP. The ADP
approach as outlined in Section 5 is applied to larger instances.

Every action xt(St) has associated direct costs C(St, xt). The direct costs are
the sum of fixed dispatching costs per vehicle, variable transportation costs, and
handling costs. As the focus of this paper is on the consolidation policy, we do not
explicitly consider routing. Instead, we use the classic approximation of Daganzo
[4] to estimate the transportation costs for a dispatched set of orders. This
approximation is known to provide good estimates of total route distances [13],
given constraints on vehicle capacity, number of destinations, and shape of the
service area. These constraints are likely to be fulfilled in an urban distribution
setting. The approximation is based on the average distances between the depot
and the customers, the number of customer locations visited, the size of the
service area, and the capacity of the vehicles. We consider fixed handling costs
per visited customer; note that this provides an incentive to simultaneously
deliver multiple orders to a customer.

To model the uncertainties with respect to the properties of arriving orders, we
introduce six stochastic variables. These are (i) the number of orders arriving Ot,
(ii) the destination V , (iii) the order size L, (iv) the earliest dispatch time E, (v)
the length of the dispatch window Dwindow, and (vi) the latest dispatch time D =
E+Dwindow.Thecorrespondingprobabilitydistributionsarediscreteandfinite.To
capture all probability distributions into a single variable, we define the exogenous
information variable Ĩt,v,l,e,d ∈ Z+, t ≥ 1, which indicates the number of arrivals of
a specificorder type.Furthermore,we introduceagenericvariableWt thatdescribes
all exogenous information, i.e., all orders arriving between t − 1 and t:

Wt = [Ĩt,v,l,e,d]∀v∈V′,∀l∈L,∀e∈E,∀d∈D , t ≥ 1. (8)

There exists a finite number of realizations of Wt. Let Ωt be the set of possible
batch arrivals between t − 1 and t, and ωt ∈ Ωt be a realization of the random
variables occurring with P (Wt = ωt).



68 W. van Heeswijk et al.

We proceed to describe the transition from a state St to the next state St+1.
The transition is affected by the action xt and the new arrivals Wt+1. We first
describe the effects of xt. Orders not dispatched at t remain in inventory, hence
must be included in St+1. As indices e and d are adjusted over time, we introduce
two new variables to properly process the conversion. Let e′ = max{0, e−1} and
d′ = d−1. Since e < 0 does not affect our decision making, capping e′ at 0 reduces
the number of possible order types. Let q̄t ∈ {0, . . . , |Qpr|} be the number of
primary vehicles dispatched at t; combined with Qt this information suffices to
compute Qt+1. We represent new arrivals with the information variable Wt+1.
This gives us the transition function

St+1 = SM (St, xt,Wt+1), (9)

where

It+1,v,l,e′,d′ = It,v,l,e,d − xt,v,l,e,d + Ĩt+1,v,l,e′,d′ , (10)
∀t ∈ T ,∀v ∈ V ′,∀l ∈ L,∀e ∈ E ,∀d ∈ D,

qt+1,r =

{
qt,r+1 − q̄t if r < τroute − 1 ,

|Qpr| if r = τroute − 1 ,
∀r ∈ [0, τroute − 1]. (11)

Constraint (10) states that for every order type, we have the amount of the
order type in state St, minus the amount of the order type that was dispatched,
plus the amount of the order type that arrived between t and t + 1. Constraint
(11) ensures that Qt+1 is consistently updated. Having described the transition
function, we now introduce the optimality equation that must be solved:

Vt(St) = min
xt∈Xt(St)

⎛
⎝C(St, xt) +

∑
ωt+1∈Ωt+1

P (Wt+1 = ωt+1)Vt+1(St+1|St, xt, ωt+1)

⎞
⎠ .

(12)

We proceed to describe the state space. Between every two consecutive deci-
sion moments t−1 and t, we can have ot ∈ {0, . . . , |Ot|−1} new orders arriving.
Every arriving order can have any of the unique order types, given the con-
straints on the dispatch window. Before the new arrivals occur, we can have up
to lmax orders in inventory. Hence, we can have at most lmax + |Ot| − 1 orders
at a given decision moment. A state can be any feasible combination of order
types available at t, combined with any vector Qt.

Next, we describe the action space. At every decision moment, we decide
which orders to dispatch. Every combination of orders to dispatch represents a
unique action. Orders that are not dispatched remain in inventory, and may be
dispatched at the next decision moment. As we do not consider routing options,
a unique selection of orders to dispatch equals exactly one action.

The transition from one state to another is determined by the current state,
the used action, and the realization of the random variables. The remaining
inventory before new orders arrive is deterministic. The probability of ot orders
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arriving is given by P (Ot = ot). The probability of an arriving order being of a
certain order type is given by the multivariate distribution P (V,L,E,D). V , L
and E are independent random variables, while D is the sum of the realizations
of E and Dwindow.

The outcome space is dependent on the state St, the action xt, and the real-
ization of new arrivals ωt+1. Orders not shipped at decision moment t are with
certainty included in St+1. As route duration is deterministic, so is the change
in fleet availability. Therefore, only the order arrivals account for stochasticity.
To account for the multiple permutations corresponding to ot order arrivals, we
multiply the probability of ot orders arriving with a multinomial coefficient. We
obtain the following probability function for new arrivals:

P (Wt = ωt) = P (Ot = ot)
ot!

∏

Ĩt,v,l,e,d∈ωt

Ĩt,v,l,e,d!

∏

v∈V′,l∈L,e∈E,d∈D
P (V = v, L = l, E = e,D = d)Ĩt,v,l,e,d , t ≥ 1.

(13)

5 Solution Approach

Realistic-sized problems are intractably large for DP. We resolve computational
problems with the state- and outcome space with our ADP approach, while
partially addressing the dimensionality of the action space in this paper. We
retain the full level of detail in the state description, without enumerating the
full state space. By means of Monte Carlo simulation, we approximate the exact
values of the DP method [9]. In our ADP implementation, we use the concept of
the post-decision state [9]. The post-decision state Sx

t is the state immediately
after action xt, but before the arrival of new information ωt+1. Given our action
xt, we have a deterministic transition from St to the so-called post-decision state
Sx

t . We express this transition in the function

Sx
t = SM,x(St), (14)

where

It,v,l,e,d = It,v,l,e,d − xt,v,l,e,d, (15)
∀t ∈ T ,∀v ∈ V ′,∀l ∈ L,∀e ∈ E ,∀d ∈ D,

qt,r = qt,r − q̄t ,∀r ∈ [0, τroute − 1]. (16)

The post-decision state has a corresponding value function

Vt(Sx
t ) = E{Vt+1(St+1)|Sx

t }. (17)

Adopting the concept of the post-decision state allows us to represent our
problem as a deterministic minimization problem. Although this reduces the
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computational effort, Equation (17) still requires to evaluate all states in the out-
come space. We therefore replace this value function with a single value function
approximation V̄ n−1

t (Sx
t ). n is an iteration counter, representing that we use an

estimate from iteration n − 1 at iteration n. At every decision moment, we take
the best action given our value function approximation. Incoming arrivals are
generated according to Equation (13). Utilizing the post-decision state and value
function approximation for future costs, we solve Equation (18) to minimize the
value v̂n

t :

v̂n
t = min

xt∈Xt(St)
(Ct(St, xt) + V̄ n−1

t (Sx
t )). (18)

Once we obtain our estimate v̂n
t , we can update V̄ n−1

t−1 (Sx
t−1). For this, we use

the following function:

V̄ n
t−1(S

x
t−1) ← UV (V̄ n−1

t−1 (Sx
t−1), S

x
t−1, v̂

n
t ). (19)

Table 1 provides an outline of our ADP algorithm.

Table 1. ADP algorithm with post-decision states

Step 0 Initialize
Step 0a: Initialize V̄ 0

t (St), ∀t ∈ T , ∀St ∈ S
Step 0b: Set iteration counter to n = 1, and set

the maximum number of iterations to N .
Step 0c: Select an initial state S0.

Step 1 For t = 0 to T do:
Step 1a: Find the best action x̃n

t by solving Equation (18).
Step 1b: If t > 0, then update V̄ n−1

t (St) using Equation (19).
Step 1c: Obtain the post-decision state Sx

t via Equation (14).
Step 1d: Obtain a sample realization Wt+1, calculate St+1

with Equation (9)
Step 2 Set n := n + 1.

If n ≤ N , then go to Step 1.
Step 3 Return V̄ N

t (Sx
t ), ∀t ∈ T .

We briefly discuss two options for the function UV to update V̄ n
t (Sx

t−1):
lookup and value function approximation (VFA). With the lookup approach,
we store an estimate V̄ n

t (Sx
t ) for every post-decision state, which is updated

based on our observation at the next decision moment. We can speed up this
procedure by first completing a full iteration, and then update all post-decision
values at once (a procedure known as double pass, see [9]). Although the lookup
ADP resolves several computational challenges of dynamic programming, we still
need to visit a state to learn about its value. Instead, we want to learn about
the value of many states with a single observation. To achieve this, we make
use of VFA with the so-called basis function approach, see [9]. Let F be a set
of features, with f ∈ F being some variable that partially explains the costs
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of being in a state. Relevant features for our dispatch problem are, e.g., the
total volume of orders in inventory, the number of orders with d = 0, and the
number of distinct destinations. Let φf (Sx

t ) be a basis function of feature f –
for example, a cross-product or a polynomial of f – that returns a certain value
given Sx

t . Let θn
f be a weight corresponding to feature f . Our value function

approximation becomes

V̄ n
t (Sx

t ) =
∑

f∈F
θn

f φf (Sx
t ),∀t ∈ T . (20)

Following [9], the weights θn
f are updated using recursive least squares for

nonstationary data. Using this procedure, we are able to learn about the value
of many states by sampling just a single state. Using VFA, it is therefore not
necessary to visit all states in the state space to learn about their value, allowing
to handle large state spaces. The key difficulty with VFA is to define basis
functions that closely approximate the exact values of states. Good insight in
the structure of the problem is required to select features that allow to accurately
approximate the true values.

After learning the appropriate weights by completing the procedure in Table 1,
VFA can be applied for practical decision making. By calculating the values for the
post-decision states corresponding to our initial state, we are able to obtain the
best action given the estimate. Only the features of the states, the basis functions,
and the corresponding weights are necessary for decision making.

6 Numerical Experiments

First, we solve a toy-sized instance with dynamic programming. We show how
both the lookup approach and the VFA approach approximate the exact DP
values. Next, we consider larger problems. As these instances are too large to
solve exactly, we cannot show convergence results for these. For all instances, we
compare the ADP-based simulation results to the results of two myopic bench-
mark policies, showing how the inclusion of future information impacts decision
quality. The first benchmark policy (‘Postpone’) we deploy in this paper is given
in Table 2. It aims to postpone as many orders as possible, until a suitable con-
solidation opportunity arises or the latest dispatch time is reached. The second
benchmark policy (‘DirectShipment’) always ships orders as soon as possible, as
long as primary vehicle capacity is available. ‘DirectShipment’ sorts and assigns
orders just as ‘Postpone’ describes, and also dispatches secondary vehicles only
when necessary. We found that in practice, consolidation policies of comparable
complexity are applied by hub operators, followed by manual fine-tuning.

We first describe the properties of our toy problem. We consider a fleet of
two primary vehicles; secondary vehicles are twice as expensive as primary vehi-
cles. We consider three distinct customer locations, a random order size from
{0.2, 0.4, 0.6, 0.8, 1}, a maximum inventory of two orders, and a maximum of
two arrivals per decision moment. We fix the tour length at τroute = 1. We set
e = 0 for all orders, and select d from {0, 1}. All probability distributions are
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Table 2. Benchmark policy – Postpone

Step 0 Sort orders.
Step 0a: Sort available orders based on lowest d.
Step 0b: Sort available orders with same d

based on smallest size.
Step 1 While orders with d = 0

are unassigned do: Assign order with d = 0 to vehicle.
Step 2 While remaining inventory

exceeds lmax do: Assign first order on list to vehicle.
Step 3 While capacity from already

dispatched vehicles remains do: Assign first order on list to vehicle.

uniform. We define a planning horizon with five decision moments. Although an
extremely small problem, the state space already contains about 140,000 states.

The features we use for our VFA are (i) a constant, (ii) the number of vehicles
available at the decision moment, (iii) the number of distinct order destinations,
(iv) the total volume of orders in inventory, and (v) the square of the volume of
orders in inventory. In Figure 1 and Figure 2, we show for two initial states (one
without initial inventory, the other with four orders at the decision moment)
how both the lookup approach and the VFA approach converge to the optimal
values found with DP. In the first number of iterations, the estimates fluctuate
due to the inability to accurately compute expected costs. However, by learning
the values of visited states, ADP starts recognizing good actions.

Fig. 1. Approximation of exact value
with Lookup

Fig. 2. Approximation of exact value
with VFA

From here on, we focus only on ADP with VFA using basis functions. By
completing the algorithm in Table 1, we obtain a set of weights for every decision
moment. When in a given state, with these weights we estimate the values of
all reachable post-decision states. Hence, ADP results in a policy, which we
use to solve a deterministic decision problem. We apply the learned policy in a
Monte Carlo simulation on a variety of initial states, comparing its performance
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Table 3. Comparison between ADP and benchmark policies for small instances

Average Standard Average deviation Lowest deviation Highest deviation
costs deviation from optimal from optimal from optimal

DP 876 – – – –
ADP 881 0.00145 0.60% 0.45% 0.99%
Postpone 908 0.03205 3.76% 1.98% 9.41%
DirectShipment 1033 0.02040 12.23% 8.52% 18.66%

Table 4. Comparison between ADP and benchmark policies for larger instances

Primary Max. Max. Earliest Costs ADP Costs Costs
vehicles arrivals per inventory dispatch (normalized) DirectShipment Postpone

time unit

2 10 20 {0} 100 109.2 109.7
8 10 20 {0} 100 112.3 113.6
3 15 15 {0} 100 111.6 112.1
5 15 30 {0} 100 111.9 113.0
5 15 30 {0, 1} 100 113.5 113.9
5 15 30 {0, 1, 2} 100 114.9 115.8

to both DP and the benchmark policies. For all simulations, we use the same
realizations of order arrivals, and perform 10,000 simulation replications over
the planning horizon. We do this for ten initial states, selected to represent a
variety of properties. Table 3 shows the comparison between DP, ADP, and the
two benchmark policies. The percentages indicate the average difference in costs
between the optimal solution and the simulation results. By applying our ADP
policy, we incur costs that are on average 0.60% higher than the optimal solution,
as such outperforming both benchmark policies. Also, the standard deviation in
solution quality is much lower than for the benchmark policies. With ADP,
we postpone 24% less orders than ‘Postpone’ does. For the initial states where
‘DirectShipment’ actually postpones orders – for some initial states it never will
– ADP postpones 203% more.

Finally, we perform tests on six larger instances, with 10 customers, 10 order
sizes, a maximum dispatch window length of 2, and a time horizon of 10. Tunable
parameters are mentioned in Table 4. The size of the state space follows from
the multinomial coefficients for all possible combinations of order arrivals, and
is � 1030 for all these instances. Clearly, an exact benchmark for such instances
cannot be provided.

Table 4 shows the results of our experiments on the six larger instances. When
the size of the action space exceeds a predefined threshold, we only partially
enumerate the action space based on customer locations. We subsequently apply
the same priority rules as the heuristic to assign orders to a given action. On
average, ADP outperforms the policy ‘DirectShipment’ by 12.23% and the policy
‘Postpone’ by 13.02%. The results show how incorporating future information
(both deterministic and stochastic) improves dispatching decisions. In the case
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of pre-announced orders, the outperformance is stronger due the myopic nature
of the benchmark policies.

7 Conclusions

In this paper, we proposed an ADP approach to make dispatch decisions at
urban consolidation centers. We optimized decisions for a finite planning horizon,
taking into account stochastic order arrivals during this horizon. We have shown
that ADP is able to closely approximate the optimal values obtained by DP
for toy-sized instances of our problem. For larger instances, ADP clearly and
consistently outperforms both myopic benchmark policies, indicating the added
value of considering future information.

The ADP approach as described in this paper resolves the intractability of
the state space and outcome space. However, we have not thoroughly addressed
the size of the action space, which in the worst case increases exponentially with
the number of orders in the system. A possible approach to tackle this problem –
without affecting the quality of decision-making – is to express the single-period,
single-state decision problem as an integer linear program, that can be solved to
optimality with less computational effort. This requires the basis functions in the
VFA to be defined in such a way that they are linear with the decision problem.
Additionally, heuristic approaches to reduce the action space – as touched upon
in this paper – are considered for future research.

Our numerical experiments have shown that even for small instances, simple
consolidation policies that ignore future information are inadequate to capture
the complexity of waiting decisions. Further research will focus on the evaluation
of realistically-sized instances and comparison with more sophisticated bench-
mark policies. The basis functions as proposed in this paper may not work well
on every instance. Insights in appropriate VFAs for a variety of problem struc-
tures will yield a valuable contribution to existing literature. Both the ADP
approach and its benchmarks need to be refined in order to provide an in-depth
analysis of the applicability of ADP on realistic-sized dispatch problems.
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7. Mutlu, F., Çetinkaya, S., Bookbinder, J.: An analytical model for computing the
optimal time-and-quantity-based policy for consolidated shipments. IIE Transac-
tions 42(5), 367–377 (2010)
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Abstract. In order to reduce the greenhouse effect caused by road
haulage, new methods for transportation planning need to be devel-
oped. The amount of combusted diesel on a route segment of a tour
depends to a large extend on the travel distance, the curb weight and
the actual payload of the vehicle traversing that segment. Both, using
an adequate mixed fleet and allowing split deliveries, open up options
for reducing greenhouse gas (GHG) emissions caused by transportation.
A MIP-model for a GHG based vehicle routing problem with a mixed
fleet and split deliveries is presented. To demonstrate the achieved poten-
tial for emission reduction, we analyze results of applying our model to
instances generated for homogeneous and mixed fleets.

Keywords: Greenhouse gases · Emission vehicle routing · Split deliv-
ery · Heterogeneous fleet

1 Introduction

In Germany, 3.5 billion tons of freight were transported in 2013 and thereof 83%
on road. The transportation sector is still growing and an increase of about 1.9%
in 2014 is expected [1]. Additionally, road transportation is the most increasing
transportation mode. Thus a high ratio of the total emissions resulting from
freight transportation is induced by road haulage. The impact of road freight
transportation to environment has become crucial in the last years. Hence, many
researchers deal with this issue, and recently at least 59 papers were published
on this topic [3]. Most of these papers have been published in the last four
years. This shows that the consideration of the environmental impact of freight
transport accrued recently.

There exist few studies focusing on the possibility of reducing air pollu-
tants by employing a heterogeneous vehicle fleet instead of a homogeneous fleet.
Kopfer and Kopfer [8] introduce the emission vehicle routing problem with vehi-
cle classes (EVRP-VC). The EVRP-VC is an extension of the classical vehicle
routing problem (VRP) by introducing a heterogeneous vehicle fleet and an
objective function which minimizes the total CO2 emissions caused by differ-
ently sized vehicles. In contrast to most heterogeneous vehicle routing problems
c© Springer International Publishing Switzerland 2015
F. Corman et al. (Eds.): ICCL 2015, LNCS 9335, pp. 76–90, 2015.
DOI: 10.1007/978-3-319-24264-4 6
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in literature, the model introduced in [8] does not only consider heterogeneity
of vehicles related to restrictions, e.g. capacity. The heterogeneity of vehicles is
also relevant with respect to the objective function since the fuel consumption
of vehicles out of different vehicle classes is calculated in the objective function
in dependence of the size of the used vehicles. In [8], the EVRP-VC is compared
with the VRP. It has been shown that through the utilization of a mixed fleet
with vehicles of different size instead of a homogeneous fleet significant reduc-
tions in emissions are possible.

Our study extends the EVRP-VC to the EVRPTWSD-VC by increasing the
number of vehicle classes from 4 to 6, by introducing time windows, and by
allowing split deliveries. The VRP with split deliveries (VRPSD) is originally
introduced by [4]. Introducing split deliveries allows serving a customer more
than one time by different vehicles. Thereby, the demand of a customer can
be satisfied by several vehicles with each vehicle delivering only a part of the
entire customer demand. Since the solution space of the VRPSD is larger than
that of the VRP, allowing split deliveries may enable the reduction of the total
travel distance of optimal solutions of the VRP. The EVRPTWSD-VC can also
be considered as a VRPSD enriched (modified) by including time windows, by
introducing an objective function which minimizes the total emissions instead of
the total driven distances and by introducing a heterogeneous vehicle fleet with
six vehicle classes.

This article analyzes the effects on emission reductions which are realizable
due to the existence of different vehicle classes available for vehicle routing and
the effects of allowing split deliveries. The article is structured as follows. In
Section 2, relevant methods for the calculation of greenhouse gas (GHG) emis-
sions and approaches for vehicle routing with the specific goal of minimizing
GHG emissions of a mixed vehicle fleet are discussed. In Section 3, parameters
of vehicle specific functions for emission calculation are derived. A mathemati-
cal model for the EVRPTWSD-VC is proposed in Section 4. Validations of the
proposed model as well as experiments on the potential for emission-savings are
conducted in Section 5. The last Section concludes the paper.

2 Ecological Approaches for Mixed Vehicle Routing

The calculation of GHGs emitted through road haulage is very complex since
there are many factors with a more or less strong influence on emissions. An
overview of factors which affect fuel consumption and emissions is given in [3].
These factors are divided into five categories: vehicle, environment, traffic, driver
and operations related factors. In Demir et al. [2] further relevant factors with
impact on fuel consumption and emissions are considered, e.g. engine type and
vehicle design. Due to the wide spectrum of possible factors, numerous emission
models are available. Several of these models are analyzed and compared by [2].
They differ in their modeling structures, modeling approaches and data require-
ments. Demir et al. [3] categorize these models into factor models, macroscopic
and microscopic models.
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Hereafter, macroscopic models which are able to differentiate between diverse
types of vehicles are mentioned. Some of these models calculate the energy or
fuel consumption, while some other models refer to GHG emissions.

The online tool EcoTransIT World (short: EcoTransIT) designed by Knörr
et al. [6] offers the possibility to consider seven types of vehicles with specific
characteristics. It introduces vehicle types of different size and enables the cal-
culation of emitted GHGs in dependence of the size and other vehicle specific
factors.

The model provided in the norm DIN EN 16258 [12] is similar to the approach
proposed by EcoTransIT. Like EcoTransIT, the DIN model enables to determine
the consumption data without any on-road measured values. Only information
concerning the payload, vehicle type and travel distance must be available. But
the DIN norm provides the calculation of emissions for only four vehicle types.
It calculates the amount of consumed diesel instead of emissions. In order to
compare values calculated for diesel consumption with emission-oriented values
computed by other approaches, conversion from energy consumption to GHG
emissions is made.

MEET (Methodology for calculating Emissions and Energy of Transport)
is a further method for the approximation of the quantity of emissions caused
by transportation [5]. Meet calculates in dependence of several vehicle specific
coefficients the emissions for an unloaded vehicle at speed v. Four vehicle types
are considered. For including the additional emissions caused by vehicle load,
MEET applies a load correction function which is dependent on the vehicle
category, too.

An analysis about the influence of road gradient and payload is conducted
by Scott et al. [13] within a CO2 minimizing vehicle routing approach. Four
vehicle categories are considered and thereby the effect of gradient and payload
on a singe vehicle is discussed. The used traveling salesman problem instances
are based on real life examples.

There are few approaches for vehicle routing with the specific goal of min-
imizing GHG emissions of a mixed vehicle fleet. Kwon et al. [10] consider a
heterogeneous vehicle fleet with the objective of minimizing carbon emissions.
By their mathematical model a cost-benefit assessment of the value for pur-
chasing or selling carbon emission rights can be made. They develop and apply
tabu search algorithms for their experiments and demonstrate that the amount
of carbon emissions can be decreased by carbon trading without increasing the
costs for transportation.

Koç et al. [7] investigate the fleet size and mix pollution-routing problem to
quantify the benefits of using a flexible fleet with respect to fuel consumption,
emissions and costs. Speed optimization is an important part in this work. Nev-
ertheless, their tests demonstrate that using a heterogeneous fleet without speed
optimization allows for higher benefits than using a homogeneous vehicle fleet
with speed optimization.

Kopfer et al. [9] investigate the EVRP-VC introduced in [8]. Four vehicle
types with a total weight of 3.5to, 7.5to, 12to and 40to are included in their
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study. They demonstrate that through the utilization of a heterogeneous vehicle
fleet significant reductions (up to 20%) in emissions are possible especially if the
customer requests are small. In particular, they demonstrate that replacing a
tour for a single big vehicle by several tours for vehicles of different size can result
in a considerable reduction of emissions. However, compared to a homogeneous
fleet with only big vehicles, using a mixed fleet implies increased totally driven
distances and additional routes to be performed by the vehicles. Additionally, if
the demand of some of the customers exceeds the capacity of some vehicles types,
it is not possible to serve any customer by any vehicle of the mixed fleet. This
limitation of the solution space of the heterogeneous problem could possibly be
compensated by having additional vehicle classes and by allowing that customers
with a high demand are served by more than one vehicle.

3 Calculation of Emissions

Vehicle routing with the specific goal of minimizing GHG emissions requires the
anticipation of the amount of emissions which will be induced by the realization
of planned transportation processes. Exact, detailed and complete information
on these processes is not available at planning time. That is why, as far as plan-
ning activities are concerned, the amount of emissions associated with trans-
portation has to be predicted; i.e. the emissions must be estimated in advance,
in dependence on vehicle routing and scheduling decisions. Since we focus with
respect to vehicle routing on decisions which can exclusively and independently
be made by the transportation planner through fixing a transportation plan, we
restrict the calculation of the estimated amount of emissions to be based on the
following factors: travel distances, type of used vehicles, payload over the course
of tour fulfillment.

Calculating the estimated amount of GHG emissions on the basis of the
above factors is possible by using one of the models presented in [5], [6], [12]
and [13]. The models from [5] and [12] do not consider light goods vehicles, i.e.
it is not possible to calculate the emission values for small 3.5to vehicles. Since
EcoTransIT [6] is fitting nearly perfectly to the vehicle classes that we decided
to consider within our research, we use [6] for calculating fuel consumption and
emissions.

EcoTransIT is a tool which can be used online. It provides the well-to-wheel
(WTW) calculation for energy consumption in kWh, the greenhouse effect in
kgCO2e and the emissions itemized in all GHGs. WTW calculations include the
entire emissions resulting from the transport and all effects which arise out of the
production and distribution of the consumed fuel [11]. EcoTransIT is available in
a standard and an extended mode. In the extended mode it is possible to include
vehicle specific information. First, the weight of cargo must be specified. Second,
the vehicle class with respect to size has to be specified. Note that the maximum
weight which can be transported is equal to the load capacity of the chosen
vehicle type. EcoTransIT considers seven vehicle classes with a total weight up
to 60 tons. The consideration in this paper is restricted to the first six vehicle
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classes of EcoTransIT. The heaviest vehicle considered has a total weight of 40
tons which corresponds to the weight of the heaviest regularly allowed trucks
on most European roads. A further input parameter is the specific weight of
cargo, i.e. the ratio of weight and volume of transported goods. It can be chosen
between heavy, average and light cargo. In dependence of the specific weight,
the capacity with respect to weight is restricted to 30%, 60% and 100% of the
original capacity if light, average or heavy cargo is specified, respectively. In this
study, the transportation of heavy cargo is assumed. EcoTransIT uses country
specific values for road gradients. Here, the gradient for Germany is used. With
the previously specified parameter values, EcoTransIT is applied for calculating
the emissions and energy consumption of vehicles from the six considered vehicle
classes for varying values of payload q. Since EcoTransIT cannot calculate the
values for an empty (i.e. unloaded) vehicle, the series of calculations is started
with the payload q = 0.5to and is increased by 0.5to steps up to the maximal
vehicle capacity. Based on the results of the application of EcoTransIT, discrete
values for the emissions (measured in kgCO2e/100km) respectively the energy
consumption (measured in kWh/100km) are determined in dependence of the
payload q. Figure 1 shows the values for the greenhouse effect respectively energy
consumption in dependence on the payload q for all six vehicle classes. The values
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in Figure 1 show that the greenhouse effect is linearly dependent on the payload
q. That is why the function Ev(q) for the GHG emissions of a vehicle of class v
can be described as:

Ev(q) = av + bv · q (1)

with av being the parameter for the emission of an empty vehicle of type v
(v = 1, .., 6) and bv representing the parameter for the emissions caused by the
payload q. Table 1 shows the values for the parameters av and bv, which can be
derived from the results generated by EcoTransIT. Table 1 additionally shows
the load capacity Qv and the emission function Ev(q) for all vehicle classes v. It

Table 1. Six vehicle categories - EcoTransIT

Vehicle
category

Vehicle type
Load

av bv
Ev(q)

( kgCO2e
100km

)
capacity
Qv (to)

V40 6 (26 − 40to) 26 76.82 1.70 76.82+ 1.70
to

q

V26 5 (20 − 26to) 17 71.57 1.52 71.57+ 1.52
to

q

V20 4 (12 − 20to) 11 63.76 1.25 63.76+ 1.25
to

q

V12 3 (7.5 − 12to) 6 54.18 1.49 54.18+ 1.49
to

q

V7.5 2 (3.5 − 7.5to) 3.5 41.07 1.14 41.07+ 1.14
to

q

V3.5 1 (≤ 3.5to) 1.5 35.89 0.00 35.89+ 0.00
to

q

is obvious that, without any load, big vehicles have higher fuel consumption than
small vehicles (values of av in Table 1). According to Table 1, the proportional
factor for the additional energy required for carrying payload (values of bv in
Table 1) increases for increasing vehicle size, except for the V12 vehicle class. That
is not directly plausible. Additionally, it is amazing that the smallest vehicle
produces a constant amount of emissions, no matter whether it is loaded or
unloaded. This is in contrast to the values used for fuel consumption in [8] where
the values assumed for the parameter bv invariably increase for decreasing vehicle
size. Applying [12] for calculating the emissions for V40 vehicles yields that such
a vehicle emits 73.55kgCO2e/100km in case that it is unloaded, and further
emits 1.79kgCO2e/100km for every ton payload. This is roughly conforming to
the values of Table 1. According to [13], the payload does not have a significant
impact on the air pollutants emitted by light goods vehicles. This is conforming
to the results derived for Table 1, too.

Intensive comparisons of diverse emission models demonstrate that the
results obtained by various models differ substantially in terms of fuel consump-
tion and emissions ascribed to the fulfillment of a transportation task on a given
route [2]. Moreover, it is shown that the results generated by applying the mod-
els differ from those results which can be obtained by on-road experiments.
Some models provide estimations which are closer to on-road measured values
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for heavy vehicles while the results of other models are closer to on-road values
for light vehicles. This proves that there is an urgent need for more research on
models which can be used for predicting reliable values for the expected amount
of emissions based on some key factors and specific parameters of transporta-
tion processes. Nevertheless, all current research on GHG emission based vehicle
routing has to rely on the actual state of the art for emission calculation. As far
as the research presented in this paper is concerned, it is important to mention
that all values used for the calculation of emissions in the following sections have
been derived by using EcoTransIT.

4 A Mathematical Model

The EVRPTWSD-VC can be defined on a graph G = (N,A), where N is the set
of nodes and A = N ×N is the set of arcs. There are n customers and one depot
which are represented by nodes i ∈ N , N = {0, ..., n}. The node i = 0 depicts
the depot. All customers i have a request of πi which has to be transported
from the depot to the customer node. Each arc (i, j) ∈ A is associated with
a travel distance dij . It is assumed that the travel time tij which is needed to
drive along an arc (i, j) ∈ A is proportional to dij , i.e. tij = const ·dij with const
being the constant average speed of the vehicles. All customers have to be visited
within a predefined time window [tai , t

b
i ] and they are associated with a service

time tsi . The service at the customer nodes must be started within the given
time windows. A vehicle fleet K = {1, ...,m} with a sufficiently high number
of vehicles for each vehicle class is available for the fulfillment of the customer
requests. All vehicles k ∈ K are stationed at the depot and exhibit a specific
capacity of Qk according to the vehicle class v they belong to (see Table 1).

A specific vehicle can visit every node only once. But split delivery allows
visiting a customer more than one time by different vehicles.

The following decision variables are necessary to develop the MIP model for
the EVRPTWSD-VC. Binary variable xijk will be equal to one if the vehicle
k ∈ K travels along the arc (i, j) ∈ A and zero otherwise. Binary variable yik
will be one if vehicle k ∈ K visits the customer i ∈ N . The decision variable qijk
indicates the load which is carried by vehicle k ∈ K on arc (i, j) ∈ A. To denote
the portion of the request of customer i ∈ N which is transported by vehicle
k ∈ K, the variable zik is necessary. The operation at customer i ∈ N starts
at time wik. Finally, uik is introduced to integrate the Miller-Tucker-Zemlin
constraint.

min
n∑

i=0

n∑

j=0

m∑

k=1

dij · (ak · xijk + bk · qijk) (2)

s.t.
n∑

i=0

xijk =
n∑

i=0

xjik ∀j ∈ N, ∀k ∈ K (3)
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n∑

i=0

xijk = yjk ∀j ∈ N, ∀k ∈ K (4)

n∑

j=1

x0jk ≤ 1 ∀k ∈ K (5)

uik − ujk + n · xijk ≤ n − 1 ∀i ∈ N, ∀j ∈ N \ {0},∀k ∈ K (6)
n∑

i=1

zik ≤ Qk ∀k ∈ K (7)

m∑

k=1

zik = πi ∀i ∈ N \ {0} (8)

zik ≤ πi · yik ∀i ∈ N \ {0},∀k ∈ K (9)
n∑

i=0

qijk −
n∑

i=0

qjik = zjk ∀j ∈ N \ {0},∀k ∈ K (10)

qijk ≤ Qk · xijk ∀i, j ∈ N, ∀k ∈ K (11)

tai ≤ wik ≤ tbi ∀i ∈ N, ∀k ∈ K (12)
wik + tij + tsi − M · (1 − xijk) ≤ wjk ∀i ∈ N \ {0},∀j ∈ N, ∀k ∈ K (13)
qijk ≥ 0 ∀i, j ∈ N, ∀k ∈ K (14)
uik ≥ 0 ∀i ∈ N, ∀k ∈ K (15)
zik ≥ 0 ∀i ∈ N, ∀k ∈ K (16)
xijk ∈ {0, 1} ∀i, j ∈ N, ∀k ∈ K (17)
yik ∈ {0, 1} ∀i ∈ N, ∀k ∈ K (18)

The EVRPTWSD-VC is described by the mathematical model (2) to (18). The
objective function (2) minimizes the total amount of emitted CO2e units in
dependence of the total weight of the vehicles on each arc. Constraints (3) and (4)
enforce that each node will be visited only once by the same vehicle. All vehicles
can leave the depot at most once (constraint (5)). Restriction (6) forbids self-
cycles due to the Miller-Tucker-Zemlin formulation. The constraints (7) to (12)
are used to enable split delivery. Equation (7) ensures that the vehicle specific
capacity limitations are met. Each customer must receive the total demand by
one or more vehicles (constraint (8)). Vehicles must not load any goods which are
destined for customers they do not visit (constraint (9)). The actual load carried
on an arc is computed in equation (10) and this load has to comply with the
vehicles capacities (constraint (11)). Restrictions (12) and (13) are guaranteeing
that a customer will be served within its time window. Constraints (14) to (16)
ensure that the decision variables are always positive.

m∑

k=1

yik = 1 ∀i ∈ N \ {0} (19)
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To demonstrate the impact of split deliveries, two different scenarios are opposed
by analyzing problems with and without allowing customer demands to be split.
Thus, we consider a second optimization problem (EVRPTW-VC) without split
deliveries. The EVRPTW-VC is identical to the EVRPTWSD-VC, except that
split deliveries are prohibited. Equation (19) ensures that every request is deliv-
ered by exactly one vehicle. Thus, adding (19) to the above model (2) to (18)
yields a model for the EVRPTW-VC. If in the model for the EVRPTWSD-VC
respectively EVRPTW-VC the values of all parameters ak and bk are identical
for all k ∈ K, then these models reduce to describe the corresponding homoge-
neous problems EVRPTWSD and EVRPTW.

5 Computational Study

In this section, a computational study is conducted to evaluate the possible
reduction of the amount of CO2e by allowing split deliveries and by utilizing
heterogeneous instead of homogeneous vehicle fleets. Additionally, the effects on
the totally traveled distance and the number of used vehicles are analyzed. All
test instances are solved on an Intel(R) Core(TM) i5-4200M at 2.50GHz with
8GB memory using IBM ILOG CPLEX 12.5.1.

5.1 Generation of Instances

Since the model for the EVRPTWSD-VC presented in Section 4 is hard to
solve for a commercial solver, only small instances consisting of 10 customers
are tested. The test instances are generated similar to the well-known VRP
instances from Solomon [14]. In our paper, only the generation of randomly
spread customer nodes is considered. Thus, all nodes are scattered in a square of
300 × 300. For each instance, the depot is placed in the middle of the square at
[150, 150] while the coordinates of all customer nodes are determined randomly.
A large time window for the depot is set to [0, 800]. The width of this time
window has no influence on the results of our experiments. To reduce the bias
possibly caused by the characteristics of the customer time windows, they are
chosen as follows. The beginning of the time window tai at customer i is set
to t0i which is a lower bound for the earliest possible arriving time. The end
of each time window tbi is determined randomly. Under consideration of the
service time tsi of about 20 time units it is randomly chosen within the interval
[t0i + tsi , t

b
0 − ti0 − tsi ]. Thus the size of all customer time windows varies. In

case of a heterogeneous fleet (EVRPTWSD-VC), the vehicle fleet consists of ten
vehicles for every vehicle class, and in case of a homogeneous fleet (EVRPTWSD)
it consists of ten vehicles of one predefined type. Consequently, there is no lack
of vehicles; i.e. the number of available vehicles has no restricting effect on the
solution space.

Two different types of test sets have been generated: test set R with randomly
generated coordinates of the customer nodes and test set RM with no customers
in the interval [100, 200] on the y-axis; i.e., for all instances out of RM there
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are no nodes in the middle of the square near the depot. For every test set,
ten configurations of customer locations have been generated. The customer
demands are additionally diversified for each customer configuration. For each
single customer configuration, demands from the interval ]0, 6] ⊂ R are randomly
generated and assigned to the customers. This is repeated five times resulting
in five test instances with different customer demands for any specification of
customer locations. To sum up, 2 · 10 · 5 = 100 instances were generated and
tested.

5.2 Computational Results

The models EVRPTW and EVRPTWSD (i.e. the models restricting to one
single vehicle type) presented in Section 4 have been solved for all hundred
test instances. The instances are solved for the three homogeneous fleets with
the vehicle classes: V12, V20 and V26, respectively. Further, EVRPTW-VC and
EVRPTWSD-VC have been solved for the heterogeneous fleet composed of suf-
ficient vehicles out of all six vehicle classes. For all experiments the values for av

and bv are taken from Table 1. The computation time for solving a single test
instance was limited to one hour.

Table 2. Test set R with homogeneous fleets

EM EM(SD) D D(SD) #V #V(SD) #SD

V12

1012.77 993.89 1752.88 1719.58 6.8 6.6 1.2
849.17 846.06 1471.73 1463.32 6.8 6.6 1.0
1093.13 1071.59 1897.75 1850.86 7.0 6.4 1.4
1269.94 1228.16 2209.38 2124.04 7.2 6.4 1.2
1172.93 1154.59 2024.97 1993.82 6.8 6.4 1.0
1130.88 1092.00 1956.84 1885.70 6.8 6.6 0.8
1128.98 1103.66 1963.97 1914.17 7.2 6.8 2.0
1014.85 978.62 1759.20 1690.60 7.0 6.6 0.6
984.62 977.08 1703.97 1688.19 6.8 6.6 0.6
859.98 844.70 1489.68 1460.62 7.0 6.4 2.0

V20

895.70 895.70 1312.14 1312.14 4.4 4.4 0.0
720.73 710.51 1052.26 1034.12 4.0 4.0 0.6
915.14 910.18 1334.17 1325.74 4.0 4.0 0.4
1103.31 1094.82 1614.82 1602.08 4.0 4.0 0.2
1012.66 1005.49 1469.68 1459.18 4.0 4.0 0.2
959.66 929.82 1401.20 1356.97 4.4 4.4 0.6
937.76 928.10 1382.56 1355.53 4.4 4.0 0.6
859.34 857.98 1257.11 1255.90 4.4 4.4 0.2
825.30 824.14 1203.80 1201.57 4.2 4.0 0.2
765.43 765.43 1128.37 1128.37 4.2 4.2 0.2

∅V26 906.89 906.89 1151.88 1151.88 3.28 3.28 0
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The solutions for test set R (test instances with randomly distributed cus-
tomer locations) are presented in Table 2. Each row in Table 2 refers to the
result of one customer configuration averaged over the five random generations
and assignments of customer demands. The columns EM respectively EM(SD)
render the emitted emissions in kgCO2e for routing a homogeneous fleet with-
out allowing splits respectively routing the fleet including the possibility of split
deliveries. The columns D respectively D(SD) contain the averaged values for
the totally driven distances in case of non-split respectively in case of possible
split deliveries. The average number of used vehicles without respectively with
splits is shown in the columns #V respectively #V(SD). The average number
of customers which were served by more than one vehicle is shown in column
#SD. Table 3 presents the results for the test set RM in analogy to Table 2.

All test instances without allowing split deliveries have been solved to opti-
mality within a few minutes or faster. In contrast, the EVRPTWSD is hard to
solve, especially for instances with small vehicle types. For this model, solutions
for instances with V12 vehicles come up with an average optimality gap of 2.02%
for set R (rows of V12 in Table 2) and 2.15% for set RM (rows of V12 in Table 3).
Solving homogeneous instances with smaller vehicles yields even bigger gaps.
That is why we did not perform extensive experiments for homogeneous fleets
with vehicles smaller than 12 tons gross weight in our study. Even four of the

Table 3. Test set RM with homogeneous fleets

EM EM(SD) D D(SD) #V #V(SD) #SD

V12

1011.18 990.67 1770.70 1727.19 6.2 5.6 1.0
1081.59 1049.74 1880.65 1823.13 5.8 5.6 1.0
883.54 870.66 1537.84 1514.27 6.0 5.8 1.0
1040.10 999.28 1814.62 1735.04 6.4 5.6 1.4
1025.47 1020.34 1782.94 1775.39 6.0 5.6 0.6
1156.03 1139.09 2000.58 1975.52 5.8 5.8 0.6
1066.98 1051.04 1858.12 1826.67 5.8 5.4 1.6
1130.12 1120.39 1975.16 1954.42 6.2 5.8 0.6
1176.95 1144.04 2047.29 1985.61 6.0 5.8 0.8
1214.04 1137.71 2120.55 1974.35 6.4 5.4 1.6

V20

920.67 915.12 1367.17 1358.68 3.8 3.6 0.4
887.59 877.61 1292.69 1276.19 3.4 3.2 0.8
752.57 752.57 1106.97 1106.97 3.6 3.6 0.0
823.20 822.70 1201.66 1201.66 3.4 3.4 0.4
906.10 895.76 1321.23 1294.98 3.4 3.2 0.4
1097.75 1097.75 1594.57 1594.57 3.6 3.6 0.0
983.83 983.83 1455.26 1455.26 3.6 3.6 0.0
1052.54 1052.54 1571.30 1571.30 4.0 4.0 0.0
1012.50 1009.17 1470.86 1463.14 3.4 3.2 0.2
1024.94 1017.71 1505.80 1491.31 3.4 3.2 0.4

∅V26 989.09 988.63 1270.96 1269.92 3.08 3.06 0.04
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solutions of instances of the set RM with V20 vehicles exhibit a small optimal-
ity gap with an average value of 0.34% in case of split delivery. All other test
instances have been solved to optimality.

In case of using a homogeneous fleet with V12 vehicles, nearly every solution
consists of one or more split deliveries. The experiments on both, the R and RM
test sets, demonstrate that there are fewer splits made if the vehicles constituting
the homogeneous fleet are becoming bigger. In case of a homogeneous fleet with
V26 vehicles there are no splits at all for the test set R and only two test cases
with splits for all fifty instances of RM. Further tests on a homogeneous fleet
with V40 vehicles yield that there are no splits made for all 100 test cases.

The comparisons of the values of columns EM and EM(SD) demonstrate the
reduction of CO2e emissions achieved by split deliveries in case of homogeneous
fleets. Deploying V12 vehicles, CO2e emissions could be reduced by 2.08% on
average for test set R and by 2.38% for set RM. The at most reachable reduc-
tion is even higher since it corresponds to the above values augmented by the
optimality gap. Over all instances of R respectively RM, a maximal reduction
of 3.57% respectively 6.29% has been reached. In addition to the reduction of
GHGs, travel distance can be reduced by allowing splits. On average 2.33% and
2.58% less distance is achieved for the V12 instances of the test set R and RM,
respectively. Moreover, 5.76% fewer vehicles have been used due to split delivery
for instances in R and 6.93% for instances in RM.

Increasing the size of the vehicles of a homogeneous fleet leads to decreasing
effects of split deliveries with respect to savings in emissions, travel distance
and number of realized splits. Allowing splits for V20 vehicles yields an average
reduction of about 0.79% and 0.40% in emissions and 0.93% and 0.54% in travel
distances by solving the R and RM instances, respectively. For homogeneous
fleets with V26 vehicles there are no appreciable effects of allowing splits.

There are some other interesting findings from Tables 2 and 3. As expected,
the amount of used vehicles decreases with increasing capacity of the vehicles of
the homogeneous fleets. Allowing split delivery has a significantly stronger effect
on the reduction of travel distance than on the reduction of emissions. Further,
instances of the test set RM generally require fewer tours to be fulfilled than
instances of the set R; e.g., V12 instances with split delivery averagely consist
of 6.54 tours for R and 5.64 for RM. But with respect to the magnitude of the
effects of introducing split deliveries there are no remarkable differences between
the sets R and RM.

Comparing V20 and V26 fleets with respect to the values of columns EM and
D in Table 2 and 3, yields that using V26 fleets results in less travel distance
but more GHG emissions. The V20 fleet averagely emits 2.65% less GHG than
the V26 fleet in case of EVRPTW, and 3.21% in case of EVRPTWSD. It had
to be expected that V26 fleets lead to less travel distance than V20 fleets since
bigger vehicles allow for larger tours with more efficient bundling effects. But
the fact that V20 fleets produce less emission is remarkable. It demonstrates
that, from ecological point of view (i.e. minimizing greenhouse emissions) and for
homogeneous fleets, V20 vehicles are superior to all other vehicle types considered
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for fulfilling the transportation requests of the test sets R and RM. In other
words the V20 fleet is the one which is fitting best to the test cases used in our
experiments for emission reduction. These results expose that adapting the size of
the vehicles of a homogeneous fleet is a challenging but worthwhile optimization
task which cannot be analyzed in more detail in this paper.

Table 4. Test set R with heterogeneous fleet

EM(-VC)
EM

D(-VC) D(SD-VC)
#V #V

#SD
(SD-VC) (-VC) (SD-VC)

825.46 824.57 1354.37 1402.06 4.8 5.0 0.2
645.27 645.14 908.88 924.47 3.4 3.6 0.2
824.31 824.31 1152.38 1152.38 3.0 3.0 0.0
950.57 950.57 1482.95 1482.95 4.2 4.2 0.0
935.18 935.18 1412.62 1412.62 4.4 4.4 0.0
833.91 833.91 1242.54 1242.54 4.6 4.6 0.0
821.87 821.86 1156.08 1156.25 3.0 3.0 0.2
698.05 698.05 945.75 945.75 3.2 3.2 0.0
775.79 775.07 1225.37 1225.51 4.6 4.6 0.4
711.63 711.45 1124.64 1124.77 4.4 4.4 0.4

In Tables 4 and 5, the results of solving the models of the heterogeneous
problems presented in Section 4 are shown for the test sets R and RM with and
without allowing split deliveries. All test instances of Tables 4 and 5 could have
been solved to optimality within the given time limit of one hour.

Table 5. Test set RM with heterogeneous fleet

EM(-VC)
EM

D(-VC) D(SD-VC)
#V #V

#SD
(SD-VC) (-VC) (SD-VC)

767.21 765.48 1324.17 1345.36 4.0 4.0 0.2
728.48 728.48 1092.81 1092.81 3.4 3.4 0.0
664.05 664.05 980.11 980.11 3.0 3.0 0.0
770.63 768.02 1091.65 1082.33 3.0 2.8 0.2
790.20 784.10 1234.46 1237.56 3.4 3.4 0.2
987.95 985.70 1655.68 1661.17 4.2 4.2 0.4
883.64 876.44 1506.70 1551.19 4.2 4.4 0.4
974.80 971.11 1634.74 1651.02 4.4 4.4 0.4
914.25 911.54 1353.52 1364.41 3.4 3.4 0.2
906.45 906.16 1431.79 1439.03 3.8 3.8 0.2

Comparing the GHG emissions EM(-VC) of the heterogeneous fleet (Table 4)
in case that no split deliveries are allowed with the emissions EM and EM(SD)
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of the best homogeneous fleet (V20 vehicles in Table 2) demonstrates that a
tremendous reduction of the greenhouse effect can be achieved by using a het-
erogeneous fleet. In case that no split deliveries are allowed for the V20 fleet, the
reduction amounts to 10.82%, and to 10.11% if split deliveries are allowed for
the V20 fleet. For the test set RM the results are similar: 11.35% without split
deliveries and 11.28% with split deliveries for the V20 fleet.

Allowing split deliveries for the heterogeneous fleet too (columns EM(SD-
VC)), yields only a slight further reduction by 0.02% for R and 0.32% for the
set RM. The results of the experiments show that, in case of a mixed fleet,
improvements achieved by split deliveries are small since the capacities of the
differently sized vehicle are mostly utilized to a high degree. Summarized over
all 50 test cases with 500 customer services for R respectively RM, there have
occurred only 7 respectively 11 split deliveries performed by the heterogeneous
fleet. These results show that replacing a homogeneous fleet by a heterogeneous
fleet has a great benefit with respect to GHG emissions while additionally allow-
ing split deliveries for the heterogeneous fleet only results a negligible additional
benefit.

6 Conclusion

This study analyzes the effects of introducing a heterogeneous fleet and allowing
split deliveries on vehicle routing problems whose objective function is minimiz-
ing the amount of emitted GHG. It is difficult to get reliable and reasonable
values for predicting the amount of GHG emissions that will be caused by the
vehicle routes of a transportation plan. Since most of the factors which have
an effect on the amount of emitted GHG are not known in advance (i.e. before
the tour is started) or cannot be influenced by the transportation planner, we
restrict to calculate the estimated amount of emissions based on three factors:
length of tours, type of used vehicles and load of the vehicles over the course of
their tours. In our study, we decided to use EcoTransIT for deriving concrete
parameter values for the factors that we use for calculating the expected amount
of GHG emissions of a transportation plan.

The computational experiments of Section 5 show that allowing split deliver-
ies for homogeneous fleets has the positive effect of reducing the GHG emissions
by 1.03% (averaged over all test cases) while the travel distances and the number
of used vehicles averagely decrease by 1.30% and 3.69%, respectively. Replacing
a homogeneous fleet with a gross weight of 12, 20 or 26 tons by a heteroge-
neous fleet with 6 different vehicle classes with gross weights from 3.5 to 40 tons
has the effect of reducing the GHG emissions by 16.16% (also averaged over
all test cases) while the travel distances and the number of used vehicles aver-
agely decrease by 14.00% and 15.49%, respectively. Consequently, introducing a
heterogeneous fleet has a much stronger positive effect on GHG emissions than
allowing split deliveries. Doing both, does not provide the benefits which could
have been hoped for, since the effect of allowing a heterogeneous fleet to serve
customers by split deliveries, has only minor effects which sometimes even might
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be negative with respect to travel distance. But the results of the experiments
clearly demonstrate the substantial ecological benefits of using heterogeneous
fleets.
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Abstract. Liquefied Natural Gas (LNG) is becoming a more crucial
source of energy due to its increased price competitiveness and environ-
mental friendliness. We consider an inventory routing problem for inland
distribution of LNG from storage facilities to filling stations. Here, an
actor is responsible for the inventory management at the storage facili-
ties and filling stations, as well as the routing and scheduling of a het-
erogeneous fleet of vehicles. A characteristic of the problem is that a
constant rate of LNG evaporates each day at the storage facilities and
filling stations. This is in contrast to maritime LNG inventory routing
problems where the evaporation is considered at the ships only. The com-
bined LNG routing and deteriorating inventory management problem is
modelled with both an arc-flow and a path-flow formulation. Both mod-
els are tested and compared on instances motivated from a real-world
problem.

Keywords: Inventory routing problem · Deteriorating inventory ·
Liquefied natural gas · Arc-flow model · Path-flow model

1 Introduction

Inventory-routing problems (IRPs) are receiving more and more attention from
the research community due to the increasing demand for new applications.
IRPs integrate routing and inventory decisions by taking into account the trade-
off between holding costs and routing costs. For an overview of the literature of
IRPs see [4].
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A subset of the IRP literature is dedicated to maritime transportation appli-
cations that address liquefied natural gas (LNG) distribution networks due to
its fast growing market. In these networks, the natural gas is cooled down to a
temperature of approximately (−162◦C) where the gas reaches its liquid state
and turns into LNG. This also reduces the volume of the gas by a factor of 610,
which makes transportation and storage more efficient. The LNG is kept at a
boiling state in the LNG distribution networks, so some of the LNG evaporates,
and this gas, called boil-off, is used by some ships as fuel. A constant rate of
the cargo capacity of the ship cargo tanks is boiling off each day during a voy-
age at sea, so some LNG is lost during transportation. As a general rule, about
0.15 % of storage content is lost every day. However, the boil-off rate depends
on the vessel and the type of voyage [5]. This evaporation property is another
main characteristic of LNG that makes it an interesting research topic. LNG is
transported by ships from distant origins to ports close to a market from which
inland distribution starts. Examples of maritime IRP applications for LNG can
be found in [1], [8], [9], [10], [11], [13], [14], [15], and [16].

The existing literature of IRP for LNG distribution networks only addresses
ship routing and scheduling and not inland distribution of LNG (see [3], and [4]).
In addition, no evaporation of LNG in the storages at the ports are considered. In
inland distribution, evaporation persists in storage facilities and filling stations.
Current research on inland distribution operations shows that the evaporation
of LNG in storage facilities and filling stations can be higher than experienced
in LNG ships, and should be considered. However, the loss of LNG while it is
transported between storage facilities and filling stations is almost zero due to
short travelling time, and can therefore be disregarded.

In the literature, products like LNG are categorised as deteriorating inven-
tory, an item of which a percentage of on-hand inventory is constantly lost due to,
for instance, decay, evaporation, or spoilage. Reviews of deteriorating inventory
are conducted by [2], [7], and [12]. According to the deteriorating inventory liter-
ature, deterioration rate varies and it can take relatively large values depending
on the case (see [6]).

To our knowledge, no existing IRP model has considered deterioration in
the storages. From a modelling point of view, incorporating deterioration at the
storage facilities and filling stations into IRP does not add to the complexity of
the problem. However, it introduces new trade-offs in the model that may have
a large influence on the solution depending on the application.

The focus of this paper is the design of an LNG distribution network within
the Netherlands. Such a system distributes LNG from storage facilities, usually
located close to ports such as the Gate Terminal in Rotterdam, to a group of filling
stations that are geographically scattered all over the country (or a larger area).

The remainder of this paper is organised as follows. Section 2 introduces
the IRP application studied in this paper. The IRP is modelled with both arc-
flow and path-flow formulations in Sections 3 and 4, respectively. In Section 5
some computational analyses are conducted to highlight the differences between
the arc-flow and path-flow formulations for this specific application and also to
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show the effects of deterioration on the total cost function. This is followed by
concluding remarks in Section 6.

2 Problem Description

LNG is transported by tankers from its origins to storage facilities located close
to its market. The scope of the inland distribution network studied in this paper
includes these storage facilities and the downstream customers (filling stations).

Storage facilities receive LNG in large quantities from tankers and hold the
commodity to meet the filling stations’ demand. These replenishments induce
large fixed costs to the distribution system due to the high fixed cost of operating
tankers and also costly loading and unloading operations. In order to keep LNG
in its liquid state, the temperature of storage facilities and filling stations should
be held at a very low level which results in a variable holding cost. LNG is subject
to constant evaporation while kept in tank (storage facility or filling station).
Filling stations place orders to storage facilities for LNG quantities and incur a
fixed ordering cost.

The infrastructure of LNG distribution network in the Netherlands is at its
early stage and currently there are only a few operating filling stations. There are,
however, industrial customers who use LNG as the main fuel for their business.
From a modelling point of view these customers are the same as filling stations
with a demand rate that should be met by the same distribution network.

In this distribution network two modes of transportation are used, namely
road, and sea that can deliver LNG from storage facilities to filling stations.
Accessibility and flexibility make road by far the dominating mode for trans-
portation in this distribution network. Apart road, a large network of water
canals all over the country makes sea (short-sea shipping) an efficient mode
for transportation in this network. Due to limited accessibility, rail has not yet
been part of this distribution system. In order to benefit from the low trans-
portation cost that rail can offer, there is an ongoing research on containerised
LNG. Only after the establishment of this concept, intermodal transportation
will be an option for this distribution network where containers of LNG could
be transferred from one mode to another.

We consider a group of vehicles that belong to road or sea. The distance
between each pair of nodes in this network can be traversed with different costs
since the two vertices may be connected by more than one vehicle. Due to acces-
sibility limits, not all vehicles can operate between each pair of vertices in this
network. In this case, the travel cost between the two nodes is considered to
be suitably large. Each time that a filling station or storage facility is visited
by a vehicle, a fixed cost is incurred due to loading and unloading operations.
No boil-off gas is assumed when LNG is being transported by a vehicle between
storage facilities and filling stations. Figure 1 depicts an example of an LNG
inland distribution network in the Netherlands.

The goal of this LNG inland distribution problem is to maximise the total
profit of the system by setting the inventory and routing policies for pick-up
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Fig. 1. LNG inland distribution network in the Netherlands

(storage facilities) and delivery (filling stations) points using the fleet of hetero-
geneous vehicles. The revenues of the network are earned by the filling stations
that meet the demand of the final customers. The cost function of the system
includes fixed purchasing cost at the filling stations and at the storage facili-
ties, variable purchasing cost at the storage facilities, holding cost at all nodes,
routing cost, and vehicle fixed visiting cost.

It should be noted that the variable purchasing cost paid by the filling stations
is a revenue for the storage facilities, hence in the total profit function of the
integrated system they cancel out. It is assumed that the demand at the filling
stations is known and shortages are not allowed. This means that the revenue
function of the system (earned at the filling stations) is independent of the
decision variables. It then seems logical to discard the revenue functions and
replace the profit maximisation objective with a cost minimisation objective.

3 Arc-Flow Model

In this section we use an arc-flow formulation to model the problem described in
Section 2. LNG is delivered from a set of storage facilities (pick-up points), N P =
{1, ...,m} to a set of filling stations (delivery points), N D = {m + 1, ...,m + n},
using a set of vehicles, V = {1, ..., k}. It is assumed that these vehicles belong to
a set of vertices defined as N V = {m + n + 1, ...,m + n + k}. Depending on the
mode used for transporting LNG, the distance between two vertices may vary.
The set of all storage facilities and filling stations in the network is given by
N ′

= N P ∪ N D. A percentage (θi) of LNG constantly evaporates while being
kept in node i (i ∈ N ′

). It is assumed that there is no evaporation while LNG
is being transported by vehicles.



A Combined LNG Routing and Deteriorating Inventory Management 95

In order to model this IRP with an arc-flow formulation we consider a graph
G = (N ,Av), where N = N P ∪ N D ∪ N V is the set of all vertices in the
distribution network and Av = {(i, j) : i, j ∈ N , i �= j, v ∈ V} is the arc set
using a specific vehicle. The set of periods in the planning horizon is given by
T = {1, ...,H}.

In each period we define a route as follows. A vehicle starts its trip from its
parking place towards a storage facility. After loading LNG, it visits a series of
filling stations on the route to unload some quantities of LNG and eventually
returns to its parking place. Each vehicle can visit a maximum of one storage
facility on a route, whereas one storage facility can be visited by multiple vehicles
during one period. We define binary variables wivt equal to one if and only if
vehicle v visits vertex i (i ∈ N ′

) during period t to load (or unload) LNG. In
its visit to vertex i during period t, vehicle v loads (unloads) a quantity of qivt.
To construct a route we define binary variables xijvt ((i, j) ∈ Av) equal to one
if and only if vehicle v visits vertex j immediately after vertex i in period t.

The storage facilities and filling stations have an inventory capacity of S̄i and
a minimum allowed inventory level Si (i ∈ N ′

). The inventory level at storage
facility or filling station i at the end of period t is given by the variable sit. The
initial inventory level at the beginning of the planning horizon at storage facility
or filling station i is given by Si0. At the beginning of period t, storage facility
i ∈ N P places an order quantity of yit to its upstream supplier and instantly
receives the replenishment. We define binary variable zit equal to one if and only
if storage facility i replenishes its inventory at time period t. Storage facility i
dispatches a total quantity of

∑
v∈V qivt to filling stations at the beginning of

period t. Having dealt with upstream suppliers and filling stations at the start of
period t, storage facility i is left with the remaining inventory that gets depleted
with rate θi due to deterioration throughout period t before ending with an
inventory level of sit.

At the start of period t, filling station i ∈ N D receives a total amount of∑
v∈V qivt after which the inventory level decreases throughout the period due

to the demand rate Dit and deterioration rate θi.
Vehicle v ∈ V has a capacity of V̄v and costs CT

ijv to operate between vertices
i and j ((i, j) ∈ Av). A suitably large value is assigned to CT

ijv whenever vehicle
v cannot travel on arc (i, j). A fixed cost of CFV

v is incurred when vehicle v
visits a vertex. In each trip, due to practical limitations, vehicle v can visit a
maximum number of N̄D

v filling stations.

3.1 Inventory Level at Vertices

The inventory level at filling station i ∈ N D at the beginning of period t is the
sum of the inventory level at the end of the previous period and the quantities
delivered by the vehicles at the start of the period:

sD
it (t

′ = 0) = si(t−1) +
∑

v∈V
qivt. (1)
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This inventory level is depleted throughout the period due to demand and evap-
oration. The evaporation results in a continuous loss of θi percent of on-hand
inventory. The following differential equation represents the changes in the inven-
tory level during period t:

dsD
it (t

′)
dt′

= −θis
D
it (t

′) − Dit. (2)

Solving this differential equation leads to the following inventory level at the
filling station i in period t. Note that t is the unit of time of which we analyse
the inventory level and t′ is the time parameter of which the value changes from
t′ = 0 (the start of the period) to t′ = 1 (the end of the period):

sD
it (t

′) = −Dit

θi
+ K e−θit

′
, (3)

where K is a positive constant. Considering the initial inventory of filling station
i at period t presented in (1) as the boundary condition, the inventory level of
this station throughout period t is obtained as

sD
it (t

′) = −Dit

θi
+

[

si(t−1) +
∑

v∈V
qivt +

Dit

θi

]

e−θit
′
. (4)

Equation (4) gives the exact inventory level of the filling station at any moment
during period t. The inventory level at the end of period t (t′ = 1) is hence given
by

sit =

[

si(t−1) +
∑

v∈V
qivt

]

e−θi − Dit

θi

(
1 − e−θi

)
, ∀i ∈ N D, t ∈ T . (5)

In storage facility i ∈ N P the inventory level changes according to a different
pattern since the demand is realised in batches at the beginning of each period.
Since all inventory transactions are performed at the start of each period, the
inventory level decreases over the period due to evaporation only. The inventory
level at storage facility i at the beginning of period t after the above-mentioned
transactions is given by

sP
it(t

′ = 0) = si(t−1) + yit −
∑

v∈V
qivt. (6)

The changes of inventory level at this storage facility over period t is shown by
the following differential equation:

dsP
it(t

′)
dt′

= −θis
P
it(t

′). (7)

Considering the boundary condition shown in (6), solving differential equation (7)
results in the following inventory level for storage facility i over time period t:

sP
it(t

′) =

[

si(t−1) + yit −
∑

v∈V
qivt

]

e−θit
′
. (8)
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The inventory level at the end of this time period is hence given by

sit =

[

si(t−1) + yit −
∑

v∈V
qivt

]

e−θi , ∀i ∈ N P , t ∈ T . (9)

In the following section, we derive the objective function and the constrains
using inventory levels of storage facilities and filling stations.

3.2 Objective Function and Constraints

Replenishment at filling station i in period t incurs a fixed purchasing cost of
CF

i . The sum of all these costs over the planning horizon is given by

FCD =
∑

i∈ND

∑

v∈V

∑

t∈T
CF

i wivt. (10)

At the start of period t, storage facility i receives a quantity yit for which it
pays a unit price of CP

it . This replenishment also results in a fixed cost of CF
i

for the storage facility. The total (fixed and variable) purchasing cost incurred
by all the storage facilities over the planning horizon is as follows:

FCP =
∑

i∈NP

∑

t∈T
(CF

i zit + CP
it yit). (11)

The cost of routing includes fixed and variable costs. The total value of all
fixed costs of vehicle v in period t is

∑
i∈N ′ CFV

v wivt. The variable cost of a route
is obtained by summing up the transportation cost between each two nodes on
the route:

∑
i∈N

∑
j∈N ,(i,j)∈Av

CT
ijvxijvt. The total routing cost is hence given

by
RCA =

∑

v∈V

∑

t∈T

∑

i∈N

∑

j∈N ,(i,j)∈Av

CT
ijvxijvt

+
∑

v∈V

∑

t∈T

∑

i∈N ′
CFV

v wivt.
(12)

In order to obtain the total holding cost at filling station i ∈ N D over the
planning horizon, the holding cost of each period is first calculated using the
inventory level presented in (4). It is assumed that a unit holding cost of CH

i is
incurred per unit of time when keeping LNG at vertex i ∈ N P :

HCD
it =

∫ 1

0

CH
i sD

it (t
′)dt′

=
CH

i

[
1 − e−θi

]

θi

[

si(t−1) +
∑

v∈V
qivt +

Dit

θi

]

− CH
i Dit

θi
.

(13)

The total holding cost of all filling stations is hence given by

HCD =
∑

i∈ND

∑

t∈T
HCD

it . (14)
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The inventory holding cost at the storage facilities is obtained in a similar way
to filling stations. Using the inventory level at storage facility i ∈ N P presented
in (8), the inventory holding cost over period t at the storage facility is

HCP
it =

∫ 1

0

CH
i sP

it(t
′)dt′

=
CH

i

[
1 − e−θi

]

θi

[

si(t−1) + yit −
∑

v∈V
qivt

]

.

(15)

The total holding cost incurred at all the storage facilities is then

HCP =
∑

i∈NP

∑

t∈T
HCP

it . (16)

Considering all the costs obtained in this section, the objective function of
the model is

Minimise TCARC = FCD + FCP + RCA + HCD + HCP . (17)

The constraints on the inventory levels at the filling stations and the storage
facilities are presented in (5) and (9), respectively. The remaining constraints
are as follows:

si(t−1) +
∑

v∈V
qivt ≤ S̄i, ∀i ∈ N D, t ∈ T , (18)

si(t−1) + yit −
∑

v∈V
qivt ≤ S̄i, ∀i ∈ N P , t ∈ T , (19)

sit ≥ Si, ∀i ∈ N ′
, t ∈ T , (20)

∑

i∈NP

wivt ≤ 1, ∀v ∈ V, t ∈ T , (21)

∑

i∈ND

wivt ≤ N̄D
v , ∀v ∈ V, t ∈ T , (22)

yit ≤ (S̄i − Si)zit, ∀i ∈ N P , t ∈ T , (23)
∑

i∈NP

qivt =
∑

j∈ND

qjvt, ∀v ∈ V, t ∈ T , (24)

qivt ≤ min{S̄i − Si, V̄v}wivt, ∀i ∈ N ′
, v ∈ V, t ∈ T , (25)

∑

j∈V,j �=v

w(m+n+j)vt = 0, ∀v ∈ V, t ∈ T , (26)

x(m+n+v)ivt = wivt, ∀i ∈ N P , v ∈ V, t ∈ T , (27)
∑

i∈NP

wivt =
∑

j∈ND

xj(m+n+v)vt, ∀v ∈ V, t ∈ T , (28)
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∑

j∈N ,(j,i)∈Av

xjivt +
∑

j∈N ,(i,j)∈Av

xijvt = 2wivt, ∀i ∈ N , v ∈ V, t ∈ T , (29)

∑

i∈M

∑

j∈M,i �=j

xijvt ≤
∑

i∈M
wivt − wkvt, ∀M ⊆ N D, k ∈ M, v ∈ V, t ∈ T ,

(30)
qivt ≥ 0, ∀i ∈ N ′

, v ∈ V, t ∈ T , (31)

yit ≥ 0, ∀i ∈ N P , t ∈ T , (32)

zit ∈ {0, 1}, ∀i ∈ N P , t ∈ T , (33)

wivt ∈ {0, 1}, ∀i ∈ N ′
, v ∈ V, t ∈ T , (34)

xijvt ∈ {0, 1}, ∀(i, j) ∈ Av, v ∈ V, t ∈ T . (35)

Constraints (18) and (19) keep the inventory level at vertex i at the start of
period t less than or equal to the available capacity, while constraints (20) impose
the minimum acceptable inventory level at vertex i during period t. Constraints
(21) and (22) limit the number of storage facilities and filling stations visited
by vehicle v in period t to one and N̄D

v , respectively. Constraints (23) guarantee
that order quantities received by storage facilities stay within the allowed limits.
Constraints (24) control that the sum of the amounts delivered to filling stations
by a vehicle equals the amount picked up by the vehicle from assigned storage
facility. Constraints (25) link the routing variables to the quantities delivered to
the filling stations. Each vehicle has a designated parking place, which is imposed
by constraints (26). Constraints (27) and (28) ensure that a vehicle (if assigned)
starts its route from its parking place and at the end of the route traverses an
arc from one of the filling stations to it parking place. Constraints (29) and (30)
represent degree constraints and subtour eliminations constraints, respectively.
Constraints (31)–(35) impose non-negativity and integrality conditions to the
relevant decision variables.

4 Path-Flow Model

In order to model this distribution system with a path-flow formulation, we
consider all sets defined in Section 3 except for arc set Av which is replaced
with path set Rv. Here a path is defined as the shortest route that consecutively
connects a parking place of a particular vehicle, a storage facility, a group of
filling stations and finally the same parking place.

In this formulation all the feasible paths are generated a priori. In order to
generate a feasible path for a specific vehicle in the path-flow model, it should
visit one storage facility, and a maximum number of filling stations, and eventu-
ally its parking place from which it starts the trip. To do so we generate all the
subsets of N D that include a maximum of N̄D

v filling stations. We then com-
plete each generated path by adding different combinations of “vehicle-storage
facility”. In order to guarantee the shortest path, we optimise the order of the
filling stations on the path.
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Binary parameter Aivr equals to one if and only if vehicle v ∈ V visits vertex
i ∈ N ′

on path r ∈ Rv. We define binary variable λvtr equal to one if and only if
vehicle v traverses path r in period t. Parameter CT

vr includes the transportation
cost (CT

ijv) and a fixed visiting cost (CFV
v ) incurred when vehicle v follows path

r. This parameter also includes the set-up cost that each filling station should
pay when visited by a vehicle (CF

i , i ∈ N D).
In the path-flow model the inventory level calculations of storage facilities

and filling stations stay the same as presented in Section 3.1.

4.1 Objective Function and Constraints

In this section, we include the same costs in the objective function as in Section
3.2, however due to changes in the decision variables the cost formulations are
modified accordingly.

The sum of all fixed and variable transportation costs and set-up costs at the
filling stations is obtained as follows:

RCP =
∑

v∈V

∑

t∈T

∑

r∈Rv

CT
vrλvtr. (36)

This cost function is equivalent to the sum of costs presented in (10) and (12).
The cost functions (11), (14), and (16) remain unchanged. The objective function
of the path-flow formulation is hence given by

Minimise TCPATH = FCP + RCP + HCD + HCP . (37)

The constraints of the path-flow formulation are as follows. The inventory
levels at the filling stations and storage facilities are as presented in (5) and (9),
respectively. Constraints (18) and (19) define upper bounds on the inventory
levels at vertices while constraints (20) set lower bounds. Constraints (23) are
to limit the batch sizes that are received by storage facilities while constraints
(24) guarantee the sum of delivered quantities in a trip is equal to the amount
picked up from the storage facility. The following constraints link the routing
and quantity variables:

qivt ≤
∑

r∈Rv

min{S̄i − Si, V̄v}Aivrλvtr, ∀i ∈ N ′
, v ∈ V, t ∈ T . (38)

We define the following constraints to ensure that in time period t, vehicle v can
travel on at most one path:

∑

r∈Rv

λvtr ≤ 1, v ∈ V, t ∈ T . (39)

Finally, non-negativity and integrality conditions are imposed by constraints
(31)–(33) together with the following:

λvtr ∈ {0, 1}, ∀r ∈ Rv, v ∈ V, t ∈ T . (40)
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Having all the paths determined a priori, there is no need for the routing
constraints (21)–(22) and (26)–(30).

In the next section we analyse two numerical examples to compare the two
formulations when the size of an instance changes and also to study the effect
of deterioration on the objective function.

5 Computational Results

In this section we present two numerical examples. In the first one we conduct
a comparison between the two formulations introduced in this paper to see how
they perform when the size of the network increases. In the second example we
show how deterioration rate can influence the optimal solution.

5.1 Example 1

The two formulations described in Sections 3 and 4 were implemented in Java
using CPLEX. The code was run on a personal computer with Intel V 2.00GHz
processor and 8.00 GB RAM. In the computational analysis, one storage facility
is assumed to serve a group of filling stations using a fleet of four vehicles over
a two-day period.

In order to construct all feasible paths in the path-flow model, we first gen-
erate all the subsets of N D. In the next step we assign one vehicle and one
storage facility to the subsets. Since all the nodes of the path are determined,
we have a travelling salesman problem. We solve this problem using the tabu
search algorithm, coding in Java, to minimise the travelling cost of the path.

Having all the paths generated, we run the two models for different instances.
The result of this analysis is reported in Table 1. It should be noted that for
the path-flow formulation, the runtime does not include the time used for path
generation.

The initial results show that the path-flow formulation solves the same prob-
lem much faster than the arc-flow formulation. Enumerating paths can take a
relatively long time, however, it is a one-off task to perform. This means for

Table 1. Computational results when the number of filling stations varies

n m k H
Arc-flow Path-flow

Runtime
Number of

Runtime
Number of

Variables Constraints Nodes Variables Constraints Nodes

5 1 4 2 0.4 865 822 176 0.3 313 78 487
7 1 4 2 2.0 1237 3802 414 1.0 1101 98 1263
9 1 4 2 109.2 1673 18686 2719 5.5 4193 118 2705

10 1 4 2 1025.1 1915 41232 8546 94.0 8299 128 37739
11 1 4 2 18111.2 2173 90402 21958 716.9 16501 138 215330
12 1 4 2 100418.3 2447 196916 23269 9751.0 32895 148 1384076
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a given number of filling stations we need to generate the paths once and the
path-flow model could be solved very frequently (i.e. on a daily basis) using
these generated paths. This can continue until a new filling station is added to
the network which necessitates generating the new set of all paths. This how-
ever is not applicable to the arc-flow model as we should include all the subtour
elimination constraints each time that we run the model.

5.2 Example 2

The deterioration rate for LNG in deep-sea shipping is around 0.15%. LNG
inland distribution networks are evolving. Therefore, it is hard to give a specific
rate for the boil-off. However, based on the current practices, we can say that
the rate is higher than what is the case in sea shipping operations. Here we run
the IRP developed in this paper for deterioration rate changing from 0 to 2%.

In order to illustrate the effect of the evaporation we analyse two different
networks and obtain the change in the objective function when the deterioration
is taken into account. The results of this analysis are illustrated in Table 2.

Table 2. The effects of the deterioration on the total cost function

Deterioration rate (%)

0.0 0.5 1.0 1.5 2.0
Total Increase in

n m k H cost total cost* (%)

4 1 3 6 9239 1.03 1.67 2.27 2.91
6 1 3 6 14063 2.99 3.88 4.54 5.23
*Compared with the case with no deterioration

Table 2 shows that a network of four filling stations, one storage facility, and
three vehicles over a six-day planning horizon incurs a total cost of 9239 when no
deterioration is taken into account. This experiment shows that if for instance
the real deterioration rate is as high as 2%, the accurate total cost is 2.91% more
than the case when the deterioration is not modelled.

We examine the same network with an increase in the number of the filling
stations while the number of vehicles remains unchanged. The initial results
show that in cases where the transportation resources are tight the model tends
to keep more inventory in filling stations which results in more deterioration.
The analysis of this network shows that for example the total cost of the system
increases by 5.23% when there is a deterioration rate of 2%.

6 Conclusion

We have analysed an IRP for LNG inland distribution network taking into
account the evaporation property of the item. We have modelled the distribu-
tion network with both arc-flow and path-flow formulations. The basic variant
of each formulation has been derived and solved by CPLEX.
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The results of the computational analysis conducted in this paper show that
the path-flow formulation can solve the problem faster compared with the arc-
flow model. Moreover, the analysis indicates that disregarding the deterioration
rate even in a small instance of this model could result in a relatively large
underestimation in the total cost. These initial results suggest that the deteri-
oration property should be incorporated into the model as the underestimation
may be significant depending on the instance. The computational analysis also
shows that including deterioration in the model does not add to the complexity
of the problem.
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Abstract. We propose a matheuristic approach to solve several types of vehicle 
routing problems (VRP). In the VRP, a fleet of capacitated vehicles visits a set 
of customers exactly once to satisfy their demands while obeying problem spe-
cific characteristics and constraints such as homogeneous or heterogeneous 
fleet, customer service time windows, single or multiple depots. The proposed 
matheuristic is based on an ant colony optimization (ACO) algorithm which 
constructs good feasible solutions. The routes obtained in the ACO procedure 
are accumulated in a pool as columns which are then fed to an integer pro-
gramming (IP) optimizer that solves the set-partitioning (-covering) formulation 
of the particular VRP. The (near-)optimal solution found by the solver is used 
to reinforce the pheromone trails in ACO. This feedback mechanism between 
the ACO and IP procedures helps the matheuristic better converge to high 
quality solutions. We test the performance of the proposed matheuristic on dif-
ferent VRP variants using well-known benchmark instances from the literature. 
Our computational experiments reveal competitive results: we report six new 
best solutions and meet the best-known solution in 120 instances out of 193. 

Keywords: Vehicle routing problem · Matheuristic · Ant colony optimization 

1 Introduction 

There is an increasing trend towards matheuristics in the recent literature as they incor-
porate relatively fast and effective solutions while preserving the solution quality. 
Matheuristics can do so by combining heuristics/metaheuristics with exact solution 
approaches. According to Boschetti et al. (2009), the interoperation of metaheuristics 
and mathematical programming techniques yields the matheuristics. The metaheuristic 
further exploits the features derived by the mathematical model of the problem. Ber-
tazzi and Speranza (2011) simply define a matheuristic as any heuristic that uses ma-
thematical programming in one of its solution steps such as solving sub-problems, 
solving parts of an instance, restricting the search space and exploring neighborhoods.  
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Matheuristics have been widely used to solve various VRPs. Doerner and Schmid 
(2010) define three matheuristic categories based on set-partitioning/set-covering 
formulations, local branching and decomposition within the VRP context. They fur-
ther label the first category as integrative approaches where the set-partitioning/set-
covering component is responsible for the selection of the routes based on a given 
subset of feasible routes. The feasible routes are iteratively accumulated in this pool 
by means of a heuristic/metaheuristic. Different VRP variants have been solved 
adopting this approach. 

Groër et al. (2010) and Kelly and Xu (1999) solve the CVRP using a set-
partitioning based approach whereas Groër et al. (2011) combine a local search  
heuristic with integer programming (IP). Alvarenga et al. (2007) hybridize a genetic 
algorithm with set-partitioning formulation of the VRPTW. For the same problem, 
Yıldırım and Çatay (2014) implement a matheuristic using parallel ant colony optimi-
zation (ACO). Using an IP-based heuristic, Gulczynski et al. (2011) solve the periodic 
VRP. Pirkwieser and Raidl (2009) solve the periodic variant with time windows using 
a multiple variable neighborhood search. For the split delivery VRP, Archetti et al 
(2008) implemented a Tabu Search (TS) approach. They identified the promising 
parts of the solution space with the TS and further explored them using IP. Recently, 
Subramanian et al. (2012) and Subramanian et al. (2013) have coupled iterated local 
search (ILS) with mixed IP (MIP) in a matheuristic framework. The most recent study 
belongs to Boschetti and Maniezzo (2015) who apply a set-covering based matheuris-
tic to a real-world city logistics problem tailored for mid-sized cities. The set-
partitioning/set-covering based matheuristic approach is also adopted in a stochastic 
environment by Mendoza and Villegas (2012) to solve the stochastic VRP. 

A survey on matheuristics can be found in Maniezzo et al. (2010). For a detailed 
survey on matheuristics for Rich VRP and for routing problems, we refer the reader to 
Doerner and Schmid (2010) and Archetti and Speranza (2014), respectively. 

This brief review shows that matheuristics have been applied to many VRPs. Yet, 
most were developed for a particular variant of the problem. In this study, we propose 
a general solution approach that is applied to a class of VRPs. The contributions of 
the paper are as follows: First, we propose a matheuristic framework capable of solv-
ing different variants of the VRP. Second, we compare the performance of using  
set-covering formulation to that of using set-partitioning formulation within the IP 
procedure. Although the gain was questioned in the literature (Russell and Chiang, 
2006), to the best of our knowledge these two formulations have never been com-
pared extensively in a matheuristic context. Furthermore, we investigate a novel  
implementation of ACO tailored for solving the heterogeneous VRP (HVRP) and 
multi-depot VRP (MDVRP). Finally, we report improved solutions on six problem 
instances. 

The remainder of this paper is structured as follows. Section 2 presents the pro-
posed matheuristic and its implementation to different VRP variants. Computational 
experiments and results are given in Section 3. Section 4 concludes the paper. 
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2 The Proposed Matheuristic 

2.1 Description 

The proposed matheuristic (namely MathAS) is based on two main components: an 
ant system (AS) that generates feasible routes and an IP optimizer. The generated 
routes are fed into the set-covering (SC) or set-partitioning (SP) formulation of the 
VRP where they are regarded as columns of the model. The chance of obtaining 
(near-)optimal solutions increases with the increasing number of distinct columns in 
the IP model. 

A major advantage of using an ant-based approach is its ease of parallel implementa-
tion. In our matheuristic, we implement an agent-level based parallelization where ants 
in the colony construct their solutions in parallel. At the end of each iteration these solu-
tions are collected within a solution pool and are used to update the pheromone trails, a 
structure that mimics the implicit communication mechanism of the real ants. 

We use the elitist version of the rank-based AS of Bullnheimer et al. (1999) which 
has two main components. The first component is pheromone trail intensity ( ), 
which is the cumulative pheromone amount between customers  and . The second 
component, namely visibility ( ), corresponds to the desirability of visiting cus-
tomer  after customer . Note that  is updated after each iteration whereas  is a 
static information. For an ant  currently located at customer , the selection of the 
next customer is based on these two components and given with the following random 
proportional rule: 

 

∑  (1) 

 

where  refers to the set of customers that can be visited after customer  and are 
unvisited by the kth ant. The relative weight of the pheromone trail intensity  and 
the visibility  are controlled by the non-negative parameters  and  respectively. 

The pheromone trails are initialized by setting them equal to the inverse of the total 
distance found in an initial solution. The initial solution is obtained by using the near-
est neighbor heuristic. In the pheromone update procedure, the pheromone trails are 
first evaporated and then reinforced using a subset of best performing ants. The 
amount of pheromone deposited on each arc of the pheromone network depends on 
the rank of the solution quality found by the ants. The pheromone update procedure is 
performed as follows: 

 1 ∆ , ,  (2) 
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Fig. 1. Proposed ant-based matheuristic 
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where  0 1  is a parameter to control the evaporation rate. ,  and ∆  
refer to the arc between customers  and  and the amount of pheromone on that arc  
deposited by ant  respectively. The pheromone deposited is inversely proportional to 
the rank of the ant in the colony in terms of solution quality. In other words, among 
the best w-1 ants and the ant that has found the best solution so far (the best-so-far 
ant, bs), the pheromone amounts deposited by the kth ant (∆ ) and bs (∆ ) are     
(w–k)/Lk and w/Lbs respectively. Here, Lk and Lbs denote the length (cost) of the com-
plete solution built by kth ant and bs.  

At the end of each iteration, all the routes are collected in a solution pool. This step 
includes a check procedure to eliminate duplicate routes (Yıldırım and Çatay, 2014). 
After a predetermined number of iterations, the IP model is solved in an attempt to 
find a better solution. This solution is used to further enhance the pheromone trails.  

When the SC formulation is used in the IP procedure, the solution might be infea-
sible in terms of the number of visits made to a customer; i.e. a customer may be  
serviced by multiple vehicles. To overcome this problem, the algorithm includes a 
post-processing step which keeps the cheapest visit and removes the other(s). The 
general framework of MathAS is given in Fig. 1.  

2.2 Implementation to VRP Variants  

In this section we give the definitions and the implementation details of the VRP vari-
ants considered in this study. Note that the proposed method is generic in the sense 
that it is capable of solving different VRP variants. That is, the main framework of the 
algorithm is common for all of the variants. Nevertheless, we also utilize variant  
dependent implementations for the Heterogeneous VRP and the Multi-depot VRP.  

 
Capacitated VRP 
The capacitated VRP (CVRP) aims to serve a set of geographically dispersed custom-
ers with known demands by using a homogeneous fleet of capacitated vehicles  
located at a central depot. The objective is to determine the best set of routes that 
minimizes either the total distance travelled or the number of routes while complying 
with the following constraints: (i) every route starts and ends at the central depot; (ii) 
each customer is assigned to a single route; and (iii) the vehicle capacity is not  
exceeded. We apply MathAS to CVRP in its basic form as described above. 
 
Open VRP 
Open VRP (OVRP) differs from CVRP in the sense that the vehicles do not have to 
return to the depot after the last visited customer. The implementation of MathAS is 
the same as in the CVRP; however, the ants are not allowed to return to the depot. 
 
Heterogeneous VRP 
VRP with heterogeneous fleet (HVRP) extends the CVRP by introducing a fleet with 
a limited number of vehicles with different capacities. In addition, a fixed and a vari-
able cost are also introduced for each vehicle. The problem is referred to as fleet size 
mix problem (FSM) when the fleet size is not limited.  
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Fig. 2. Solving the HVRP problem for each vehicle type separately 

In the case of HVRP, MathAS uses multiple ant colonies, each solving a CVRP us-
ing a homogenous fleet of a different vehicle type. Fig. 2 shows an example which 
includes seven customers (circles) and a depot (square). The numbers in the circles 
represent the demands for the corresponding customer. Suppose the fleet consists of 
three vehicle types with capacities of 80, 30 and 20. Since the first vehicle type is 
large enough, all customers can be serviced (Fig. 2.a). On the other hand, the second 
vehicle type cannot accommodate the demand sizes 70 and 40. So, the problem is 
reduced as shown in Fig 2.b by eliminating these customers and solved by AS using 
the second vehicle type only. A similar reduction approach is applied for the third 
vehicle type as shown in Fig. 2.c. At the end of this procedure three ant colonies pro-
vide a collection of solutions to three different homogeneous VRP problems. Then, 
MathAS combines this pool of routes into to the set of columns and solves the IP 
formulation of HVRP using an optimizer.  
 
Multi-Depot VRP 
In the Multi-Depot VRP (MDVRP) multiple depots are available to serve the 
customers and there is no restriction on the number of customers that each depot can 
serve. In this case, we implement MathAS in a similar fashion as in HVRP: each ant 
colony solves a sub-problem which consists of the CVRP using a different depot. 
After collecting all the routes found in the sub-problems into a single set of columns, 
the IP model of the original MDVRP is solved using an optimizer.  
 
VRP with Time Windows (VRPTW) 
VRPTW extends the CVRP by introducing the earliest and latest visiting times for 
each customer, namely time windows. Although the implementation is similar to that 
of CVRP, time window violation is checked each time a new customer is visited. 
Here, we use the Time-based AS (TbAS) approach proposed in Yildirim and Çatay 
(2012) which utilizes the time-window restriction in the visibility mechanism of AS. 
Basically, TbAS divides the planning horizon into several time intervals and consid-
ers the timing of the visit to a node as implicit heuristic information in the route con-
struction phase. So, it creates a separate pheromone network for each time interval 
and allows the ants to deposit pheromones on the relevant arcs of the pheromone net-
work corresponding to the time interval within which the node is visited.  
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3.1 Benchmark Instances 

The tests for CVRP are conducted on 14 instances of Christofides et al. (1979), 
CMT1-CMT14. Half of the instances have a time limit within which all of the  
customers must be served. In addition, the customers are clustered in the last four 
instances whereas they are randomly dispersed in the others. The number of custom-
ers ranges between 50 and 199. The OVRP data set includes the same problems. 

We use instances of Cordeau et al. (1997) for testing the performance of MathAS 
on the MDVRP. The number of depots varies between two and five while the number 
of customers ranges between 50 and 100. 

For HVRP, we consider the cases where the fleet is limited (HVRP) as well as the 
cases where the fleet is unlimited (Fleet Size and Mix – FSM). More specifically, we 
tackle the following variants: (i) HVRPFV: limited fleet, with fixed and variable 
costs, (ii) HVRPV: limited fleet, with variable costs but without fixed costs, (iii) 
FSMFV: unlimited fleet, with fixed and variable costs, (iv) FSMF: unlimited fleet, 
with fixed costs but without variable costs, and (v) FSMV: unlimited fleet, with 
variable costs but without fixed costs. The data set includes eight instances of each 
type generated by Golden et al. (1984). The number of customers is 50, 75, and 100. 

For VRPTW, we use 56 instances of Solomon (1987). The instances comprise 
three different sets, all including 100 customers: (i) C: customers are clustered, (ii) R: 
customers are randomly distributed, and (iii) RC: customers are both clustered and 
randomly distributed. Each set also has two subsets which differ by the length of the 
time windows. Type-1 problems have narrow time windows while type-2 problems 
have wider time windows. We use both the truncated and real-numbered data. For the 
former, the optimal solutions for all instances are known and are used in our 
comparative analysis. For all the problems, our objective is the minimization of the 
total distance. 

3.2 Results 

The computational results for all the VRP variants are summarized in Table 1. In this 
table, “BKS” refers to the average of the best-known solutions reported in the litera-
ture for the corresponding VRP set. For the CVRP and MDVRP data sets, we use the 
best results reported in Subramanian et al. (2013) as benchmarks. For OVRP, HVRP 
and VRPTW with real-numbered data, we compare our results with those provided in 
Reinholz and Schneider (2013), Subramanian et al. (2012) and Yıldırım and Çatay 
(2014), respectively. For all VRPTW instances with truncated distances except R208, 
the optimal solutions are available in Roberti (2012). The optimal distance for R208 is 
obtained from Röpke (2014). Note that BKS refers to the optimal solutions for this 
data set. “MathAS–SC” and “MathAS–SP” indicate the proposed method which uti-
lizes set-covering and set-partitioning formulations, respectively. The “Best” and 
“Average” columns report the average of the best and the average of the average solu-
tions for each problem class in 10 runs. The computational times are given under the 
column “CT” in seconds.  
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Table 1. Computational results 

VRP Set BKS 
MathAS-SC MathAS-SP 

Best Average CT Best Average CT 
CVRP 976.03 981.74 987.72 444.08 981.31 995.31 399.78 
With  
time limits 

909.63 919.37 925.96 497.06 916.31 937.41 451.24 

Without 
time limits  

1042.42 1044.12 1049.49 391.10 1046.32 1053.22 348.32 

OVRP 646.77 647.29 650.78 1330.45 648.92 655.68 1197.97 
With  
time limits 

632.94 634.15 636.88 1489.18 633.94 642.05 1352.37 

Without 
Time limits 

660.60 660.43 664.68 1171.73 663.89 669.32 1043.58 

HVRP 3166.63 3190.18 3205.17 329.92 3197.21 3217.82 306.70 
HVRPFV 5081.59 5130.66 5146.05 328.68 5147.59 5170.24 308.96 
HVRPV 1227.85 1248.10 1250.60 318.19 1251.84 1254.85 292.74 
FSMFV 4344.43 4370.38 4400.97 288.45 4367.32 4418.14 271.15 
FSMF 4103.44 4117.53 4134.00 355.88 4136.06 4150.95 330.97 
FSMV 1071.06 1083.91 1091.50 355.80 1084.24 1092.81 327.34 

MDVRP 743.01 758.33 777.40 351.97 763.19 809.07 332.92 

VRPTWR 966.94 967.47 969.51 274.66 967.56 969.38 217.99 
Type 1  1114.14 1114.24 1115.35 147.10 1114.40 1115.40 104.43 
Type 2 829.89 830.83 833.72 393.43 830.85 833.43 323.72 

VRPTWT 963.09 963.77 966.41 366.52 963.85 966.30 243.01 
Type 1 1110.33 1110.36 1111.12 194.85 1110.49 1111.30 126.40 
Type 2 826.01 827.29 831.68 526.36 827.32 831.30 351.58 
R: with real-numbered data      
T: with truncated data      

 
In CVRP instances, the average gap is 0.50% for SC and 0.44% for SP where eight 

best-known solutions out of 14 problems are met. The average gap for problems with 
199 customers is 1.43%. For the remaining 12 problems with a maximum number of 
150 customers, the average gap decreases to 0.06%.  

In OVRP instances, the average gap is 0.10% and 0.34% where the highest gap is 
0.88% and 1.06% (observed in the smallest instance in size) for SC and SP 
formulations, respectively. Five of the best-so-far solutions are met and the best 
known solutions for three instances are improved (by 0.12% on the average).  

The average gap in seven MDVRP instances is 2.07% and 2.72% for SC and SP, 
respectively. These results show that the approach of solving the MDVRP as multiple 
single depot VRPs in the AS phase is not very efficient in obtaining high quality  
solutions. 
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Table 2. Summary of the performance of proposed method on different VRP variants 

Problem class 
# of 

Problems 
%Gap 

MathAS-SC 
%Gap 

MathAS-SP 
BKS 
Met 

BKS 
Improved 

CVRP 14 0.50 0.44 8 - 
OVRP 14 0.10 0.34 5 3 
MDVRP 7 2.07 2.71 - - 
HVRPFV 8 0.97 1.30 - - 
HVRPV 8 1.65 1.95 3 - 
FSMFV 10 0.60 0.53 6 - 
FSMF 10 0.34 0.79 4 - 
FSMV 10 1.20 1.23 3 - 
VRPTWR 56 0.06 0.06 45 3 
VRPTWT 56 0.07 0.08 46 - 

R: with real-numbered data 
T: with truncated data 

 
For the HVRPFV, HVRPV, FSMFV, FSMF and FSMV, the average performance 

is mediocre although not as good as in the other VRP variants. The average gap val-
ues are below 1.30% except HVRPV where the average gap is 1.65% and 1.95% for 
SC and SP formulations, respectively. Overall, the algorithm performs better in in-
stances where the fleet size is not limited. 

In VRPTW instances using real data, MathAS performs better on type-1 problems 
where the average gap is 0.01% for SC formulation. This gap slightly increases to 
0.02% when implementing MathAS-SP. We reached all of the best-known values for 
type-1 problems, except R102 where the gap is only 0.01%. We also obtained a new 
best value for the instance R107. For type-2 problems the performance of the method 
is relatively worse. Nevertheless, we obtained new best distance also for R210 and 
RC208 problems.  

The same pattern in problems with real-numbered distances is also observed for the 
problems with truncated distances. Using MathAS-SC, the average gaps for type-1 
and type-2 problems are 0.00% and 0.15%, respectively whereas the average gaps for 
MathAS-SP are 0.01% and 0.16% for type-1 and type-2 problems, respectively. We 
found the optimal solutions for all type-1 problems, except RC106. For type-2 prob-
lems, we succeeded to find 17 optimal solutions in 27 instances. 

The summary of the performance of MathAS on different VRP class is given in 
Table 2. The table includes the average % deviations from the best-known solutions 
published the literature and the number of instances in which the best-known solu-
tions are matched/improved. The detailed new best solutions are provided in the Ap-
pendix. 
 
Comparison of SP and SC Formulations  
Concerning the use of the SC or SP formulation in the IP phase, we did not observe 
any superiority of one formulation over the other considering all problem types 
solved. However, we can conclude that using the SC formulation yields slightly better 
results on the average whereas implementing the SP formulation decreases the com-
putational effort.  
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For the CVRP and OVRP instances with route duration restriction, the perform-
ance of SC is inferior to that of SP in terms of best solutions. Taking into account the 
average performance, SP performs slightly better in VRPTW type-2 instances for 
both real-numbered and truncated data. In all other cases, the average performance of 
SC is slightly better.  

This increase in performance comes with an extra burden on the computational ef-
fort. When the SC formulation is used, the computational time is 11% more for the 
CVRP and the OVRP compared to using the SP formulation. For the VRPTW, this 
gap reaches up to 26% and 51% for real-numbered and truncated data, respectively.  

4 Conclusion and Future Research 

In this study, we proposed a matheuristic for solving different variants of the VRP. 
We show that the proposed method performs well on a range of routing problems. 
Best known results are obtained in 62% of all instances. We improved three best-
known solutions in the VRPTW real-numbered data and three best-known solutions in 
the OVRP data. We observe relatively poor performance on HVRP and MDVRP 
variants. This shows that decomposing the problem into single-vehicle (in HDVRP) 
and single-depot (in MDVRP) problems in the AS may not be an effective approach 
in achieving high quality solutions.  

We also tested the claim of Russell and Chiang (2006) and compared the 
implementation of SC and SP formulations in the IP solver phase. Our results did not 
reveal any significant difference. Moreover, we utilized parallelism to reduce the 
computational time. However, a parallel implementation by devising multiple ant 
colonies evolving on different processors may lead to improved performance with 
respect to the solution quality as well as processor load balance. The introduced 
structure for HVRP and MDVRP can further be utilized for an efficient 
parallelization. In this case, each entity (either a vehicle or a depot) will be assigned to 
a separate ant colony. 
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Appendix 

Table 3. New best solutions for OVRP 

Problem Route   Distance 

cmt08  641.553 

1 0-28-76-77-3-79-78-34-35-71-66-65 76.914 
2 0-26-12-80-68-29-24-54-4-55-25-39-67 92.894 
3 0-89-18-83-60-5-99-59-92-98-37-100-91-16-86 65.099 
4 0-6-96-93-85-61-84-17-45-8-46-36-49-64 98.449 
5 0-52-31-88-7-82-48-47-19-11-63-90-32 82.246 
6 0-53-58-40-21-73-72-74-22-41-75-56-23 57.123 
7 0-27-69-1-50-33-81-9-51-20-30-70-10-62 80.560 
8 0-13-94-95-97-87-2-57-15-43-42-14-44-38 88.268 

cmt10  869.800 
1 0-105-26-149-195-179-54-130-165-55-25-170-67 56.202 
2 0-132-69-162-101-70-30-32-131-160-128-20-188-66 60.569 
3 0-94-95-97-87-172-42-142-14-192-119-44-140-38 59.145 
4 0-111-50-102-157-33-185-78-34-164-135-35-136-65 62.935 
5 0-28-184-76-196-116-77-158-3-79-129-169-121-29 43.132 
6 0-166-83-199-114-8-174-46-124-168-47-36-143-49 68.318 
7 0-13-117-151-92-37-98-100-193-91-191-141-16-86 45.456 
8 0-112-183-6-96-99-104-59-93-85-61 31.261 
9 0-180-198-110-4-155-139-187-39-56-186-23 50.974 

10 0-53-40-21-73-171-74-72-197-75-133-22-41-145 50.509 
11 0-27-176-1-122-51-81-120-9-103-161-71 57.898 
12 0-89-18-82-48-123-19-107-175-11-64 60.559 
13 0-167-127-190-31-10-189-108-90-126-63-181 46.939 
14 0-146-52-153-106-194-7-182-88-148-62-159 39.253 
15 0-138-154-12-109-177-80-150-68-134-163-24 39.199 
16 0-156-147-60-118-5-84-173-113-17-45-125 51.228 
17 0-152-58-137-2-115-178-144-57-15-43 46.222 

cmt13  835.956 
1 0-40-43-45-59-65-61-62-64-60-63-66 135.273 
2 0-104-103-68-79-80-56-58-55-53-52-54-57 111.563 
3 0-37-38-39-42-41-44-46-49-47-48-50-51 110.481 
4 0-119-81 14.142 
5 0-109-21-20-23-26-28-31-34-36-35-32-29 106.217 
6 0-87-92-89-91-90-114-18-118-108 24.314 
7 0-95-96-93-94-97-115-110-98 30.261 
8 0-107-67-69-70-71-74-75-72-78-77-76-73 76.693 
9 0-105-106-102-101-99-100-116 20.850 

10 0-2-1-3-4-5-6-9-10-11-15-14-13 73.188 
11 0-88-82-111-86-85-112-84-117-113-83 22.763 
12 0-7-8-12-17-16-19-25-22-24-27-30-33 103.140 
13 0-120 7.071 
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Table 4. New best solutions for VRPTW (real-numbered data) 

Problem Route   Distance 

R107  1072.118 
1 0-28-76-79-78-29-24-68-80-12-0 82.100 
2 0-26-39-23-67-55-4-25-54-0 127.042 
3 0-52-7-62-11-63-90-32-66-20-51-50-0 114.944 
4 0-2-57-43-15-41-22-75-56-74-72-73-21-0 103.079 
5 0-53-40-58-0 24.359 
6 0-48-47-36-64-49-19-82-18-89-0 126.000 
7 0-60-83-45-46-8-84-5-17-61-85-93-0 113.470 
8 0-94-96-92-59-99-6-87-13-0 62.747 
9 0-95-97-42-14-44-38-86-16-91-100-37-98-0 105.742 

10 0-27-69-30-88-31-10-70-1-0 86.165 
11 0-33-81-65-71-9-35-34-3-77-0 126.471 

R210  906.187 
1 0-95-92-42-15-23-67-39-75-72-73-21-40-53-0 125.795 
2 0-6-94-96-99-59-87-97-13-58-0 57.818 
3 0-18-83-45-61-16-86-44-38-14-43-57-2-41-22-74-56-4-55-

25-54-26-0 
198.200 

4 0-28-12-76-3-79-29-78-81-9-20-66-32-90-63-10-70-31-0 150.767 
5 0-52-7-82-48-47-36-19-88-62-11-64-49-46-8-84-17-85-98-

37-100-91-93-5-60-89-0 
219.950 

6 0-27-69-1-30-51-33-71-65-35-34-24-80-68-77-50-0 153.657 

RC208 
 

778.926 
1 0-94-92-95-67-62-50-34-31-29-27-26-28-30-32-33-76-89-

63-85-51-84-56-91-80-0 
198.990 

2 0-61-42-44-39-38-36-35-37-40-43-41-72-71-93-96-54-81-0 133.001 
3 0-69-98-88-2-6-7-79-73-78-12-14-47-17-16-15-13-9-11-

10-53-60-8-46-4-45-5-3-1-70-100-55-68-0 
227.168 

4 0-90-65-82-99-52-83-64-49-19-18-48-21-23-25-77-58-75-
97-59-87-74-86-57-24-22-20-66-0 

219.767 
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Abstract. We solve the liner shipping fleet repositioning problem
(LSFRP), a key problem in the liner shipping industry, using a hybrid
reactive tabu search and simulated annealing algorithm in combination
with novel local search neighborhoods. Liner carriers reposition vessels
between services in order to add, remove or modify services in their net-
work. Repositioning vessels costs between hundreds of thousands and
millions of dollars, meaning finding cost efficient repositioning plans is
an important goal for liner carriers. We introduce a reactive tabu search
approach and hybridize it with simulated annealing, allowing us to find a
combined $147,000 in additional profit over the state-of-the-art approach
across 44 public LSFRP instances.

1 Introduction

Liner shipping networks transported over 1.5 billion tons of containerized cargo on
more than 5,000 seagoing container vessels in 2013 [20], making liner shipping a key
component of the world economy. Vessels are regularly repositioned between ser-
vices in liner shipping networks to align networks with seasonal cargo fluctuations
and shifting macroeconomic conditions. Repositioning vessels involves creating a
plan for a set of vessels that moves (i.e., repositions) the vessels from one route to
another route in the network. Since repositioning a single vessel can cost hundreds
of thousands of US dollars, optimizing the repositioning activities of vessels is an
important problem for the liner shipping industry.

The Liner Shipping Fleet Repositioning Problem (LSFRP), first introduced
in [18], and more recently considered in [16,9,19], involves finding sequences of
activities that move vessels between services (routes) in a liner shipping net-
work while considering cargo flows. The LSFRP maximizes the profit earned on
the subset of the network affected by the repositioning, balancing sailing costs
and port fees against cargo revenues, while respecting important liner shipping
specific constraints dictating the creation of services and movement of cargo.

Exact approaches for solving the LSFRP have recently made significant
advances [15], however heuristics are still critical for solving the LSFRP in prac-
tice. Repositioning coordinators require quick feedback when creating reposi-
tioning plans in order to experiment with different “what if” scenarios, and to
address minor issues in generated plans (for example, dealing with ship draft
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restrictions or tides). Furthermore, on large instances exact approaches some-
times fail to even find a single feasible solution, meaning fast heuristics are
absolutely essential for any LSFRP decision support system.

This work presents the following novel contributions:i) two novel LSFRP local
search neighborhoods, ii) a reactive tabu search (RTS) approach for the LSFRP,
and iii) a hybrid simulated annealing (SA) and RTS algorithm (RTS-SA) for the
LSFRP. One of the neighborhoods analyzes undelivered containers on the path
of vessels and attempts to modify the path to be able to deliver the containers.
The other neighborhood uses an ejection chain style neighborhood for swapping
visits between multiple vessels in a single search iteration. Our RTS approach
presents an alternative solution approach for solving LSFRP problems and finds
optimal solutions for several instances that the state-of-the-art algorithm cannot
find. Finally, our RTS-SA approach outperforms all previous heuristic LSFRP
approaches, closing the gap to optimality on several instances and significantly
increasing the profit earned by solving the LSFRP instances.

We provide a brief overview of the LSFRP in Section 2, followed by a descrip-
tion of our heuristic solution approach in Section 4, including a discussion of the
state-of-the-art. Finally, computational results are presented in Section 5.

2 Liner Shipping Fleet Repositioning

We now provide a brief LSFRP description from [19], and refer readers to [16] for
a more detailed description and a mathematical model. Liner shipping networks
consist of cyclical routes, called services, that visit ports on a regular (usually
weekly or biweekly) schedule. Liner carriers regularly adjust their network (many
small changes, and several large changes per year) to account for seasonal changes
in cargo demands, as well as to adapt to economic growth and decline. Whenever
a new service is created, or a service is expanded, vessels must be repositioned
from their current service to the service being added or expanded.

Vessel repositioning is expensive due to the cost of fuel and the revenue lost
due to cargo flow disruptions. Given that liner shippers around the world reposi-
tion hundreds of vessels per year, optimizing vessel movements can significantly
increase the efficiency of carriers while reducing the environmental burden of
containerized shipping. Furthermore, it allows carriers to better utilize reposi-
tioning vessels to transport cargo. The aim of the LSFRP is to maximize the
profit earned when repositioning a number of vessels from their initial services
to a service being added or expanded, called the goal service.

Liner shipping services are composed of multiple slots, each of which repre-
sents a cycle that is assigned to a particular vessel. Each slot is composed of a
number of visits (port calls), i.e., a specific time when a vessel is scheduled to
arrive at a port. A vessel that is assigned to a particular slot sequentially sails
to each visit in the slot. Vessel sailing speeds can be adjusted throughout reposi-
tioning to balance cost savings with punctuality (using slow-steaming, see [13]).
The bunker fuel consumption of vessels increases approximately cubically with
the speed of the vessel, which we linearize.
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Phase-out & Phase-in. The repositioning period for each vessel starts at
a specific time when the vessel may cease normal operations. This means the
vessel may stop sailing to its regularly scheduled port calls and go somewhere
else. Each vessel is assigned a time when it may begin its repositioning, called its
phase-out time. After this time, the vessel may undertake a number of different
activities to reach the goal service. In order to complete the repositioning, each
vessel must join a slot on the goal service before a time set by the repositioning
coordinator, called the phase in time. After this time, normal operations on the
goal service begin, and all scheduled visits on the service are to be undertaken.

Cargo and Equipment. Revenue is earned through delivering cargo and equip-
ment (empty containers). We use a detailed view of cargo flows in which cargo
is represented as a set of port to port demands with a cargo type, a latest deliv-
ery time, an amount of TEU1 available, and a revenue per TEU delivered. We
subtract the cost of loading and unloading each TEU from the revenue earned
to determine the profit per TEU of each cargo demand. Unlike cargo, equipment
can be sent from any port where it is in surplus to any port where it is in demand.
Cargo and equipment may be either dry (standard) or reefer (refrigerated) cargo.
Vessels have a limited capacity, and are therefore assigned a maximum number
of reefer containers and a maximum number of all containers.

Sail-on-Service (SoS) Opportunities. While repositioning, vessels may use
user specified services to cheaply sail between two parts of the network. These
are called SoS opportunities. The two vessels involved in SoS opportunities are
referred to as the repositioning vessel, which is the vessel under the control of a
repositioning coordinator, and the on-service vessel, which is the vessel assigned
to a slot on the service being offered as an SoS opportunity. Repositioning vessels
can use SoS opportunities by replacing the on-service vessel and sailing in its
place for a portion of the service. The on-service vessel is either laid up (taken
out of service), or chartered out (leased to another party). SoS opportunities
save significant amounts of fuel costs, since one vessel is sailing where there
would have otherwise been two. SoS opportunities are subject to a number of
constraints, which are described in full in [16].

Flexible Visits. Most visits have fixed berthing times, such as those on the
phase-out, the phase-in and on SoS opportunities. However, some ports do not
have strict berthing windows. If a vessel travels to such a port, the berthing time
must be determined. LSFRP instances with flexible visits are difficult to solve
because sailing times to and from flexible visits cannot be precomputed.

Asia-CA3 Case Study. Figure 1 shows a subset of a real repositioning scenario
in which a vessel must be repositioned from its initial service (the phase-out
service), the Chennai-Express, to the goal service (the phase-in service), the
Intra-WCSA. The Asia-CA3 service is offered as an SoS opportunity to the vessel

1 A TEU is a twenty-foot equivalent unit and represents a single twenty-foot container.
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Fig. 1. A subset of a case study of the LSFRP, from [17].

repositioning from Chennai Express to Intra-WCSA. One possible repositioning
could involve a vessel leaving the Chennai Express at tpp, and sailing to hkg

where it can pick up the Asia-CA3, thus replacing the on-service vessel. The
repositioning vessel would then sail along the Asia-CA3 until it gets to blb,
where it can join the Intra-WCSA. No vessel sails on the backhaul of the Asia-
CA3, which saves fuel and crew costs, as little cargo is transported on this leg.

3 Literature Review

The LSFRP is not mentioned in the main literature reviews of maritime trans-
portation [6,5]. Although there has been significant work on problems such as
the Network Design Problem (NDP) (e.g. [3]), these problems deal with strate-
gic decisions related to building the network and assigning vessels to services
excluding the problem of getting vessels to their new services. The vessel sched-
ule recovery problem (VSRP) [4] differs from the LSFRP as it lacks the breadth
of activities of the LSFRP due to its short time window.

Although tramp shipping problems (see, e.g., [11]) maximize cargo profit
while accounting for sailing costs and port fees as in the LSFRP, they lack
liner shipping specific constraints, such as sail-on-service opportunities, phase-
in requirements and strict visit times. Airline disruption management (see [10])
differs from the LSFRP in that airline disruption management requires an exact
cover of all flight legs over a planning horizon. The LSFRP has no such require-
ment over visits or sailing legs.

The primary previous work on the LSFRP in the literature is found in [17],
[18], [16], [19] and [9] by the authors. The first work on the LSFRP, [17], solved an
abstraction of the LSFRP without cargo/equipment flows and SoS parallel sail-
ings using a hybrid of automated planning and linear programming called Linear
Temporal Optimization Planning (LTOP). However, LTOP and other automated
planning methods are unable to model cargo flows and are thus inapplicable to
the version of the LSFRP we solve in this work. A mathematical model of the
LSFRP with cargo and equipment flows is introduced in [18] with an extension
for a special case in [19]. In both cases, CPLEX is used to solve the model. In [16],
the current state-of-the-art simulated annealing algorithm is presented and used
to find solutions for instances that CPLEX was unable to solve, both due to
running out of memory and exceeding a timeout of one hour. Additionally, the
technique is shown to be faster than CPLEX at finding good solutions.
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4 A Hybrid Reactive Tabu Search Approach

We first provide an overview of the SA approach in [16] that forms the basis
for this work. We then describe our tabu search (TS) approach for the LSFRP,
which we then extend to be a reactive TS (RTS) [1]. TS is well-suited to solve the
LSFRP given its success in solving routing and transportation problems. The
existing local search neighborhoods are rather susceptible to cycles, making TS
a natural advancement in LSFRP research. Finally, inspired by [21], we iterate
between RTS and SA, using SA to move to a more promising area when RTS
gets stuck. We refer to this method as RTS-SA.

We use the same solution representation as in the original SA approach. We
store a path through the graph for each vessel, which we briefly describe in the
following subsection, starting at the vessel’s earliest phase-out port and ending
at the graph sink. We then describe the existing local search neighborhoods from
the SA, followed by two new neighborhoods for the LSFRP. Then we discuss the
RTS based approach along with its hybridization with SA.

4.1 Graph Overview

All previous work on the LSFRP uses a graph as the basis to solve the problem.
The vessels follow node disjoint paths through the graph, with each vessel’s path
starting at a node representing the vessel’s earliest phase-out port call. The paths
end at a common graph sink, which has an incoming arc from the last visit in
each slot of the phase-in service. Due to the disjointness of the paths (excluding
the graph sink), the phase-in structure ensures that each slot of the phase-in
service is assigned exactly one vessel as is required in a valid service.

The graph also contains special structures to ensure the correct modeling
of SoS opportunities, flexible visits, and cabotage restrictions. As the details
of these components are not necessary for understanding our new local search
neighborhoods and metaheuristic approaches, we omit them and refer interested
readers to [16] for a detailed (and formal) description.

4.2 Existing SA Approach

The SA approach in [16] uses a standard SA algorithm with the metropolis
acceptance criteria together with a neighborhood chosen uniformly at random
in each iteration to generate a new candidate solution. A reheating procedure is
used if the search converges before the time limit has expired. We now describe
the neighborhoods used in the SA and refer to [16] for more details.

Add/Remove/Swap. The add, remove and swap neighborhoods are “basic”
neighborhoods that make a small change to a randomly selected vessel or pair
of vessels. The add neighborhood selects a random vessel and a random arc on
that vessel’s path. The arc is then removed and a random visit is chosen that can
be feasibly inserted into the path at the position of the arc. The remove neigh-
borhood chooses a random vessel and removes a random visit on the vessel’s
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path. Finally, the swap neighborhood selects two vessels at random and chooses
a random visit on the path of one of the vessels. A compatible node is chosen
from the path of the other vessel and the visits are swapped between the paths.

These neighborhoods allow the SA to reach any possible solution, meaning
the optimal solution will be found given enough time (although we do not prove
this). However, in practice these neighborhoods make changes that are too small
to quickly find high quality solutions.

Random Path Completion (RPC). A ship is selected uniformly at random along
with a visit on its path. All visits subsequent to the chosen visit are removed
from the path and replaced with a random path to the graph sink. The visits
chosen at random must be feasible, that is none may already be on the path.

Demand Destination Completion (DDC). A ship, is selected uniformly at ran-
dom along with a visit on its path where demand originates. A demand is chosen
that could be loaded at the visit, but cannot be delivered because none of its
delivery visits are on the path of the vessel. The neighborhood attempts to con-
nect the current path to one of the destinations of the cargo using a breadth first
search. Then, another breadth first search is started from the destination back
to any subsequent visit on the path. If no such path exists, or such paths can
only be created by introducing a duplicated node into the vessel’s path, then the
solution is left unchanged.

4.3 Demand Source Completion Neighborhood

A natural extension of the demand destination completion (DDC) neighborhood
is the demand source completion (DSC) neighborhood. The DSC neighborhood
changes the path of a vessel so that it picks up a demand that could be delivered
at a port along the path of the vessel, but cannot be delivered because the source
port of the demand is not on the vessel path.

The DSC neighborhood first chooses a vessel path uniformly at random to
change. Then, a visit t is chosen that contains a demand that could be delivered
if the source, s, of some demand was on the path of the vessel. A breadth first
search finds a path from any visit before t to s. If a path is found, another breadth
first search finds a path from s back to a visit on the vessel’s path before t. The
vessel’s path is then updated with the new paths. If no path is possible either
to or from s, then the solution is left unchanged.

Figure 2 shows the difference between the DSC and DDC neighborhoods. A
vessel path traveling between a, b, c, d, and e is shown with a thin line. Two
demands are present: one from f to c (demand 1) and one from c to g (demand
2). The DSC neighborhood looks at visit c and identifies demand 1 as being
deliverable if visit f is part of the path. The DSC neighborhood therefore finds
a path to f (from a) and then reconnects f to the path at c. In this process,
visit b is removed from the path since it cannot be visited at the same time
as f . Likewise, for the DDC neighborhood the original path visits c, so the
neighborhood adds port g in order to deliver demand 2.
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Fig. 2. A vessel path (thin line) changed by the DSC (bold) and DDC (dashed) neigh-
borhoods.

Fig. 3. A sample ejection chain swap sequence for three vessels.

4.4 Ejection Chain Neighborhood

Ejection chains (ECs) were introduced in [8] as a way of overcoming the local
optima that occur when using neighborhoods making small changes. An EC
consists of a sequence of changes to a solution that are connected to each other.
For example, in the traveling salesman problem a node is ejected from its location
in a solution and placed in a new location, whereby another node is ejected and
moved elsewhere in the solution. This process is repeated until the “hole” left
by the first ejected node is filled.

In the case of the LSFRP, we use a chain of node swaps between vessel paths
as depicted in Figure 3. We make several small departures from the standard EC
paradigm so that EC can be used in the LSFRP. First, swaps do not have to be
connected, i.e., they need not share any visit. Second, if a swap is not possible
between a vessel and any other vessel, no swap is performed. Extending this
notion, ECs do not have to be complete. That is, we do not include vessel paths
in the chain when no swap is possible. For example, if a vessel is sailing directly
from its phase-out port to a phase-in port, there may not be any feasible swap
available between that vessel and another.

We justify our modifications of the standard EC paradigm because finding
a complete chain in the LSFRP is in most cases impossible. Vessels can be
separated by thousands of nautical miles during transit and only “interact” in
how they phase-in to a goal service. In such situations no feasible swaps of visits
between vessels are possible.

4.5 Reactive Tabu Search

Tabu search (TS) (see, e.g., [7]) is a memory based local search method that
prevents cycles during search by storing a list of previously seen solutions (or
partial solutions) called a tabu restriction. A single iteration of TS explores a
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neighborhood around a solution and replaces it with the best solution in the
neighborhood does not violate the tabu restriction. Designing a TS approach
raises three questions: i) How should solutions be represented? ii) How should
the tabu list be managed? iii) What neighborhoods should be used?

We answer the first question by maintaining the solution representation of the
SA, namely a path for each vessel through the graph. For the second question,
we use a reactive approach [1] (RTS) that actively adjusts the length of the
prohibition period of the tabu list based on the progress of the search. The
prohibition period determines how long a solution remains tabu. Finally, we
answer the third question by testing two TS approaches for the LSFRP: one
that samples the existing and new LSFRP neighborhoods (TS-S) and one that
uses modified neighborhood operators to more systematically search the area
round each solution (TS-T).

Creating two approaches allows us to more effectively compare TS on the
LSFRP to the SA approach. By using the same neighborhoods, we can deter-
mine which metaheuristic performs better. Since TS usually benefits from having
neighborhoods that perform a strong search around a solution, we also modify
all of the neighborhoods used by the SA. We use the information gained in the
TS approaches in our RTS approach, which uses the sampling approach of TS-S.

Move-based Prohibitions. Our tabu list uses move-based prohibitions instead
of storing complete or partial solutions (see, e.g., [7]). This means that given a
new current solution, s, and a previous solution, sP , the tabu list stores the
change Δ(sP , s) and prohibits changes that would undo Δ(sP , s).

We store tabu prohibitions for three types of changes, which are neighborhood
specific. Swap moves are created through the swap and EC neighborhoods. Swap
moves store two tuples, each containing a vessel and a visit, and are used directly
in the swap neighborhood. Note that the position of the visit on the vessel path
is not stored. The EC neighborhood stores each swap performed in the chain.
Should any of these swaps be encountered in a particular EC move, the entire
chain of swaps is considered to be tabu. Add-Remove moves involve the addition
or removal of a visit from the path of a vessel, as well as the DSC neighborhood.
Again, the position of the removal is not stored, rather just the visit and the
vessel in a tuple. Combining these neighborhoods into a single operator more
effectively removes cycles, as these neighborhoods easily reverse each other. In
the DSC neighborhood, the visit that fulfills the selected demand is added to
the tabu list. RPC-DDC moves store the position in the path of a vessel where
a change was started. In the case of RPC, it is the last position before a random
path begins. For DDC, it is the position before a path to complete a demand is
inserted. Starting the RPC/DDC neighborhoods from the same position is then
banned in future iterations of the search.

TS-T Neighborhoods. Due to space restrictions, we do not describe our TS-T
approach in detail. The idea behind TS-T is to perform systematic searches of
neighborhoods, when possible, in order to find better solutions than a random
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Algorithm 1. A reactive tabu search algorithm for the LSFRP.
1: function RTS-LSFRP(f, V, inc, dec, R, nST , �)
2: s ← InitialSolution(); s∗ ← s; T ← ∅; noImprovementItrs ← 0
3: while noImprovementItrs < r̄Itrs and ¬terminate do
4: N ← RemoveTabu(T, f(s∗),Neighbors(s, nST ))
5: if N �= ∅ then
6: sP ← s; s ← argmaxs′∈N{f(s′)}
7: if f(s) > f(s∗) and Feasible(s) then
8: s∗ ← s; noImprovementItrs ← 0
9: else

10: noImprovementItrs ← noImprovementItrs + 1
11: if R = true then
12: α ← ReactiveUpdate(T, V,Δ(sP , s), inc, dec, α, itr)
13: T ← ReactiveTabuUpdate(T,Δ(sP , s), α)
14: else
15: T ← TabuUpdate(T,Δ(sP , s), �)
16: else
17: noImprovementItrs ← noImprovementItrs + 1
18: itr ← itr + 1
19: return s∗

sampling provides. This comes, of course, at the expense of increased CPU time.
We create such neighborhoods for the add, remove, and swap neighborhoods, as
a systematic search is possible. In the case of DSC, DDC and RPC, a complete
search of the neighborhood would take exponential time in the size of the prob-
lem. We therefore continue using a sampling approach for these neighborhoods.

RTS Algorithm for the LSFRP. Algorithm 1 encompasses the RTS, TS-S
and TS-T approaches. The RTS-LSFRP function accepts the following param-
eters. The parameter f is the objective function to maximize, V is the set of
graph nodes, inc and dec describe the amount to increase and decrease the pro-
hibition period of the reactive tabu list, respectively, R indicates whether or not
the tabu list should be managed reactively, nST determines the type of neigh-
borhood to use (stochastic sampling or systematic neighborhoods) and � is the
fixed prohibition period for non-reactive TS.

The tabu search first generates an initial solution and initializes the incum-
bent solution s∗ and the tabu list, T . The tabu search continues until either a
maximum number of non-improving iterations occurs or a user-specified termi-
nation criteria is met, such as a CPU time limit. The set N is given the non-tabu
neighborhood around the current solution s on line 4. When nST is set to S,
the TS-S algorithm is carried out. In TS-S, a neighborhood is selected from the
SA neighborhoods union the DSC and EC neighborhoods uniformly at random
and a solution is sampled. This process is repeated nmult |V | times to form a set
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of solutions. For TS-S, we take into account an aspiration criteria that accepts
tabu solutions into the neighborhood if they improve on the incumbent. When
nST is set to T , the TS-T algorithm is used, and all of the TS neighborhoods
are queried for neighbors.

The best solution in the neighborhood replaces the current solution on line 6,
and the incumbent is updated if the solution is feasible and the best seen so far. A
counter, noImprovementItrs, is incremented whenever a new incumbent solution
is not found or the neighborhood is empty. When this counter reaches the value
r̄Itrs the search terminates.

On line 11, if R is set to true, the reactive tabu list update is carried out
on lines 12 and 13. We describe the function ReactiveUpdate in Algorithm 2,
which updates the prohibition period α that is then used in ReactiveTabuUp-

date. ReactiveTabuUpdate removes any entry in the tabu list that exceeds
the prohibition period and adds the change from the previous solution to the
current solution to the tabu list. In the case of TS-T and TS-S, the prohibition
period is set to a fixed length specified by the user.

The ReactiveUpdate function in Algorithm 2 shows how the prohibition
period is updated reactively in response to the progress of the search. This func-
tion is based on the memory based reaction function in [2] The parameters V ,
inc and dec are as in Algorithm 1. Parameter T is the tabu list, Δ is the change
being performed to the solution in the search, α is the current period of prohibi-
tion and itr is the current search iteration. The global variables repIntervalavg

and αt represent the average amount of time it takes to see a change a second
time and the time of the last increase of the prohibition period, respectively. The
parameter repIntervalavg is initialized to 1 and αt to 0.

When a change is encountered that has already been seen (line 3) the time
since that change was last seen is computed. If the time it took to encounter
this change a second time is less than twice the size of the problem (number
of nodes), then the prohibition period is increased and the average repetition
interval is updated. We use a repetition interval of twice the number of nodes in
the graph. Since most neighborhoods operate on a small portion of the problem,
seeing a particular change multiple times within twice the size of a problem likely
indicates a cycle. This is, of course, a parameter that could be tuned.

When the last time the prohibition period was updated becomes greater
than the average time between seeing the same change, the prohibition period
is decreased. Intuitively, when a change is not seen for a long period of time, the
prohibition period can be decreased since the risk of encountering a cycle is low.

4.6 Hybrid RTS-SA Approach

When RTS encounters a solution with an empty neighborhood due to tabus, it
must discontinue its search. The question becomes how to continue searching if a
time/iteration budget has not yet expired. One option is using random changes
to the incumbent solution as in [1], or a perturbation strategy as in iterated
local search [12]. Another option is the use an SA algorithm starting from the
incumbent solution. Hybridizing RTS and SA is shown in [21] to be effective
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Algorithm 2. Reactive update of the prohibition period.
1: function ReactiveUpdate(T, V,Δ, inc, dec, α, itr)
2: global repIntervalavg , αt

3: if Δ ∈ T then
4: repInterval ← itr − TimeLastSeen(T,Δ)
5: if repInterval < 2|V | then
6: repIntervalavg ← (0.1)repInterval + (0.9)repIntervalavg

7: α ← α ∗ inc; αt ← itr
8: if itr − αt > repIntervalavg then
9: α ← max{1, α ∗ dec}; αt ← itr

10: return α

for several combinatorial graph problems. This has the advantage over random
changes that the search process is guided. Furthermore, no problem specific per-
turbation routine is required as in ILS. Finally, we choose an online hybridization
approach over an offline algorithm selection procedure as in, e.g., [14], due to
the low number of instances currently available.

The hybridized approach works by first performing an iteration of the SA
algorithm from [16] including the DSC and EC neighborhoods. Then, we alter-
nate between RTS and SA, waiting until each approach converges before switch-
ing to the next approach. The current best solution found is passed from each
solution procedure to the next. When no improving solution is found in an iter-
ation of SA and RTS a counter is incremented. The RTS-SA algorithm stops
when this counter reaches a number provided by the user or another termina-
tion criteria is reached (CPU time, iterations).

5 Computational Evaluation

We evaluate the following claims: i) the DSC neighborhood results in better
performance than not using it; ii) the EC neighborhood provides better perfor-
mance than not using it; iii) using neighborhood sampling in TS (TS-S) provides
better performance than using the systematic neighborhoods (TS-T); and iv) the
RTS-SA approach provides better performance than the current state-of-the-art
approach with and without the DSC and EC neighborhoods.

We define the performance of a single execution of an approach as the objec-
tive function value of the best solution found after 10 minutes of CPU time.
We evaluate each solution approach over 25 independent executions on each of
the 44 instances in the public LSFRP dataset from [16]. The instances range
in size from 3 to 11 vessels and contain up to 379 nodes and 11972 arcs in the
graph. The number of container demands in the multi-commodity flow varies
between just 20 demands to as many as 1423. All experiments in this section are
performed on Intel Xeon E5-2670 2.6GHz processors with 4 GB of RAM.
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5.1 Neighborhood Effectiveness

We first investigate the performance of the DSC and the EC neighborhoods. In
order to test neighborhoods individually, we disable the non-basic neighborhoods
(RPC and DDC). For both the DSC and EC neighborhoods, we investigate their
performance for both RTS and RTS-SA.

Demand Source Completion (DSC) Neighborhood. A performance
overview of the DSC neighborhood can be seen in Figure 4. For both the RTS
and RTS-SA algorithms, a number of instances gain in performance thanks to
the neighborhood, with only several instances showing worse performance.

In terms of the best performance found over 25 runs on each instance, using
the DSC neighborhood is always better (or equal) to not using the neighbor-
hood for RTS. The neighborhood shows its strongest performance on instances
with at least 1000 demands, which is not so surprising, given that without this
neighborhood the search will only carry profitable demands by chance. In terms
of average performance over the 25 runs, 11 instances have better performance
without the DSC neighborhood, but 16 have better performance with it.

On the RTS-SA algorithm, performance is more mixed, with the DSC neigh-
borhood improving the best performance on 8 instances, but degrading perfor-
mance on 7. We see a similar picture in the average case. We hypothesize that
the stronger metaheuristic guidance allows it to occasionally overcome the short-
comings of basic neighborhoods. Although Figure 4b shows a number of points
where the DSC neighborhood improves performance, these are mainly due to
multiple runs of the same instances. We believe the clear performance gains on
some instances make the neighborhood nonetheless worthwhile for RTS-SA.

Ejection Chain (EC) Neighborhood. The EC neighborhood’s effectiveness
is shown in Figure 5. Although gains can be clearly seen when combining the
neighborhood with RTS, the neighborhood has little effect with the RTS-SA
hybrid. Ejection chain neighborhoods are not traditionally combined with SA

(a) RTS (b) RTS-SA

Fig. 4. DSC neighborhood objective function values. Points above the line indicate
better performance using the neighborhood.
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(a) RTS (b) RTS-SA

Fig. 5. EC neighborhood objective function values.

Fig. 6. Objective function of TS-S
against TS-T.

Fig. 7. Objective function of RTS-SA
against the state-of-the-art SA.

approaches in the literature, although in principle they should work together.
Using the EC neighborhood only in combination with RTS within the RTS-SA
hybrid might provide better performance.

The ejection chain neighborhood is most effective on two groups of instances:
repos11p through repos14p and repos33p through repos41p, which represent
4 different groups of instances. The instances are concentrated geographically
around Africa and south-east Asia, although this seems unlikely to be the reason
for better performance of the EC neighborhood.

5.2 TS-S vs. TS-T

Figure 6 shows that the TS-S variant outperforms TS-T on most instances. The
computational cost of fully exploring the add, remove and swap neighborhoods
is clearly too high to outweigh the benefit of having the best solution in the
neighborhood. This is likely due to the simplicity of the neighborhoods, which
do not make large changes in the objective function in a single step.

5.3 RTS-SA

We now compare the performance of RTS-SA to the state-of-the-art approach.
Figure 7 provides an overview of the performance of RTS-SA to the current
state-of-the-art. RTS-SA has better performance than the state-of-the-art SA
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Table 1. Best objective (in tens of thousands) over 25 runs per instance.

SA [16] SA (DSC/EC) RTS RTS-SA

ID SA Baseline Optimal Obj. Score Obj. Score Obj. Score Obj. Score

repos1p -52.30 -39.83 -39.83 0.000 -39.83 0.000 -39.83 0.000 -39.83 0.000
repos2p -52.30 -39.83 -39.83 0.000 -39.83 0.000 -39.83 0.000 -39.83 0.000
repos3p -72.11 -61.77 -61.77 0.000 -61.77 0.000 -61.77 0.000 -61.77 0.000
repos4p -55.44 -46.62 -46.62 0.000 -46.62 0.000 -46.62 0.000 -46.62 0.000
repos5p -15.76 -8.21 -8.21 0.000 -8.21 0.000 -8.21 0.000 -8.21 0.000
repos6p -15.76 -8.21 -8.21 0.000 -8.21 0.000 -8.21 0.000 -8.21 0.000
repos7p -12.08 -11.49 -11.49 0.000 -11.49 0.000 -11.49 0.000 -11.49 0.000
repos8p -15.76 -8.21 -11.54 0.405 -12.44 0.514 -8.21 0.000 -8.21 0.000
repos9p -15.76 -8.21 -11.54 0.405 -12.44 0.514 -8.21 0.000 -8.21 0.000
repos10p 7.83 137.61 137.61 0.000 137.61 0.000 137.61 0.000 137.61 0.000
repos11p 7.83 137.61 137.61 0.000 137.61 0.000 137.61 0.000 137.61 0.000
repos12p 7.83 138.55 138.55 0.000 138.55 0.000 138.55 0.000 138.55 0.000
repos13p 7.83 138.86 138.86 0.000 138.86 0.000 138.86 0.000 138.86 0.000
repos14p 7.83 138.86 138.86 0.000 138.86 0.000 138.86 0.000 138.86 0.000
repos15p -119.14 -36.59 -36.59 0.000 -36.59 0.000 -36.59 0.000 -36.59 0.000
repos16p -228.99 -36.59 -36.59 0.000 -36.59 0.000 -36.59 0.000 -36.59 0.000
repos17p -18.74 -9.36 -9.36 0.000 -9.36 0.000 -9.36 0.000 -9.36 0.000
repos18p -12.33 5.22 5.22 0.000 5.22 0.000 5.22 0.000 5.22 0.000
repos19p -12.33 5.22 5.22 0.000 5.22 0.000 5.22 0.000 5.22 0.000
repos20p -27.13 -11.85 -11.85 0.000 -11.85 0.000 -11.85 0.000 -11.85 0.000
repos21p -27.13 -11.85 -11.85 0.000 -11.85 0.000 -11.85 0.000 -11.85 0.000
repos22p -27.13 -11.85 -11.85 0.000 -11.85 0.000 -11.85 0.000 -11.85 0.000
repos23p -14.13 5.22 5.22 0.000 5.22 0.000 5.22 0.000 5.22 0.000
repos24p -62.96 -53.89 -53.89 0.000 -53.89 0.000 -53.89 0.000 -53.89 0.000
repos25p -66.33 -53.13 -53.13 0.000 -53.13 0.000 -53.13 0.000 -53.13 0.000
repos26p -66.33 -53.13 -53.13 0.000 -53.13 0.000 -53.13 0.000 -53.13 0.000
repos27p -51.10 -28.20 -28.20 0.000 -28.20 0.000 -28.20 0.000 -28.20 0.000
repos28p -50.37 -32.13 -32.13 0.000 -32.13 0.000 -32.13 0.000 -32.13 0.000
repos29p -48.91 -32.13 -32.13 0.000 -32.13 0.000 -32.13 0.000 -32.13 0.000
repos30p -29.66 5.72 5.35 0.064 5.35 0.064 3.21 0.439 4.86 0.150
repos31p -41.60 -12.08 -12.08 0.000 -12.08 0.000 -12.08 0.000 -12.08 0.000
repos32p -37.90 -10.92 -10.92 0.000 -10.92 0.000 -10.92 0.000 -10.92 0.000
repos33p -40.85 -10.92 -11.53 0.056 -11.41 0.044 -10.92 0.000 -11.41 0.044
repos34p -352.99 -2.01 -2.22 0.106 -2.01 0.002 -3.26 0.620 -2.01 0.002
repos35p -1245.56 - 130.35 - 132.16 - 131.34 - 134.69 -
repos36p -695.71 160.02 151.15 0.055 153.65 0.040 157.51 0.016 149.30 0.067
repos37p -810.86 139.31 126.54 0.092 129.32 0.072 134.01 0.038 131.28 0.058
repos38p -695.71 - 149.03 - 151.99 - 154.96 - 154.86 -
repos39p -512.87 161.53 148.64 0.080 150.21 0.070 146.75 0.091 148.09 0.083
repos40p -512.87 161.53 148.64 0.080 149.23 0.076 150.36 0.069 151.24 0.064
repos41p -227.27 -39.60 -49.43 0.248 -49.50 0.250 -52.31 0.321 -50.98 0.287
repos42p -202.30 253.60 243.06 0.042 243.65 0.039 221.20 0.128 248.49 0.020
repos43p -159.66 223.98 177.13 0.209 188.92 0.157 163.60 0.270 191.58 0.145
repos44p -239.09 254.06 186.67 0.265 207.35 0.184 182.91 0.280 211.28 0.168

� -156.96 - 33.59 0.050 34.58 0.048 33.19 0.054 35.05 0.026

on many instances, as can be seen on the top right of the figure. Moreover, RTS-
SA is able to obtain roughly $147,000 in additional profit summed across all
44 instances, and narrows the gap to optimality on 9 instances. Table 1 shows
the best objective found for each public instance on the various methods and
a score showing the gap each approach closes between an initial solution and
the optimal solution. A score of 0 indicates an optimal solution is found. A full
description of the properties of the instances is given in [16]. The instances are
sorted from small to large.

The RTS-SA approach finds two additional optimal solutions over the state-
of-the-art SA (repos8p and repos9p). Using the DSC and EC neighborhoods
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with the original SA is not enough to find optimal solutions on these instances,
however RTS and RTS-SA do find the optimal solutions. Inspecting these solu-
tions reveals that vessels do not carry any of the 50 cargo demands available.
Instead, RTS is able to find low cost paths for the vessels. The allure of profits
likely tricks SA, while RTS is able to avoid this trap because of tabu restric-
tions. Another interesting result is that RTS itself actually does not outperform
even the original SA. RTS achieves an average performance over all instances of
33.19, slightly worse than the original SA. This further confirms the importance
of using algorithm selection and hybridization approaches for solving problems.

6 Conclusion

We presented a hybrid reactive tabu search and simulated annealing algorithm
for the LSFRP. We introduced two novel neighborhoods for use in both simu-
lated annealing and reactive tabu search. One of these neighborhoods exploits
the demand structure of the problem in order to find good solutions, the other
attempts to make a chain of changes in order to modify multiple vessel paths
in a single step. The addition of these neighborhoods within the hybrid search
approach is able to find roughly $147,000 in additional profit on the public set
of LSFRP instances. For future work, a larger dataset of instances is neces-
sary to create a more systematic comparison of approaches. Another question is
whether neighborhoods performing a deeper analysis of multiple port visits can
be developed to lower the optimality gap on large instances.
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Abstract. The risk analysis and vulnerability quantification in the global mari-
time transportation networks are important to maintain the healthy economy in 
today’s world. In this paper, we analyze the auto identification system (AIS) 
data that provides us with the real-time location of vessels. The AIS data of a 
Japanese company was used to compute the throughputs of the ports for the 
vessel it operates and the topology of the global maritime transportation net-
work during a certain time period. Firstly, we computed the conventional 
un-weighted node-level characteristics and compared it with the port through-
put. This comparison shows the statistically significant correlations, especially, 
with the in-degree and the Page-Rank. Secondly, we modeled and simulate to 
quantify the vulnerability and importance of each port identified from the AIS 
data. The simulation results indicate that Singapore is the most robust and in-
fluential port when disrupted. In addition, we introduce a method to compute 
the vulnerability and importance analytically. Subsequent research will be re-
quired to extend the proposed analysis to the complete data sets for all car-
go-ships and utilize the high performance computing technologies to accelerate 
the computation. 

Keywords: Automatic identification system · AIS · Complex network analysis · 
Open data analysis · Risk assessment · Maritime transportation network 

1 Introduction 

Increase in globalization, outsourcing and inter-dependencies have increased the 
complexity in the structures of global maritime transportation networks (GMTN). 
These increasing complexity render the global maritime transportation system face 
“systemic risks”. The systemic risks represented the risks that are caused or enlarged 
the inter-dependencies in the systems. Since the complexity and inter-dependencies of 
the GMTN has become increasingly complicated, we believe that the risk assessment 
and vulnerability quantification focusing on the network structures in the GMTN are 
meaningful. In addition, it is reported that 90% of the global trade of goods are 
via the global cargo-ship network, which consists of about 60,000 cargo-ships and 
more than 5,000 ports [1,2]. The recent tragic disasters such as the earthquake in 
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and the flood in Thailand in 2011 highlight the importance of risk in transportation 
networks and hence, remind companies’ executives the importance of the 
of the GMTN. However, quantification of the disruption risks in GMTNs is a chal-
lenging issue due to the fact that high inter-dependencies render the origin of the risks 
unclear and difficult to be identified. There are a number of the antecedents that con-
duct complex network analysis of the GMTNs. For instance, based on a database of 
vessel movements, Ducruet et al. [3-5] applied the conventional techniques of 
analysis, such as centrality measures, to the global liner shipping network in 1996 to 
2006. Montes et al. [6] also applied the techniques of the complex network analysis to 
analyze the database of containership and general cargo vessel positions between 
2008 and 2011. The relevance of the time intervals for this analysis, in terms of length 
and immediacy, will lead us to an accurate and dynamic diagnostic for the evolution 
during the crisis years in the transport patterns of the two traffics considered. Wool-
ley-Meza et al. [1] investigate the two types of transportation networks: world 
air-transportation network and global cargo ship network. This study utilized the 
technique based on effective distances, shortest paths and shortest path trees for 
strongly weighted symmetric networks, which results in the most significant features 
both networks can be better reflected to a shortest path tree representation. Also, their 
investigation results indicate that the effective shortest path distance highly correlates 
with node centrality measures, and they derive and discuss a functional relationship 
between node characteristics and resilience a network disruption from their network 
analysis results. Kaluza et al. [2] investigate AIS data of the GMTN which shows 
characteristic of the GMTN on three different types of carriers, namely bulk dry car-
riers, container ships and oil tankers. They compare the empirical data with theoreti-
cally estimated traffic flows by the gravity model, which highlights that analysis 
on the real network are more practical for international policy makings.  

The objective of this paper is to develop quantification methodologies to identify 
vulnerable port(s) and important port(s) based on the real-time observation of the 
GMTNs. The existing studies introduced above are mainly focused on the analysis of 
the historical data on a single-year basis or multi-year basis. In addition, studies in the 
literature mainly analyze the stochastic characteristics of GMTNs from the complex 
analysis point of view. Such analysis is able to only provide good academic insights 
however difficult to be utilized by practitioners for actual operations. Therefore, in 
work, we conduct the series of analysis of the automatic identification system (AIS) 
data which are available online in real time. In this paper, we analyze the open AIS 
for the cargo-ships belonging to a specific company on a single-month or sever-
al-months basis. In addition, we also suggest a method for modeling and simulation 
risk identification of port in the GMTNs. To model and simulate the maritime trans-
portation in the GMTNs, lack of information is one of the big difficulties that we 
encounter. For instance, the information of the contents inside the cargo-ships cannot 
be easily known. Therefore, analyzing the risks with the deterministic manners re-
significant efforts on collecting information and computations varying day by day. 
Therefore, using the probabilistic approach is one of the possible approaches to ad-
dress this limitation. We develop a methodology based on the probabilistic diffusion 
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dynamics model, namely Susceptible-Infected- Susceptible (SIS) model [7-12], to 
analyze the vulnerability and importance of the ports in the GMTNs extracted from 
the collected AIS data. Probabilistic diffusion dynamics model on complex network 
has been widely applied into various fields, such as epidemics, computer virus spread, 
and information diffusion on SNS [7-9]. In this work, we applied the SIS model into 
the risk assessment in the GMTNs. In the SIS model, each node is probable to take 
one of the two states, susceptible and infected. Then, the susceptible state can propa-
gate to the neighbor infected state nodes at the infection probability, β, and an in-
fected node can return to the susceptible state at the recovery probability, δ. One of 
the noteworthy insights in the SIS model is that an epidemic outbreak appears when 
the effective infection rate, which is the ratio between β and δ, increases above a cer-
tain threshold. Recent works in complex network study reveal that the epidemic thre-
shold can be approximated by the inverse of the maximum eigenvalue of the adja-
cency matrix [13, 14].  In our application to the risk assessment of the GMTNs, 
nodes with the infected state represent the ports which are suffered by the out of ser-
vices of the cargo-ships. The susceptible state represents the normally operative ports, 
however are possible to be suffered by the out of services of the cargo-ships. 

This paper consists of six sections; in the following third section, the AIS data set 
used in this study and their sources are introduced. The fourth section reports the analy-
sis of the AIS data that we collected; in this section, we compute the port and link 
throughputs and constructed the weighted topology then analyzed the node-level cha-
racteristics from the network analysis point of view. The fifth section introduces our 
methods of modeling and simulation for the risk assessments of the ports in the 
GMTNs. We propose the indices to quantify the risks of the ports in the GMTN, both 
the simulation-based and the analytical indices. Also, the sixth section concludes  
this paper. 

2 Data Collection 

In this paper, we try to estimate the GMTNs utilizing the auto identification system (AIS) 
data. The AIS is an automatic vessel tracking system to identify and locate vessels by 
electronic data exchange with other nearby ships, AIS base station, and satellites. In the 
AIS data set, the information of call sign of each vessel, time, and location are included. 
There are several resources to acquire the AIS data set. One of the reliable strategies to 
collect the AIS data set is to purchase the commercial data set or a license to use the com-
mercial databases. For example, One of the most famous commercial data sources is the 
database of Lloyd’s List (http://www.lloydslistintelligence.com/llint/ais.htm). 

Another strategy that can be utilized is to use the open data sources. There are 
some services that provide with free licenses to use their AIS databases when the 
users share their collected local AIS data (http://www.marinetraffic.com and 
http://www.vesseltracker.com). In addition, there are some web services that provides  
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the free trial licenses or free data search functions (http://www.marinetraffic.com and 
http://sailwx.info/). However, the reliability and completeness of the open data 
sources may need to be improved because these data sources rely on the data sets 
shared by the volunteers. Therefore, we combined the data acquired from several 
sources and tried to improve the accuracies of the data as much as possible.  

The dataset that we collected includes the AIS data for about 430 cargo ships be-
longing to a Japanese company. Approximately 180,000 records had been collected 
for 3 months since December 1st 2014 to February 28th 2015. A record in the dataset 
includes the information of the vessel name, call sign, build year, class, time, location 
(Latitude and Longitude), flag, home port, and the operator. For most of the vessels, 
datasets had been collected one-hour basis; However, because the data collection 
based on the voluntary activities, there are some vessels whose time span for the data 
collection is shorter than the a hour, such as half an hour.  

3 Data Analysis 

3.1 Throughput Calculations 

Using the AIS data that we acquired, firstly, we computed throughputs for the pri-
mary 835 ports [15] in the GMTN and the links (routes) connecting the ports. In 
this paper, the port or link throughput is simply defined by the counts of the AIS 
records that represent a vessel’s stays on the port or the link (i.e. route). Because of 
the AIS records are basically recorded every fixed time, we can extent to the 
throughput time for a port or a link. For the port throughput calculations, we 
searched the two continuous records from the timeline of the AIS data set between 
which the distance are within 100m for a specific ship. As the second step, we 
search the port within a circle of 10 km-radius from the location of the records, 
which were found in the previous step. Then, for the third step, a count of the port 
throughput is added for the port identified in the second step. Since this calculation 
counts the two sequenced data of timeline, the significance of the port throughput 
directly relates to length of time that ships are calling at the ports. For the link 
throughput calculation, in the case that a new port is selected in the second step of 
the port throughput calculation, we connect the two ports as a route of the cargo 
ship transportation. In the case that the existing routes are selected in the previous 
step, a count is added to the link throughput for the route. Figure 1 visualizes the 
collected AIS data and the calculated port throughput from December 1st 2014  
to February 28th 2015 by utilizing GoogleMaps API. Figure 2 shows the time  
evolution of the accumulated number of the port throughput for the 17 ports that 
were identified in the port throughput calculations. As can be seen in this figure, 
Singapore shows the largest accumulated number constantly and Hong-Kong and 
Oakland are the second and third largest ports. 
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Fig. 1.  Visualization of the collected AIS data and the calculated port throughput from De-
cember 1st 2014 to February 28th 2015 by utilizing GoogleMaps API. The red dots in the map 
indicates the locations of the ships within the time window, and the yellow circles shows the 
location of the ports identified in the port throughput calculation and the size of the yellow 
circles represent the significances of the throughput 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 2. Time evolution of the port throughput 
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(a) (b) 

3.2 Network Analysis 

Force-Directed Graph 
We then constructed and visualize the network topology utilizing the collected AIS 
data sets. Figure 3 shows the force-directed graph drawn by Data-Driven Document.js 
(D3.js) for an arbitrary time window ((a) from Dec. 1st 2015 to Jan. 31st 2015 and  
(b) from Jan. 1st 2015 to Feb. 28th 2015). D3.js is a JavaScript library for manipulat-
ing documents that based on data. In the algorithm to draw the force-directed graph, 
the nodes which have closer port throughput in closer proximity, while the nodes 
which have different port throughput are farther apart. The thickness of the links is 
proportional to the amounts of the link throughput. 

 
 

Fig. 3. Force-directed graph drawn by Data-Driven Document.js (D3.js) utilizing the collected 
AIS data sets for time window (a) from Dec. 1st 2015 to Jan. 31st 2015 and (b) from Jan. 1st 
2015 to Feb. 28th 2015 

Centrality Measures 
The centrality is an index to evaluate the relative importance of a node in a network. 
In this work, we measured the seven conventional centrality measures, namely 
In-degree, Out-degree, Closeness centrality [16, 17], Betweenness centrality [18], 
Information centrality [19], Load centrality [20], and PageRank [21] in the 
non-weighted network for arbitrary time windows. We then investigated as to how 
only the topological features without the weights of throughputs relates to the port 
throughputs computed from the actual AIS data. If we found any correlations between 
the centrality measures and the data-driven throughput, we can predict the future 
throughput only based on the network topology, which will be important information 
when we design and reconstruct the cargo-ship transportation networks. We examined 
the correlation between the centrality measures and the port throughputs, and then 
drew three types of fitting curves, namely the liner fitting curves, log fitting curves, 
and exponential fitting curves. We then examined the coefficient of determination to 
quantify the degree of the correlation between port throughput and the each centrality 
measure. 
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the port throughput. However, when we see the averaged results for the three month 
(Figure 4-(d)) In-degree and Page Rank of the un-weighted graph are the highest two 
indices that show statistically sufficient correlation with the port throughput extracted 
from the AIS data analysis. The result is intuitively understandable because the port 
throughput that was computed in our algorithm relates to the time that the cargo ships 
stay at the ports, and when the in-degree is large, the length of time a ship stays at a 
port should increase. In addition, Page Rank is one of the primary algorithms to iden-
tify the web site for the Internet users stay for a long time from the web. 

4 Modeling and Simulation for Risk Assessment 

4.1 Modeling 

To assess and quantify the risks in the GMTNs, we modeled and simulated that influ-
ences of a failure on a cargo-ship propagate in the GMTNs following the suscepti-
ble-infected-susceptible (SIS) model. If an out of service of a cargo-ship occurs, the 
influences can be considered to travel to the neighbor ports probabilistically. We as-
sumed that the propagation probability  from the port i to the port j is computed 
by the inverse of the link throughput of the link between the port i and port j. If the 
link throughput between two ports is over one, the cargo owners can use the alterna-
tive sea freights and maintain their normal services. Therefore, we can assume that the 
probability that the out-of-service cargo-ship influences is the inverse of the link 
throughput of the link (i.e. if only sea freight exists between two ports and there are 
no alternative way to operate the cargo-ship transportation, the influences from the 
disruption of the sea freight travel to the neighbor ports deterministically. Meanwhile, 
if two sea freights are planned to operate between the ports, the cargo owners can 
commute the other sea freight when a sea freight is disrupted. Therefore, we can con-
sider that the probability of influence diffusion between the ports becomes half). In 
addition, if there exists a port i which is disrupted, we assumed that the port i is prob-
able to return to normal operations (i.e. non-influenced state) at the recovery probabil-
ity . And, we assumed that the recovery probability  on a port i is proportional 
to the port throughput because the port throughput that we computed relates to the 
length of time which a cargo-ship stays at the port. In addition, if the length of time 
that a cargo-ship calls at the port is long, the probability of the mitigation from the 
influences at the port should be high, and hence, the assumption. 

4.2 Quantification Method of the Risks 

To quantify the risk in the GMTN, we defined two indices, Vulnerability index (VI) 
and Amplification index (AI). The VI is defined as the average fraction of the influ-
enced ports from the initial shock on each node as changing the nodes of the initial 
shock. Therefore the VI is an index that quantifies how easy the ports in the GMTN  
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are influenced by the failures of the cargo-ships in the GMTN. The AI is defined as 
the average fraction of the influenced ports that an initial shock at a target port caused 
as changing the initially shocked node. The AI is an index that quantifies how signif-
icant a port influences and defuses the influences when the failures occur on the port.  
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
Fig. 5. The comparison results between VI and AI for (a) from December 1st 2014 to January 
31st 2015 and (b) from January 1st 2015 to February 28th 2015  
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4.3 Analytical Approach 

In this sub-section, we propose the numerical frameworks to compute VI and AI ana-
lytically utilizing the transition probability matrix M. The (i, j) element of the transi-
tion probability matrix M represents the transition probability from state i to the state j 
in the stochastic processes. In the SIS model in complex network, the (i, j) element of 
the transition probability matrix M represents the probability that an entity, such as 
infected state in the epidemic context, travels from the ith node to the jth node. 
Therefore, in the SIS model, when the infection probability  and the recovery 
probability δ for a node is fixed values, the transition probability matrix  can 
be obtained as, 

  1 , (1) 

where A represents the adjacency matrix of the underlying networks, and I represents 
the unit matrix. For the assumption of the influence propagation in the GMTNs de-
scribed in the sub-section 5.1, the transition probability matrix  can be computed 
as follows,  

  . (2) 

Here,  represents the matrix in which the (i, j) element corresponds to the inverse 
value of the link throughput between ith port and jth port. In addition,  is an all-one 
column vector and  represents the recovery probability vector in which the ith ele-
ments correspond with the normalized port throughput of ith port. In the probabilistic 
diffusion dynamics on network, the influenced probability vector, p(t), at time t can 
be computed utilizing the transition probability matrix M as below, 

 0 , (3) 

where p(0) denotes the initial influenced probability.  

Then, because AI can be considered as the accumulated ratio of the influenced ports 
for infinite time when every port is selected as the initial damaged port, AI can be 
analytically calculated as follows, 

In addition, utilizing the transposed matrix of the transition probability matrix, TM, 
the VI can be analytically calculated as follows, 

 
 

    AI   . (4) 

  VI   T T T . (5) 
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Fig. 6. Comparison results between the simulated indices (AI and VI) in the horizontal axis and 
the analytically calculated indices in the vertical axis. (a) Comparison results between the si-
mulated AI and the analytically calculated AI for the data sets from Dec. 1st 2014 to Jan. 31st 
2015, (b) comparison results between the simulated VI and the analytically calculated VI for 
the data sets from Dec. 1st 2014 to Jan. 31st 2015, (c) comparison results between the simulated 
AI and the analytically calculated AI for the data sets from Jan. 1st 2015 to Feb. 28th 2015, and 
(c) comparison results between the simulated VI and the analytically calculated VI for the data 
sets from Jan. 1st 2015 to Feb. 28th 2015 

Figure 6 shows the comparison results between the simulated indices (AI and VI) 
in the horizontal axis and the analytically calculated indices (AI and VI) in the vertic-
al axis for the data sets from December 1st 2014 to January 31st 2015 ((a) and (b)) 
and from January 1st 2015 to February 28th 2015 ((c) and (d)). As can be seen in this 
figure, the analytically computed indices by equations (4) and (5) show positive ex-
ponential correlation to the simulated indices. Also, Spearman’s rank correlation are 
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0.787 for the figure 6-(a), 0.858 for the figure 6-(b), 0.706 for the figure 6-(c), and 
0.883 for the figure 6-(d). Therefore, we can conclude the methods for the analytically 
computations , formulated as the equation (4) and (5) are validated. In the figure 6-(b) 
and 6-(d), we remove the plots for the highest two largest ports (Singapore and Hong 
Kong) to calculate the exponential fitting curves and the coefficients of determination.  

5 Conclusion 

In this work, we analyzed the real-time AIS data to compute the throughputs of the 
ports and links. We then constructed the topology of the GMTN for the selected time 
period. Firstly, we analyzed the GMTNs based on the complex network analysis theory 
to compute the centrality measures in the un-weighted GMTN extracted from the AIS 
data. From our analysis, it is evident that centralities, except information centrality, 
show good linear and log correlations. Especially, the in-degree and the Page-Rank 
show the highest positive correlations. We then assessed the risks of each port in the 
GMTN assuming that the risks would propagate probabilistically through the links. We 
also defined the vulnerability index (VI) and amplification index (AI) that quantify the 
risks of each port in the GMTN. Our simulation results implied that Singapore is con-
stantly robust, however influential, if disrupted. The relative vulnerability and impor-
tance of other ports changes dynamically over time, which implies that the real-time 
risk assessment is crucial to maintain the global maritime transportation systems. Also, 
we introduce a method to compute the vulnerability and importance analytically, of 
which the results show positive correlation to the simulated results. 

The current work has its own limitations. We need to validate the results from our 
risk assessment and vulnerability quantification methods utilizing realistic risk data. 
In addition to the validation of the proposed approach with realistic risk data, we 
would need to establish the environment to obtain and compute the AIS data sets for 
all the vessels and analyze the network characteristics for real-time risks.  
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Abstract. In this paper we study a maritime pickup and delivery prob-
lem with time windows and stowage constraints. The problem is inspired
by a real life ship routing and scheduling problem from a sub-segment
of shipping known as project shipping. What is unique about this sub-
segment is that they transport unique and specialized cargoes, that make
stowage onboard the ships complex, and thus must be considered when
creating routes and schedules for the ships. To solve this problem we
propose a branch-and-price method, including a novel way of solving
the subproblems using a labeling algorithm. To speed up the solution
process we relax some of the restrictions in the subproblem, giving us
a simpler subproblem that may produce infeasible paths. The computa-
tional results show the branch-and-price method provides optimal solu-
tions to many instances previously unsolved by the literature, and that
it is competitive with the tabu search heuristic for many instances.

Keywords: Maritime transportation · Branch-and-price · Vehicle rout-
ing · Stowage

1 Introduction

In this paper we study a ship routing and scheduling problem with stowage
constraints. The problem stems from a sub-segment of tramp shipping, called
project shipping, which specializes in transporting unique and oddly shaped
cargoes. These cargoes may for instance be parts of an oil platform, train cars,
reactors, yachts, or wind turbines. Due to the special shape of each cargo, stowage
onboard the ship is more of an issue in this segment of shipping, than in wet or
dry-bulk shipping where cargoes are poured into tanks or cargo holds. Often an
engineering team is used to assess how to store and secure the cargo onboard the
ship so that it is not damaged during transportation, and to ensure the stability
of the ship during the voyage. The cargo can be stored either on the deck, or in
the cargo hold below deck. The engineering team estimates the area above deck,
and the volume below deck that is needed to store the cargo. Some cargoes can
be stored both above and below deck, while others can only be stored in one of
the two.
c© Springer International Publishing Switzerland 2015
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DOI: 10.1007/978-3-319-24264-4 11
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In addition to the stowage considerations, project shipping also has some
other unique characteristics. One is that contracts are often offered to transport
a set of cargoes. Thus, the shipping company must commit itself to service all
cargoes in the set, or none of them. Such cargoes are referred to in this paper as
coupled cargoes. Another unique aspect is that some contracts require that the
cargoes are transported directly from the pickup port to the discharge port, and
that no other cargoes may be onboard the ship concurrently. In this paper we
refer to these cargoes as cargoes that require a dedicated ship.

Apart from the aspects mentioned above, the ship routing and scheduling
problem of a project shipping company is the same as that of a tramp ship-
ping company, and may be defined as a maritime version of the pickup and
delivery problem with time windows (PDPTW)([4]). The problem consists of
transporting a set of cargoes using a fixed fleet of ships. Each cargo has a given
size/quantity and must be picked up and delivered at specified ports within
pre-determined time windows. In maritime transportation the cargoes are usu-
ally divided into contracted (or mandatory) cargoes that must be serviced, and
optional (or spot) cargoes that may be serviced if it is profitable and the fleet
has sufficient capacity. The fleet of ships is heterogeneous and may have different
draft, cargo capacity, speed, cost structure, and initial position. The objective
of the problem is to find one route and schedule for each ship, so that the total
profit of the shipping company is maximized.

The problem studied in this paper was first presented by [7]. They present
an arc-flow model of the problem, as well as a tabu search heuristic to obtain
good primal solution to larger instances. A similar problem from project ship-
ping has also been studied by [1] and [12]. What separates their problem from
the one studied in this paper is that they consider temporal synchronization of
the deliveries of the coupled cargoes, but do not consider stowage onboard the
ships, nor cargoes that require direct sailing. In [1] three path-flow formulations
are presented and solved using a priori path generation, while [12] presented
a branch-and-price method. Numerical experiments show that the branch-and-
price method is superior to a priori path generation.

Branch-and-price (B&P) has been one of the most successful methods for
solving different variants of the maritime PDPTW, e.g. [3], [11], [14], [6]. A ship
routing and scheduling problem with flexible cargo quantities is studied in [3],
while [11] presents a variant where each cargo can be split among several ships.
In [14] a problem that combines ship routing and scheduling with bunkering
decisions for the ships is described, and [6] studies a problem that combines
routing and scheduling decisions with inventory management in the ports.

There are several other types stowage problems that have been discussed in
the literature, including those presented by [13], [9], and [5]. In [13] and [5] the
stowage of containers onboard ships is considered with respect to both stability of
the ships and efficient loading and unloading of the containers, while [9] considers
a stowage problem in RoRo shipping where cars are stowed on decks onboard
specialized ships.

The purpose of this paper is to present a new exact solution method to
the ship routing and scheduling problem with stowage constraints. The method
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is based on branch-and-price, where the master problem is solved as a linear
program, while the supbroblem is solved as an elementary shortest path problem
using a labeling algorithm. Section 2 gives a formal description of the problem
and a mathematical model. In Section 3 the details of the branch-and-price
solution method is given, before a computational study is given in Section 4.
Finally, some concluding remarks are made in Section 5.

2 Problem Description and Mathematical Model

We define the problem of transporting n cargoes on a graph G = (N ,A), where
N = {1, . . . , 2n} is the set of nodes, and A is the set of arcs connecting pairs
of nodes in the graph. The set N can be divided into the set of pickup nodes,
N P = {1, . . . , n}, and the set of delivery nodes, N D = {n + 1, . . . , 2n}. The
set N P can further be divided into the set of pickup nodes associated with
contracted cargoes, N C , that have to be transported, and the set of pickup
nodes associated with optional (or spot) cargoes, N O.

Associated with each cargo i ∈ {1, . . . , n} is a unique pickup node i ∈ N P , a
delivery node (n + i) ∈ N D, and a revenue Ri for transporting the cargo. Each
node i ∈ N has a time window [T i, T i] which gives an earliest and a latest time
for start of service at the node.

Further, let N DS ⊆ N P be the set of pickup nodes where the corresponding
cargo requires a dedicated ship, i.e. no other cargoes can be onboard the ship
concurrently. This also implies that a ship servicing this cargo will travel directly
from the pickup node to the corresponding delivery node. Thus, the set A is
constructed so that for each node i ∈ N DS the only arc extending from node
i is the arc (i, n + i). In addition, we have a set K of sets of optional coupled
cargoes N K

k where k = 1, . . . , | K |. For these sets either all cargoes in the set
have to be transported, or none of them.

The available fleet is heterogeneous and considered fixed during the planning
horizon. The set of ships V is indexed by v, and each ship v has two storage areas
onboard, one below deck with capacity KV

v and one above deck with capacity
KA

v . The below deck capacity is limited by the volume of the cargo hold, while
the above deck capacity is limited by the deck area. Each cargo i has a given
area QA

i and a given volume QV
i that the engineering team has estimated is

sufficient to securely store the cargo above/below deck. If a cargo cannot be
placed above/below deck the corresponding value is set to infinity. The cargo
may not be moved during a voyage, thus once a cargo is placed either above or
below deck it must remain there until it is unloaded.

Each ship v has a starting position o(v), an artificial ending position d(v),
and a graph Gv = (Nv,Av) associated with it. The set of vertices Nv ⊆ N ∪
{o(v), d(v)}, and the set of arcs Av ⊂ Nv × Nv define the feasible movements
for ship v. For each arc (i, j) ∈ Av there is a corresponding non-negative cost
Cijv, and a time Tijv for traversing that arc. Included in the traversal time is
both the service time at node i and the sailing time from node i to node j. We
assume that the triangle inequality holds for both travel times and travel costs.
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Note that not all ships are allowed to pick up all cargoes due to the shape/size
of the cargoes themselves, or draft/width limitations at the origin or destination
ports.

A route r for a ship v corresponds to a feasible path from o(v) to d(v) in Gv.
The path is feasible if for each pickup node i visited, the corresponding delivery
node n + i is visited afterwards, the deck and cargo hold capacities of the ship
is never violated, and the time windows are respected at every node. The total
profit of route r, Pvr, is the sum of the revenue of the cargoes transported, minus
the sum of the arc costs of traversing the corresponding path. The objective is
to find the set of routes, one for each ship, that maximizes the total profit of the
fleet over the planning horizon.

To present the mathematical formulation of the problem, we need to intro-
duce some additional notation. Let Rv be the set of all feasible routes for ship
v, and let coefficient Aivr be equal to 1 if ship v transports cargo i when sailing
route r, and 0 otherwise. Finally, let variables λvr be equal to one if route r is
sailed by ship v, and 0 otherwise, while zk are the variables representing whether
the cargoes in coupled cargo set k are transported or not. The path-flow formu-
lation of the problem is defined as follows:

(MP )max
∑

v∈V

∑

r∈Rv

Pvrλvr, (1)

subject to:
∑

v∈V

∑

r∈Rv

Aivrλvr = 1, ∀i ∈ N C , (2)

∑

v∈V

∑

r∈Rv

Aivrλvr ≤ 1, ∀i ∈ N O, (3)

∑

v∈V

∑

r∈Rv

Aivrλvr = zk, k = 1, . . . , | K |,∀i ∈ N K
k , (4)

∑

r∈Rv

λvr = 1, ∀v ∈ V, (5)

λvr ∈ {0, 1}, ∀v ∈ V, r ∈ Rv, (6)
zk ∈ {0, 1}, k = 1, . . . , | K | . (7)

The objective function (1) maximizes the total profit of the shipping operations.
Constraints (2) state that all mandatory cargoes must be transported, while
constraints (3) ensure that all optional cargoes are serviced at most once. Con-
straints (4) state that either all or none of the cargoes in a coupled set must
be lifted, while constraints (5) limit each ship to sail exactly one route. Finally,
constraints (6) and (7) put binary restrictions on the variables.

3 Solution Method

Thepath-flowmodelpresentedaboveassumesthatall routes forall shipsareknown.
As the number of feasible routes through the network increase exponentially as a
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function of the number of cargoes, generating all of them is impractical, or even
impossible, for most realistic instances of the problem.To circumvent this problem,
we introduce a solution method based on branch-and-price ([2]), where only a small
numberof routesare explicitlygenerated,while the remaining routesare considered
implicitly.

Branch-and-price combines a branch-and-bound (B&B) tree-search to obtain
integral solutions, with a column generation procedure ([8]) to obtain bounds in
each node of the B&B-tree. Let RMP represent the MP -model with constraints
(6) and (7) relaxed, and the sets Rv replaced with R̂v containing only a small
subset of all routes. In each node of the B&B-tree the method iterates between
solving the RMP and a set of subproblems that finds new routes with a positive
reduced cost. These new routes are then added to R̂v, and a new iteration is
started by re-solving the RMP . Once no more routes with a positive reduced
cost can be found, we have proved that the solution is optimal, and thus a valid
upper bound of the current B&B-node. If the solution of the node satisfies the
integral requirement of constraints (6) and (7), a new feasible solution to the
original problem has been found, otherwise we either prune the node, or branch
on some property of the problem to create two new nodes, depending on the
objective value.

In the following we present the details of our branch-and-price method. In
Section 3.1 we formulate the subproblem that gives the maximum reduced cost
route for a given ship, before we present the details of the labeling algorithm
used to solve the subproblem in Section 3.2. In Section 3.3 we explain how the
computational effort of the labeling algorithm may be improved by an accelera-
tion strategy, before presenting how the branching is performed in the B&B-tree
to obtain integral solutions in Section 3.4.

3.1 Subproblem

In order to formulate the subproblem for ship v, SP (v), we need to define some
additional notation. Let α∗

i , γ∗
ik, and β∗

v be the optimal values of the dual vari-
ables of constraints (2) and (3), (4), and (5), respectively, for a given solution of
the RMP . To make the formulation more readable we assume that γ∗

ik exists,
but with a value of zero if cargo i is not part of coupled cargo set k. Further, let
xijv be equal to one if arc (i, j) is used by ship v, and zero otherwise. Variable
yi is equal to 1 if the cargo picked up at node i is stored above deck, and 0 if
it is stored below deck. Finally, let lAiv and lViv be the capacity used above and
below deck on ship v after leaving node i, and tiv be the start of service at node
i. The subproblem for ship v may then be formulated in the following way:

(SP (v))max−β∗
v +

∑
i∈NP

∑
j∈Nv

⎛
⎝Ri − α∗

i −
k=|K|∑
k=1

γ∗
ik

⎞
⎠xijv −

∑
(i,j)∈Av

Cijvxijv, (8)

subject to:
∑

j∈Nv

xo(v)jv = 1, (9)
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∑

j∈Nv

xjiv −
∑

j∈Nv

xijv = 0, i ∈ Nv \ {o(v), d(v)}, (10)

∑

i∈Nv

xid(v)v = 1, (11)

lAiv ≤ yiQ
A
i , ∀v ∈ V, i ∈ N DS , (12)

lViv ≤ (1 − yi)QV
i , ∀v ∈ V, i ∈ N DS , (13)

(lAiv + QA
j yj − lAjv)xijv ≤ 0, ∀j ∈ N P , (i, j) ∈ Av, (14)

(lAiv − QA
j yj − lA(n+j)v)xi(n+j)v ≤ 0, ∀j ∈ N P , (i, (n + j)) ∈ Av, (15)

(lViv + QV
j (1 − yj) − lVjv)xijv ≤ 0, ∀j ∈ N P , (i, j) ∈ Av, (16)

(lViv − QV
j (1 − yj) − lV(n+j)v)xi(n+j)v ≤ 0, ∀j ∈ N P , (i, (n + j)) ∈ Av, (17)

lAiv ≤ KA
v

∑

j∈Nv

xijv, ∀i ∈ N P , (18)

lViv ≤ KV
v

∑

j∈Nv

xijv, ∀i ∈ N P , (19)

lA(n+i)v + QA
i yi ≤ KA

v

∑

j∈Nv

xijv, ∀i ∈ N P , (20)

lV(n+i)v + QV
i (1 − yi) ≤ KV

v

∑

j∈Nv

xijv, ∀i ∈ N P , (21)

(tiv + Tijv − tjv)xijv ≤ 0, ∀(i, j) ∈ Av, (22)
∑

j∈Nv

xijv −
∑

j∈Nv

x(i+n)jv = 0, ∀i ∈ N P , (23)

tiv + Ti(n+i)v − t(n+i)v ≤ 0, ∀i ∈ N P , (24)

T i ≤ tiv ≤ T i, ∀i ∈ Nv, (25)

lAiv ≥ 0, ∀i ∈ Nv, (26)

lViv ≥ 0, ∀i ∈ Nv, (27)
xijv ∈ {0, 1}, ∀(i, j) ∈ Av, (28)

yi ∈ {0, 1}, ∀i ∈ N P . (29)

The objective of the subproblem is to find the path through the network with
the highest reduced cost. Constraints (9) – (11) conserve the flow through the
network from the origin to the artificial destination of the ship. Further, con-
straints (12) and (13) ensure that there are no other cargoes on-board the ship
when leaving the pickup node of a cargo demanding a dedicated ship, while
constraints (14) – (21) keep track of the load on-board the ship, both above
and below deck. Constraints (22) make sure that the start of service at two
consecutive nodes are at least separated by the sailing time between them. Pair-
ing and precedence between a pickup node and the corresponding delivery node
is handled by constraints (23) and (24), and constraints (25) ensure that the start
of service at each node is within the time window if the node is serviced. Finally
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constraints (26) and (27) ensure that the loaded quantities above and below deck
are non-negative, while constraints (28) and (29) put binary restrictions on the
arc-flow and stowage decision variables, respectively.

3.2 A Labeling Algorithm for the Subproblems

The subproblems presented above are variants of the elementary shortest path
problem with resource constraints (ESPPRC). In [10] an efficient labeling algo-
rithm to solve the ESPPRC for the PDPTW is presented. We use a modified
version of the algorithm proposed in their paper to solve SP (v).

The subproblems are solved as shown in Algorithm 1. U is the set of unpro-
cessed labels, initially only containing the label L0 representing a path that
consists of only the ship’s origin node, o(v). While there are labels left in U ,
the removefirst(U) function removes one label from U according to some cri-
teria. This label, representing a path ending at node i, is extended along all arcs
(i, j) ∈ Av, creating new labels, L′. If the new extended label ending at node j
is resource feasible, it is checked for dominance, and if it is not dominated by
any other label, it is added to U and the set Lj containing all non-dominated
labels at node j. Any labels in Lj that are dominated by L′ are removed from
both Lj and U . Once there are no more unprocessed labels left in U we filter
out the paths represented by the labels in Ld(v) with positive reduced cost, and
add them to the set P, which is then returned by the algorithm.

In the following we describe which resources are stored in a label, what the
resource extension functions look like, what constitutes a feasible extension, and
how labels are compared for dominance.

Labels. Each label contain the following resources:

1. η - the node of the label
2. φ - the predecessor label
3. t - the earliest time service can start at the node
4. c - the accumulated reduced cost
5. V - the set of cargoes picked up (and possibly delivered)
6. OA - the set of cargoes currently onboard and placed above deck
7. OV - the set of cargoes currently onboard and placed below deck

The notation t(L) is used to refer to the arrival time at the node of label L and
similar notation is used for the rest of the data (i.e., η(L), φ(L), c(L), V(L),
OA(L), and OV (L)).
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Algorithm 1. Pseudo-code of labeling algorithm for ship v

Input: graph Gv = (Nv, Av)
U = {L0}
while U 	= ∅ do

L = removefirst(U)
let i be the last node of the path represented by label L

for each node j : (i, j) ∈ Av do
create new label L′ extending L to node j

if L′ is resource feasible then
if no label in Lj dominates L′ then

remove all labels in Lj and U that are dominated by L′

Li = Lj ∪ {L′}
U = U ∪ {L′}

end if
end if

end for
end while
for L ∈ Ld(v) do
if reduced cost of L > 0 then

add the path represented by L to P
end if

end for
return P

Label Extension. When extending a label L along an arc (η(L), j), we create
up to two new labels L′ at node j. If j is a pickup node we create one label
where yi = 1, and one label where yi = 0. If it is not a pickup node, only one
label is created. The resources of the new label L′ are updated according to the
following resource extension functions:

η(L′) = j (30)
φ(L′) = L (31)
t(L′) = max{T j , t(L) + Tη(L)jv} (32)

c(L′) = c(L) − Cη(L)jv +

⎧
⎪⎨

⎪⎩

Rj − α∗
j − ∑k=|K|

k=1 γ∗
jk if j ∈ N P

−βv if j = d(v)
0 otherwise

(33)
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V(L′) =

{
V(L) ∪ {j} if j ∈ N P

V(L) otherwise
(34)

OA(L′) =

⎧
⎪⎨

⎪⎩

OA(L) ∪ {j} if j ∈ N P ∧ yi = 1
OA(L) \ {j − n} if j ∈ N D

OA(L) otherwise
(35)

OV (L′) =

⎧
⎪⎨

⎪⎩

OV (L) ∪ {j} if j ∈ N P ∧ yi = 0
OV (L) \ {j − n} if j ∈ N D

OV (L) otherwise
(36)

Equations (30) – (33) update the current node, the predecessor label, the time
spent, and the accumulated reduced cost of the label, respectively. Equation (34)
updates the set of cargoes serviced on the path represented by the label , while
equation (35) and (36) updates the cargoes above and below deck by adding
(removing) a cargo from the set when visiting a pickup (delivery) node.

An extension of an arc is feasible if:

t(L′) ≤ T j , (37)
∑

i∈OA(L′)

QA
i ≤ KA

v , (38)

∑

i∈OV (L′)

QV
i ≤ KV

v , (39)

OA(L′) ∪ OV (L′) = {j} ∨ j /∈ N DS , (40)

and one of the following hold:

0 < j ≤ n ∧ j /∈ V(L) (41)

n < j ≤ 2n ∧ j − n ∈ OA(L) ∪ OV (L) (42)

j = d(v) ∧ OA(L) = OV (L) = ∅ (43)

Dominance Criterion

Proposition 1. A label L1 dominates L2 if:

1. η(L1) = η(L2)
2. t(L1) ≤ t(L2)
3. c(L1) ≥ c(L2)
4. V(L1) ⊆ V(L2)
5. OA(L1) ⊆ OA(L2)
6. OV (L1) ⊆ OV (L2)

This dominance criterion is the same as the one presented by [10] with the
exception of 5. and 6. which are new to this problem. The correctness of this
dominance criterion may be proved similarly to the proof presented by [10].
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3.3 Acceleration Strategy

One problem with the method presented above, is that there are potentially
many feasible ways to store a given set of cargoes. This may lead to generating
many labels that represent the same path through the network, and since the
stowage only affects feasibility, all these labels will have the same reduced cost
when reaching the end node, d(v).

One way to circumvent this problem, and get an easier subproblem, is to
relax the constraint that the cargo cannot move between storages during a voy-
age. This may be handled in the labeling algorithm by simply storing the cargoes
onboard the ship at any given time, O(L) = OA(L)

⋃ OV (L), instead of stor-
ing information regarding whether the cargo is stored above or below deck. An
advantage of this is that we only generate one new label whenever extending a
label to a new pickup node, instead of two.

To ensure feasibility of the new label, we replace equations (38) and (39)
with the following mathematical program for a given label L:

min wA + wV , (44)
subject to: (45)

∑

i∈O(L)

QA
i yj − wA ≤ KA

v , (46)

∑

i∈O(L)

QV
i (1 − yj) − wV ≤ KV

v , (47)

yi ∈ {0, 1},∀i ∈ O(L), (48)

wA, wV ≥ 0. (49)

If there exist a feasible solution with a value of zero, then there exists a feasible
stowage plan for the cargoes currently onboard. We solve this mathematical
problem with a simple depth-first dynamic program which terminates if a feasible
solution with value zero is found. With this modification we have the same labels
as [10], and may use the same dominance criterion, i.e. 1 – 4 from proposition
1, and O(L1) ⊆ O(L2).

The optimal path produced by the modified algorithm may then be checked
to see if it is stowage feasible using a simple dynamic programing algorithm. By
doing this we get three possible outcomes.

1. The optimal path has a non-positive reduced cost
2. The optimal path has a positive reduced cost and is stowage feasible
3. The optimal path has a positive reduced cost, but it not stowage feasible

In the first case we have proved that no positive reduced cost path exists for the
given ship, and in the second case the path may be added to the RMP which
may then be re-solved. Only in the third case do we need to solve the exact
pricing problem, since in this case it is possible that a stowage feasible solution
with a positive reduced cost has been excluded by the dominance test.
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3.4 Branching

To perform branching in the B&B tree, we consider the following four branching
strategies that are used in a hierarchical fashion.

1. branch on the value of the zk variables in the master problem
2. branch on whether an optional cargo is tranported or not
3. branch on whether a given ship transports a given cargo or not
4. branch on whther a given ship traverses a given arc or not

The first two branchsing strategies can be handled just by making changes
to the master problem, either by fixing the corresponding zk variable, or by by
replacing the ≤ with an = for the corresponding constraint in (3), and change
the coefficient to 0 in the zero branch.

The third branching strategy may be implemented either by removing the
nodes representing the given cargo from the subproblem of the ship in the case
of the zero-branch, or by removing the same nodes from the subproblems of all
other ships in the case of the one-branch. Finally, the fourth branching strategy
may be imposed by removing the arc from the subproblem of the given ship in
the case of the zero-branch, or by forcing the ship to traverse the given arc in
the case of the one-branch. This branch also forces us to change the dominance
criteria so that a label can only dominate another label if it has traversed a
superset of the one-branch arcs that another label has traversed.

The nodes in the B&B tree are processed in a best first order, depending on
the upper bound of their parent.

4 Computational Study

The solution method presented in this paper has been implemented in Java
6.0 and uses the XpressMP 1.19.0 LP-solver through its BCL interface. The
computational experiments have been run on an HP DL 160 G5 computer with
an Intel Xeon QuadCore E5472 3.0 GHz processor, 16 GB of RAM and running
on a Linux operating system. The Java-code is run as a single thread, thus not
taking advantage of the multi-core processor.

4.1 Test Results

Table 1 shows the test instances used by [7] to test their tabu search heuristic.
We have tested our branch-and-price method on the same set of instances. A
comparison of the computing times may be seen in Table 2. We see that the
branch-and-price method is able to solve all but the largest test instance within
the two hour limit, and thus has proved optimality of seven previously unsolved
instances. Further, we see that the computing time used by the branch-and-price
method is competitive with running the tabu search for 10 000 iterations.

It is also interesting to note that the full pricing problem is never solved for
any of the instances, because the maximum positive reduced cost path produced
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by the accelerated version of the pricing problem are always stowage feasible.
This indicates that the simplified stowage constraints considered in the acceler-
ated version of the subproblem are sufficient to get feasible paths through the
network for realistic instances of the problem.

An added contribution is that we are able to present improved optimality
gaps for the tabu search heuristics presented in [7]. As their arc-flow model
could only solve the six smallest instances, we give the optimality gap of the
solutions provided by the tabu search heuristic for all instances in Table 3. The
table shows that the average optimality gap is less than 2.02 % for all instances
when running the tabu search for 1000 iterations, while it is less than 0.7 % when
running the tabu search for 10 000 iterations. Thus we have shown that the tabu
search heuristic performs even better than what was shown in the original paper.

Table 1. Overview of the instances used by [7]. We present the number of ships (| V |),
the number of cargoes (n), tne number of cargo sets (| K |), and the number of cargoes
that demand direct sailing (| NDS |). Each cargo set contains exactly two cargoes.

Instance 1 2 3 4 5 6 7 8 9 10 11 12 13 14

Ships 3 2 3 3 3 4 3 4 4 5 5 6 6 8
Cargoes 6 8 8 10 10 10 12 12 14 18 20 30 40 63

Cargo sets 4 5 5 4 6 6 8 8 8 11 13 19 26 38
Direct sailing 1 1 1 0 0 0 1 1 1 1 1 2 2 2

Table 2. Comparison of the solution times obtained by branch-and-price to the com-
puting times presented by [7]. All computational times are given in seconds.

Instance Arc-flow model Tabu search Heuristic Branch-and-price
1000 Iterations 10 000 iterations

1 7 7 69 1
2 5 759 10 94 1
3 514 9 94 1
4 129 11 112 1
5 128 11 108 1
6 630 11 103 1
7 >7200 14 139 10
8 >7200 15 146 9
9 >7200 17 163 3
10 >7200 19 185 11
11 >7200 22 221 41
12 >7200 28 272 277
13 >7200 71 697 1343
14 >7200 151 1597 >7200
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Table 3. Optimality gap for the tabu search heuristic given as tabu search solution
divided by the optimal solution.

1000 Iterations 10 000 iterations
Instance best. Sol avg. Sol best. Sol avg. Sol

1 1.0000 1.0000 1.0000 1.0000
2 1.0000 1.0000 1.0000 1.0000
3 1.0000 1.0000 1.0000 1.0000
4 0.9960 0.9960 0.9960 0.9960
5 1.0000 1.0000 1.0000 1.0000
6 1.0000 1.0000 1.0000 1.0000
7 1.0000 1.0000 1.0000 1.0000
8 1.0000 1.0000 1.0000 1.0000
9 1.0000 1.0000 1.0000 1.0000

10 1.0000 0.9940 1.0000 1.0000
11 0.9961 0.9898 0.9961 0.9961
12 0.9994 0.9818 1.0000 0.9988
13 1.0000 0.9798 1.0000 0.9991
14 0.9913 0.9849 0.9939 0.9931

5 Concluding Remarks

In this paper we have presented an exact solution method, based on branch-and-
price, to solve a ship routing and scheduling problem with stowage constraints.
The master problem is formulated as a path-flow model and is solved as a linear
program, while the subproblems, one for each ship, is solved as an elementary
shortest path problem with resource constraints using a labeling algorithm. To
speed up the solution process we relax some of the restrictions in the subproblem,
giving us a simpler subproblem that may produce infeasible paths. The compu-
tational results show the branch-and-price method provides optimal solutions to
many instances previously unsolved by the literature, and that it is competitive
with the tabu search heuristic for many instances. Further, the tests show that
the best known primal solutions from the literature are very close to the optimal
solution.
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Abstract. An autonomous vessel can improve the intelligence, efficiency and 
economy of shipping logistics. To realize autonomous navigation control of un-
deractuated vessels (USVs), this paper presents a controller that can make USV 
track a reference trajectory with only 2 inputs, i.e., surge and yaw. A nonlinear 
state-space model with 2 inputs considering environmental disturbances in-
duced by wind, current and waves for a 3 degree of freedom (DOF) surface ves-
sel is considered. Based on this model, a trajectory tracking controller using 
Nonlinear Model Predictive Control (NMPC) is designed. System constraints 
on inputs, input increment and output are incorporated in the NMPC frame-
work. Simulation results show that the controller can track an ellipse trajectory 
well and that the tracking errors are within acceptable ranges, while system 
constraints are satisfied. 

Keywords: Underactuated surface vessels · Nonlinear model predictive control · 
Trajectory tracking · Environmental disturbances 

1 Introduction 

As an important transport mode, shipping plays an increasing role in logistics. An 
autonomous ship can improve the intelligence and efficiency and decrease the cost at 
the same time during logistics management. An autonomous ship doesn’t require 
allocating seafarers, servers and related living facilities, so more space can be placed 
with cargo and the expenditure becomes lower. Meanwhile, in consideration that near 
80 % ship accidents can be attributed to human factor, an autonomous ship can avoid 
this risk largely [1]. Trajectory tracking control is a basic problem that has received 
general concern for autonomous navigation of underactuated surface vessels (USVs). 
The challenge of the problem appears relevant because of the fact that the motion of 
the underactuated surface vessels possesses three degrees of freedom (yaw, sway, and 
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surge, neglecting the motion in roll, pitch and heave), whereas there are typically only 
two controls available (surge force and yaw moment) [2].  

Model Predictive Control (MPC), Sliding Mode Control (SMC), Line of Sight 
(LOS), PID and Intelligent Control have been used for trajectory tracking of USVs 
[3,4,5,6,7,8]. This paper will focus on MPC in USVs motion control [9,10]. In [4], a 
recurrent neural networks method to solve the optimal value of an MPC quadratic pro-
gramming problem is proposed, and the MPC real-time computation has been im-
proved. [10] used MPC to realize tracking control of a four degrees of freedom vessel 
with the consideration of actuator saturation and speed constraints. [11] used NMPC 
based on linear matrix inequalities (LMIs) to achieve the motion control of USVs with 
the consideration of input constraints. Therefore, MPC shows potential in solving trajec-
tory tracking control problems of USVs. Compared with linear MPC, NMPC based 
trajectory tracking controllers can have better performance with higher accuracy.  

Tracking controllers should consider system constraints such as input range be-
cause a vessel’s mechanical capacities are limited. The controller this paper proposes 
can set different constraints according to different vessels and mechanical conditions 
of the same vessel. Also, the controller considers output constraints (trajectory range) 
because a vessel’s trajectory should be limited, as it will be prohibited to approach 
channel boundaries and some obstacles. In addition, environmental disturbances, i.e., 
wind, current and waves always affect trajectory control of an USV, therefore the 
controller has considered disturbances in three DOF. 

This paper is organized as follows. Firstly, we build the state-space model with the 
only 2 inputs for a USV in Section 2. Then, a trajectory tracking controller based on 
NMPC is designed in Section 3. Simulation results are presented in Section 4 to illu-
strate the tracking performance of our controller. Finally, the conclusion and direction 
for future work are given in Section 5. 

2 Underactuated Surface Vessel Model Considering 
Disturbances 

Fossen [12] has done many valuable studies on kinetics and kinematics models of 
vessels. The vessel model we use in this paper is also based on the state-space model 
proposed by Fossen. To simplify modeling, only three forces and moments (surge 
force, sway force and yaw moment) are considered, neglecting heave, roll and pitch 
forces and moments. An USV only has two inputs (surge force and yaw moment) 
powered by propeller and steering engines. The environmental disturbances can also 
be divided into three DOF [13]. To simplify the disturbances model, we set distur-
bances in the three DOF with random values in a certain range. Force and moment 
analyses of USV are shown in Fig. 1. 
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Fig. 1. Force and moment analyses of an USV [13] 

In Fig.1, two reference systems need to be considered for modeling ship maneuver-
ing dynamics. One is the body fixed coordinate system denoted by ; 

the other is the inertial reference system denoted by . Suppose ship 
material is uniform and x-z plane is symmetric, then[14] 

 , (1) 

where,  and  are respectively inertia moments of the x-y plane and the y-z 

plane. Kinematic and kinetic models of USVs are shown in (2): 

  (2) 

where, η(t) is the position and course in {n}=(xn,yn,zn), and v(t) is the velocity in 
{b}=(xb,yb,zb), and τ(t) is control vector. τwind(t), τwave(t) and τcurent(t) are the distur-
bances forces due to wind, waves and current respectively. These vectors are further 
defined as:  

  (3) 
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 , ,  (4) 

  (5) 

In (5), x(t) and y(t) stand for the position along xn and yn axis in {n}, ψ(t) stands for 
ship course (heading angle) in {n}. u(t), v(t) and r(t) respectively stand for the speed 
of surge, sway direction and rate of yaw in {b} respectively. Respectively, fu(t), fv(t), 
tr(t) stand for the forces of surge and sway, moment of yaw. For an underactuated 
vessel, there is no force of sway powered by lateral thruster. Environmental 
disturbance forces could be divided into three directions which are surge, sway and 
yaw in {b}, it is shown as (5) [15]. In (5), α is disturbances weight. System matrices 
M, C(v(t)) and D stand for inertia, centrifugal force and damping matrix respectively, 
which are defined as[14]  

  (6) 

where  and . The Jacobian matrix T(η(t)) 

transforms the body-fixed velocities v(t) into the inertial velocities , which is 
given by:  

  (7) 

3 Nonlinear Predictive Model Control 

The trajectory tracking principle of USVs based on MPC is illustrated in Fig. 2. The 
first control input of the optimal input array in every loop is adopted by the USV’s 
trajectory tracking controller. In real circumstance, the measure procedure is realized 
by state measure sensors. For NMPC, at first continuous state space should be discre-
tized; then objective function should designed considering multi-objective; at last 
system constraints should be considered in the NMPC model. 
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Fig. 2. The trajectory tracking principle of USVs based on MPC 

3.1 Model Discretization 

From (2), we can easily see that the state-space model of USVs is nonlinear. In order 
to better study control problem, (2) can be transformed into:  

  (8) 

where,
 

 stands for system state; 

 stands for surge and sway control input;  

stands for environmental disturbance forces, which is defined in (5). Function f and g 
( 6× 3→ 6) is defined as: 

  (9) 

where , , . 

Differential equations in (9) are hard to solve analytically. They are therefore usual-
ly solved using numerical solutions. Euler Method and 4-step Runge-Kutta are widely 
adopted in solving arithmetic solutions. Form of Euler Method is simple, but preci-
sion is relatively low. The 4-step Runge-Kutta is used in high precision applications 
occasion. This paper uses 4-step Runge-Kutta to discrete (10). The n+1 moment itera-
tive equation relative to n moment is as follows: 
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  (10) 

In (10), T stands for the time interval between two control steps, and k1, k2, k3, k4 
are defined as: 

   

   

   

 .   

To simplify the calculation process, we assume that input and disturbances remains 
unchanged during T. Therefore,  

   

Equation (10) can be also denoted as 

  (11) 

In order to realize increment range constraints, it is necessary to transform (11) into 
(13) where Δu(n) is independent variable. The transforming process is as follows. 

Define  and . Transformed (12) is shown as 

below. 
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3.2 Objective Function Design   

The objective function should consider output errors, control input values and incre-
mental inputs if it needs to guarantee the controller to track the trajectory effectively 
and steadily. The objective function is defined as (13) [16]. 

  (13) 

where, Q and R are weight matrices; Np is the prediction horizon; Nc is the control 
horizon; η(k+i) and ηref(k+i) stands for the real and reference trajectory in the next k+i 
step from moment k, respectively. 

3.3 System Constraints 

For USVs, motion trajectory range and movement speed of the propeller driven by 
motor and steering engine are limited because of their mechanical properties, so the 
input range and input increment range should be considered in the optimization as 
constraints. Meanwhile, to guarantee safety, trajectory position should be limited into 
a certain range to avoid collisions and stranding. Input range, input increment range 
and output range can be denoted by as follows:  

  (14) 

  (15) 

  (16) 

From (13), we know Δu(t) is an independent variable, so the constraints of u(t) and 
η(t) should be transformed into function of Δu(t). The transforming process is shown 
as follow.  

Define  
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In (17) and (18),  is the column vector whose row number is Nc;  is the 
identity matrix whose dimension is Nu (Nu=2 in this paper); ⊗ is the Kronecker prod-
uct symbol which stands for an operation on two matrices of arbitrary size resulting in 
a block matrix. 
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Define  

  (19) 

According to (17) – (19), (15) can be transformed into:  

  (20) 

In (20), Umin and Umax stand for the minimum and maximum set in control time 
domain. 

  (21) 

Equation (16) can be transformed as follows. 

  (22) 

  (23) 

  (24) 

4 Simulation Experiment 

To illustrate the performance of the trajectory tracking controller for USVs, this paper 
analyzes the tracking errors and performances based on the model of CyberShip II [17]. 

4.1 Model Parameters 

For own case, system matrices M and D are assigned as follows. 

   

The power parameters of CyberShip II are:  

• The maximum force of surge fu is 2 N which corresponds to 686 kN of the corres-
ponding full scale vessel. 

• The maximum moment of yaw tr is 1.5 Nm which corresponds to 36015 kNm of 
the corresponding full scale vessel.   

• The maximum nominal speed is 0.2 m/s which corresponds to 1.7 m/s of the corres-
ponding full scale vessel. 
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4.2 Simulation Parameters  

The simulation experiments of trajectory tracking controller this paper proposes are 
implemented in MATLAB 2010a. During the simulation experiment, (xref,yref) is the 
reference trajectory and (x,y) is the real trajectory. The tracking errors are defined as 
follows: 

  (25) 

Simulations are first run under the settings of Np=3, Nc=3, T=2 with an initial posi-
tion at (x0,y0,ψ0,u0,v0,r0)=(-0.5,0,π/3,0,0,0).  

For all simulations, the ellipse reference trajectory (xref,yref) is used: 

  (26) 

In (26), Nref=158 is the number of reference positions. tsample=2s is sample time. In 

(13), , .  

The parameters above of the controller are verified with the comprehensive consid-
eration of the real-time and tracking accuracy.  

In MATLAB, calculation of the next step state value array ξ(n+1), ξ(n+2), … , 
ξ(n+k) in (11) with the 4-step Runge-Kutta relative the present state ξ(n) can be rea-
lized by the use of the ODE 45 function by setting T, Δu(n+1),Δu(n+2), …, Δu(n+k), 
Δτ(n+1),Δτ(n+2), …, Δτ(n+k) and ξ(n).  

The optimal solutions in this paper are calculated with fmincon function which at-
tempts to find a constrained minimum of a scalar function (J(k) in this paper) of sev-
eral variables starting at an initial estimate in MATLAB.  

4.3 Results 

Results are shown with environmental disturbances, input constraints, input increment 
constraints and output constraints. The simulation time tracking the complete trajecto-
ry is about 1800 seconds. 

1. Environmental Disturbances 

This part does some experiments to illustrate the performances of the controller under 
the different environmental disturbances, and relevant results are analyzed.  

(a) No Environmental Disturbances 

The environmental disturbance and constraint parameters are set as Table 1. The 
tracking result is shown in Fig. 1. The experiment results show that the trajectory 
errors with no environmental disturbances are within 0.2 m. 
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Table 1. Parameters setting 

Environmental disturbances α=0 

Input constraints  

Input increment constraints  

Output constraints  

 

 

Fig. 3. Simulation results of trajectory tracking without environmental disturbances 

(b) Environmental Disturbances 

Compared to Table 1, the environment disturbances are set as Table 2. The tracking 
result are shown in Fig. 4. From Fig. 4, the inputs fluctuate more seriously because of 
environment disturbances. There are different performances with different environ-
mental disturbance values, and the tracking errors have the same trend with the  
environmental disturbance values. 
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Table 2. Parameters setting 

Environmental disturbances α=0.4 

Input constraints  

Input increment constraints  

Output constraints  

 

 

Fig. 4. Simulation results of trajectory tracking with environmental disturbances 

2. Input Constraints 

For comparison, we set tighter inputs as shown in Table. Results with parameters of 
Table 3 are shown in Fig. 5. The tracking errors have the inverse trend with input 
constraints within limits. 

Table 3. Parameters setting 

Environmental disturbances α=0.4 

Input constraints  

Input increment constraints  

Output constraints  
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Fig. 5. Simulation results of trajectory tracking 

3. Input Increment Constraints 

Input increment constraints of Table 4 are smaller than that in Table 3. Results of 
experiments with parameters of Table 4 are shown in Fig. 6. Compared to Fig. 5, we 
can find easily that Δu could make sense in Fig. 6. When the Δu is set to be too small, 
the controller cannot track the trajectory well. The tracking errors have the inverse 
trend with input increment constraints within limits. 

Table 4. Parameters setting 

Environmental disturbances α=0.4 

Input constraints  

Input increment constraints  

Output constraints  
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Fig. 6. Simulation results of trajectory tracking 

4. Output Constraints 

The output constraints are used to limit the trajectory range. In real channel environ-
ment, the navigation route of the vessel should be limited because of channel scale 
and obstacles. To set the output constraints is to make a vessel navigate more safely.  

Output constraints of Table 5 are smaller than that in Table 1. The experimental 
with parameters of Table 5 is shown in Fig. 7. Compared to Fig. 3, we can find easily 
that the output constraints make sense because the tracking trajectory does not extend 
the range of η set in advance. The tracking errors have the inverse trend with output 
constraints. 

Table 5. Parameters setting 

Environmental disturbances α=0 

Input constraints  

Input increment constraints  

Output constraints  
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Fig. 7. Simulation results of trajectory tracking 

5 Conclusion and Future Work 

Aiming at the trajectory tracking of USVs, a trajectory tracking controller based on 
NMPC with the consideration of environmental disturbances and kinds of considera-
tion is proposed. The experimental results under different conditions show that it is 
necessary to set such constraints, and constraints make the controller closer to the 
reality. 

The proposed controller can be also applied to unmanned aerial vehicle (UAV) and 
underwater vehicle. However, the parameter instability of the system is lack of con-
sideration, the stabilities of the controller is also lack of certification, and the real-time 
of NMPC calculation should be improved in real applications. In the future, the envi-
ronmental disturbances should be considered with the real features of wind, current 
and waves, and the performances of the controller will be tested with a real vessel or 
model ship. 
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Abstract. This paper investigates cooperative waterborne AGVs which
are appealing for intelligent transport in port areas. The systems are
with independent dynamics and objectives but coupling constraints due
to collision avoidance requirements. The goal is to develop an algorithm
that locally solves subproblems while minimizing an overall objective
in a cooperative distributed way. The proposed approach is based on
the decomposition-coordination iterations of the alternating direction
method of multipliers (ADMM). In particular, we separate the variables
into two sets: one concerned with collision avoidance constraints, and the
other concerned with local problems; and add consensus constraints for
these two. Local subproblems can be solved fully in parallel. Furthermore,
optimization problems are formulated and solved in a receding horizon
way. Successive linearizations of nonlinear vessel dynamics as well as
the non-convex collision avoidance constraints about a shifted optimal
trajectory from a previous step are implemented to maintain a trade-off
between computational complexity and optimality. Simulation results
are presented to illustrate the effectiveness of the proposed algorithm for
cooperative distributed collision avoidance.

Keywords: Distributed model predictive control · Alternating direction
method of multipliers · Collision avoidance · Waterborne AGVs

1 Introduction

The Port of Rotterdam is expecting more than 30 million Twenty-foot Equivalent
Unit (TEU) per year towards 2035 [1] and the port authority is seeking innova-
tive and efficient ways to handle the expected large throughput of containers in
the port area. Automated Guided Vehicles (AGVs) have been put into practice
(e.g., at ECT Delta Terminal and APM Terminal in the Port of Rotterdam) and
proved to be able to improve efficiency and save energy in Automated Container
Terminals. Correspondingly, we have proposed the concept of waterborne Auto-
mated Guided Vessels (waterborne AGVs) [2] for transport of containers among
various terminals known as Inter Terminal Transport (ITT). Nonetheless, when
multiple waterborne AGVs (also referenced to as subsystems, vessels or agents

c© Springer International Publishing Switzerland 2015
F. Corman et al. (Eds.): ICCL 2015, LNCS 9335, pp. 181–194, 2015.
DOI: 10.1007/978-3-319-24264-4 13
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hereafter) encounter each other, autonomous collision avoidance still remains an
issue.

One straightforward approach for this problem is using one centralized con-
troller being responsible for all subsystems. In contrast, multiple controllers can
also be distributed throughout the system, each taking care of a local subprob-
lem or a part of the centralized problem. Communication and coordination is
required when interactions exist between subsystems to resolve conflicts between
local performances and system-wide constraints or performances. In general,
distributed approaches are preferable over centralized ones [3]. However, decom-
posing the non-convex coupling due to collision avoidance of waterborne AGVs
minimizing overall performances is challenging for distributed control design.

Collision avoidance problems in the literature are generally dealt with by pri-
ority [4], potential field [5], optimization [6], velocity obstacles [7] and artificial
intelligence [8] based methods. It comes naturally that conflicts will disappear
if vessels are prescribed relative priorities according to certain rules (e.g., COL-
REGs) as has been done in [4], but system flexibility and optimality could be
degraded with fixed rules. Potential fields model conflicts as repulsive forces
which drive the vessel away to avoid collisions. However, traditional potential
functions are struggling with local minima [5]; multi-criteria design and system
constraints are usually difficult to be incorporated in such potential functions
as well. The method of velocity obstacles [7], slightly different, works on agents’
velocity space and calculates a set of velocities which might lead to collisions
in the future; however, such a method assumes constant current velocity which
might not hold in complex situations. We settle the distributed collision avoid-
ance problem using an optimization based control strategy – model predictive
control (MPC) [9] because of its capability of handling system constraints explic-
itly and flexibility in controller design. Separations of vessels from collisions
are guaranteed by Euclidian distance based hard constraints which bring about
online non-convex optimizations for MPC. A more detailed literature review on
applications of MPC in vessel motion control problems can be found in [2].

However, non-convex optimization problems are generally hard to solve and
decompose if not impossible. A widely applied approach for non-convex colli-
sion avoidance constraints is to approximate them by mixed-integer program-
ming (MIP) problems [10]. Much of the current research on distributed collision
avoidance based on MIP formulations assumes constant trajectories from other
subsystems and sequentially solve local subproblems [6]. This approach fails,
however, when the assumption of small changes of other subsystems’ trajecto-
ries does not hold. Global problems are reproduced and solved by each subsystem
knowing all subsystems’ dynamics and measured states in [11] and thus can dis-
card the former assumption. However, computational and privacy issues arise. In
[12], global optimizations are avoided by parameterizing other subsystems’ deci-
sion variables in a reduced order decision space achieving a distributed scheme
by sequential computations. But still, knowledge about system-wide dynamics
is required. Most of the above approaches are solving either local or global prob-
lems sequentially which means other subsystems need to be idle; moreover, the
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involvement of integer variables leads to exponential computational complexity
with the increase of prediction horizon and number of vessels involved.

In this paper, we propose to take advantage of the shifted optimal trajectory
from a previous step MPC optimization problem and linearize the collision avoid-
ance constraints about it to obtain convex but time-varying incremental collision
avoidance constraints. This method suits well with our successive linearization
framework for nonlinear vessel dynamics. Furthermore, system decompositions
are achieved by a technique recently gaining increasing attentions for solving
large scale optimization problems – alternating direction method of multipliers
(ADMM) [13]. ADMM enjoys both the good robustness of the method of multi-
pliers and separability of dual decomposition and has been applied for collision
avoidance problems of road vehicles with linear dynamics [14]. More specifically
for our problem, vessels are able to solve local problems without taking into
account the coupling collision avoidance constraints explicitly first. A coordina-
tor will then take care of the collision avoidance constraints with collected rela-
tive vessel position information. Extra consensus constraints on position states
between the coordinator and vessels are introduced. Iterative communication
and computation proceed until the consensus constraints are met, indicating
overall safety and optimality are cooperatively attained. Moreover, since in each
iteration, local problems are solved in a fully parallel way, all vessels are treated
equally and no vessel needs to be idle waiting for other vessels’ computation.

The remainder of this paper is organized as follows. Firstly, in Section 2,
we introduce the 3 degree-of-freedom (DOF) surface vessel dynamic models for
both experimental simulation and MPC controller design. Then in Section 3, the
cooperative collision avoidance problem and a centralized formulation based on
a network model and convexified collision avoidance constraints are presented.
Distributed cooperative collision avoidance based on ADMM in a receding hori-
zon way is formulated in Section 4. In Section 5, simulation experiments, results
and analysis are presented, followed by concluding remarks and future research
directions in Section 6.

2 Vessel Models for Simulation and Prediction

We briefly introduce in this section two vessel models which are required for
the cooperative distributed collision avoidance controller design in the follow-
ing sections. One is the continuous nonlinear vessel dynamic model for system
simulation and the other for receding horizon system trajectory predictions.

2.1 A Marine Surface Vessel Model

Following the vectorial setting in [15], behavior of a 3 DOF surface vessel p
considering a constant current (fixed speed and angle in the inertial frame) and
neglecting other environmental disturbances are mathematically modeled as the
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following two ordinary differential equations1:

η̇p = R(ψp)νp,

ν̇p = (MRB + MA)−1

(
τp − (Dl + Dnl(νr,p) + CA(νr,p)) νr,p − CRB(νp)νp + MArpS

Tνc

)
,

(1)

with subscripts ·p indicating vessel p,
[
ηp

T νp
T

]T as the system states and τp

as system inputs, and

ηp =

⎡

⎣
xp

yp

ψp

⎤

⎦, νp =

⎡

⎣
up

vp

rp

⎤

⎦, τp =

⎡

⎣
τu,p

τv,p

τr,p

⎤

⎦, (2)

where xp, yp and ψp are displacements and heading angle in inertial frame,
respectively. Linear velocities in surge and sway are expressed in body-fixed
frame as up and vp, respectively and rp is angular velocity of heading angle.
Control input vector is constituted of surge, sway forces and yaw moment repre-
sented by τu,p, τv,p and τr,p, respectively. States in inertial and body-fixed frames
are related by the rotation matrix:

R(ψp) =

⎡

⎣
cos(ψp) − sin(ψp) 0
sin(ψp) cos(ψp) 0

0 0 1

⎤

⎦ .

In (1),νr,p = νp − νc =
[
ur,p vr,p rr,p

]T is the relative velocity in the body-
fixed frame between ship hull and the fluid. Other terms in (1) as MRB, MA,
CA(νr,p), CRB(νp), Dl and DNL(νr,p) are all 3 × 3 matrices describing effects
caused by rigid body and hydrodynamics. Specific expressions are omitted here
due to length limits and interested readers are referred to [2] for details.

2.2 Successively Linearized Prediction Models for MPC

Conventionally, MPC calculates a sequence of optimal control inputs in a reced-
ing horizon way but only implements the first element of the sequence and dis-
regard the rest. To maintain a trade-off between computational complexity and
optimality, we take advantage of the whole calculated sequence of control inputs
and successively linearize the nonlinear model (1) about a shifted optimal tra-
jectory from a previous step.

For simplicity, the nonlinear dynamics of (1) for vessel p are generalized as:

ẋp(t) = f(xp(t),up(t)), (3)

where f : R
6 ×R

3 → R
6 is a continuous nonlinear smooth function with system

states xp =
[
ηp

T νp
T

]T and control inputs up = τp.

1 Time indices for system states and control inputs are left out in this section for
notational simplicity; and system state-independent matrices (e.g., MRB, MA etc.)
are the same for all homogenous waterborne AGVs.
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For numerical simulations, continuous time model (3) is usually discretized
with zero-order-hold assumption as:

xp(k + 1) = xp(k) +
∫ (k+1)Ts

kTs

f(xp(k),up(k))dt, (4)

where Ts is the sampling time and k is a discrete time step standing for time
instant kTs. Consider at time step k − 1 (k > 1) in MPC, the calculated optimal
control input sequence is up(k − 1 + i|k − 1) for i = 0, 1, ..., Np − 1, where
Np is the prediction horizon. Conventionally, the first element up(k − 1|k −
1) is applied to the system and the rest are disregarded. For linearizations at
step k, however, we make extensive use of this ‘tail’ to build a seed trajectory(
x0

p(k + i|k),up
0(k + i|k)

)
for i = 0, 1, ..., Np − 1, where

u0
p(k + i|k) = up(k + i|k − 1) (5)

for i = 0, 1, ..., Np − 2 and

u0
p(k + Np − 1|k) = up(k + Np − 2|k − 1). (6)

Then, with an initial state x0
p(k|k) = xp(k), solutions for (3) at time steps k + i,

i.e., x0
p(k + i|k) for i = 1, 2, ..., Np can be calculated according to (4)2. Hereby,

k + i|k stands for the ith element of the predicted trajectories at step k and the
superscript ·0 denotes a seed trajectory. Small perturbations around the seed
trajectory are denoted as (Δxp(k + i|k),Δup(k + i|k)) for i = 0, 1, ..., Np − 1
and satisfy

xp(k + i|k) = x0
p(k + i|k) + Δxp(k + i|k), for i = 0, 1, ..., Np

up(k + i|k) = u0
p(k + i|k) + Δup(k + i|k), for i = 0, 1, ..., Np − 1.

(7)

Substituting (7) into (4), the term in the integrator, by applying Taylor’s
series and neglecting the higher order terms than the first order, can be written
as:

f(x0
p(k + i|k) + Δxp(k + i|k),u0

p(k + i|k) + Δup(k + i|k))

= f(x0
p(k + i|k),u0

p(k + i|k)) + Ac,p(k + i|k)Δxp(k + i|k)

+ Bc,p(k + i|k)Δup(k + i|k),

(8)

where

Ac,p(k+i|k)=
∂f

∂xp

∣
∣
∣
∣
(x0

p(k+i|k),u0
p(k+i|k))

,Bc,p(k+i|k) =
∂f

∂up

∣
∣
∣
∣
(x0

p(k+i|k),u0
p(k+i|k))

are continuous Jacobian state and input matrices, respectively and can also be
discretized with zero-order-hold assumption to get corresponding Ad,p and Bd,p

and we reach the discrete linearized incremental model
2 Ordinary differential equation solvers (e.g., ode45 in MATLAB [16]) are able to

provide higher precision ODE solutions with specified tolerance.
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Δxp(k + i + 1|k) = Ad,p(k + i|k)Δxp(k + i|k) + Bd,p(k + i|k)Δup(k + i|k), (9)

with an initial state Δxp(k|k) = 0 since xp
0(k|k) = xp(k). To this end, we are

able to predict future system behavior in a linear way for nonlinear system (1)
by (7) and (9).

3 Centralized Predictive Collision Avoidance

When a waterborne AGV is in the proximity of other waterborne AGVs where
potential collision avoidance might happen, pair-wise couplings arise since cer-
tain distance needs to be maintained in order to guarantee safety. Solving local
problems independently will not necessarily satisfy these coupling constraints
and amount to overall optimality any more. Non-convex Euclidean distance
based collision avoidance constraints are first convexified based on which a cen-
tralized formulation over the network model is presented to tackle the coopera-
tive collision avoidance problem in this section.

3.1 A Network Model

We consider a network with Nv waterborne AGVs each equipped on board with a
processing unit, measurement and communication devices. An undirected graph
topology G(k) is utilized to denote couplings among subsystems at time step k:

G(k) = (V, E(k)) , (10)

where V = {1, 2, ..., Nv} is a time invariant set of waterborne AGVs under con-
sideration attached to the vertices of the graph and E(k) ⊆ V × V the set of
time-varying edges. Behaviors of each vessel p ∈ V are described by independent
dynamic models detailed in Section 2.1. Pair-wise couplings between vessels are
described by edges ep,q = {(p, q) |p ∈ V, q ∈ V} ∈ E(k) which are updated each
time new measurements are available considering the maximum possible plan
length as:

ep,q = (p, q)

{
∈ E(k), for dp,q(k) � 2umaxTsNp + l

/∈ E(k), otherwise,
(11)

where
dp,q(k) = h (rp(k), rq(k)) = ‖rp(k) − rq(k)‖2, (12)

as the Euclidean distance between vessels p and q at time step k and r�(k) =
[
x� y�

]T =
[
1 1 0 0 0 0

]
x�(k) for � ∈ {p, q} as current measured vessel posi-

tions; l being the vessel length. The above logic implies that the collision avoid-
ance coupling constraint emerges when there is a possibility of collision over the
next receding horizon if two vessels are sailing at their maximum speeds. This
is a relatively conservative logic but guarantees safety.
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3.2 Convexified Collision Avoidance Constraints

Without loss of generality, G(k) is considered to be connected and for each pair
of two vessels (p, q) ∈ E(k), we enforce a collision avoidance coupling constraint
as

dp,q(k + i|k) � ds (13)

for i = 1, 2, ..., Np where ds is a safe separation distance. Integration of inequali-
ties (13) results in non-convex optimization problems which are generally hard to
solve. Following the idea of successive linearization and again, taking advantage
of the “seed trajectory” as introduced in Section 2.2, we successively approxi-
mate non-convex constraints (13) as time-varying convex constraints. According
to (7),

r(k + i|k) = r0(k + i|k) + Δr(k + i|k), for i = 0, 1, ..., Np. (14)

Then the distance between vessel p and vessel q can be approximated accord-
ing to Taylor Theory as:

dp,q(k + i|k) =d0p,q(k + i|k) + C(k + i|k)Δrp(k + i|k)+

D(k + i|k)Δrq(k + i|k) � ds,
(15)

where

C(k + i|k) =
∂h

∂rp

∣
∣
∣
∣
(r0

p(k+i|k),r0
q(k+i|k))

,D(k + i|k) =
∂h

∂rq

∣
∣
∣
∣
(r0

p(k+i|k),r0
q(k+i|k))

.

This convexifying framework is expected to work well since linearizations are
conducted at every prediction step and thus are expected to only result in negli-
gible linearization errors. Moreover, states in (13) become incremental states in
(15) which are consistent with the ones as introduced in Section 2.2.

3.3 Centralized Formulation

We can now formulate the centralized problem based on individual waterborne
AGVs problem as formulated in [2] for the defined connected graph G(k) in
Section 3.1 with convexified collision avoidance constraints in Section 3.2 as

min
Δu1(k)...ΔuNv (k)

Nv∑

p=1

Jp(k), (16)

subject to, for i = 0, 1, ..., Np − 1,

(Δxp(k + i|k),Δup(k + i|k)) ∈ Cp, (17a)

and for p, q ∈ V(k) and (p, q) ∈ E(k)

(14), (15) (17b)
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where Jp(k) is individual vessel cost and readers are referred to [2] which deals
with single waterborne AGV control problem for more details.

There are two types of constraints in the centralized problem: Nv sets of
independent constraints (17a) for each vessel p ∈ V and |E(k)| (cardinality of
E(k)) sets of coupling collision avoidance constraints (17b) for each pair of p, q ∈
V and (p, q) ∈ E(k). Solving centralized problem (16) - (17) provides globally
optimal solutions that generate cooperative and safe vessel behavior. However,
centralized approaches suffer drawbacks compared with distributed approaches
which are to be presented in the next section.

4 Cooperative Distributed Collision Avoidance

Waterborne AGVs with separate transportation tasks are distributed by nature
while system wide goals such as safety and minimal total energy consumption are
also prerequisites. This section proposes a cooperative distributed collision avoid-
ance algorithm based on the decomposition-coordination procedure of ADMM
[13].

4.1 ADMM Based Decomposition for Waterborne AGVs

For notational simplicity, let capitalized letters denote state/input sequences
over the prediction horizon Np in this paper, e.g., X(k) = [x(k + 1|k)...
x(k + Np|k)]T. Observing the centralized problem (16) formulated in Section 3.3,
the barriers for a distributed approach lie only in the coupling collision avoidance
constraints (17b) for which we introduce an indicator function g

(
R̃(k)

)
as

g
(
R̃(k)

)
=

{
0, for R̃(k) ∈ Cca

∞, otherwise,
(18)

where R̃(k) ∈ R2×Nv×Np is a copy of the position variables R(k) of all coupling
vessels over the prediction horizon at step k and CCA the convex sets of the |E(k)|
coupling collision avoidance constraints (17b) w.r.t. R̃(k).

Adding extra consensus constraints for R̃(k) and R(k) as

R(k) = R̃(k). (19)

To this end, the centralized problem (16) can be rewritten as

min
ΔU1(k)...ΔUNv (k)

Nv∑

p=1

Jp(k) + g
(
R̃(k)

)
, (20)

subject to,for p = 1, 2, ..., Nv and i = 0, 1, ..., Np − 1, (17a) and (19).
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The above formulation now suits well the format of ADMM. An augmented
Lagrangian for the formulation [13] is

Lρ

(
X(k), R̃(k),λ(k)

)
= min

ΔU1(k)...ΔUNv (k)

Nv∑

p=1

Jp(k)+

g
(
R̃(k)

)
+ λ(k)T

(
R(k) − R̃(k)

)
+ (ρ/2)

∥
∥
∥R(k) − R̃(k)

∥
∥
∥
2

2
,

(21)

subject to (17a) with λ(k) ∈ R2×Nv×Np being the dual variable of (19) and ρ a
positive step size. The first term in (21) as well as (17a) are separable with respect
to each subsystem. Then the ADMM decomposition-coordination procedure at
each iteration consists of the following steps:

– Step 1:
(
Xj+1

p (k),ΔU j+1
p (k)

)
:= arg min

Xp(k),ΔUp(k)
(

Jp(k) + λ(k)jT
(
Rp(k) − R̃j

p(k)
)

+ (ρ/2)
∥
∥
∥Rp(k) − R̃j

p(k)
∥
∥
∥
2

2

) (22)

subject to (17a) for p = 1, 2, ..., Nv;
– Step 2:

R̃j+1(k) := arg min
R̃(k)

(

g
(
R̃(k)

)
+ λ(k)jT

(
Rj+1(k) − R̃(k)

)
+ (ρ/2)

∥
∥
∥Rj+1(k) − R̃(k)

∥
∥
∥
2

2

)

(23)
– Step 3:

λj+1(k)T := λj(k)T + ρ
(
Rj+1(k) − R̃j+1(k)

)
, (24)

where the superscript j denotes iteration j.
Computations of Step 1 are done parallelly on board of all vessels involved in

G(k). Having collected updated states (only position states Rj+1(k) are required)
of all vessels from Step 1, Step 2 is carried out by a coordinator (e.g., the port
authority) which is implemented as Euclidean projections onto Cca(k) as

R̃j+1
p (k) :=

∏∏∏

Cca(k)

(
Rj+1(k) + λj(k)/ρ

)
, (25)

and can be expressed as the following optimization problem

R̃j+1
p (k) := arg min

R̃(k)

∥
∥
∥R̃(k) − (

Rj+1(k) + λj(k)/ρ
)∥∥
∥
2

2
(26)

subject to
R̃(k) ∈ CCA(k). (27)
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Step 3 updates dual variables based on Rj+1(k) and R̃j+1(k) from the former
two steps.

4.2 Stopping Criteria

A convergence proof of ADMM has been provided in [13] and references therein
under two mild assumptions. However, convergence to a high accuracy can be
very slow while to a modest accuracy usually are within tens of iterations, which
is practically acceptable for our control purposes. Primal and dual residuals for
(20) with respect to (19) are defined as

rj(k) = Rj(k) − R̃j(k), sj(k) = ρ
(
R̃j(k) − R̃j−1(k)

)
. (28)

A reasonable termination criterion to reach a small objective sub-optimality
[13] is then ∥

∥rj(k)
∥
∥
2

� εpri,
∥
∥sj(k)

∥
∥
2

� εdual, (29)

where εpri > 0 and εdual > 0 are primal and dual feasibility tolerances, respec-
tively. These tolerances can be further specified using an absolute and relative
criterion as [13]

εpri =
√

2NvNpε
abs + εrel max

{∥
∥Rj(k)

∥
∥
2
,
∥
∥
∥R̃j(k)

∥
∥
∥
2

}
, (30)

εdual =
√

2NvNpε
abs + εrel

∥
∥λj(k)

∥
∥
2
. (31)

Values of εrel might be 10−3 or 10−4 while εabs is problem specific depending on
the scale of the variable values of the application.

5 Simulation Experiments

5.1 Controller and Scenario Setups

Control parameters of both controllers are set as the same with a prediction
horizon Np = 30. Weight parameters are given as:

w1 =

⎡

⎣
10 0 0
0 10 0
0 0 5

⎤

⎦ , w2 = I3×3,w3 = I3×3, w4 = 5.

System sampling time Ts = 1s. System constraints are based on the actual
limitations of the vessel model we use [17]:

⎡

⎣
0

−0.1
−15π/180

⎤

⎦ � v �

⎡

⎣
0.3
0.1

15π/180

⎤

⎦ , and |τmax| =
[
2 2 1.5

]T
.

Maximum iterations jmax is set to 100; absolute tolerance εabs = 10−3 and rel-
ative tolerance εrel = 10−3. Algorithms in this article are implemented using
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YALMIP (version 20131002) [18] in MATLAB 2011b [16]. Optimization prob-
lems are solved by Cplex (version 12.5.1) [19]. All the simulations are run on a
platform with Intel (R) Core (TM) i5-3470 CPU @3.20 GHz.

We carry out simulations on two vessels encountering each other as a case
study to illustrate the effectiveness of the proposed cooperative distributed col-
lision avoidance algorithm and compare its performance with the centralized
baseline. For both cases, as shown in Figure 1, there are two waterborne AGVs
in a cross scenario: vessel 1 starts from A and is expected to follow the path
A → B with an arrival time of 130 s; vessel 2 starts from C and is expected
to follow the path C → D also with an arrival time of 130 s. That means if no
collision avoidance actions are taken, the two vessels will collide at the center
of the square. We will show that, however, both our centralized and distributed
controllers will succeed in avoiding collisions while still achieve transportation
tasks, i.e., track shortest path smoothly and arrive at destinations on time in an
energy efficient way.

Fig. 1. Cross scenario for two waterborne
AGVs
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Fig. 2. Distances of two waterborne
AGVs

5.2 Simulation Results and Discussions

Figure 2 shows the Euclidean distances between two vessels which are above
the safe distance all the time in both simulations. Figure 3a and Figure 3b
further show the trajectories from the centralized controller (simulation 1) and
the distributed controller (simulation 2), respectively. It can be seen that in
both simulations, vessel 1 and vessel 2 are able to track the reference path well.
Both vessels arrive at the their own destinations on time at 130 s and 134 s,
respectively, in two simulations, despite the possibly time consuming behavior
for collision avoidance in the conflicting area. Blue dots in Figure 3a and Figure
3b are the position of vessel 1 at t = 69s; red squares are the positions of
vessel 2 at the same time. This illustrates that although the trajectories of two
vessels cross each other spatially, they do not cross each other temporally at the
same time. However, observing relative positions of the two vessels in Figure 3
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(a) Centralized trajectory
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(b) Distributed trajectory

Fig. 3. Trajectories of two vessels

0 5 10 15 20 25 30 35
0

0.5

1

1.5

2

2.5

3

3.5

4

4.5

5
Distances through iterations at step 45

prediction step

di
st

an
ce

s

 

 
iteration 1
iteration 20
iteration 40
iteration 67
safe distance

(a) Distance evolutions

0 10 20 30 40 50 60 70
0

1

2

3

4

5
Residuals through iterations at step 45

iterations

pr
im

al
 r

es
id

ua
l

0 10 20 30 40 50 60 70
0

0.2

0.4

0.6

0.8

iterations

du
al

 r
es

id
ua

l

(b) Residual evolutions

Fig. 4. Convergence behavior of distances and residuals over Np at k = 45

and 4, it can be seen that centralized controller resolves the conflict by having
vessel 2 slow down first to give way to vessel 1 while, conversely, the problem
by distributed controller is solved by making vessel 1 wait for vessel 2’s passing
first. Collisions are successfully avoided in both cases.

Comparing with the centralized baseline, the distributed approach attains the
cooperative behavior by decentralized computation and coordination which is in
line with the decentralized nature of waterborne AGV systems. The convergence
behavior of the decomposition - coordination scheme is shown in Figure 4a and
Figure 4b taking the 67 iterations at time step 45 for example. Figure 4a shows
the distance evolutions between two vessels as iterations proceeds. During the
first iterations, distances at several steps of the prediction horizon are below
the safe distance; but by iterative communication and coordination, both vessels
adjust their initial calculated trajectories to guarantee a certain distance from
each other. At the end of iterations when stopping criterion are met, distances
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between 2 vessels have been driven above the safe distance line. In Figure 4b,
the difference between two sets of position variables: one from parallel local
solutions for each vessel and the other from collision avoidance constraints, i.e.
primal residuals converge to the primal tolerance as iteration proceeds, which
means local vessel’s solutions finally also satisfy collision avoidance constraints.
Also, dual residuals which are the difference between current iteration solution
and the previous step solution converge to the dual tolerance.

6 Conclusions and Future Research

Scenarios with multiple waterborne AGVs are considered in this paper which
proposes a cooperative distributed collision avoidance controller based on alter-
nating direction method of multipliers (ADMM) in the framework of model
predictive control (MPC). A network model is defined based on graph the-
ory for vessels which are coupled by non-convex minimum distance separation
constraints. Shifted optimal trajectories are taken advantage of to convexify
the coupling constraints. Iterative decomposition-coordination is achieved via
ADMM. In particular, we introduce indicator functions which are updated using
Euclidean projections over the convexified sets due to collision avoidance con-
straints. The remaining problem is readily further splitted and solved by each
vessel since they have separable objectives and local constraints. Fully paral-
lelized computations are possible in this setting which fits well for the physically
distributed nature of waterborne AGVs. Extra consensus constraints converge
through reasonable iterations which also generate feasibility and optimality con-
vergence to a practical accuracy. Results from numerical simulations illustrated
the effectiveness of the proposed algorithm.

Future research will be dedicated to improving the convergence behavior
of the algorithm possibly by exploring the specific structure of our problem.
Furthermore, hydrodynamic interactions for vessels in close proximity might also
amount to couplings in system dynamics; and more case studies are to be done
for ITT scenarios in the port area to demonstrate waterborne AGVs’ potential
in logistics.
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Abstract. We present a mathematical model for the liner shipping net-
work design problem with transit time restrictions on the cargo flow.
We extend an existing matheuristic for the liner shipping network design
problem to consider transit time restrictions. The matheuristic is an
improvement heuristic, where an integer program is solved iteratively as a
move operator in a large-scale neighborhood search. To assess the effects
of insertions/removals of port calls, flow and revenue changes are esti-
mated for relevant commodities along with an estimation of the change in
the vessel cost. Computational results on the benchmark suite LINER-
LIB are reported, showing profitable networks for most instances. We
provide insights on causes for rejecting demand and the average speed
per vessel class in the solutions obtained.

Keywords: Liner shipping · Network design · Transit time

1 Introduction

The liner shipping network design problem with transit time restrictions,
LSNDP-TT, is a core planning problem facing container carriers. The prob-
lem is to design a set of cyclic routes for container vessels to provide transport
for commodities in an origin-destination (OD) matrix respecting transit time
restrictions of each individual commodity. The objective of the problem is to
maximize the profit of the liner shipping company through the revenues gained
from container transport taking into account the fixed cost of deploying vessels
and the variable cost related to the operation of the routes and the handling
cost of cargo transport. As a consequence of maximizing profits the liner ship-
ping network design problem generally allows rejection of some commodities if
deemed unprofitable.

Recent literature on liner shipping network design allows arbitrary transit
times for all commodities [Agarwal and Ergun, 2008; Brouer et al., 2014a,b;
c© Springer International Publishing Switzerland 2015
F. Corman et al. (Eds.): ICCL 2015, LNCS 9335, pp. 195–208, 2015.
DOI: 10.1007/978-3-319-24264-4 14
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Gelareh et al., 2010; Liu et al., 2014; Mulder and Dekker, 2014; Plum et al.,
2014; Reinhardt and Pisinger, 2012; Wang and Meng, 2014] although it is gen-
erally acknowledged that transit times are decisive for the competitiveness of the
network design. This means that from the customer perspective liner shipping
network design has multiple objectives as the customers prefer minimal transit
times along with low freight rates. However, providing low freight rates by min-
imizing the cost of the network is likely to result in prolonged transit times as
exemplified in Karsten et al. [2015]. Likewise designing a network to minimize
transit times is likely to result in a very costly network since speed increases. Ini-
tial work to construct a multi-criteria objective function is presented in Alvarez
[2012] that considers a bi-linear expression for the inventory cost of the cargo
on board vessels, but the level of service calculations are not computationally
tractable in the already very complex liner shipping network design models.
However, the inventory cost of commodities on board vessels is only indirectly
a concern to the carrier, when excessive transit times result in the customers
switching to a different carrier. Hence, the carriers concern is to ensure a max-
imal transit time corresponding to the market level of service. Wang and Meng
[2014] introduce deadlines on commodities in a non-linear, non-convex mixed-
integer programming (MIP) formulation of liner shipping network design with
transit time restrictions. As a consequence the model does not allow transship-
ment of cargo, which is another common trait of the liner shipping network
design problem.

In this paper we present a capacitated multicommodity network design for-
mulation for the liner shipping network design problem allowing for an arbitrary
number of transshipments and enabling restrictions on transit time of individual
commodities. We also propose an adaptation of the matheuristic of Brouer et al.
[2014b] that considers transshipment times to show that it is tractable to incor-
porate the transit time restrictions in a heuristic context.

The paper is organized as follows: Section 2 reviews related work to the Liner
Shipping Network Design Problem, LSNDP, and related areas in maritime and
public transportation. Section 3 introduces our mathematical model. Section 4
expands the IP used as a move operator in Brouer et al. [2014b] to consider
transit times and the column generation algorithm used to evaluate the cargo
flow considering transit times. Section 5 reports computational results for the
benchmark suite LINER-LIB. We end the paper by drawing conclusions and
discussing extensions in Section 6.

2 Literature Review

Meng et al. [2014] and Christiansen et al. [2013] provide broader reviews of
recent research on routing and scheduling problems within liner shipping. Here
we review selected works on the LSNDP and the inclusion of transit time con-
siderations.

Brouer et al. [2014a] present a thorough problem description of the LSNDP
along with a mathematical model and a benchmark suite of data instances. Incor-
porating transit times into LSNDP is highlighted as an important area for future
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research. To accommodate future research needs the benchmark instances con-
tain maximum transit time for all OD pairs and these instances are used for the
computational results of this paper. Brouer et al. [2014b] develop a matheuristic
for the LSNDP. The matheuristic is an improvement heuristic according to the
categorization in the survey on matheuristics by Archetti and Speranza [2014]
meaning that an integer program is used as a move operator. The present paper
extends the method of Brouer et al. [2014b] to include transit times.

Alvarez [2012] presents mathematical expressions for the inventory cost of
containers during transport. No computational results are reported as the math-
ematical expressions are not easily incorporated into existing models of the
LSNDP. In Wang et al. [2013] an integer program for deciding minimum cost
container paths for a single OD pair respecting transit time and cabotage restric-
tions is considered. Karsten et al. [2015] present a column generation algorithm
for a time constrained multicommodity flow (MCF) problem applied to a liner
shipping network. A resource constrained shortest path problem is solved for each
origin using a specialized label setting algorithm. Different topologies of graphs
for liner shipping networks are presented. Computational results for solving the
MCF problem with and without transit times on global-sized liner shipping net-
works are reported. The solution times for the time constrained MCF problem
is comparable to solving the MCF problem without transit time restrictions.
The algorithm of Karsten et al. [2015] is used in the matheuristic presented
in this paper for evaluating a given network during the search. A liner ship-
ping network design problem considering transit time restrictions is presented in
Wang and Meng [2014]. The model excludes transshipments between services.
The problem is proven to be NP-hard and is formulated as a non-linear, non-
convex mixed integer program. A column generation based heuristic is developed
and a case study is presented for a network of 12 main ports on the Asia-Europe
trade lane with three different vessel classes. The model is suggested as an aid to
planners in a liner shipping company and the case study provides high quality
network suggestions and important insights to assist the planners. The authors
suggest incorporation of transshipments along with transit time restrictions as
an area of future research.

In this paper we present a mathematical model considering cargo transit
time restrictions and transshipments allowed between services. We develop a
heuristic solution method incorporating ideas and methods of several of the
works mentioned in this section.

3 Mathematical Model for the LSNDP-TT

In the following we introduce the notation used to formulate the LSNDP-TT
mathematically. An instance of the LSNDP-TT consists of the following sets:

– P : Set of ports with an associated port call cost ce
p, (un)load cost cp

U , cp
L,

transshipment cost cp
T and berthing time bp spent on a port call.

– K: Set of demands, where each demand has an origin Ok ∈ P , a destination
Dk ∈ P , a quantity, qk, a revenue per unit, zk, a reject penalty per unit z̃k

and a maximal transit time, tk.
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– E: Set of vessel classes with specifications for the weekly charter rate, fe,
capacity Ue, minimum (ve

min) and maximum (ve
max) speed limits in knots

per hour, bunker consumption as a function of the speed, ge
v and bunker

consumption per hour, when the vessel is idle at ports he. There are Ne

vessels available of class e ∈ E. The price for one metric ton of bunker is
denoted cB .

– D: Matrix of the direct distances de
ij between all pairs of ports i, j ∈ P and

for all vessel classes e ∈ E. The distance may depend on the vessel class draft
as the panama canal is draft restricted. Along with de

ij follows an indication
of the cost leij associated with a possible traversal of a canal.

A solution to the LSNDP is a subset of the set of feasible services S. A service
consists of a set of ports P ′ ⊆ P , a number of vessels, and an average sailing
speed. A service is cyclic but may be non-simple, that is, ports can be visited
more than once. In this model we allow a single port to be visited twice, yielding
a so-called butterfly route. The service time Ts is the time needed to complete the
cyclic route. A weekly frequency of port calls is obtained by deploying multiple
vessels to a service. Let e(s) ∈ E be the vessel class assigned to a service s and
ne(s) the number of vessels of class e(s) required to maintain a weekly frequency.
A round trip may last several weeks but due to the weekly frequency exactly
one round trip is performed every week. Let vs be the service speed in nautical
miles per hour.

The mathematical model of the LSNPD-TT relies on a set of service variables
and a path flow formulation of the underlying time constrained MCF problem.
To describe the service network of the LSNDP-TT, we define F s to be the port
sequence ps

1, p
s
2, . . . , p

s
m for the service s ∈ S. Let |s| denote the number of unique

ports in a service s ∈ S and |F s| = m the number of port calls in s.
Furthermore we define a directed graph, G(V,A), with vertices V and arcs A.

V = VP ∪VR is the set of vertices, where VP is the subset of vertices representing
the unique ports p ∈ P , and VR is the subset of service vertices representing all
port calls by all services. VR =

⋃
s∈S VF s and VF s is the subset of vertices

representing the port calls ps
1, p

s
2, . . . , p

s
m of service F s, s ∈ S. p(v) is a function

mapping a vertex v ∈ VR (i.e., a port call) to its actual port p ∈ P . The set of
arcs in the graph can be divided into (un)load arcs, transshipment arcs, sailing
arcs, and forfeited arcs, i.e. A = AL∪AU ∪AT ∪AS ∪AK . These sets are formally
defined below and we associate with each arc a ∈ A a cost ca, traversal time ta,
and capacity Ca.

– AL = {(p, v) | p ∈ VP , v ∈ VF s} and AU = {(v, p) | v ∈ VF s , p ∈ VP }
are respectively the sets of loading/unloading arcs representing a depar-
ture/arrival at port p visited in F s, ca = cp

L, and ca = cp
U is the (un)loading

cost for a container at the associated port p ∈ VP , ta = 0, and Ca is unlim-
ited.

– AT = {(v, u) | v ∈ VF s , u ∈ VF s′ } is the set of transshipment arcs represent-
ing a transshipment between services F s and F s′

defined for every pair (v, u)
where p(v) = p(u), ca = cp

T is the transshipment cost for a container at the
associated port p ∈ VP , ta is the transshipment time, and Ca is unlimited.
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– AS = {(v, u) | s ∈ S, v, u ∈ VF s , v = ps
h, u = ps

((h+1)mod m)} is the set of
sailing arcs representing a sailing between two consecutive port calls v and
u in F s, ca = 0 as sailing costs are directly incurred by the vessels, ta =
dij/vs + bj meaning the time in hours to traverse the edge plus the berthing
time at the arriving port for each sailing, and Ca = Ue(s).

– AK = {(v, u) | v, u ∈ VP ,∃k ∈ K : Ok = v ∧ Dk = u} is the set of forfeiting
arcs representing a rejection of transporting the cargo k between v and u in
P , ca = z̃k + zk is the penalty associated with rejecting the cargo k, ta = tk
is the maximum transit time for k, and Ca = qk.

We use the path flow formulation of the time constrained MCF prob-
lem as described in Karsten et al. [2015]. Let Ωk be the set of all feasi-
ble paths for commodity k including forfeiting the cargo. Let Ω(a) be the
set of all paths using arc a ∈ A. The cost of a path ρ is denoted as cρ

and it includes the revenue obtained by transporting one unit of commod-
ity k sent along path ρ ∈ Ωk. The real variable xρ denotes the amount
of commodity k sent along the path. Let the weekly cost of a service be
cs = ne(s)fe(s) +

∑
(i,j)∈AS

(
cB(he(s)bp + g

e(s)
v(s)d

e(s)
ij ) + c

e(s)
j + l

e(s)
ij

)
accounting

for fixed cost of deploying the vessel and the variable cost in terms of the fuel
and port call cost of one round trip. Define binary service variables ys indicating
the inclusion of service s ∈ S in the solution.

Then the mathematical model of the LSNDP-TT can be formulated as fol-
lows.

min
∑

s∈S

csys +
∑

k∈K

∑

ρ∈Ωk

cρxρ (1)

s.t.
∑

ρ∈Ωk

xρ = qk k ∈ K (2)

∑

ρ∈Ω(a)

xρ − Ue(s)ys ≤ 0 s ∈ S, a ∈ AS (3)

∑

s∈S:e(s)=e

ne(s)ys ≤ Ne e ∈ E (4)

xρ ∈ R
+ ρ ∈ Ωk, k ∈ K (5)

ys ∈ {0, 1} s ∈ S (6)

The objective (1) minimizes cumulative service and cargo transportation cost.
As the cargo transportation cost includes the revenue of transporting the cargo
this is equivalent to maximizing profit. The cargo flow constraints (2) along with
non-negativity constraints (5) ensure that all cargo is either transported or for-
feited. The capacity constraints (3) link the cargo paths with the service capac-
ity installed in the transportation network. The fleet availability constraints (4)
ensure that the selected services can be operated by the available fleet. Finally,
constraints (6) define the service variables as binary.
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The mathematical model extends the problem description of the LSNDP
presented in Brouer et al. [2014a] to handle transit times. The model enforces a
weekly frequency resulting in a weekly planning horizon. The path flow formula-
tion of the MCF problem considers transit time restrictions in the definition of
a feasible path for a given commodity. Column generation is applied for solving
the path flow formulation of the MCF problem, where reduced cost columns are
generated by solving a shortest path problem. Introducing transit time restric-
tions changes the subproblem to a resource constrained shortest path problem
and thus the complexity of the subproblem becomes NP-hard. The label setting
algorithm from Karsten et al. [2015] is used to solve the cargo routing problem
with transit time restrictions during the execution of our algorithm.

In the LSNDP-TT the sailing speed is decisive for the cost of a given service
as well as the feasible solution space of the multicommodity flow problem. The
majority of all commodities are subject to transshipments and transit time may
depend on the choice of speed on multiple services. As a consequence lowering the
speed to reduce the cost of a service may make existing cargo routings infeasible
due to an increase in transit times. Likewise, increasing speed may result in
increased flow in the network as the set of feasible paths increase, but at the same
time it will increase the cost of service through the additional fuel burn. The
service variables of (1)-(6) are defined for an average speed on all sailings on a
round trip and assume a fixed weekly frequency and the resulting speed and cost
change from in- or de-creasing by one vessel may be quite significant. However,
the proposed algorithm is not optimizing speeds of the individual sailings. The
feasible deployment of vessels to maintain weekly frequency will be limited by
the minimum and maximum speed.

4 Algorithm

The algorithm presented in this paper is an extension of the matheuristic
for the LSNDP presented in Brouer et al. [2014b]. The algorithm proposed in
Brouer et al. [2014b] uses a greedy knapsack based construction heuristic to cre-
ate an initial set of services, S. Then the core of the matheuristic is executed
iteratively to try to improve these using a MIP for each service. The algorithm
terminates either when no profitable moves can be found or when a computa-
tional time limit is reached. We use the same overall framework in the follow-
ing and a detailed description and flow chart of the algorithm can be found in
Brouer et al. [2014b]. The central component in the latter matheuristic is an
improvement heuristic, where an integer program is solved as a move operator
in a large-scale neighborhood search. The integer program is iteratively solved
for a single service using estimation functions for changes in the flow due to
insertions and removals of port calls in the service investigated. The solution
of the integer program provides a set of moves in the composition of port calls
and fleet deployment. Flow changes and the resulting change in the revenue are
estimated by solving a series of resource constrained shortest path problems on
the residual graph of the current network. This is done for relevant commodities
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to the insertion/removal of a port call along with an estimation of the change in
the vessel related cost with the current fleet deployment.

Given a total estimated change in revenue of revi and port call cost of c
e(s)
i

Figure 1(a) illustrates estimation functions for the change in revenue (Θs
i ) and

duration increase (Δs
i ) for inserting port i into service s controlled by the binary

variable γi. The duration controls the number of vessels needed to maintain a
weekly frequency of service. Figure 1(b) illustrates the estimation functions for
the change in revenue (Υ s

i ) and decrease in duration (Γ s
i ) for removing port i

from service s controlled by the binary variable λi. Insertions/removals will affect
the duration of the service in question and hence the needed fleet deployment
modeled by the integer variable ωs representing the change in the number of
vessels deployed.

A

BγB

Θs
B = revB − c

e(s)
B

Δs
B = 1

C D

F

E γE
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E = revE − c

e(s)
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1

(a) Blue nodes are evaluated for insertion corresponding to variables γi

for the set of ports in the neighborhood Ns of service s.

A

CλC

Γ s
C = 1

Υ s
c = −revc + c

e(s)
C

D

F

G

1

1

1

11

1

(b) Red nodes are evaluated for removal corre-
sponding to variables λi for the set of current
port calls F s on service s.

Fig. 1. Illustration of the estimation functions for insertion and removal of port calls

4.1 Estimated Revenue Loss ζx Due to Transit Time Changes

For considering the transit time in the IP, it is necessary to estimate how inser-
tions and removals of port calls will affect the duration of the existing flow on
the service. This means that existing flow must be estimated to have sufficient
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Fig. 2. Insertions/removals affect transit time of the flow. Commodity kAD has a max-
imum transit time of 48 hours and the insertion of γB will make path variable xAD

infeasible

slack in transit time for the insertions performed or alternatively, existing flow
will result in a loss of revenue if it cannot be rerouted within the available tran-
sit time on a different path. Figure 2 illustrates a case of a path variable in the
current basis of the MCF model, which becomes infeasible due to transit time
restrictions when inserting port B on its path.

In order to account for the transit time restrictions of the current flow, con-
straints (14) are added to the IP and a penalty, ζx corresponding to losing the

Table 1. Overview of sets, constants, and variables used in the IP

Sets

Ns Set of neighbors (potential port call insertions) of s.
Xs Set of path variables on service s in current flow solution with positive flow.
Nx ⊆ Ns Subset of neighbors with insertion on current path of variable x ∈ Xs.
F x ⊆ F s Subset of port calls on current path of variable x ∈ Xs.
Li Lock set for port call insertion i ∈ Ns or port call removal i ∈ F s.

Constants

Ys Distance of the route associated with s.
Ks Estimated average speed of the service s.
Me Number of undeployed vessels of class e in the current solution.
Is Maximum number of insertions allowed in s.
Rs Maximum number of removals allowed in s.
Δs

i Estimated distance increase if port call i ∈ Ns is inserted in s.
Γ s
i Estimated distance decrease if port call i ∈ F s is removed from s.

Θi Estimated profit increase of inserting port call i ∈ Ns in s.
Υi Estimated profit increase of removing port call i ∈ F s from s.
ζx Estimated penalty for cargo lost due to transit time.
sx Slack time of path variable x.

Variables

λi 1 if port call i ∈ F s is removed from s, 0 otherwise.
γi 1 if port call i ∈ Ns is inserted in s, 0 otherwise.
ωs ∈ Z Number of vessels added (removed if negative) to s.
αx 1 if transit time of path variable x ∈ Xs is violated, 0 otherwise.
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cargo, is added to the objective if the transit time slack for an existing path vari-
able becomes negative. This is handled through the variable αx, where x refers
to a path variable with positive flow in the current solution and sx refers to
the current slack time according to the transit time restrictions of the variable.
For ease of reading, Table 1 gives an overview of additional sets, constants, and
variables used in the IP.

Given this notation, the IP is:

max
∑
i∈Ns

Θiγi +
∑
i∈Fs

Υiλi − fe(s)ωs − ζxαx (7)

s.t.
Ys

Ks
+
∑
i∈Fs

bp(i) +
∑
i∈Ns

(
Δs

i

Ks
+ bp(i))γi −

∑
i∈Fs

(
Γ s
i

Ks
+ bp(i))λi ≤ 24 · 7 · (ne(s) + ωs)

(8)
ωs ≤ Me (9)
∑
i∈Ns

γi ≤ Is (10)

∑
i∈Fs

λi ≤ Rs (11)

∑
j∈Li

λj ≤ |Li|(1 − γi) i ∈ Ns (12)

∑
j∈Li

λj ≤ |Li|(1 − λi) i ∈ F s (13)

∑
i∈Nx

(
Δs

i

Ks
+ bp(i))γi −

∑
i∈Fx

(
Γ s
i

Ks
+ bp(i))λi − UBαx ≤ sx x ∈ Xs (14)

λi ∈ {0, 1}, i ∈ F s γi ∈ {0, 1}, i ∈ Ns αx ∈ {0, 1}, x ∈ Xs

ωs ∈ Z, s ∈ S

The objective function (7) maximizes the estimated profit increase obtained
from removing and inserting port calls, accounting for the estimated change of
revenue, transshipment cost, port call cost and fleet cost. As opposed to the IP
proposed in Brouer et al. [2014b] the change in revenue may be related to not
transporting cargo for which the path duration is estimated to exceed the transit
time of the commodity. The number of vessels needed on the service (assum-
ing a weekly frequency) after insertions/removals is estimated in constraint (8)
accounting for the change in the service time given the current speed Ks. Con-
straint (9) ensures that the solution does not exceed the available fleet of vessels.
Note that ωs does not need to be bounded from below by −ne(s) because it is
not allowed to remove all port calls. Constraints (10) and (11) limit the number
of port call insertions and removals to minimize the error in the computed esti-
mates. The set of port calls affected by an insertion or a removal is fixed by the
lock set constraints (12) and (13), respectively. Finally, constraint (14) activates
the estimated penalty for lost cargo due to an estimated violation of the transit
time for the commodity on this particular path.
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Table 2. The instances of the benchmark suite with indication of the number of ports
(|P |), the number of origin-destination pairs (|K|), the number of vessel classes (|E|),
the minimum (min v) and maximum number of vessels (max v), and the solution time
limit in seconds (t.l.). The instances can be found at http://www.linerlib.org

Category Instance and description |P | |K| |E| min v max v t.l.

Single-hub Baltic Baltic sea, Bremerhaven as hub 12 22 2 5 7 300
WAF West Africa, Algeciras as hub 19 38 2 33 51 900

Multi-hub Mediterranean Mediterranean, Alge-
ciras, Tangier, and Gioia Tauro as hubs

39 369 3 15 25 1200

Trade-lane Pacific (Asia-US West) 45 722 4 81 119 3600
AsiaEurope Europe, Middle East and
Far east regions

111 4000 6 140 212 14400

World Small 47 Main ports worldwide iden-
tified by Maersk Line

47 1764 6 209 317 10800

5 Computational Results

The matheuristic was tested on the benchmark suite LINER-LIB 2012 described
in Brouer et al. [2014a]. Table 2 gives an overview of the instances. We have
revised the transit time restrictions for a small number of the origin-destination
pairs in order to meet critical transit times as our model operates with average
sailing speeds. The pairs where the transit times have been revised are those that
cannot be satisfied by a direct sailing at 14 knots. The number of revised pairs is
6, 15, 106, and 32 for WAF, Pacific, WorldSmall, and EuropeAsia respectively.
They have been revised according to the most recent published liner shipping
transit times.

The matheuristic has been coded in C++ and run on a linux system with an
Intel(R) Xeon(R) X5550 CPU at 2.67GHz and 24 GB RAM. The algorithm
is set to terminate after the time limits imposed in Brouer et al. [2014a] if the
stopping criterion of the embedded simulated annealing procedure is not fulfilled
at the time limit.

We fix the berthing time, bp, to 24 hours for all ports as in Brouer et al.
[2014a] and the transshipment time, ta, is fixed to 48 hours for every connection
as the schedule is not considered.

5.1 Computational Results for LINER-LIB 2012

Table 3 shows that the algorithm can find profitable solutions (negative objec-
tive values) for Baltic, WAF, WorldSmall and AsiaEurope. Pacific is unprof-
itable although both fleet deployment and transport percentage is high. In most
instances except the Mediterranean around 85% to 95% of the available cargo is
transported on average. At the same time as little as 80% of the fleet in terms
of volume is utilized suggesting that further improvements may be achievable as
the larger instances all terminate due to the imposed computational time limits.

http://www.linerlib.org
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Table 3. Best and Average of 10 runs on an Intel(R) Xeon(R) X5550 CPU at 2.67GHz
with 24 GB RAM. Weekly objective value (Z(7)); percentage of fleet deployed: as a per-
centage of the total volume D(v), and as a percentage of the number of ships D(|E|).
T(v) is the percentage of total cargo volume transported and (S) is the execution time
in CPU seconds; time means the solution time limit has been reached

Instance Z(7) D(v) D(|E|) T(v) (S)
(%) (%) (%)

Best - Baltic 1 -14050 100.0 100.0 87.4 101
Average Baltic 74480 100.0 100.0 86.7 108

Best - WAF 10 −5.59 · 106 83.3 85.7 97.0 255
Average WAF −4.87 · 106 83.3 85.2 94.3 354

Best -Med 5 2.42 · 106 91.9 95.0 86.9 710
Average Med 2.70 · 106 90.5 94.0 78.9 737

Best - Pacific 2 3.05 · 106 95.0 91.0 93.3 time
Average Pacific 3.65 · 106 94.0 91.9 94.0 time

Best - WorldSmall 5 −3.54 · 107 82.0 85.2 91.1 time
Average WorldSmall −3.15 · 107 82.3 85.4 90.9 time

Best - AsiaEurope 9 −1.67 · 107 84.6 90.9 88.8 time
Average AsiaEurope −1.45 · 107 83.9 91.9 88.5 time

Table 4 shows that most services operate relatively close to their design
speed for the smaller classes, apart from the WorldSmall instances where average
service speed is higher than design speed. The large vessel classes generally have
high average speeds. For the WorldSmall and AsiaEurope, we can see in Table
3 that we have excess fleet and by comparing D(v) and D(|E|) it can be seen
that it is mainly the large vessel classes that are undeployed. This is somewhat
surprising as this contradicts the economy of scale of larger vessels. However,
Table 4 also shows that the WorldSmall and AsiaEurope operate at very high

Table 4. Average speed per vessel class over ten runs. Last two rows indicate the design
speed and max speed of the corresponding vessel classes. F is Feeder, P is Panamax

Instance F450 F800 P1200 P2400 Post P Super P

Baltic 10.8 13.7
WAF 11.5 13.2
Med 11.9 13.7 13.9
Pacific 12.0 14.2 15.9 18.2
WorldSmall 12.7 15.5 17.5 19.4 19.4 18.2
AsiaEurope 11.7 13.7 16.5 18.0 19.7 17.6

Design Speed 12.0 14.0 18.0 16.0 16.5 17.0
Max speed 14.0 17.0 19.0 22.0 23.0 22.0
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speeds for the large vessel classes. An explanation could be the fact that we
cannot swap vessel classes very well in the algorithm and we are perhaps not
able to fill the larger vessels because we have very good utilization on the small
services. This needs further investigation.

Table 5 gives statistics on the rejected demand in the solutions. The primary
causes are that existing paths do not meet transit time restrictions, that there is
no residual capacity or that the OD pair is not connected in the graph. For the
smaller instances (Baltic,WAF and Mediterranean) rejection of demand is pri-
marily because the OD pairs are not connected, indicating that it is unprofitable
to call these ports. For the larger instances (Pacific, WorldSmall, and AsiaEu-
rope) the demand is primarily rejected due to the transit times that cannot be
met (with some variation), and in WorldSmall a significant amount of cargo is
also rejected due to lack of capacity. In general comparing the percentage not
connected in number of demands (k) compared to the volume (v) not connected
indicates that it is the demands with low volume that are not connected. Often
these demands are from small feeder ports not visited by the solution because
the total volume is very low and it is deemed unprofitable by the algorithm.

Table 5. Statistics on the rejected demand reporting average (μ) and standard devia-
tion (σ) over ten runs. |R| is the number of rejected OD pairs; tt(k) is the percentage
of OD pairs rejected due only to transit time; C(k) is the percentage of OD pairs
rejected due only to lack of capacity; tt,C(k) is the percentage of OD pairs rejected
due to both transit time and lack of capacity; L(k) is the percentage of OD pairs
not connected; FFE is the volume of the rejected demand; tt(v) is the percentage of
the volume rejected due only to transit time; C(v) is the percentage of the volume
rejected due only to lack of capacity; tt,C(v) is the percentage of volume rejected due
to both transit time and lack of capacity; L(v) is the percentage of volume rejected
because O and D are not connected

Instance |R| tt(k) C(k) tt,C(k) L(k) FFE tt(v) C(v) tt,C(v) L(v)
(%) (%) (%) (%) (%) (%) (%) (%)

Baltic μ 10 0.0 20.8 0.0 79.2 653 0.0 66.4 0.0 33.6
σ 1 0.0 6.7 0.0 6.7 57 0.0 6.8 0.0 6.8

WAF μ 7 3.4 16.2 0.0 80.4 489 2.8 28.1 0.0 69.1
σ 2 7.4 12.5 0.0 9.3 230 6.9 28.4 0.0 26.1

Med μ 113 32.9 0.7 5.1 61.2 1590 41.9 0.7 7.4 50.0
σ 25 11.1 0.9 3.1 12.2 521 13.0 1.2 5.1 14.6

Pacific μ 190 53.4 2.7 15.9 28.0 2629 51.5 10.1 27.6 10.8
σ 21 11.8 2.3 8.3 5.7 708 17.0 9.5 14.2 4.9

WorldSmall μ 238 38.3 27.8 23.4 10.5 11635 42.7 24.3 25.9 7.2
σ 22 11.8 4.9 9.6 13.6 1008 13.5 6.5 10.5 9.5

AsiaEurope μ 810 37.2 11.7 26.4 24.8 8836 41.6 15.4 31.2 11.9
σ 66 5.6 5.4 4.0 4.4 871 10.3 6.7 8.9 2.9
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6 Conclusions

We have presented a model for the LSNDP-TT introducing transit time restric-
tions on each individual commodity while maintaining the ability to transship
between services. We have extended the matheuristic of Brouer et al. [2014b] to
handle transit time restrictions. The core component of the matheuristic is an
integer program considering a set of removals and insertions to a service. We
extend the integer program to consider how removals and insertions influence
the transit time of the existing cargo flow on the service. Each iteration of the
matheuristic provides a set of moves for the current set of services and fleet
deployment, which lead to a potential improvement in the overall revenue. The
evaluation of the cargo flow for a set of moves requires solving a time constrained
multi-commodity flow problem using column generation.

The introduction of transit time constraints changes the estimation func-
tions for the improvement heuristic and the pricing problem of the column gen-
eration algorithm from an ordinary shortest path problem to a resource con-
strained shortest path problem. We apply the specialized label setting algorithm
of Karsten et al. [2015] to achieve satisfactory performance.

Extensive computational tests show that it is possible to generate profitable
networks for the majority of the instances in LINER-LIB and especially for
the larger instances the approach generates networks of good quality. However
some demand is not served and the fleet is not utilized completely, especially
for the larger vessel classes, suggesting that further algorithmic improvements
may lead to even better solutions. We expect that especially speed optimization
on individual legs as well as more flexibility in terms of possible vessel class
swaps could improve the algorithmic performance in terms of profitability for
the generated networks as well as the amount of met demand.
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Abstract. High precision positioning for a ship is important during logistics au-
tomation on water. This paper has proposed a positioning system of model ship 
based on monocular vision. Firstly an image of the experiment pool can be ob-
tained by the camera on shore before the image is filtered and corrected in the 
preprocessing. Then the system uses binarization area and color threshold to 
identify a ship target. Finally ship real-time information which includes posi-
tion, navigation speed and course can be obtained by transforming the image 
coordinate into the inertial coordinate, and the ship track will be displayed on 
the positioning software at the same time. Experimental results show that real-
time and positioning precision of this system can meet automatic navigation 
demand for model ship. 

Keywords: Monocular vision · Color threshold · Coordinate transforming ·  
Positioning system 

1 Introduction 

With the development of logistics automation on water, a real-time positioning sys-
tem for a ship is needed. It can provide navigation information such as position, speed 
and course for the ship navigation in automatic logistics. 

1.1 The Research Background 

At present, GPS, inertial navigation, radar and computer vision equipment are widely 
used in ship positioning system [1]. 

GPS has the advantage of wide scope of coverage, but the positioning accuracy is 
not high enough. Zheng L. F. puts forward a mobile ship positioning technology 
based on GPSOne. On the basis of the fusion of CDMA network, this technology can 
solve the positioning error of A-GPS. But the precision can only reach meter-scale, 
does not meet the demand of the real-time ship positioning [2].  
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Optical gyro inertial system, which is also currently used, has been applied on land 
vehicles. But the cost of inertial system is very high, and it has accumulative error 
after working for a few hours. Xu X. F. uses the navigation information of GPS to 
correct the error of inertial system. But the result is also not stable enough after work-
ing in a period of time [3].  

Radar is more accurate. With the development of High-Frequency (HF) radars, the 
precision can reach centimeter according to the research of HF radar measurements 
accuracy by Essen H. H [4]. But high precision radar equipment is very expensive for 
ship positioning system. 

Visual positioning system acquires continuous image sequence of moving target by 
a video camera. Then the designed algorithm in image sequence is used to detect, 
track and positioning the target. After that, the trajectory is reconstructed and three-
dimensional coordinates of the target are outputted [5,6,7]. Li X. F. designed a ship 
tracking and positioning system based on binocular vision, which is divided into four 
modules: camera calibration, target tracking, stereo matching and parallax position. 
This system can achieve real-time tracking and provide precise location of ship [8].  

1.2 The Research Significance 

The positioning system for an autonomous navigation ship should have a certain pre-
cision for automatic collision avoidance and route planning. Accuracy of visual poi-
soning system is higher than GPS and inertial system and it costs lower than radar. 
With comprehensive consideration, visual positioning is chosen for research. But 
there are also some issues in ship visual positioning system nowadays. 

In the aspect of recognition, grey image binarization is mostly adopted in the ship 
visual positioning system. Jin X. D. uses Histogram-based threshold to detect the 
object and background in the gray image of a ship [9] Xie D. L. used computer vision 
to match the shape feature of container ship’s grey image [10]. But the color characte-
ristics of the target are not reserved completely in those methods and will be affected 
by other noise colors. A stable ship recognition method has not been given for real-
time identification yet. 

In the aspect of positioning, the localization algorithm used for ship location is al-
ways complex. Wang J. provide a relatively simple method of locating ship by mea-
suring the distance based on monocular camera by using projective geometry and 
camera intrinsic parameters. But the parameters of this method are not easy to be 
measured in real time applications [11]. A simple localization algorithm which input 
can be easily measured should be given for real-time positioning. 

1.3 Work of this Paper 

This paper puts forward a monocular vision positioning system based on an color 
threshold of each channel in RGB model. Because the color of ship background  
image is simple (the water color), this method has a good applicability for the  
experiment of ship recognition. And in order to get high precision and real-time per-
formance, a simple localization algorithm based on pin-hole imaging is given. 
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In this paper, the positioning system is expounded in two parts. The first part is the 
ship target recognition. An identification method is explained in detail in this part. 
Then in the second part, a coordinate transformation is given. It is used to get the 
navigation motion state of the ship. Finally the experimental method is introduced and 
the results are analyzed to verify the accuracy of the system. 

2 Ship Target Recognition 

2.1 Color Feature Recognition 

To identify a ship from an image, the positioning system needs to segment image 
which contained objective vessels. Wang J. T. studied several kinds of color image 
segmentation algorithms. He said that among all the segmentation methods, the image 
segmentation based on color is used widely, and threshold segmentation is one of the 
most common methods in color segmentation because that method is simple, needs 
small amount of calculation and performs stable [12]. Through setting a certain thre-
shold the method can divide an image into the interesting color area (such as the color 
of the model ship) and the others (such as water, distractions, etc.). 

In order to get better ship image segmentation in the experiment, the ship is cov-
ered with the marked color (red) before doing experiment. In this paper， RGB color 
space is used and the steps of color threshold segmentation are shown as follows: 
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r, g, b are called the chromaticity coordinates, and r + g + b = 1.Then threshold of 
each channel is set. 

 min max( ) ( )THA r r THA r≤ ≤  

 min max( ) ( )THA g g THA g≤ ≤  (2) 

 min max( ) ( )THA b b THA b≤ ≤  

In the recognition of ship, some photos of the red ship are taken and the range of the 
RGB value in each pixel in these photos is obtained. Then experience threshold value 
is set: 
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 min max( ) 0.6 ( ) 1THA r THA r= =  

 min max( ) 0 ( ) 0.2THA g THA g= =  (3) 

 min max( ) 0 ( ) 0.2THA b THA b= =  

The normalization method can reduce influence caused by the change of brightness. 
But only the relative luminance component of r, g and b are wiped off. The influence 
by the color saturation is not separated from normalized RGB model. However,  
after experimental comparison, it is found that the difference of the three channels  
(r, g and b) is in a certain range. Namely, the difference is little affected by the light. 
This paper proposed an improved threshold processing method, which can better 
identified the ship under different illumination by joining the criterion in the second 
step of experience threshold processing. And the criterion is as follow: 

If the pixel meets: r-g>THA(r-g)&&r-b>THA(r-b), then it is the red pixel.  
THA () represents the threshold of the current identification mode. Parameters that 

are in brackets represent the color difference. Such as THA (r - g) is the value differ-
ence between red and green. 

In the experiment, through constantly adjusting color threshold, the system can 
recognize the ship under different light conditions accurately. 

2.2 Binarization and Contour Detection 

In this paper model ship is selected as the research object, which size is 1/32 of a 
certain torpedo by narrowing. The model ship's length is 958 mm and width is 
243mm.When the ship sails on the water, the area of the hull part is within limits in 
the captured image. Therefore, the following target detection process is put forward: 

1. In the previous step of color recognition, another single channel image is built to ob-
tain the point which meets the color threshold in the original image. And the system 
sets that point's grey value as 255 (white) and other point's grey value as 0 (black). 

2. With OpenCV library function, contour sequences of the binarization image are ex-
tracted and the outlines are drawn on the original image. 

3. For each contour sequence, the threshold value (Smin and Smax) is set to limit the 
contour area and the sequence which can satisfy the threshold condition is saved. 

4. The contour which appears nearby the one in previous frame in reasonable sports 
area is selected as recognized contour. The area is a fan which determined by the 
largest ship heading course and speed change. Reasonable radius is decided by 
constraint conditions, such as real ship speed, course angle. 

5. If the final contour is not uniqueness, this frame will be excluded and the process 
will be done in the next frame. 

3 Ship Motion State Computing 

After recognizing by the image threshold, a feature point is needed to represent the 
center of ship. In this paper the center of circumscribed circle of the ship contour is 
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Fig. 1. Transformation of the ship coordinate 

selected. By the conversion of ship's coordinates in imaging plane, the ship's coordi-
nates in real water scene can be obtained. It is as shown in Fig. 1. 

The meanings of physical quantities are as follows: 

H: height from horizontal plane to the camera (in cm); 
L: horizontal distance from the shore to the camera (in cm); 
Ɵ: angle between focal plane X 'O' Y 'and the horizontal plane (in degree); 
W: width of observed water shore (in cm); 
W': image horizontal width ( in pixel); 

Point P in the Fig. 1 represents the location of ship in the pool and Ps represents 
the location of ship in the camera image. So the XOY plane represents the water level 
and the XsOsYs plane represents the image plane. The monocular camera is overlook-
ing the water at a certain point of view with the angle Ɵ and the height H. Create a 
focal plane X 'O' Y ' though the coastline, then the corresponding point P 'can be ob-
tained. The coordinate transformation between P and Ps can be divided into two steps 
by camera geometry: Ship in camera coordinate system XsOsYs transforms into focal 
plane coordinate system X 'O' Y '. And then it transforms further into the inertial coor-
dinate system XOY. 

3.1 Camera Coordinates to Focal Plane Coordinate 

A single pixel on the image taken by an industrial imaging lens in the experiment is a 
square. Assuming that the distance from focus plane to the camera is Z, the product of 
physics lens’ focal length and each unit size of the image is f. These formulas can be 
given by the principle of camera imaging: 

 ' s

z
x x

f
=  
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Then the proportional relation is given as follow: 

 
'

z W

f W
=  (5) 

So the coordinates of the focus plane are obtained as follows: 
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3.2 Focal Plane Coordinate to Inertial Coordinate  

The geometric relationship between focal plane coordinate and inertial coordinate has 
been shown in the Fig. 1.The coordinate transformation formula is shown as follows, 
which is used to transform the point P'(x',y') in focal plane to the point P (x,y) in  
water surface in two-dimensional coordinates.  
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The formula above is calculated based on the geometric relation as shown in Fig. 1. 
Physical quantities in the formula above have been given, and can be obtained by 
actual measurement. But there is a deviation between point P in image coordinate and 
the ship center point in practical 3d scene, as shown in Fig. 2. 
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Fig. 2. Position deviation 

In cross section, b is the equivalent length of ship in the image obtained by camera. 
The horizontal distance from the center to the camera is d(x,y), which changes with 
position parameter. As shown in Figure 2, the longest horizontal line of ship's projec-
tion in each axis direction is on the top surface and the height from ship surface to the 
water is h. 

First of all, along the x axis, d(x,y) = y. so there is a geometric relationship in this 
picture: 
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Actual distance of the ship center to camera horizontal is as follow: 
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So the deviation in y axis is: 
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In the same way in x axis: 
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The final coordinates of ship location point is: 
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3.3 Motion State Computing 

Ship Speed Computing 
The raw data after image processing are just static coordinates of ship in images.  
In order to get dynamic speed information, considering the image sampling period T 
is very short, the real motion of ship during this time can be seen as a uniform motion. 
So assuming that ship position in adjacent frames are P1(x1, y1) and P2 (x2, y2), in 
the time interval T between two frames, the average speed can be taken as the current 
speed of ship 
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In actual calculation, T(s) is obtained by gathering the numerical difference in the 
timer, and can ensure the accuracy of speed. 

Ship Course Computing 
Because T is small, relationships between course angleψ  and ship coordinates in 

adjacent frames are as follows: 
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4 Experimental Analysis 

4.1 Experimental Platform 

Experimental equipments are as follows: industrial camera and a proper length of cable, 
the battery, power inverter and an computer. Before the start of the experiment, the cam-
era must be fixed in the experimental pool at a certain height to ensure the pool is in the 
scope of the camera view. Then the 12v battery power supplies the industrial camera and 
computer. Camera is connected to the computer through the front-end ports. Besides, 
experiment ship is labeled with red stickers for camera recognition. As follows: 

 

Fig. 3. Experimental platform 

In this paper, software of ship positioning system is based on C++ platform, combin-
ing with OpenCV open-source library vision. It can be a good experimental real-time 
positioning system. The software interface is shown in Fig. 4(the blue color was add-
ed in the experiment). 

  

Fig. 4. The software platform 
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4.2 Experimental Method 

1. Firstly, after the program is running, the angle of the camera must be adjust at the 
same time. Then the pool coastline is paralleled with the image horizontal line to 
make sure that the camera is installed correctly.  

2. Then, the calibration can be started. The pool coastline in the image must be over-
lap with lower edge of the image for convenience. The top left corner in the image 
will be corresponded to the right bottom of coastline. Then the origin of the coor-
dinate system was automatic calibrated by the software.  

3. After the calibration is completed, fixed parameters of positioning system are 
measured: 
(a) Height distance of the camera to experimental water (H);  
(b) Horizontal distance of the camera to experimental water coastline (L);  
(c) Width of the coastline captured by camera (W);  
(d) Angle of the camera optical axis between the vertical (θ ); 
(e) Height from the ship surface to the water surface (h).  

4. Then the ship can be put into the pool, color threshold and binarization area are ad-
justed to make sure that the outline of the ship can be detected accurately. Ideally, 
after the binarization threshold segmentation, only ship area can be trapped. Gaus-
sian filtering is applied to make the binarization image smooth: 

 

Fig. 5. Identify complete interface 

At this point, the corresponding location information is displayed in the window. 

5. When the ship is navigating in different position, ship location outputted by the 
software is recorded. The rangefinder measurement is used to get the true location 
of the ship in the vessel's pool at the same time. 

6. The database is started to store the recorded data in order to guarantee the system’s 
reliability until the measurement sample is reached. 

4.3 Data Analysis 

This system is mainly to obtain the position information of ship. It can be verified by 
real location measured with distance measuring equipment (such as laser range finder 
and so on). But the speed and course information provided by navigation equipment 
have a cumulative error, so their accuracies are hard to verify in experiment. The 
following analysis is in view of the location accuracy.  
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According to the introduction above, automatic ship positioning system should 
have a centimeter level accuracy. In order to validate the precision of this positioning 
system, the actual real-time location measured by laser range finder is used to com-
pared with the one measured by software as shown in the left of Fig. 6. The x, y axis 
represent the coordinates of experiment pool, red point represent the location of point 
measured by software and blue point represent the actual location of point measured 
by range finder: 

 

Fig. 6. Positioning contrast 

Then the error percentages of x axis and y axis in each point can be calculated. It can 
be seen that the valid points are evenly distributed cover the pool, and the x, y axis 
error percentages of experimental measured data are on the high side. Then the first 4 
sets of data are selected to correct the error percentage, that is to say, the average error 
percentage of the former four points is taken as a system error and used to correct the 
ones of the follow points. Then the revised comparison result between the corrected 
software position and the real position can be obtained as shown in the right of Fig. 6. 
Original distance of the contrasted points is decreased after correcting as shown in the 
Fig. 7. 
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Among the external parameters which mostly affect the positioning accuracy are 
the width of the observed water coastline and the distance of the nearest coast to the 
camera in x axis and y axis respectively through the formula derived above. Difficul-
ties in the accurate measurement of these two physical parameters are different which 
related to the installation method of the monocular camera. After calibration of the 
origin, the width of coastline can be directly measured, but the horizontal distance L 
from the camera center to the coastline is obtained by quadratic measurement because 
that the camera is installed in a certain height. As results, the y axis error is a little 
higher than the x axis error as shown in Fig. 8. 

 

Fig. 8. Error percentage contrast 

In a word, the original distance error can fall below 10 cm after corrected as shown 
in Fig. 7. Considering the influences of the external parameters in experiment, the 
location accuracy of this positioning system can meet the requirement of centimeter 
level.  

5 Conclusion 

This paper puts forward a positioning system of model ship based on monocular vi-
sion. This system uses the normalized color difference threshold in ship image seg-
mentation, and the ship motion state computing is given by transformation algorithm 
combining with the installation environment of monocular camera. Finally the real-
time information is displayed on the software. To test and verify the accuracy of the 
system positioning, the actual location measured by the laser rangefinder is for refer-
ence. In the related experiment, the error percentage of each coordinate has been cal-
culated respectively and the experimental process has been analyzed. The positioning 
accuracy of the system is verified to meet the experimental requirements. 

Anyway, this positioning method based on monocular vision is just verified in the 
experimental environment. In this paper, a model ship with red color is chosen for 
identification. Problem of this positioning method is that the color feature of experi-
mental ship is obvious. It can’t represent the normal color of a real ship, and the rec-
ognition will be affected by the weak light. Aiming at this problem, this research  
can be deepened from two aspects. On the one hand, the adaptive color difference 
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threshold can be applied in the positioning system in order to position a ship with 
ordinary color in different illumination. On the other hand, infrared camera can be 
used to instead of ordinary monocular camera, and infrared light source can be placed 
on the ship. Then this positioning system can overcome the influence of light, and be 
applied on real ship automatic positioning system.  

The application of this positioning system is very extensive, it can offer shore side 
real-time monitoring platform for automatic water transportation. For example, it can 
provide the accurate positioning information for unmanned ship automatic collision 
avoidance system. With the development of image processing technology, the system 
can be researched more deeply. 
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Abstract. A considerable shift from road transport to inland naviga-
tion and railway is expected in the following years in France. By focus-
ing on inland navigation, this expected increase of transport will require
an efficient management of the infrastructure and water. Inland naviga-
tion requires water levels kept within the navigation rectangle. Hence it
is necessary to design efficient control algorithms for water levels. Model
Predictive Control (MPC) is proposed to regulate the water level of canals
with locks. This controllermaintains the level close to the navigation objec-
tive by rejecting disturbances mainly caused by lock operations. In this
paper, MPC is designed by considering realistic constraints on the dynam-
ics of the gates and the available supplied discharges. It allows taking into
account several operating conditions that correspond to normal, drought
and flood situations. MPC strategy is tested on a numerical simulation of
the Cuinchy-Fontinettes reach that is located in the north of France.

Keywords: Navigation canal · Control · Waves · Resonance

1 Introduction

Inland navigation presents economical and ecological conditions that motivate
governments of several European countries to promote it [8,10]. A considerable
shift from road transport to inland navigation and railway is expected in the
following years in France [13]. Responding to the expected increase of inland
waterway transport requires the improvement of the inland navigation network
management by the proposal of advanced control strategies. Indeed, the naviga-
tion can be accommodated only in a safe manner if the water level of each canal
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is close to the Normal Navigation Level (NNL) and inside a defined navigation
rectangular, i.e. an interval around the NNL. This implies minimum canal width
and depth for the boats to pass and maximum water depth to avoid bridges.

There are different algorithms to control canals, an overview of the differ-
ent algorithms is given by [6,9]. One of the control techniques applied to water
systems is Model Predictive Control (MPC). It can be applied to different kind
of water systems [17]. MPC is used for flow control; controlling the ecological
flow rate of a dam river system [12] or maintaining the desired flow in irrigation
canals [14]. There are several water level control applications using MPC, for
example for irrigation canals [20] or drainage canals [19]. MPC was also imple-
mented on laboratory canals [1,4] and tested on a real irrigation canal [18].
MPC can be used for different water systems to achieve different management
objectives. It can be used to control water quality [21], for risk mitigation
[22]. The control of water systems used for navigation is dealt with [11]. In
this work we focus on the objective of water level control of a navigation canal.
Similar approach is used as in the above mentioned works of controlling irrigation
canals [18].

The level of the navigation canals is mainly disturbed by the operation of the
lock. When an upstream lock is operated, it is filled from the upstream reach
if a boat is going to the upstream direction or water is released downstream
if the boat is going downstream. These water intakes and releases can initiate
waves that disturb the water level. The disturbance depends on the size of the
lock chamber. MPC aims at keeping the level of the canals inside the naviga-
tion rectangle by operating the gates. However, the constraints imposed by the
working conditions of the gates was not taken into account. Moreover, only one
operating point that corresponds to the management of the canals in normal
situation is considered. In real case, navigation canals can be impacted
by drought and flood periods which enforce the operators to modify the
operating points. That is the reason why the designed control approach has
to be robust to several operating points.

In this work, [3] is improved in two aspects. First, the constraints imposed
by the hydraulic structures are taken into account. Secondly, several operating
points are considered. The management of the navigation reach in drought and
flood situation is addressed, implying different setpoints for the controller. The
controller is tested on the Cuinchy-Fontinettes navigation reach located in the
north of France (Figure 1).

This paper is organized as follows. The proposed models are presented in
section 2. Section 3 is dedicated to the design of the MPC strategy. The Cuinchy-
Fontinettes reach case study is described in section 4. Finally, the performance
of the proposed approach is illustrated in Section 5 using simulation studies.
Section 6 concludes this paper and provides direction for future research.

2 Modeling

Different models are used for simulation of open channels and for control pur-
poses: simple linear models for control design, and more complex, distributed,
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Fig. 1. The Cuinchy-Fontinettes reach

non-linear models to test the developed controllers. This section introduces the
different models of the control structures and the constraints they impose.

2.1 Nonlinear Model for Simulation Purposes

In order to evaluate the proposed controller, a non-linear model is used. The
Saint-Venant equations representing the open channel flow are solved numeri-
cally using the Preissmann-scheme by the software SIC [7]. The model has been
validated using real data before the test of the controllers.

2.2 Linear Model for Control Purposes

The Integrator Delay Zero (IDZ) model is used to model the open water channel
for control purposes [5]. Similarly to the frequently used Integrator Delay (ID)
model [15], the model captures the two most important phenomena: integrator
and delay. The IDZ model is an extension of the ID model in order to account
for the high frequency behaviour: it takes into account the first increase in water
level in a step response. This first fast response is clearly seen in such system,
therefore the choice was the IDZ model. Further work can be to test different
models for the same system. On low frequencies the canal pool can be modelled
as an integrator, that is the water level increases with the integral value of
the discharge, like a tank. The value of this integrator is the reciprocal of the
surface of the canal reach, i.e. the backwater area, As. The backwater area can
be approximated by the product of the width and the length of the canal:

As = BL, (1)
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where B is the width and L is the length of the canal reach.
The delay is the time it takes for a wave to travel from one end to the

other end of the canal. It is slightly different in the upstream (τu) and in the
downstream direction (τd), due to the direction of the waves, and it can be
obtained as:

τu =
L

C − V
(2)

and

τd =
L

C + V
(3)

where V is the velocity and C is the celerity, given by:

C =
√

gH (4)

where g is the acceleration of gravity and H is the water level.
The IDZ model contains a zero, that accounts for the first fast increase in

water level after a disturbance occurs. The calculation of the zero is not detailed
here, see [5]. The general form of the transfer functions can be written as:

h(s)
q(s)

=
p1s + 1

Ass
e−τs, (5)

where h is the water level and q is the discharge, the parameter p1 accounts for
the zero and τ can be τs or τd depending of the direction of the disturbance.

2.3 Modelling Hydraulic Structures

The modelling of the two main gate types used in navigation canals are discussed
below.

Undershot Gate. An undershot gate is a bottom opening in a wall (Figure 2).
The basic condition to have any flow, is that the upstream level (H1) is higher
than the downstream (H2). An undershot gate can be operated under free flow
or submerged conditions. The condition of submergence in terms of the gate
opening and the water depths [16]:

Lsub = 0.7463
H2.389

2

H1.389
1

(6)

where Lsub is the maximum gate opening resulting in submerged flow.
Thus the flow conditions depend on the opening and the corresponding maximum
submerged opening such that:

free if L ≥ Lsub

submerged if L < Lsub.
(7)
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Fig. 2. Undershot gate

Then this should be combined with the physical constraints on the gate opening:

L ∈ [Lmin, Lmax] (8)

Combining the expression for the flow regimes (7) and the physical constraints
on gate opening (8), the free and submerged gate opening limits can be obtained.
Then the free flow discharge for an undershot gate Qgf is calculated as:

Qgf = LBaCgf

√
2gH1 (9)

where Ba is the width of the gate, Cgf is the gate discharge coefficient for free
flow and

L ∈ [Lminfree, Lmaxfree], (10)

where
Lmaxfree = Lmax (11)

Lminfree = max(Lmin, Lsub). (12)

The discharge for submerged conditions (Qgs) is obtained as:

Qgs = LBa

√
2gCgs

√
H1 − H2 (13)

where Cgs is the gate discharge coefficient for submerged case and

L ∈ [Lminsub, Lmaxsub], (14)

where
Lmaxsub = min(Lmax, Lsub) (15)

Lminsub = Lmin. (16)
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2.4 Overshot Gate

For an overshot gate (or sharp crested weir) the flow goes over the crest. Hence
the upstream water level should be higher than the crest and higher than the
downstream water level.

Therefore the conditions to be flow present in the downstream direction is
H1 > W and H1 > H2 where W is the height of the gate (crest of the weir), see
Figure 3.

The physical constraints on W are:

W ∈ [Wmin,Wmax]. (17)

The free flow operation condition is for an overflow gate with gate height
W [7]:

free if W ≥ Wsub

submerged if W < Wsub
(18)

where [7]:

Wsub = 3H2 − 2H1. (19)

The free flow discharge QWf of an overshot gate then can be obtained as:

QWf = 2/3CwBw

√
2g(H1 − W )1.5 (20)

where Bw is the width of the gate and Cw is the weir discharge coefficient and

W ∈ [Wminfree,Wmaxfree] (21)

where

Wminfree = max(Wmin,Wsub) (22)

Fig. 3. Overshot gate
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Wmaxfree = Wmax. (23)

The flow over a submerged overshot gate can be obtained as [2]:

QWs =
3
√

3
2

2/3CwBw

√
2g

√
H1 − H2(H1 − W ) (24)

where QWs is the discharge of a submerged overflow gate and

W ∈ [Wminsub,Wmaxsub] (25)

where
Wminsub = Wmin (26)

Wmaxsub = min(Wmax,Wsub). (27)

2.5 Lock Operations

The locks are modelled as input/offtake of constant discharge. During the time
of the lock operation constant discharge is assumed in order to fill the lock cham-
bers. The time of the lock operations, and the daily number of lock operations
is approximated using real data. As they are not controlled, they are considered
as unknown disturbances for the controller, hence they are not modelled for the
controller.

3 Control Development

The objective is to keep the water level close enough to the NNL while the
inputs do not exceed the constraints imposed by the hydraulic structures. MPC
strategy is chosen due to its ability to handle constraints.

The controller development is described in detail in [3], here a brief summary
is given. Using the IDZ model, all the canal pools are modelled in continuous
time, then the models are discretized using zero order hold. The input of these
models is the change of the discharge, and the output is the water level error.
Then these models are transformed to a minimal state-space model:

x(k + 1) = Ax(k) + Bu(k)
y(k) = Cx(k)

(28)

where A is an n×n, B is n×m, and C is p×n matrix, n is the number of states,
m the number of inputs and p the number of measured variables. The matrices
A, B, C are derived from the discretization of the IDZ model in (5).

In order to be able to formulate constraints on the input discharge Qd(k) we
extend the state by Qd to obtain the following model

z(k + 1) = Ãz(k) + B̃u(k)

e(k) = C̃z(k)
(29)
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where z(k) =
[
xT (k), Qd(k)

]T and

Ã =
[
A 0
0 Im

]

B̃ =
[

B
Im

]

C̃ =
[
C 0

]
,

where Im denotes the m × m identity matrix.
Then, the following objective function is minimized:

min
u=(u(k|k),u(k+1|k),...,u(k+λ−1|k))∈Rmλ

J(z, u)

J(z, u) =
λ∑

j=1

z (k + j |k )T
Pz (k + j |k ) +

λ−1∑

j=0

u (k + j |k )T
Ru (k + j |k ) ,

subject to the following constraints:
z(k | k) = z

∀j = 1, . . . , λ :

z(k + j + 1 | k) = Âz(k + j | k) + B̂u(k + j | k)

e(k + j | k) = Ĉz(k + j | k)
zmin ≤ z(k + j | k) ≤ zmax

(30)

where P and R are weighing matrices. This optimization problem is a quadratic
programming problem.

4 The Cuinchy Fontinettes Reach - Case Study

The Cuinchy-Fontinettes reach (CFR) is the main studied part of the inland
navigation network of the north of France, because this reach has a strategic
location for navigation and water resource management. Indeed, it allows navi-
gation from the French ports to Belgian and Dutch ports. It is 42 km long, 50
m wide, with an average water depth of about 3.8 m and an average discharge
of 0.6 m3/s. The normal navigation level to be maintained is 19.52 m.

CFR is principally used for navigation. The locks that are located upstream
at Cuinchy and downstream at Fontinettes correspond to volume of 3700 m3

and 25000 m3, respectively. The lock operations lead to strong disturbances that
cause long lasting waves along the CFR. When a boat is going to the downstream
direction, first the lock of Cuinchy releases 3700 m3 water, then when the boat
arrives downstream, the lock of Fontinettes is filled with 25000 m3 water within
about 20 minutes. The operation of the lock of Fontinettes causes an about 15
cm drop in the water level downstream. The objective is to keep to water level
between the range of navigation: 15 cm around the NNL.

It is a completely artificial channel that is perpendicular to the direction
of the runoff (overland flow due to excess stormwater). The CFR can be sup-
plied from different sources (Figure 4). First, by the navigation discharge of
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Fig. 4. Scheme of the Cuinchy-Fontinettes reach with the locks, gates and limnimeters

the Cuinchy lock upstream (QLC). Secondly, it can be supplied by a overshot
gate located close to the Cuinchy lock, i.e. the Cuinchy gate (QGC). Finally, in
the central part of the CFR, the gate ’Porte de Garde’ is also controlled (QA),
located at Aire-sur-la-Lys. This undershot gate can supply or empty the CFR
depending of the levels of the CFR and of the river upstream the gate. The
operation of the downstream lock withdraws water from the CFR (QF ).

The CFR is equipped with three limnimeters (sensitive water level gages),
located in the upstream part, at Cuinchy (YC), in the central part at Aire-sur-la-
Lys, next to the overshot gate (YA) and in Fontinettes, downstream (YF ). The
water level is measured using a sampling period of 1 minute.

For all these reasons, the control of the CFR is a stake for the inland navigation
network manager. Especially when drought and flood occurs. During these peri-
ods, the navigation setpoint is modified. In case of drought the NNL is reduced as
higher priority is given for e.g. drinking water supply than to navigation. In case
of flood, the NNL is raised in order to be able to store more water volume in the
canal. The goal is to design an MPC that is robust under all these situations.
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The gates of Cuinchy and of Aire-sur-la-Lys are controlled. Their
characteristics are given below:

Gate of Cuinchy. The gate of Cuinchy is an overshot gate working under free
flow conditions, with possible gate positions of 20.78-22.5 m. The upstream base
NNL is 21.48 m. The width of the gate is 6m. The gate is modelled using the
free flow overflow gate equation.

Gate of Aire-sur-la-Lys. The gate of Aire-sur-la-Lys is an undershot gate and
should always work under submerged conditions. The minimum gate opening is
0, the gate can be closed. The position of the gate can be between 19.17m and
20.16m.

5 Results and Discussion

This section presents simulation experiments for three different situations: nor-
mal operation conditions, drought and flood situation. The controller is used
with the same tuning while the different situations require different setpoints
and operation conditions, summarized in Table 1.

Table 1. Summary of the conditions of the different scenarios

Scenario Setpoint Allowed difference from setpoint Water level of confluences

Normal NNL ± 15cm NNL
Drought NNL-10cm ± 15cm NNL-10cm
Flood NNL+30cm ± 25cm NNL+30cm

Normal operation. First, the normal operation of the system is shown. The
control objective is to keep the water level in a 15 cm range around the NNL. As
in all situations, the locks of Cuinchy and Fontinettes are operating during the
whole day. The locks are opened and closed in different periods - when boats are
crossing. An example of a typical daily lock operation that is used during these
tests is shown in Figure 5. The lock operations upstream, at Cuinchy (dashed
line) cause an increase in discharge, while the operations of Fontinettes cause
discharge valleys. Note that the discharge change is much bigger for Fontinettes.

The controlled water levels for this situation are shown in Figure 6. The
valleys caused by the operations of Fontinettes are clearly seen. All three water
levels are kept within the range of navigation, while the controller was acting
respecting the constraints.

In order to keep the water levels within the navigation limits, the gate of
Aire-sur-la-Lys is always at the maximum opening (Figure 7, the light gray line
is the maximum, the dark gray line would be the opening of Aire-sur-la-Lys, but
it is covered). The opening of the gate of Cuinchy reaches the maximum only at
certain points (e.g. the peaks at 1h, 3h and 5h).
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Fig. 5. Lock operations, with negative sign the water taken out of the canal

0 5 10 15 20 25
19.25

19.3

19.35

19.4

19.45

19.5

19.55

19.6

19.65

19.7

Time (h)

W
at

er
 le

ve
l (

m
)

Fig. 6. Water levels in normal situation, black: Fontinettes, dark gray: Cuinchy, light
gray: Aire-sur-la-Lys, dashed line: NNL
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Fig. 7. Discharges in normal situation, black: Cuinchy, dark gray: Aire-sur-la-Lys (coin-
cides with the maximum), maximum Aire-sur-la-Lys and Cuinchy: light gray
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Fig. 8. Water levels in drought situation, black: Fontinettes, dark gray: Cuinchy, light
gray: Aire-sur-la-Lys, dashed line: NNL
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Fig. 9. Discharge in drought situation, black: Cuinchy, dark gray: Aire-sur-la-Lys, light
gray: maximum allowed discharges

0 5 10 15 20 25
19.35

19.4

19.45

19.5

19.55

19.6

19.65

19.7

Time (h)

W
at

er
 le

ve
l (

m
)

Fig. 10. Water levels in flood situation, black: Fontinettes, dark gray: Cuinchy, light
gray: Aire-sur-la-Lys, dashed line: NNL
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Fig. 11. Discharge in flood situation, black: Cuinchy, dark gray: Aire-sur-la-Lys, light
gray: maximum allowed discharges

Drought situation. For a drought period all NNLs are decreased by 10 cm due to
the lack of water. In this case the setpoint of the CFR is 19.42 m. The water levels
are also decreased on the upstream side of the gates. Thus, the controller has to
bring the system to a different operation point. The new scenario is introduced
after two hours, and the controller has to bring all the water levels between the
new limits, while respecting all the constraints. It can be seen in Figure 8 that
during the full operation all levels are kept within the navigation limits.

The control actions are shown in Figure 9. In the first two hours the dis-
charge of Cuinchy (black line) is not reaching the maximum, but the discharge
at Aire-sur-la-Lys does. After the change the discharge of Cuinchy drops to the
minimum (zero) for several hours, in order to reach the new NNL. The discharge
at Aire-sur-la-Lys also drops to zero, until about 14 hours. Then in order to keep
the situation the discharge at Cuinchy increases again to maximum, while the
discharge at Aire-sur-la-Lys (dark gray) is kept under its maximum (light gray).
Note that the maximum of Cuinchy is a constant, while the maximum of Aire-
sur-la-Lys changes over time. The reason is that the maximum possible discharge
at Cuinchy is determined only by the upstream water level, since the structure
there is an overshot gate. On the other hand, at Aire-sur-la-Lys, the fixed max-
imum gate opening corresponds to different discharges, depending both on the
upstream and downstream water levels.

Flood situation. In case of flood, the water level of the confluences is supposed to
increase by 30 cm. Also the maximum of the normal navigation range is 15 cm
more than the usual. The water levels increase at 2 h. Figure 10 shows that all
water levels are kept, even within the original range of navigation. The response
of the controller can be seen in Figure 11. Note that the maximum possible dis-
charge for Cuinchy has increased as the upstream water level increased. Also for
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Aire-sur-la-Lys a slight in increase in the maximum discharge - and hence in the
implemented one - can be noticed. It is interesting to note that the discharges
are very similar to that of the normal situation. In this case as the water level
upstream of the structure at Aire-sur-la-Lys is increased, the maximum possible
discharge is bigger. Therefore Aire-sur-la-Lys is able to provide more water to
counterbalance the operation of lock Fontinettes, and there is less fluctuation in
the discharge from upstream.

6 Conclusions and Future Research

Model predictive control has been applied for the management of a navigation
reach in normal, drought and flood period. The constraints on the control input
were expressed using the properties of the hydraulic structures and are changing
at every optimization step. The controller was able to handle the constraints
imposed by the hydraulic structures and keep the water level within the range
of navigation allowing the transport over water. In the same time it was able to
handle different scenarios where other objectives (like the transport or storage
of water) enjoyed priority.

Future research consists of extending the proposed controller for more naviga-
tion reaches, in the future a centralized controller is planned to control the system
taking into account the interactions between different reaches. The application
can be extended to include also the main rivers of Belgium and the Netherlands.
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Abstract. Recent statistics show that large container terminals can pro-
cess more than 30 million containers a year, and are constantly in search
for the better ways to optimize processing time, deliver high quality and
profitable services. Some of the terminal decisions are, however, depen-
dent on externalities. One of those is the ship loading process. Based on
the stowage plan received by liner shippers, terminal operators plan the
execution of load and discharge operations. In this paper we present a
literature review for the Ship Loading Problem, where stowage and load-
ing sequencing and scheduling are integrated to improve the efficiency of
the ship handling operations. We present a survey of the state-of-the-art
methods and of the available benchmarking data.

1 Introduction

The World economy has always relied on the ability of transporting goods. With
the introduction of containerized shipping, global supply chains have flourished
and are now demanding more cost efficient and reliable transport. Liner ship-
pers have responded by increasing the capacity of their fleet, deploying vessels of
over 18.000 Twenty Equivalent Units (TEUs). Capacity is, however, not enough.
A reliable service requires the goods to arrive on time, and it is here that con-
tainer terminals play a major role. Recent statistics show that container terminal
throughput, totaling worldwide 651.1 million TEUs in 2013 [38], is estimated to
increase by 5.6%.

As it can be seen from recent literature surveys [6,7,21,36], there is an
increased interest on the use of optimization techniques for the planning of ter-
minal operations. Moreover, there is a growing trend on integration approaches
trying to increase the flexibility of the currently rigid hierarchical planning prac-
tices.

With this paper, we aim at bringing the readers’ attention to the Ship Load-
ing Problem (SLP), where integration efforts go beyond terminal operations and
try to reach the liner shipper as well. Traditionally, the liner shipper is responsible
for generating stowage plans suitable for the current and future ports. Stowage
coordinators spend great effort in generating plans that are both feasible in terms
of vessel stability and efficient in terms of load and discharge operations. Termi-
nals then plan the container sequencing accordingly. The position of a container
in the vessel can, however, have a large impact on the needed transportation
c© Springer International Publishing Switzerland 2015
F. Corman et al. (Eds.): ICCL 2015, LNCS 9335, pp. 238–251, 2015.
DOI: 10.1007/978-3-319-24264-4 17
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time of the container to and from the yard. More control over stowage planning
would enhance the terminal’s ability to efficiently plan ship handling operations.
Common ground for both liner shippers and terminal operators, is the class
based stowage plan. Class based stowage plans assign classes of containers to
positions in the vessel rather than specific containers. Since the assignment of
specific containers to each class has no impact for the objective of the liner
shipper [34], this then leaves terminal operators with two planning decisions: 1)
generating an operative stowage plan (a detailed stowage plan assigning con-
tainers to classes [32]) 2) sequencing of container load operations. Container
sequencing is governed by precedences dictated by the physical position of the
containers on the vessel e.g. the load sequence between two containers in the
same stack (or row) cannot be changed, while it can if the containers belong
to two different stacks. The integration between these two planning decisions
allows a degree of freedom that, according to existing literature (e.g. [32,37]),
has a large impact on terminal costs and handling time.

In this paper we present a literature study of the SLP and its variants. We
wish to illustrate the current state-of-the-art methods and identify interesting
research opportunities. Also, we survey the currently used benchmarks and point
out missing features in the conclusion. This paper is the pioneering literature
review on SLP. We believe that structuring such a problem definition will con-
tribute to better position future research papers in the field.

This paper is organized as follows: First, the SLP is introduced in Section 2.
The literature and benchmark review are presented in Section 3, including a com-
prehensive comparison table. Finally, Section 4 draws conclusion and presents
future research directions.

2 The Ship Loading Problem

When a container vessel arrives at port, handling equipment is immediately
mobilized to service the ship. The management of loading operations, planning
of the equipments to use and their scheduling is what we define as the SLP.
In this sense, equipment scheduling heavily relies on the stowage plan of the
vessel and on the sequence in which the containers are to be loaded. As depicted
in Figure 1, we define the SLP as the integration of four terminal planning
problems: operational stowage planning, load sequencing, equipment assignment
and equipment scheduling.

Ship Loading Problem

Operational 
Stowage 
Planning

Load 
Sequencing

Equipment 
Assignment

Equipment 
Scheduling

Fig. 1. Ship Loading Problem composition
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Let us then define the SLP by describing each of those problems and their
interaction. The term operational stowage plan was first introduced in [32] to
distinguish between the stowage planning problem (solved by the liner ship-
per) and the operational refinement of it done by the terminal. Briefly, during
stowage planning, an assignment of containers to vessel positions is performed.
The assignment must fulfill stability requirement for its entire journey (not only
the current port), while minimizing overstowage (re-handling of containers) and
handling time. A class based stowage plan, is a plan where container types are
assigned to vessel positions rather than actual containers, thus leaving the final
match between containers and container classes to the terminal. We refer to
this last container assignment as the operational stowage planning problem. The
advantage of letting the terminal perform this operation can be easily described.
Since the liner shipper has no knowledge of the yard arrangement, a detailed
stowage plan might be costly in terms of transportation time. In Figure 2, it is
shown how transportation time can be reduced by switching the assignment of
two containers (c1, c2) that belong to the same class (t1). Container classes are
defined by their weight, length , height , etc. We refer the reader to [34] for a
more in-depth description.

t1

t1

c 1c 2

Y
ar

d 
B

lo
ck

s
V

es
se

l Original stowage 
plan from the liner

Operational stowage 
plan from the terminal

c 1, c 2 Two containers of the 
same class t1

Fig. 2. Operational stowage planning

Independently on whether the terminal receives a detailed or class based
stowage plan, there is still a degree of flexibility, the optimization of the load-
ing sequence. The Load Sequencing problem aims at better utilizing the yard
equipment during vessel handling. The sequence in which containers must be
loaded is governed by physical rules, e.g. the sequence between two containers
destined to the same row cannot be changed. It is, however, up to the terminal
to decide the sequence of containers on different rows or bays. Some terminal use
predefined loading policies, such as ”sea to land” where containers are loaded
row or tier wise for the sea to the land side. This decision can also be seen as
an optimization problem. Figure 3 shows an example where an optimized load
sequence can greatly improve the total handling time (the value in parenthesis).
Once a loading sequence if finalized, further handling time improvements can be
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Fig. 3. Load sequencing example

achieved by allowing the pre-marshaling ([11]) of yard blocks. This is, however,
outside the scope of the SLP.

Load sequencing, can only be done given the ready times of each container.
By ready time we mean the time a container is ready to be loaded on the vessel,
that being by a quay crane (QC) or reach stacker. The ready times depend
on the equipment assigned to the vessel (QCs, straddle carriers, reach stackers,
trucks etc.). At the same time the load sequence influences the scheduling of
the equipment, thus making the integration of load sequencing and equipment
assignment and scheduling an obvious choice.

Each of the previously mentioned planning problems defines the SLP, no
matter whether they are solved hierarchically or as an integrated problem. The
main objective of the SLP is the minimization of the total handling time. This
can be interpreted as a minimization of re-handles in the yard and of the trans-
portation times. Secondary objectives can be the minimization of costs associ-
ated to the used equipment. Hard constraints are mainly related to the stability
requirements of the vessels and to the capacity of the terminal equipment.

3 Literature Review

The SLP is not well studied in the literature. The variety of settings, assump-
tions, and objectives considered in previous studies highlights the lack of a com-
monly accepted view of the problem. As mentioned in the previous section, we
define the SLP as a combination of the operational stowage planning problem,
the load sequencing problem and the equipment assignment and scheduling prob-
lem. Most of the works present in the literature can be classified as belonging
to one of those sub problems, yet some authors present some integration efforts.
The information needed to classify a problem has been inferred from the context,
if not explicitly provided by the authors.

During our literature review we compare contributions based on three main
aspects: problem structure, objective function and solution approach. The prob-
lem structure identifies the output of the planning problem, the constraints and
assumption wrt. yard equipment, use of loading policies etc. Table 1 presents a
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comparison of the relevant literature. It is worth noticing that the number of
scientific works is not overwhelming. From now on, we will assume the terminal
as the decision maker and that only loading operations are taken into account.

3.1 Operational Stowage Planning Literature

To the best of the authors’ knowledge, [32] is the only work that focuses entirely
on the operational stowage planning problem. In [32], the input of the problem
is a class-based stowage plan. The authors propose a mathematical formulation
for the assignment of containers to classes. Since vessel stability contraints are
already fulfilled in the class-based stowage plan, only stack weight capacity and
weight sorting requirements are modelled. The model aims at minimizing the
total travel distance and the number of re-handles in the yard. It assumed that
the terminal is operated by straddle carriers, and that there are no restrictions
on the number of available vehicles. Since the mathematical formulation does
not scale to realistic instance, a two-phase Tabu Search algorithm is proposed.
A comparison with container terminal data, reveals that the model underesti-
mates the yard re-handles, which the authors attribute to the stochastic nature
of the problem.

Stowage Planning with Terminal Considerations. In our definition of the
SLP, we assume that stowage planning is the responsibility of the liner shipper.
A number of works in the literature, however, do not share the same idea (e.g.
[3,35,40]). In these works, it is assumed that the terminal has full control over
the positioning of containers in the vessel. The optimization problem that needs
to be solved is then the stowage planning problem. Since it is not the scope of this
survey to review stowage planning literature, we limit ourselves to the description
of those works that include aspects of terminal optimization. It is also debatable
(at least for liner shipping), whether the terminal should be responsible for the
stowage plan.

The work presented in [14] is one of the first stowage planning model that
considers the minimization of yard-rehandles. The model formulates the stability
of vessel only in terms of GM (the distance between the center of gravity and
the metacenter). No distiction is made between the different container types or
their destinations. An estimate of the number of re-handles is calculated and
included in the objective function as well. The estimate is shown to be a fair
estimation of the real re-handles. In a later paper [15], the authors include trim
and healing (longitudinal and transversal listing of the vessel) to the model. The
stability constraints are still handled as an objective rather than a constraint.
Also, the improved model includes the modeling of a yard with multiple rows.
Due to the model complexity, the authors propose a solution approach based
on genetic algorithms. As in [32], there are no restrictions in terms of handling
equipment.

In [3], a stowage planning model is used to analyze the impact of two dif-
ferent load policies: pre-marshaling ([11]), and the sort and store policy. The
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model distinguished between container length, weight, discharge port and power
requirements. Vessel stability is heuristically handled by balancing the front-
back and right-left side of the vessel (an in-depth description of the model can
be found in [4]). The generated stowage plan is then evaluated in terms of yard
re-handles using the two policies. The stowage planning model was also used for
the implementation of the sort and store procedure, which resembles just-in-time
planning where the stowage plan is repetitively computed for the current subset
of available containers. The authors argue that equipment costs must be taken
into consideration before a clear conclusion can be drawn.

Another terminal efficiency analysis, that uses a stowage planning model, is
presented in [35]. Here the same stowage planning problem as in [4] is consid-
ered. The problem is solved using a 3D-Bin Packing approach that, included
into a hierarchical heuristic procedure, models the assignment of containers to
QC. In a first phase the set of containers is heuristically distributed among the
cranes. The containers are then assigned to the vessel by the stowage planning
procedure. Mind that here, as an extra requirement, a stowage planner has iden-
tified subsections of the vessels to be used for containers with specific discharge
ports. The generated plan is then evaluated in terms of quay crane productivity.
A simplified version of this problem is studied in [40] where the authors wish to
minimize the concentration of containers coming from the same yard block and
thus focus on decreasing the interference in the yard. A mathematical model is
presented, but no comments are given to the effectiveness of the approach in
terms of terminal operations.

3.2 Load Sequencing Problem Literature

Literature on the Load Sequencing Problem is scarse. To the best of the authors’
knowledge, only five works focus on this problem, yet the approach to the
problem is very different. Differently than all the works surveyed until now,
[31] approaches the minimization of containers reshuffles directly within the
vessel. The authors argue that the best loading sequence can be obtained by
allowing changes to the stowage plan of each bay. The problem deals with find-
ing a sequence of container moves that converts a given arrival configuration of a
bay into a detailed stowage plan configuration within minimum service time. The
objective is defined as the total processing time of container moves and empty
crane movement. This definition of the problem enables the exploitation of quay
crane double cycling (i.e., alternating loading and unloading operations), and
minimizes internal reshuffles within bays. The approach assumes that a depar-
ture configuration is given for the vessel, then no considerations are made to the
impact of the stowage changes on the next port of calls. The proposed model is
solved using a Greedy Randomized Adaptive Search Procedure (GRASP).

The following works move the focus on yard operations. In [26] the aim is the
generation of balanced Quay Crane (QC) loading plans with respect to Transfer
Crane (TC) assignment. The objective is the minimization of the total travel
distance between all TCs and their setup cost when moved to pick up containers
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in a different yard block. The authors propose the following approach to cope
with the complexity of the problem. Given a detailed stowage plan, containers are
grouped into classes (by size and destination, effectively generating a class-based
stowage plan). Then, in a hierarchical manner, the load sequencing is performed.
Since containers of the same class are distributed among different yard bays,
the method first performs an overall sequencing deciding how many containers
should be moved from which yard-bay to which vessel bay. In a second stage, the
detailed sequencing of each container within the container groups is calculated.
The second stage problem is solved using the beam search heuristic proposed
in [18], while for the first stage, the authors propose an ant colony optimization,
a tabu search and a hybrid of these methods.

In [5], the decision is to determine the loading sequence of containers with the
aim of minimizing the number of re-handles. It is assumed that a detailed stowage
plan is given, that only one QC is available, and that the relocation of containers
within a yard bay is allowed. The authors have proposed a two-stage algorithm.
In the first stage, a heuristic is developed to load the containers which do not
need any rehandling. In the second phase, a dynamic programming algorithm
with heuristic rules is presented to solve the load sequencing problem for all
of the remaining containers. The results are compared with an alternative re-
handling strategy, where load containers are chosen from stacks with the smallest
number of blocked containers. Re-handles are then reassigned to random stacks.
The number of relocations is shown to be reduced by 46.5% compared to the
alternative strategy.

Another work on the load sequencing problem is presented in [16]. Differently
than [5], the authors consider multiple QCs for loading a ship, and evaluate
three different container relocation strategies: nearest-stack, lowest-stack, and an
optimization strategy. These strategies determine where the blocking containers
will be moved. Firstly, a mathematical model of the problem is formulated.
A genetic algorithm is then presented and tested for two versions. One version
assumes that a certain loading sequence is given, while the other also determines
the loading sequence along with the relocation strategy within a yard bay. The
results show that the number of re-handles is reduced up to 30% compared to
state-of-the art solutions which assumes a given load sequencing strategy.

A different approach is taken in [27], where the focus is on the calculation
of the exact number of rehandles for a given load sequencing policy. They do
this by simulating the picking strategies with a discrete-event based simula-
tion model. The simulation model considers the availability of straddle carriers,
the number of reshuffles to reach a stacked container, and the availability of
buffer space under the crane. Tests on the impact of multiple QCs on the oper-
ational efficiency of the loading plan are performed. The authors argue that the
turnaround time of vessel loading is significantly reduced when assigning more
straddle carriers and note that the number of rehandles does not change (see
also [28] for a simulation-based optimization approach for both loading and
unloading operations).
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3.3 Equipment Assignment and Scheduling Literature

Many works in the literature touch on different aspects of equipment manage-
ment. Some examples are the determination of the number of the yard equipment
to use [39], the assignment of equipment to QCs and/or containers during the
loading operations [8,12,17,20,25,33], and sequencing and scheduling of these
yard equipment [8–10,17,20,22–24,29].

Each of these problems has been studied extensively in the literature. For
this survey, we decided to concentrate on two of the most popular works that
incorporate the all above mentioned equipment management problems, and that
are concentrated around container loading.

The focus in [19] is the optimal routing of one TC in a container yard during
loading operations. They decide the number of containers that a TC picks up
at each yard-bay and they also determine the sequence of yard-bays that a TC
visits during the loading of the vessel. It is assumed that QC work schedule is
given, which defines how many containers of a specific type (size and destination)
should be loaded in which vessel-bay at what time interval. The objective of
the presented mathematical model minimizes the total container handling time,
which consists of the setup time at each yard-bay and the travel time between
yard-bays.

The work presented in [8] looks at the vehicle dispatching problem, which
also assumes a given QC work schedule. The authors assume that a fixed number
of vehicles has been assigned to serve each QC. The problem aims at minimizing
the ship berthing time. They propose a greedy heuristic to solve the problem.
For the single-crane case, they prove that the greedy algorithm is optimal. This
does not hold for the multiple crane case. For multiple QC case, they provide
a modification of the greedy algorithm which, compared to the results obtained
with a mathematical model, finds better solutions than the original algorithm.

QCs are also considered as quay-side equipment which are attributed to the
ship loading. In the most of the SLP studies, a QC working plan is given as input
to the problem [17,18,20]. This plan holds the QC split which points out which
specific QC will work on each bay. Once a QC working plan is given, the QC
scheduling for bay areas (see [30]) can be generated. The QC scheduling problem
is, however, outside the scope of the SLP.

3.4 Integration Efforts

The literature on integration efforts for the SLP is also rather limited. To the
best of the authors’ knowledge, only one of the surveyed works actively models
and optimizes the container sequencing. The other integration efforts focus on
the combination of operational stowage planning and equipment planning, where
a loading policy is assumed (e.g. sea-land, fill each stack first. etc.), leaving no
space for the sequence optimization.

The pioneering paper on SLP is [37], which focuses on the generation of
operative stowage plans and the allocation/schedule of straddle carriers. They
assume that a given fixed number of straddle carriers is available for each QC.
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The problem described in [37] relies on the assumption that only one QC operates
and disregards the equilibrium constraints of the vessel in the detailed stowage
plan. A just-in-time scheduling model is solved when a group of container is ready
to be retrieved from the yard. This model assigns each container to a specific slot
and a straddle carrier. Later, in the same paper, the authors extend the approach
to include multiple QCs. This is done by first solving the crane split problem
and then applying the single crane heuristic to each QC. Authors assume two
loading strategies: column-wise, where each stack is filled in sequence, or layer-
by-layer. The objective is the minimization of lateness of the QC moves and the
transportation time between the yard and the quay area. To solve the problem,
the authors present a mathematical model and a best-fit heuristic which can be
applied for all QCs in parallel.

Another integration approach is [18]. Given the QCs schedule, this work
combines operational stowage planning, load sequencing and TC schedul-
ing, making this, to the best of the authors knowledge, the most complete
integration effort. With respect to operational stowage planning, the presented
non-linear mathematical model incorporates vessel stability considerations by
imposing weight and height limit constraints on the stacks of the vessel. The
sequencing is part of the model decisions, however, a column-wise policy is
encoded into the objective. Only the travel time costs of the TCs can force the
sequence away from this policy. The actual schedule for the loading of the con-
tainers is also modelled, aiming at minimizing reshuffles, TCs travel times and
interferences. A two stage approach is used to solve the problem. The first stage
sequences yard-clusters (like the first stage of [26]), while the second sequences
individual containers. Both stages are solved using beam search. In a later paper
[17], the authors propose a genetic algorithm and a simulated annealing heuris-
tic for solving the first stage problem. Although this problem is similar to [26],
we include it in this section since the scheduling of Yard Cranes (YCs) is also
included. Here the objective is the minimization of the makespan for the YCs.

In [1], we find an integration approach that combines detailed yard equip-
ment planning and scheduling, with operative stowage planning. A terminal
operated by reach-stackers is considered. This work is particullary interesting
for its presentation of a full mathematical model that includes all the aspects
regarding reach-stackers routing and operations at the yard for each container.
It is assumed that a selection is made between column-wise or layer-by-layer
loading policy. Moreover it assumes that containers are expected to be loaded
sea-to-land. As in previous approaches, the use of loading policies leaves no space
for sequencing optimization. The model minimizes the number of rehandling, the
movement of reach-stacker (i.e. distance traveled on the ground by the transport
vehicles) and vessel instability. A solution of the model establishes which sec-
tions of the yard provide the containers of the needed type (with given numbers
of containers) and generates a feasible tour of the yard to pick them up. A Tabu
Search algorithm is described for solving the problem. A lagrangian relaxation
approach is proposed by the same author in a later work [2].
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A summary of the surveyed literature can be found in Table 1. The reader
can compare the different manuscripts in terms of problem structure, objective
function and solution approach.

4 Conclusions and Future Research Directions

This paper has presented a description of the SLP as a combination of opera-
tional stowage planning, load sequencing and equipment management. The rel-
evant literature has been surveyed and a comparison table has been provided.
The study shows that, aside from yard equipment scheduling, little work has
been done on the optimization of loading operations.

It is worth noticing that the lack of literature, does not only apply to the
integrated SLP but also to the planning problems composing it. Many works
have appeared in the past two decades on stowage planning, yet very few focus
on the interface with the terminal, and those that do, often look at the problem
only from the terminal side.

An explanation for the scarce amount of research in this field, could be
explained by the general lack of benchmark data. Each paper presents indica-
tions of the nature of the data, but no detailed information. It would be beneficial
to have a public benchmark for the SLP, which could then also be used for its
subproblems.

Of notice, it is also the use of load policies for the container sequencing. Since
most of the surveyed papers have industrial collaborations, this tendency could
be explained as a lack of interest from the terminals.

We see the integration of yard equipment into the SLP models as the nearest
research challenge. In almost none of the papers we surveyed (with exception
of [39] which focuses on routing), yard equipment such as straddle carriers are
considered as a limited resource for the complete SLP. Optimized resource uti-
lization can have a large impact, especially on short-sea terminals, since the
available resources can be utilized to service other operations (e.g. hinterland
operations). Another major challenge is the integration of operational stowage
planning with optimal load sequencing.

The larger number of containers handling (with ship capacities over 15.000
TEUs) puts more pressure on terminal resources. In this respect, other main
resources, namely manpower and QCs, can be further detailed in the SLP for-
mulations. For example, the effects of QC double cycling (which is a method to
increase the efficiency of QC operations) on the SLP can be analyzed.

With respect to solution techniques, the literature focuses mainly to heuristic
methods. However, exact decomposition algorithms might efficiently solve some
reasonable sized problems to optimality.
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Esparcia-Alcázar, A.I., Farooq, M., Fink, A., Machado, P. (eds.) EvoWorkshops
2009. LNCS, vol. 5484, pp. 788–797. Springer, Heidelberg (2009)

12. Grunow, M., Guenther, H.O., Lehmann, M.: Strategies for dispatching AGVs at
automated seaport container terminals. OR Spectrum 28(4), 587–610 (2006)

13. Hu, W., Hu, Z., Shi, L., Luo, P., Song, W.: Combinatorial optimization and strategy
for ship stowage and loading schedule of container terminal. Journal of Computers
7(8), 2078–2092 (2012)

14. Imai, A., Nishimura, E., Papadimitriou, S., Sasaki, K.: The containership loading
problem. International Journal of Maritime Economics 4(2), 126–148 (2002)

15. Imai, A., Sasaki, K., Nishimura, E., Papadimitriou, S.: Multi-objective simultane-
ous stowage and load planning for a container ship with container rehandle in yard
stacks. European Journal of Operational Research 171(2), 373–389 (2006)

16. Ji, M., Guo, W., Zhu, H., Yang, Y.: Optimization of loading sequence and rehan-
dling strategy for multi-quay crane operations in container terminals. Transporta-
tion Research Part E: Logistics and Transportation Review 80, 1–19 (2015)

17. Jung, S., Kim, K.: Load scheduling for multiple quay cranes in port container
terminals. Journal of Intelligent Manufacturing 17(4), 479–492 (2006)

18. Kim, K.H., Kang, J.S., Ryu, K.R.: A beam search algorithm for the load sequencing
of outbound containers in port container terminals. OR Spectrum 26(1), 93–116
(2004)



250 C. Iris and D. Pacino

19. Kim, K.H., Kim, K.Y.: An optimal routing algorithm for a transfer crane in port
container terminals. Transportation Science 33(1), 17–33 (1999)

20. Kim, K.H., Kim, K.Y.: Routing straddle carriers for the loading operation of con-
tainers using a beam search algorithm. Computers and Industrial Engineering
36(1), 109–136 (1999)

21. Kim, K.H., Lee, H.: Container terminal operation: current trends and future chal-
lenges. In: Lee, C.Y., Meng, Q. (eds.) Handbook of Ocean Container Transport
Logistics. International Series in Operations Research and Management Science,
vol. 220, pp. 43–73. Springer International Publishing (2015)

22. Kim, K.Y., Kim, K.H.: Heuristic algorithms for routing yard-side equipment for
minimizing loading times in container terminals. Naval Research Logistics (NRL)
50(5), 498–514 (2003)

23. Lau, H., Zhao, Y.: Integrated scheduling of handling equipment at automated
container terminals. Annals of Operations Research 159(1), 373–394 (2008)

24. Lee, D.H., Cao, Z., Meng, Q.: Scheduling of two-transtainer systems for loading
outbound containers in port container terminals with simulated annealing algo-
rithm. International Journal of Production Economics 107(1), 115–124 (2007).
special Section on Building Core-Competence through Operational Excellence

25. Lee, L., Chew, E., Tan, K., Wang, Y.: Vehicle dispatching algorithms for container
transshipment hubs. OR Spectrum 32(3), 663–685 (2010)

26. Lee, Y.H., Kang, J., Ryu, K.R., Kim, K.H.: Optimization of container load
sequencing by a hybrid of ant colony optimization and tabu search. In: Wang, L.,
Chen, K., S. Ong, Y. (eds.) ICNC 2005. LNCS, vol. 3611, pp. 1259–1268. Springer,
Heidelberg (2005)

27. Legato, P., Mazza, R.M.: Managing container reshuffling in vessel loading by sim-
ulation. In: Proceedings of the 2013 Winter Simulation Conference: Simulation:
Making Decisions in a Complex World, pp. 3450–3461. IEEE Press (2013)

28. Legato, P., Mazza, R., Trunfio, R.: Simulation-based optimization for dis-
charge/loading operations at a maritime container terminal. OR Spectrum 32(3),
543–567 (2010)

29. Li, C.L., Vairaktarakis, G.L.: Loading and unloading operations in container ter-
minals. IIE Transactions 36(4), 287–297 (2004)

30. Meisel, F., Bierwirth, C.: A unified approach for the evaluation of quay crane
scheduling models and algorithms. Computers and Operations Research 38(3),
683–693 (2011)

31. Meisel, F., Wichmann, M.: Container sequencing for quay cranes with internal
reshuffles. OR spectrum 32(3), 569–591 (2010)

32. Monaco, M.F., Sammarra, M., Sorrentino, G.: The terminal-oriented ship stowage
planning problem. European Journal of Operational Research 239(1), 256–265
(2014)

33. Nishimura, E., Imai, A., Papadimitriou, S.: Yard trailer routing at a maritime
container terminal. Transportation Research Part E: Logistics and Transportation
Review 41(1), 53–76 (2005)

34. Pacino, D., Delgado, A., Jensen, R.M., Bebbington, T.: Fast generation of near-
optimal plans for eco-efficient stowage of large container vessels. In: Böse, J.W.,
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Abstract. Nowadays, Short Sea Shipping (SSS) is an essential part in European 
multi-modal transport system, representing approximately thirty-seven per cent 
of intra-Community transactions in tonnes per kilometre (tkm). Since 2001, the 
European Shortsea Network (ESN) in partnership with the short-sea Promotion 
Centres (SPC) of each Member State of the European Union (EU) have  
managed to make significant progress in the promotion and development of this 
mode of transport. 

This paper aims to assess and analyse the SSS of containerised goods in  
Portugal and its articulation with other EU routes and also other transport mod-
es. The current SSS infrastructure, how the sector is organized, as well as the 
future perspectives for the sector are also analysed for the case of Portugal. 

The analyses are based on a survey that was carried out on the logistics  
operators, navigation agents, freight forwarders, and the leading imports and 
exports manufacturers in Portugal. 

Keywords: Sort Sea Shipping (SSS) · Intermodal transport · Containerized 
freight · Survey 

1 Introduction 

Freight transport is a vital component in any economy. It is an economic indicator on 
the contribution to the economic growth of each country or region. Transport net-
works facilitate good and people movement, being considered essential to the com-
petitiveness and growth of the economies. As such, efficient transport networks  
generate savings for businesses, making the production and distribution more efficient 
and generating economies of scale. The recent trends at the global level, combined 
with the efficiency of transport networks, enabled the decentralization of production 
methods and leaded to a significant growth of freight transport flows, both at domes-
tic and international levels. However, this growth raised several problems, mainly due 
to road mode increase, such as air pollution, road accidents, road congestion and the 
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corresponding energy consumption, and social problems [3]. Also the concept of mo-
bility drives the world economy. The mobility of people and goods allowed the massi-
fication of the transport sector. Distances became shorter than ever, new forms of 
business transactions and business strategies were developed changing the way com-
panies are managed, and new services based on the transport sector were developed, 
thus creating numerous opportunities and challenges, leading to globalisation. In this 
way, the issues of mobility and, more specifically, sustainable mobility, became the 
main focus of the concerns relating to the fulfilment of the goals of the strategy 
Europe 2020 programme launched by the European Commission [1]: 

• Reduction in at least 20% of the emissions of greenhouse gases; 
• Increase in the use of 20% energy from renewable sources; 
• Increase in energy efficiency 20%. 

The concept of Short Sea Shipping (SSS) aroused in the beginning of last decade 
of last century, and its definition is not consensual among the various authors [4]. For 
Denisis [3] and Lombardo [15], the definition given by the U.S. Maritime Administra-
tion (MARAD) is considered the most consensual: the SSS is a means of transport of 
goods by waterway that does not exceed the limits of the ocean where navigates and 
uses the shorelines and channels for the carriage of goods. Yonge and Henesey [21] 
define the SSS as freight for distances considered short or to nearby coastal ports. 
Paixão et al. [23] define the SSS as containing certain criteria such as the type of ship, 
the markets in question, the logistical needs and the services offered. According to 
English et al. [6], SSS is based on commercial transportation of goods or passengers 
by national and international shipping, being a subsector of shipping which operates 
in coastal and inland waterways and that does not cross any ocean, competing often 
with road and rail networks. Musso et al. [21] proposed four criteria to define SSS: 

• Geographic criteria, based on the size of the route; 
• Supply criteria, based on the type and size of vessels or belonging to a longer 

path; 
• Commercial criteria, in which it competes with land transport, distinguishing  

between feeder traffic, intraregional traffic and the nature of the load to be carried; 
• Legal criteria. 

In European Union (EU), SSS means the movement of goods and passengers by 
sea between ports situated in EU Member States (EU-28), or between these and non-
European ports at the coast lines in the seas surrounding Europe: cases of the Baltic, 
Black Sea and the Mediterranean. It includes both shipping national and international 
transport feeder services and transport between islands, rivers and lakes [1].  

The SSS sector is responsible for about 5% of European GDP, contributing to em-
ploy approximately 10 million people. The existence of efficient transport systems is 
essential for European companies to compete in the global economy. Many European 
companies operating in the transport sector are world leaders in traffic management 
systems, logistics, infrastructure and manufacture of transport equipment [5]. 

The SSS has become one of the priorities of EU transport policy, with the objective 
of reducing the use of road transport. The SSS has been seen as the only mode of 
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transport able to compete with road transport, minimizing the problems referred to, 
since it offers sustainable and value-added services (e.g. door-to-door) at competitive 
cost when compared with road transport. Since 2001, the European Commission (EC) 
has been trying to increase the use of the SSS through its use-friendly policies and 
funding programs to expansion of the SSS, in order to provide the desired services. 
Several EU countries have been transposing and implementing EU legislation and 
directives, aiming to exploiting the economic benefits offered by the SSS. United 
Kingdom, Italy and Netherlands are the best examples of countries that offer SSS 
services able to compete with road transport. These countries have in common the 
direct access to the sea, and long coastlines (except Netherlands). It is relevant that a 
country like Netherlands, with a coastline quite smaller when compared to most other 
European countries with coastline, is the country that uses sea transport that includes 
Deep Sea Shipping-DSS. The Netherlands is in fact a candidate to SSS leadership in 
Europe. In 2013, it ranked third in SSS cargo transportation, reaching 15% of all car-
go via SSS in EU-28, following the United Kingdom (17.6% of the total cargo) and 
Italy (15.6%). Portugal represented only 2% of SSS [7]. 

 The success of the SSS in one country cannot be merely measured by the coastline 
length and direct access to the sea. In order to conclude that there is a well-organised 
sea transport service in any country, other criteria/aspects have to be factored in. The 
SSS concept is much more complicated and its success depends on various other fac-
tors and variables that will be discussed throughout this paper. 

SSS is an essential part in EU multi-modal transport system representing approxi-
mately 37% of intra-community transactions in tonnes per kilometre (tkm). Since 
2001, the European Shortsea Network (ESN) in partnership with the short-sea  
Promotion Centres (SPC) of each Member State of the European Union (EU) have 
managed to make significant progress in the promotion and development of this mode 
of transport. 

In Portugal, more than one-third of the primary energy is absorbed by the transport 
sector. It is argued that sustainable mobility is the way to reduce its energy intensity 
in order to promote competitiveness, as well as reduce the costs associated with mov-
ing from domestic to external markets of consumption. Once the transport and logis-
tics sector represent high costs for companies, it becomes clear that the focus should 
be on using more efficient transport modes and integrated intelligent transport net-
works, as a means to enhance the competitiveness of these companies, capturing the 
attention of economic agents and investment. 

This paper is organized as follows. Section 2 describes the SSS evolution and  
characterization. Section 3 describes the survey methodology used in this research.  
Section 4 reports and discusses the results of the survey. Finally, Section 5 summariz-
es the main conclusions and some suggestions for further work. 

2 SSS Evolution and Characterization: A Literature Review 

The SSS challenge is to be a low-cost component in the handling of cargo in intermo-
dal and integrated transportation system. Medda and Trujillo [20] intended to assess 
what are the determining factors for the success of the SSS and its development.  
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The authors found that the use of alternative transport modes to road transport would 
only be significant if there was a clear benefit for the carrier in terms of cost, time, or 
both. In this way, these authors stated that the SSS would only be an alternative if the 
advantages for its use were familiar and since the SSS was able to adapt to the needs of 
demand of transport services, offering the same services door-to-door road transport 
offers, whereas only in this way the SSS would be a real and competitive alternative to 
road transport [20]. This concept attracted much attention in the EU over the last dec-
ade. Unfortunately, not all intentions and promises have yet to be met and the desired 
modal transfer, road-sea, is not held, despite the strong will and financial programmes 
implemented by the EU. 

According to Perakis and Denisis [25] and López-Navarro et al. [16], the main mo-
tivation of the EU for the SSS promotion and its expansion was due to other environ-
mental benefits that the SSS could offer when compared with the other modes of 
freight transport, mainly road transport. Due to high external costs of this mode of 
transport, the EU has supported firmly the SSS through various funding programmes 
that lead to modal shift from road transport to shipping. López-Navarro et al. [16] 
consider that, although it is desirable that the SSS constitutes an alternative to road 
transport, both modes of transport can be complementary, as long as EU policies to 
achieve sustainable mobility align accordingly. 

Denisis [3] states that the road freight can and should be a partner and complemen-
tary mode to the SSS. Road mode would be a long distance partner, rather than com-
petitor, leading thus to a higher growth of SSS operations. The SSS for long distances 
is more competitive due to efficiency in terms of fuel utilization and economy of 
scale. Port authorities, taking advantage of the SSS, began rerouting container cargo 
to smaller ports and satellites and increased their storage capacity, aiming to improve 
the efficiency of their terminals [3]. 

Perakis and Denisis [25] conclude that the trends in the logistics sector, in particu-
lar the decentralization of production and logistics services procurement logistics 
operators, would benefit even more the SSS. In fact, modern logistics has become an 
integral part of the production process, due to the needs of industry in adopting just-
in-time production and fast transportation services, resulting in reduced inventory 
costs. These needs could be met only by door-to-door services for transport goods [3]. 
In general, industrial companies are not enabled to own and operate these transporta-
tion services with effectiveness and/or efficiently. For being effective and efficient, 
reliable and secure, these transportation services requires a combination of road trans-
port with the SSS. For the intermodal transfer be done successfully, ports must offer 
efficient services in order to facilitate the transfer and the coordination of the goods 
by the various modes of transport. There are needs in terms of communication and 
exchange of information between the modes, since the routes and timetables must be 
synchronized between the parties. A quick and efficient transfer of goods from one 
mode to the other is crucial to the success of the SSS, as well as for the sustainability 
of freight transport [25].  

 López-Navarro et al. [16] refer that the SSS has success if it is developed and 
geared towards inter-modality, by encouraging cooperation between the shipping 
agents and freight transport companies. However, these authors believe that these 
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companies have the difficult choice of deciding which mode of transport to be used, 
since the use of SSS, for road haulage transport companies, implies a radical adjust-
ment to their traditional way of operating. Good performances and corresponding 
success of SSS is only possible by means of long-term partnerships and cooperation. 
The two modes should not compete among themselves, as it is the case in most cases, 
but rather cooperate to multimodal transport chains [16].   

Paixão at al. [23] explore the reasons why SSS operators continue to concentrate 
on the problems detected by various EU documentation concerning transport and 
SSS, proving not to be the solution required for the transfer of road traffic to the SSS. 
The authors conclude that, despite the huge effort of EU for the desired transfer of 
freight transport from road to sea mode, SSS is still short of the expectations gener-
ated by the EU and continues with plenty of delay with regard to the use of road 
transport. One of the reasons cited for this, according to the authors, is the fact that 
maritime operators of SSS have been specializing in port-to-port services, instead of 
door-to-door services, as do operators of road transportation. Another reason cited by 
the authors is the lousy marketing management, giving rise to a bad image about SSS 
service. This is seen as a disadvantage when compared with road transport. All these 
reasons eventually result in low investment in the promotion of SSS who perceive 
these short-term results to be due to the uncertainty of this market [23]. The empirical 
research conducted by the authors identified eight factors in which the SSS service 
could create a robust strategy and, what are the necessary attributes to integrate the 
SSS within a more competitive multimodal logistics chains. According to Paixão  
et al. [23] these factors are: cost, reliability and quality of service; guarantee of  
service; corporate image; investment policy; involvement in the industry; logistics 
network design and speed; post-market; and existence of policies for managing opera-
tional and commercial relations with freight agents. 

García-Menéndez and Feo-Valero [9] found out that the determining factors for 
modal choice (truck with full charge or a freight container ship) used in Spain, when 
the goal was to carry cargo (motor vehicles, agricultural and ceramic products, and 
appliances) to the rest of Europe. Their findings reveal that variables such as the ac-
cessibility of ports, the distance travelled by land, the INCOTERM used, the value of 
the load, the amount of cargo transported and the type of company are important in 
the choice of transport mode. These as well as cost and time variables, are the main 
factors [20]. In contrast, Koi Yu Ng [14] found out that the competitiveness of the 
SSS was not affected by other factors but monetary and time related costs. 

In order to achieve greater equality in modal shifts, the SSS is currently an impor-
tant mode of transport in the European transport planning. However, despite all the 
attention and promotion given by the EU to the SSS, some issues have been raised 
regarding the real capacity of the SSS to compete with road transport, because it is 
necessary to overcome considerable obstacles, be satisfactorily efficient and cohesive 
across the multimodal chain [14]. 

In order to compete with road transport, the maritime highways began to be  
promoted by the EU latter in the last century. However, according to Gouvernal  
et al. [10], other factors represented a decisive role in the success or failure of  
maritime highways. Their success depends on the maritime distance to be travelled, 
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the road transport costs, the costs necessary for the promotion of SSS and competition 
with road transport, transported volumes, the places where are held between transfer 
modes, as well as regulatory issues relating to the rest of the truck drivers represent an 
important role for sustainable maritime highways viability [10]. Despite having the 
potential to be an alternative way to the road mode, the SSS mode has challenges that 
prevent a greater use, since most ports do not have the necessary capacity for inter-
modal SSS operations. A greater integration of the SSS in the supply chain requires 
some important progress in the logistics sector [20]. 

As described, the development of conventional SSS still faces a set of problems, 
limiting this mode of transport to be an efficient alternative to road transport in terms 
of delivery cost and time. 

The SSS presents benefits and constrains. Denisis [3] refers the benefits of SSS:  

• Improving energy efficiency in the countries; 
• Reduction of air pollution; 
• Reduction of congestion on the roads; 
• Reduction of road accidents; 
• Reduction of noise caused by road traffic of trucks; 
• Infrastructure costs lower than construction and maintenance of roads; 
• Increase the capacity of the transport networks; 
• Increased productivity of ports; 
• Possibility for companies to be socially responsible. 

Medda and Trujillo [20] identified the following constrains: 

• Unfavourable image, in the sense that it is considered an antiquated mode of trans-
port; 

• Low frequency; 
• Low reliability, due to non-fulfilment of departure and arrival; 
• Quality and safety, since there is an increased risk of damage to the goods trans-

ported; 
• Complicated transport logistics, being required their integration into door-to-door 

service; 
• Documentary and administrative complex procedures; 
• Need for efficient ports, port services and connections to the hinterland. 

3 Survey Methodology 

The methodology used in this research includes a literature review on the characteris-
tics of the SSS transport sector, primary data collected from a survey (enquiry), and 
secondary information gathered from official statistics of EU-28 and Portugal (in 
particular). 

The survey has been focussed on the Portuguese SSS characterization. The enquiry 
comprised the following main questions: 
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• (Q1) – What are the most important factors influencing modal choice for freight? 
• (Q2) – In particular, what are the most important factors to choose SSS mode, and 

what are the main factors/attributes of a sea port that guarantee the success of SSS? 
• (Q3) – What are the most important factors to promote a better integration between 

SSS and other modes? 

The questionnaire is divided into three sessions: (1) enterprise and respondent 
characterization, logistics and sea partners; (2) Portuguese SSS characterization (used 
ports for import/entrances, for exports  and for transhipment of Portuguese trade), 
transport mode selection, type of cargo traded, cargo unit used, transport modes used, 
main factors considered important to each mode, mode service assessment, used 
ports; and (3) reasons to use SSS and intermodal modes, and factors that are important 
to promote a better integration of SSS and intermodal mode.  

The Q1 main question is based on the criteria extracted from the work of Pereira  
et al. [27], which factors are cost, lead time, transit time, service level, frequency, 
reliability, flexibility and environmental impact.  

Main questions Q2 and Q3 were built on previous works [e.g., 19, 20, 23, 24, 27].  
The answers to qualitative nature questions of the survey used a 1-5 Likert scale 

(1-less important to 5- extremely important).  
 
Data Collection and Sample 
The analysis of the survey population and the definition of the survey data collection 
strategy were based on the 2013-2014 Ports and Shipping Directory [29] and other 
online sites [e.g., 26], and the SABI database [30]. The survey was developed in 
Google Docs and an email list was built from [26, 29, 30], composed by all 50 listed 
sea shipping operators (SSO), all the 55 logistics operators (LO), all 171 forwarders, 
all 267 transporters and other related companies operating in Portugal. The email list 
was completed, from [30], by adding 494 major exports/imports manufacturing com-
panies (preferred contact: logistics head responsible of each company). The popula-
tion was composed by around a thousand (987) companies operating in Portugal. Due 
the population is stratified, the sample size should be slightly above 100 in order to 
achieve 95% confidence level and a margin of error not higher than 9%.  

The survey was both distributed at the participants of the “ShortSea14- European 
Conference” realized in 12-13 of May in Lisbon and send by e-mail, at the same pe-
riod. The e-mail was resubmitted twice to non-respondents at begin of June and mid-
dle of September. At the end, 106 valid responses had been obtained (147 emails were 
returned with an error or changed address alert; 71 companies have referred not used 
the SSS mode; 32 companies have informed that do not respond due reasons of secu-
rity or confidentiality of business data; the remaining do not reply at all).   

Statistical analyses were performed by the SPPS software tool pack, version 21. 
Descriptive statistical analyses were used for quantitative nature data. For the qualita-
tive data, main questions Q2 and Q3, with eight and twelve variables respectively, it 
was used the Components Analysis (CA) and Factors Analysis (FA).  
MacCallum et al. [18] recommend a minimum sample size of 100 responses and 
Guadagnoli and Velicer [12] refer a minimum of 100 to 200 observations, which is 
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also recommended by several authors [e.g., 12]. MacCallum et al. [17] define that, as 
a rule, for the sample size a ratio of valid responses per existing variables should be 
greater than 5 (in this case, it was greater than 8). 

CA and FA are exploratory multivariate analysis techniques that turns a set of  
correlated variables into a smaller set of independent variables, linear combinations of 
the original variables, known as components and factors. After performing the  
Varimax matrix rotation, the CA becomes FA.  Both of these techniques are usually 
seen as a data reduction methods but, beyond this goal, one of the main advantages of 
each one is that they allow to reduce the information of multiple correlated variables 
into one or more independent linear combinations (components or factors), represent-
ing most of the information present in the original variables [19, 28].  

4 Survey Results and Discussion 

4.1 EU and Portuguese Context 

Portugal has 7 freight sea ports: Sines, Setúbal, Lisbon, Figueira da Foz, Aveiro, 
Leixões and Viana. The ports of Sines, Leixões and Lisbon are, by this order, the main 
container ports, followed by Setúbal port. The port of Viana has a very small expres-
sion in the Portuguese sea freight, except for bulk cargo. According to the Portuguese 
Office of Mobility and Transports (IMTT) [31], regarding the type of cargo, container 
cargo concerned 76.7% and the fractional cargo 22.3% of total freight, reflecting the 
high level of containerisation that Portuguese ports move. The movement of containers 
by the Portuguese ports, in 2013, was approximately 2.2 million TEUs, corresponding 
to an increase in its drive to 25.8%. Concerning container cargo, in 2013, Sines port 
represented 42.5 %, Lisbon port represented 24%, and Leixões port represented 28.6%. 
These ports accounted for 96% of the total TEUs handled by Portuguese ports, in 2013. 

According to Eurostat [7], EU-28 SSS represented, in 2013, 1.75 billion tonnes, 
represented around 60% of all sea transported cargo [7]. Considering the EU-28 SSS 
total amount in that year, United Kingdom accounted for 17.6%, Italy 15.6%, Nether-
lands 15%, Spain 10.8%, as the countries that accounted for more than 10% of the 
total amount; Portugal represented 2.25% only [7]. The main European users of the 
SSS are Netherlands, United Kingdom, Spain, Italy, Turkey and Germany. The main 
European SSS ports are Rotterdam, Antwerp and Hamburg. The main cargo trans-
ported corresponds to solid bulk cargo. 

The SSS in Portuguese ports reached a total of 78.8 million in 2013 and, of these, 
66 million tonnes moved into international transactions [32]. The ports reached 26.8 
million tons that had international destination. The represented a growth of 29% for 
2012, continuing the recovery observed since 2010 (15.2% in 2010, 14.4% in 2011 
and 13.3% in 2012). The most significant growth was recorded in the port of Sines, 
growing 27.8%, followed by the port of Aveiro, Figueira da Foz and Setúbal, with 
growth rates of 20.2%, and 15.7% 19.7%, respectively. In the ports of Lisbon and 
Leixões, the growth was below the double digits, with 8.6% and 3.4%, respectively. 
Only the port of Viana do Castelo has a loss, when compared with the same period of 
the previous year, registering -1.3% [31, 32]. 
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4.2 Survey Results 

The sample is composed by 106 valid responses to the enquire (10.1% of the popula-
tion): 27% are manufacturing companies, 25% are SSO, 16% are transport operators, 
15% are forwarders and 14% are logistic operators (others: 3%); adjusted to the strata 
of the population in percentage, being the SSO 20% higher.  

Respondents are administrators or CEOs (22.6%), logistics head chiefs (18.9%), 
9.4% owners (9.4%), logistics department collaborators (9.4%), operation manage-
ment head chiefs (8.5%), sales head chiefs (7.5%), marketing head chiefs (3.8%). 

About 65% of the respondents has a business volume higher than 5 million euros 
per year, about 13% between 2.5 and 5 million euros, 5% between 1 and 2.5 million, 
and the remaining has less than a million. Concerning the number of employees, 
18.5% referred less than 25, 19.8% between 26 and 50, and 62.3% more than 50. 
Concerning the companies’ location, 34% of the companies are located in great Lis-
bon, 32.2% in great Porto, 7.5% in the north and 24.5% in the centre of Portugal. 
More than 70% of the companies are located in the hinterland of the ports in the north 
region of Portugal (e.g. Leixões) and in the centre-south (e.g. Sines specialized in 
petroleum products and container cargo; Lisbon and Setúbal ports, both specialized in 
container cargo).  About 25% of respondent companies are located in the hinterland 
of the ports of Aveiro, specialized bulk cargo, near Porto at 75 km, and Leixões, spe-
cialized in container cargo, Ro-Ro and bulk cargo. The Leixões and Lisbon ports are 
the most used (for about 70% of the companies). 

Concerning the freight responsibility, 31% of the companies enquired uses third 
part logistics for the cargo transport. Approximately 31% companies appealed, in 
2013, the services of transport undertakings for the carriage of their goods, 23.6% 
used its own fleet for freight, 7.5% used a logistics operator, 3.8% used navigation 
agents and 8.5% referring that the question is not applicable. 

Concerning the type of cargo transported in 2013, 33% of the companies referred 
that operates machines and vehicles while, 30% operates metallurgical products, 30% 
operate as payload type, textiles and garment, foodstuffs and fodder, 5.7% operates 
auto parts.   

The main Portuguese SSS partners of enquired companies are Spain, Netherlands, 
United Kingdom and France, in accordance with governmental statistics. The main 
types of cargo are the liquid and solid bulk and container cargo of 20, 40 and 45-feet.  

 
Question 1 – What are the most important factors influencing modal choice for 

freight? 

Concerning Q1 – transport mode used: 23.6% of enquired companies use the road 
mode in more than 80% of the cases, 20.8% between 50%-80% of the cases, 20.8% 
between 20%-50% of the cases, 18.9% less than 20% of the cases and 13.2% do not 
use the road mode. Concerning rail mode, 66% of enquired companies do not use this 
mode, 23.6% referred the rail mode usage in less than 20% of the cases, only 1.9% 
has referred to use rail mode in more than 80% of the cases.  Considering SSS, 
10.4% of enquired companies use the SSS mode in more than 80% of the cases, 6.6% 
between 50%-80% of the cases, 18.9% between 20%-50% of the cases, 28.3% in less 
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than 20% of the cases and 25.5% do not use this mode. The companies that reported 
having used the SSS during the year of 2013 for the carriage of goods, at least 84% of 
these companies, used the road mode as complementary transport. It should be noted 
that about 7% of the companies that used the SSS, used another mode. 

Around 70% of the enquired companies uses the Leixões, Lisbon, Setúbal, Sines 
ports. The main ports used by undertakings, for incoming and outgoing goods by order 
of importance, are: Leixões, Lisbon, Setúbal, Sines, Aveiro, and the Spanish Vigo, 
Algeciras and Barcelona ports. The port of Leixões is the main port used for the 
movement of goods to be used by about 85% of the Portuguese companies, followed 
by Lisbon (about 50% of the companies surveyed) and Sines is the third most used port 
to be referenced by 36% companies. Refer that two Spanish ports are used for the entry 
and exit of goods: Algeciras by 14% companies and Barcelona by 10%.  The main 
ports used by undertakings, for the transhipping entrance of goods, are in this order of 
importance, Rotterdam (61%), Algeciras (42%), Antwerp (28%), Barcelona (26%) and 
Hamburg (18%), confirming the statistical characterization performed the main ports 
of the SSS, with the presence of 3 European ports identified in the Top-20 of the  
European ports in the year 2013 (except Barcelona). For incoming and outgoing goods, 
Germany, Benelux, Spain, France, United Kingdom, are European countries with 
whom Portugal has the largest commercial transactions, confirming, statistics pertain-
ing to 2013 year. According to the results and, as expect, the road transport is the most 
widely used mode of transport, in year 2013, with 84% companies surveyed have re-
ferred to this mode for goods receipt and 74% for goods exited. In contrast, the trans-
port mode less used is rail transport (approximately 20% companies). SSS is the sec-
ond most widely used mode for freight by enquired Portuguese companies. At least 
70% companies uses this mode for sending goods, while for the goods receipt, its use 
down to 55%. Access to the inland port is mainly outland, effected by road transport. 
Intermodal mode of transport presents a low use by Portuguese companies in the cargo 
movement. About 40% uses this mode for goods exit and 21% uses for the goods re-
ceipt. Concerning intermodal transport, the most commonly used modes are the com-
bination of road transport with rail and road with the SSS. 

Concerning the SSS mode choice, relatively to other transport mode,  by the en-
quired companies, 38.7% have referred that they choose SSS mode for the environ-
mental impact,  35.8% by the cost, 22.6% by the service level, 17.9% by the  
intermodal integration, 17.9% by reliability,  17% by the frequency, 13.2% by the 
transit time and 13.2% by the service availability.  Despite Road mode 60% by  
the frequency, 58.5% by the service availability, 50% referred the by transit time, 
42.5% by the service level, 41.5% by reliability, 37.7% by the cost, 31.1% by the 
intermodal integration, and 6.6% for the environmental impact. Intermodal and rail 
mode as very low values, less than 5.7% and 15.1%, the higher values, both in the 
intermodal and rail modes by the environmental impact, the other are less than 2.8%. 
Question Q2 – In particular, what are the most important factors to choose SSS mode, 
and what are the main factors/attributes of a sea port that guarantee the success of 
SSS? 
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The main factors referred were: 

─ Road/train mode accessibility 
─ Inter-modal infrastructures 
─ Port operations availability 
─ Effectiveness of the pier 
─ Consortia with ship-owners 
─ Lower port costs. 

The three main factors referred as the most important in a sea port to guarantee the 
SSS success were: 76.6% referred the port operation available (76.6%), the road/train 
mode accessibility (75.5%), intermodal infrastructures (50.0%), 36.8% has referred 
the effectiveness of the Pier, 14.2% the consortia with ship-owners and the others 
with less than 6%. 

 Concerning the Q2 second part - the important factors to use SSS as freight trans-
port, we used CA to extract them because, as referred in the session 4, the sample size 
is considered statistically acceptable.  As explained in Session 3, the 8 variables pre-
sented in this question, were extracted from previews work from [27], reduced to the 
eight referred variables as important: environmental impact, Cost, Service level,  
Intermodal integration, Reliability,  Frequency, Transit time and Service availability, 
we use the FA of CA. Normality Kolmogorov-Smirnov and Shapiro-Wilk tests has 
been used with a significance level of 5%, considered as normal distributions  all 
eight variables, not requiring any issued any transformation on data obtained. The 
Bartlett's sphericity test provided a result very significant (χ2 ≈ 588.421; df28), featur-
ing a p-value less than 0.001, value by which we reject null hypothesis, concluding 
that all the variables are significantly correlated.  The results obtained have granted 
legitimacy to the use of the CA method, showed that the matrix contains a significant 
correlations between the eight variables. We have a 0.86 Kaiser-Meyer-Olkin meas-
ure (KMO) that is considered good between 0.8-0.9 values [28]. Factors with eigenva-
lue greater than 1 were retained, as well as one factor that cumulatively explained a 
64.399% variance in the original data. The rotation was not possible due the variance 
values. The correlation between Reliability, Flexibility, transit time and frequency are 
the ones that have correlation with the largest single factor retained with a value  
exceeding 0.8. Thus the main factor in the choice of the SSS as mode of transport is 
its reliability. 

 
Question Q3 – What are the most important factors to promote a better integration 
between SSS and other modes? 

These 1-5 Likert questions were composed by twelve factors: 
─ Ports and terminals with logistical services privatized; 
─ Appropriate land access; 
─ Reduction of tariffs applied to SSS; 
─ Creation of new infrastructures; Ro-Ro services; 
─ Frequency of service; 
─ Cargo track and tracing; 
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─ Providing door-to-door delivery services; 
─ Entry into new markets; 
─ Provision of new services; 
─ Logistics strategic inventory management (just in time, quick response, lean); 
─ Less bureaucracy. 

As Q3 are qualitative nature, we also use FA of CA to analyse the. Normality 
Kolmogorov-Smirnov and Shapiro-Wilk tests has been used with a significance level 
of 5%, considered as normal distributions  all twelve variables, not requiring any 
issued any transformation on data obtained. The Bartlett's sphericity test provided a 
result very significant (χ2 ≈ 596.256; df66), featuring a p-value less than 0.001, value 
by which we reject null hypothesis, concluding that all the variables are significantly 
correlated.  The results obtained have granted legitimacy to the use of the CA  
method, showed that the matrix contains a significant correlations between the twelve 
variables. We have a 0.849 KMO value, which, as referred is considered good. The 
measures of Adequacy of sample (MAS) in the anti-image matrix are between  
0.8-0.9, showed that all variables should be considered in the AC. The commonalities 
analysis showed that all variables have a strong correlation with the extracted factors, 
since the percentage of common variance of variables extracted factors is greater than 
50% for all variables, explaining at least 54.4% of the total variance.  Factors with 
eigenvalue greater than 1 are detained, were detained three factors that cumulatively 
explain variance 67.175% of the original data. While the total variance explained by 
three factors (67.175%) does not vary with the rotation, the same happens with the 
variance explained for each factor. The first factor, Provision of new services,  
explains the variance 44.828%, the second factor, Ports and terminals with logistical 
services privatized, explains 13.587% and the third, reduction of the tariffs applied to 
SSS, explains 8.760%. Cumulatively, those explain the 67.175% variability of the 
twelve original variables. 

5 Conclusions 

The survey suggest that the success of the SSS may be possible if it is integrated into 
the intermodal transport and logistics chain. The SSS offers plenty of advantages, 
however, also presents drawbacks. SSS offers many benefits as it allows withdraw 
trucks from the roads, thus reducing congestion on the roads, causing fewer traffic 
accidents and contributing to improving air quality. The SSS allows lower infrastruc-
ture costs than the construction and maintenance of highways, increasing the produc-
tivity of the seaports, mainly the secondary ports, offering also the possibility  
for companies to become socially responsible. The disadvantages of the SSS are: it 
offers low frequency of the services and low completion of hourly windows (unlike 
road transport). The complexity of service integration into the logistics chain, the 
bureaucracy and the need for the existence of efficient ports with connections to the 
hinterland are other disadvantages. 

Despite having the potential to be an alternative way to road mode, SSS has chal-
lenges that prevent its greater usage, since most maritime networks do not have the 
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necessary intermodal capacity for this, except in specialized ports in this kind of ser-
vices. To combat this problem, the maritime highways and investment in modern and 
efficient port platforms play a preponderant role to the EU panorama of SSS. The 
perspectives of the SSS service are thus quite promising, in that the many advantages 
outweigh the obstacles to their growth, offering enough benefits for the transport sec-
tor to national economies, society and environment. 

Most companies surveyed are located in the hinterland of these ports the main Por-
tuguese ports: Leixões, Lisbon, Sines and Setúbal, reflecting the general geographical 
location of the entire population (of companies). 

The survey has leaded to conclude that road freight transport is selected because it 
offers fast services, low cost for short and medium distances, high frequency, high 
capacity for various types of cargo, door-to-door services, high flexibility and mobili-
ty, as well fast cargo loading and unloading, despite its high polluting rate per ton-km. 
SSS and rail are basically selected by the most socially responsible companies.  

The three main factors referred as the most important in a sea port to guarantee the 
SSS success are the port operation available, the road/train mode accessibility and the 
intermodal infrastructures. 

A better integration of SSS with other transport modes will require the develop-
ment of new services, the privatization of ports and logistics terminals services, as 
well as the reduction of SSS rates.  

Future research may extend the analyses herein presented to other EU countries, 
contributing to the findings for EU policy-making concerning the promotion of SSS. 
Optimization and simulation techniques can be used in order to confirm that the suc-
cess of SSS can be achieved with an appropriated integration of intermodal transport 
into leader companies’ logistics chains. This may be accomplished by optimizing or 
simulating intermodal supply chains with different scenarios and under competition 
with different transportation modes. 
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Abstract. In traditional approaches, the objective of yard crane (YC) dispatch-
ing is usually to minimize makespan of YC operations or to minimize vehicle 
waiting time. However, one of the most important objectives of terminal opera-
tion management is to minimize total weighted vessel turnaround time. We 
prove that minimizing the maximum tardiness of vehicle jobs from one vessel 
will minimize the vessel’s turnaround time. Therefore minimizing the total 
weighted maximum tardiness of all YCs’ jobs will minimize the total weighted 
vessel turnaround time. We propose algorithm MTWMT to minimize total 
weighted maximum job tardiness. We compare the performance of our algo-
rithm with the optimal algorithms RBA* and MMS-RBA* from earlier studies. 
RBA* minimizes total vehicle waiting time while MMS-RBA* minimizes ma-
kespan. Experimental results confirm that MTWMT is most effective in reduc-
ing total weighted vessel turnaround time. 

Keywords: Yard crane scheduling and dispatching · Optimization · Container 
terminal 

1 Introduction 

One of the most important objectives in terminal operations is to reduce vessel turna-
round time (Steenken et al. 2004).  Quite often a terminal operator may treat the vessels 
from different shipping lines with different priorities, because some shipping lines are 
more ‘favoured’ customers than others, or because it is more important to shorten the 
turnaround time for big ocean crossing vessels than for small regional feeders.  There-
fore the objective is to minimize the total weighted turnaround time for vessels.   

In a container terminal, the storage yard is organized in a number of yard blocks.  
In a yard block, containers are arranged in a number of rows and slots as shown in 
Figure 1.  In traditional container terminals, vehicles travel along lanes to load/unload 
containers at the side of a yard block.  YCs need to move among different slot loca-
tions to serve vehicle jobs.  When a YC is busy serving other vehicle(s), a vehicle 
needs to wait.  A vehicle may also need to wait for the YC to move to its job location.  
Therefore the sequence in which a YC serves the vehicles has great impact on  
the vehicle delays in the storage yard.  Previous studies have pointed out that YC  
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Fig. 1. A yard block with slots (yard bays) & rows 

operations are of great importance and likely to be a potential bottleneck to the overall  
terminal performance (Li et al. 2009).  Deciding the job sequence for a YC which we 
refer to as the YC dispatching problem is investigated in this paper. 

In many works presented in the past, the objective is to minimize the total (aver-
age) vehicle waiting time (Ng and Mak, 2005a and 2005b; Kumar and Omkar, 2008; 
Guo et al., 2011); or to minimize the makespan (Jung and Kim, 2006; Lee et al., 
2007), that is, the total time taken to finish a set of jobs by the YC.  Minimizing  
vehicle waiting times helps vehicles to return to the QCs as soon as possible after they 
arrive at the yard blocks.  However, minimization of QC waiting time for vehicles is 
not guaranteed.  The YC service order is to minimize total vehicle waiting time.  Thus 
it may result in some vehicles returning to the quayside earlier than they are needed 
while others are late for the QCs.  Minimizing makespan for a YC enables the YC to 
finish a set of jobs as soon as possible.  This optimizes the YC productivity.  Optimal 
productivity of a YC is often achieved with minimum gantry movements to reduce the 
YC unproductive times.  This does not necessarily minimize vehicle delays in reach-
ing the QCs.  

To help minimize the total weighted vessel turnaround time the algorithm should 
help minimize the total weighted operational delay in loading and unloading of vari-
ous vessels.  We introduce the concept of vehicle job tardiness at a yard block.  The 
vehicle job tardiness is the lateness in completing a job with respect to the deadline of 
the vehicle job. 

For a loading job, based on the time a QC needs the vehicle at the quayside, the 
time this vehicle should leave the yard block with the container to travel to the quay-
side is the deadline of this vehicle job.  It is the time the QC needs the vehicle minus 
the expected travel time from the yard block to the QC (assuming no traffic conges-
tions).  Once a vehicle is assigned to this loading job, the vehicle’s arrival time at the 
yard block can be derived or predicted based on the expected travel time of the  
vehicle and when the vehicle is expected to move towards the container block.     

Even though an unloading job is less critical to the QCs, longer times needed to 
store a container in the storage yard also directly lead to interruptions of QCs’ unload-
ing process (Kemme, 2010).  A deadline set for the vehicle will help the YC finish the 
job so that it can return to the QC to be part of a continuous supply of vehicles to the 
QC.  The deadline of an unloading job can be set as a certain amount of time after its 
arrival at a yard block such that the total time for a vehicle to be served at a QC, travel 
to a YC, be served by a YC and travel back to a QC in within a reasonable cycle time.   

Row 
2 
1 

… Slot/bay 

 1 2  3  4 . . .  
Yard Crane 

. 36  

Vehicle 
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For external vehicles carrying export or import containers, a deadline for a storing 
or retrieving job at the yard block will allow the terminal operator to guarantee a qual-
ity of service to the external truck companies.  For example, the terminal operator 
may guarantee that 15 minutes after an external truck’s arrival, its retrieval or delivery 
of a container will complete and it is able to leave.  This will help the truck company 
to plan their transport operations. 

Each loading or unloading job is associated with a vessel.  Each vessel has a 
weight representing the priority the terminal operator assigns to the vessel.  To allow 
the YC dispatching algorithm to help minimizing the total weighted vessel delays, the 
weight of the vessel is assigned to the weight of all its loading or unloading jobs.  For 
jobs associated with external vehicles, we can assign a suitable weight as if it is for a 
(virtual) vessel. 

Given the weights, the deadlines of the vehicle jobs and their predicted arrival 
times at the yard block, the YC dispatching algorithm computes its serving sequence 
with the ultimate objective of minimizing the total weighted delay to vessels.  We 
prove that minimizing maximum tardiness for jobs of a vessel will minimize the delay 
to this vessel.  When multiple vessels are loading and unloading at the same time, 
minimizing total weighted maximum tardiness for all jobs will minimize the total 
weighted vessel turnaround time.  We propose a dispatching algorithm that will plan 
all jobs for all YCs for continuous planning windows with the objective of minimiz-
ing total weighted maximum tardiness.  In the performance evaluation of the algo-
rithms, we compare our approach with the optimal algorithm to minimize total vehicle 
waiting time (Guo et al., 2011) and the optimal algorithm to minimize YC makespan 
(Huang et al., 2014).  The computational costs of the algorithms are also examined.  
We show that our approach produces much better results in reducing the total 
weighted vessel delay.   

The rest of the paper is structured as follows. Firstly, we review the related studies 
in Section 2.  A formal description of the YC dispatching problem and a discussion on 
the objective function for YC dispatching are presented in Section 3.  Then the algo-
rithm is proposed in Section 4.  The experimental evaluations are presented in Section 5.  
Conclusion is drawn in the last section. 

2 Related Work 

The YC dispatching problem was studied by Kim and Kim (1999) where they consi-
dered the loading operations only for a single YC with a given load plan and a given 
bay plan.  A Mixed Integer Programming (MIP) model is proposed to minimize the 
total gantry time of the YC.  The solutions focus on the sequence of bay visits and the 
number of containers to be picked up at each bay while the individual container pick-
up sequence within a specific bay is left to the crane operator.  Later, Kim and Kim 
(2003) and Kim et al. (2004) extended the study of this problem by comparing exact 
optimization, a beam search heuristic and a Genetic Algorithm (GA).  

Ng and Mak (2005a, 2005b) developed branch-and-bound heuristics to schedule 
the single YC for a given set of loading and unloading jobs with different ready times.  
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Their objective is to minimize the total job waiting time.  Kumar and Omkar (2008) 
used particle swarm optimization with genetic algorithm operators to handle YC jobs 
with different ready times to minimize total job waiting time.  It is known that for 
large problems, the MIP model has limited applicability due to the excessive compu-
tational times.  On the other hand, heuristics cannot guarantee optimal solutions.  Guo 
et al. (2011) applied A* search to compute optimal single YC dispatching sequence 
based on vehicle arrival times to minimize vehicle waiting times.  

Petering et al. (2009) performed simulation analysis of real-time yard crane control 
systems and concluded that the main goal of a YC dispatching system should be to 
minimize the waiting times both in yard and at the quay.  In other words, considering 
the vehicle waiting time in yard blocks alone is not the best for the overall terminal 
performance. 

Huang et al. (2014) presented an algorithm MMT-RBA* for YC dispatching to 
minimize the maximum job tardiness of a vessel in order to minimize the vessel’s 
turnaround time.  They also presented an algorithm MMS-RBA* to minimize YC 
makespan to compare with MMT-RBA*. This paper extends the MMT-RBA* ap-
proach to minimize total weighted maximum tardiness across multiple yard blocks 
and multiple planning windows. 

3 The Formulation of the YC Dispatching Problem   

3.1 General Description 

Container terminals normally operate continuously 24 hours a day.  Operation plan-
ning is done through planning windows which tries to optimize a set of operations in 
near future with an objective.  For yard crane dispatching, if there is one YC working 
in each yard block, the operation of a YC is independent from the other YCs in the 
sense that they do not interfere with each other.  A dispatching algorithm is used to 
plan the operations of one YC in a time window which may be a fixed length in time 
(periodic planning) or a fixed number of future jobs. 

In our formulation, the following notations are used: 

Jy = {1, 2, …, ny},    the set of job IDs in the block of a YC y for a planning window 
ayi   the arrival time of job i at the yard block of YC y. 
pyi  the process time of job i by YC y.  
dyi  the deadline of job i at YC y. 
vi  the weight of vessel i/the weight of job i 
myij   the time for YC y to move from the position of job i to that of job j.  
Syi  the time YC y starts processing job i. 
Cyi  the time YC y completes processing job i.   

Jy is the set of jobs to be sequenced for the YC y for a planning window.  When 
discussing the solution of the general YC dispatching problem for one YC, we drop 
the subscript y in the notation.  m0j is the YC gantry time from its position at the start 
of the time window to the position of job j.  C0 is the time the YC is available to start 
to move to the position of its first job in the YC dispatching sequence. 
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The completion time for job i is equal to its start time plus process time, that is, 
Ci=Si+pi.  When vehicle arrivals can be predicted and the next job is decided, a YC is 
able to start moving towards the next job location before the actual vehicle arrival.  
This is referred to as the pre-gantry ability.  Job starting time with pre-gantry ability is 
shown in Equation (1).  The advantage of the pre-gantry ability is the possibility of 
utilizing YC idle time between jobs to transfer between different job locations. 

 ( )amCS jijij
,max +=  (1) 

Job process time pi is the YC service time for the job. It is a sequence dependent 
variable which cannot be pre-determined and can be modelled by embedded simula-
tion to compute pi dynamically during the planning of the YC dispatching sequence. 

3.2 The Objective Function 

Our objective is to minimize total weighted vessel turnaround time.  The turnaround 
time of a vessel is determined by the longest crane serving the vessel, that is, the 
crane that completes its loading/unloading operations last.  Under the assumption that 
the workload of the QCs serving a vessel is evenly distributed (achieved by a good 
stowage planning algorithm for a vessel), a QC that experiences the longest delay in 
its operations will lengthen the vessel’s turnaround time.  Consider this example:  
there are 10 jobs coming to a yard block.  Minimizing the total waiting time of the 
vehicles may result in zero tardiness for 9 jobs but a large tardiness in one job.   This 
large tardiness will cause a long delay in the QC’s loading operation of this container.  
Once this loading operation is delayed, the whole sequence of this QC’s operations 
will be delayed since the loading sequence has to be observed.  If this delay is the 
longest among the delays to the QCs serving the same vessel, it directly results in a 
lengthened stay for this vessel.   

Theorem 1: Consider a sequence of l containers to be loaded by one QC.  Each ve-
hicle carrying one of these containers has a scheduled time to reach its QC in order to 
keep the QC continuously working.  Let {d1, d2, ..., dl} be the tardiness of the vehicles 
in reaching the QC (some tardiness may be zero when a vehicle is not late).  The de-
lay to the QC in completing this sequence of jobs is max(d1, d2, ..., dl).   

Proof:  If there is only one job (l = 1), the delay to the QC in completing the sequence 
is d1.  Assume that the delay to the QC in completing a sequence of k jobs is max(d1, 
d2, ..., dk) and the next job has a delay of dk+1.  If dk+1 ≤ max(d1, d2, ..., dk), the vehicle 
arrives at the QC before (or at the time) the QC completes the kth loading operation.  
There is no delay in the (k+1)th job.  So the delay of this QC after the (k+1)th loading 
operation is max(d1, d2, ..., dk) which is max(d1, d2, ..., dk+1).  If dk+1 > max(d1, d2, ..., 
dk), the QC will need to wait for the vehicle for a time period of dk+1 - max(d1, d2, ..., 
dk).  The delay of this QC after the (k+1)th loading operation is dk+1.  So the delay of 
this QC after the (k+1)th loading operation is also max(d1, d2, ..., dk+1).  Therefore the 
delay to the QC in completing a sequence of l jobs is max(d1, d2, ..., dl). 
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Corollary 1: If there are m QCs serving the same vessel, the delay to each QC k  
with l jobs will be max(d1k, d2k, ..., dlk), k = 1, 2, ..., m. The delay to the vessel  
will be from the QC which suffers the longest delay, that is        = . In other words, the delay 

to a vessel is the maximum job tardiness of all the jobs of the vessel. 
The l x m jobs from one vessel usually spread over multiple yard blocks and mul-

tiple planning windows.  For example, there are 10 jobs from a vessel which go to 2 
blocks and spread over 3 planning windows.  For each planning window, we may do 
integrated planning for the two blocks to minimize the maximum tardiness of the 
jobs. But to achieve global optimum, we should do global planning of the two blocks 
over the 3 windows since the completion time in a block from one window will affect 
the tardiness of jobs in the next window. Furthermore, these two blocks may also 
have jobs from other vessels and these vessels may have jobs going to other blocks in 
the same time period.  It is not feasible to plan for all blocks and all planning win-
dows together.  So planning will be done by a dispatching algorithm for each block 
and for each planning window. 

Corollary 2: The jobs of a vessel h generally spread over a number of planning win-
dows and a number of yard blocks.  Let p be the number of planning windows and y 
be the number of blocks.  The jobs in this vessel will be involved in p x y planning by 
the dispatching algorithm.  Let i∈ set of jobs in one such planning.  The delay to the 
vessel h at the end of the jth planning (j = 1, 2, …, py) will be max(Dhj-1, maxi,k(dik)).  k 
∈ set of QCs serving vessel h.  Dhj-1 is the delay to vessel h at the end of the previous 
planning. 

Therefore translating the terminal operator’s objective of minimizing total 
weighted vessel turnaround time to the YC dispatching objective in one planning, we 
get min  ∑  ,         
with Dh0 = 0, h ∈ set of vessels.     (2) 

j for different vessel is different because of the different arrival times of vessels.  
When the first operation from a vessel comes to the storage yard j = 0 for that vessel. 

4 MTWMT- Dispatching to Minimize Total Weighted 
Maximum Tardiness 

As proposed in the last section, YC dispatching will be performed block by block and 
planning window by planning window. In each planning window, our algorithm plans 
in increasing order of the earliest deadline of the blocks. Optimal algorithm MTWMT 
computes dispatching decisions for one block each time.     

Given a YC dispatching problem of n jobs, there are n! possible dispatching solu-
tions in total. The dispatching problem can be transformed into a tree-search problem 
as shown in Figure 2. The root of the tree is the start node before the first job is  
selected. Each path from the start node to a leaf node in the tree represents a  
complete dispatching sequence of height n.   
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Fig. 2. Search Space of the Problem 

The dispatching problem is strongly NP-hard (Narasimhan and Palekar 2002).   
Exhaustive search that guarantees optimality would be time-consuming to perform.  
We propose to use the Recursive Backtracking (RB) approach with an A*-like heuris-
tic to prune the search tree by an evaluation function f(x)= max( , g(x) + h(x)).  
A* search is a method to reduce search time while ensuring optimality.  g(x) is the 
cost from the start node to x and h(x) is the estimated lowest cost from x to a goal 
node.  If h(x) never overestimates the true cost h*(x), i.e. h(x) ≤ h*(x), the heuristic 
h(x) is admissible.  When coupled with an admissible heuristic h(x), pure A* search is 
optimally effective (if f(x)= g(x) + h(x))).  The efficiency of the search depends very 
much on a good heuristic to effectively prune the search space.  RB will quickly find 
the first solution by a depth first search of n nodes in a problem of size n.  It would 
then backtrack to examine other solutions.  If a better solution is encountered during 
the backtracking process, the knowledge of current best solution will be updated ac-
cordingly.  Therefore, RB is an anytime algorithm such that a current best solution 
may be provided if a real time constraint demands it.  RB greatly reduces memory 
usage by keeping only the nodes on current path while the pure A* search (the best 
f(x) first) may run out of memory a long time before a best solution is obtained.   

Note that since f(x)= max( , g(x) + h(x)), the solution obtained may not be op-
timal with respect to the jobs involved in the current planning.  This does not prevent 
the algorithm to optimize on Dh yp.   The algorithm, MTWMT is presented in Figure 3. 

To accelerate the search process, instead of choosing the next job randomly, we 
proposed a technique called prioritized search order which is more likely to discover a 
good dispatching sequence early in the planning process.  The prioritized search order 
is in jobs’ increasing deadlines (line 2 of YCDispatching() in Figure 3). 

The algorithm takes as input the predicted job arrival time, its deadline and which 
vessel this job is associated with (and the vessel weight) for each job coming to the 
YC’s block in the planning window.  It also takes in the time the YC is available to 
start the first job in the planning window and its initial location.  This will be the time 
and position of the YC when this YC finishes its last job in the previous planning 
window.  The third argument in MTWMT(), D, is Dhj-1 in Equation (2). 

[1]= J1  [1]= J2 [1]= Jn

S

[2]=J1 [2]=Jn  [2]=J3 [2]=J2  [2]=Jn [2]=J3  

[n]=Jn  
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J = {J1, J2, … , Jn}       
YCDispatching (J)  
{   

1 newJ = φ;  optimalJ = φ;  CurSmallest = ∞; 
2    sort J into increasing order of job deadlines; 
3    MTWMT(J, newJ, D);     // D is  

} 
 
MTWMT(J, newJ, D)  
{ 

1    FOR each job JJ i ∈    // Select Ji as the job to serve after jobs in newJ; 

2 Remove  Ji from J and append  Ji  to newJ; 
3         Simulation to get the value of  g(Ji) from start to this job Ji; 
4       Estimate lower bound cost h(Ji)  from this job ; 
5           IF f( Ji ) based on g(Ji), h(Ji) and D is smaller than CurSmallest 
6               IF J is not empty 
7                MTWMT(J, newJ, D); 
8                   ELSE  //  f( Ji ) is the real cost and is smaller than CurSmallest 
9               Update CurSmallest as   f( Ji ) ; 
10               Update optimalJ = newJ;  //Store Optimal List 

 } 

Fig. 3. Pseudocode of MTWMT().  

The objective of our tree search is to find a path from the start node to a leaf node 
(a dispatching sequence of n jobs) with minimum f(x) where f(x) is the total weighted 
maximum tardiness.  The edge weight from node i to node j in the tree is the tardiness 
of job j if the YC is to do job j immediately after finishing job i. It is computed by 

 Tj = Wij = max (0, max (Ci + mij, aj) + pj - dj)                                (3) 

The evaluation function f(x) in line 5 of MTWMT() in Figure 3 will be 

 f(x) = combine(g(x), h(x), D)                                            (4) 

g(x) is the list of maximum tardiness for vessels resulted from the jobs already 
planned in the partial sequence from start node to node x (line 3 of MTWMT() in 
Figure 3).  For each vessel k, the maximum tardiness is 

 MT(k) = max(Wi,i+1), i = 0, 1, ..., x-1                                    (5)      

where (i, i+1) is an edge in the path from start node to node x and job i+1 is asso-
ciated with vessel k.  g(x) is therefore 

g(x) =  { MT(k) | k ∈set of vessels}                                         (6) 
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The total weighted maximum tardiness for vessels from the partial sequence is simp-
ly the sum of the weighted MT(k), that is, ∑     .  However, this is 
not computed because we will combine g(x) with h(x) to obtain f(x) as discussed later.  
Therefore line 3 of MTWMT() in Figure 3 will just compute Equation (6).  

Similarly, h(x) will be the list of estimated lower bound of the maximum tardiness 
for vessels from the jobs not planned yet.  For these jobs, the lower bound tardiness 
will be the job tardiness if the job is done at the earliest possible time after the current 
job x.  So the lower bound of job tardiness will be computed by 

LBWj = max(0, max (Cx + mxj, aj) + pi - dj)  Jj ∈set of jobs not planned yet (7) 

For each vessel k, the lower bound maximum tardiness from the unplanned jobs is 

MT’(k) = max(LBWj)    Jj ∈set of jobs associated with vessel k and not planned 
yet  (8) 

h(x) is therefore 

h(x) = { MT’(k) | k ∈set of vessels}  

To compute the value of f(x) by combining h(x), g(x) and D (Equation (2)), we 
compute ∑ ,  , ,   
 (9) 

Preposition 1: h(x) is admissible 
Proof: The tardiness LBWj as expressed by Equation (7) is the minimum for each job 
that is not planned yet.  It is the job tardiness if it were served immediately after job x 
or after the job has arrived, whichever is later and the minimum job processing time 
by the YC is incurred.  It follows that MT’(k) as computed by Equation (8) is the low-
er bound of the maximum tardiness for vessel k among the jobs not planned yet.   

Thus h(x) can never overestimate the maximum tardiness for each vessel from 
node x to the leaf node and is hence admissible.   

Since MT(k) is the longest delay to vessel k from the jobs already planned in the 
partial job sequence, and MT’(k) is the lower bound of the maximum tardiness among 
the jobs not planned yet, max(MT(k), MT’(k)) returns the lower bound of the vessel k's 
tardiness for all job sequences where the planned partial sequence is the prefix.  f(x) 
computed by Equation (9) is the minimum increase in the total weighted maximum 
tardiness for all vessels for all job sequences where the planned partial sequence is the 
prefix.  This will direct the search to find a job sequence that tries to minimize the 
total weighted maximum tardiness of vessels among all sequences of the n jobs.   
Being a greedy approach, this does not guarantee the optimal total weighted vessel 
turnaround time. 
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5 Performance Evaluation 

5.1 Design of Experiments 

To evaluate the performance of the proposed YC dispatching algorithms, simulation 
experiments were carried out.  The YC dispatching models are programmed in C++ 
language under Microsoft Visual Studio 2010 using Dell Precision T3500, Windows 
7 64-bit OS, Intel(R) Xeon(R) CPU with 3.2GHz and 6GB RAM.     

We consider the yard crane operations in a terminal with high volumes for tran-
shipment containers.  Since the import containers are usually delivered to a yard block 
designated specifically to import containers, the majority of the vehicles coming to a 
non-import block are serving vessel loading/unloading operations.  We will consider 
such vehicle jobs only.  We simulate scenarios where q QCs are loading/unloading 
containers from/to b yard blocks.  Within a planning window, each QC will 
load/unload from a small number of yard blocks (YCs) when serving a vessel.  We 
decide the job deadlines for a sequence of jobs from a QC based on a QC rate of 20-
35 containers per hour, with a small amount of randomness.  This is not the peak rate 
that a QC can work but it is a realistic rate.  Each yard block has one YC to serve the 
vehicles.  Parameter settings in the experiments were obtained from real world ter-
minal models as in past projects (Guo et al. 2007).  A yard block has a size of 36 
slots.  The linear gantry speed of an YC is 7.8km/hour.  The jobs that come to a yard 
block will have a randomly generated slot and row number.  Other recent studies us-
ing randomized container locations include, for example, Zeng and Yang (2009).  
Time for one container move by a YC ranges from 95 seconds to 120 seconds.  The 
different YC operation speed is used to help achieve a certain job arrival rate to YC 
service rate ratio (average YC utilization in Table 1).   

Table 1. Setting of experiment. 

Serving 
vessel 

QC Working with 
yard blocks 

Serving 
vessel 

QC Working with yard 
blocks 

1 
(vessel 

weight = 1) 

QC1 1, 2, 3 2 
 (vessel 

weight = 2) 

QC5 1, 3, 5 
QC2 4, 5, 6 QC6 2, 4, 6 
QC3 7, 8, 9 QC7 7, 9, 11 
QC4 10, 11, 12 QC8 8, 10, 12 

Job due 
time 

The due time of the first job from each QC is a random value drawn from 
480 + U(0, 120) seconds after the beginning of the planning window, 
other job's due time is a random variable drawn from U(102, 132) seconds 
after the due time of its previous job.   

Job arrival 
time 

The job arrival time is U(102, 360) seconds before the job’s due time.   

Planning 
window 

20 planning windows.  Each QC has 15 job requests.  15x8 job requests 
distributed to 12 yard blocks evenly.  Each yard block (YC) has 10 jobs. 

Average 
YC utili-

zation 

85% 
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Experiment Set (Table 1) simulates a continuous time period of 20 planning win-
dows of typical operating environment of YC operations.  Each YC works conti-
nuously from one planning window to the next.  Just before the beginning of each 
planning window, the YC dispatching algorithm works out the job sequence for a YC.  
Therefore, after finishing the last job in the planned job sequence of a window, the 
YC moves to serve the first job of the planned job sequence of the next window.  In 
each planning window, each of the 8 QCs will have 15 job requests.  A total of 120 
job requests are distributed evenly to the 12 yard blocks.  20 windows will make a 
total of 120x20 jobs from the 8 QCs serving 2 vessels.  Therefore a total of 1200 load-
ing and unloading jobs are simulated for each vessel. This simulates the entire loading 
and unloading service of a vessel.   

We compare the following algorithms: 

• MTWMT: the algorithm minimizes total weighted maximum job tardiness  
(Section 4) 

• RBA*: the algorithm (Guo et al., 2011) minimizes total job waiting time 
• MMS-RBA*: the algorithm minimizes makespan of jobs (Huang et al., 2014) 

QCs generate jobs according to the setup in the respective tables for a planning 
window.  The generated jobs are distributed into the job list for each yard block (YC).  
In each yard block, the YC dispatching algorithm plans the job sequence for the job 
list of the planning window.  We report the maximum tardiness for each vessel at the 
end of the planning window for each algorithm.  This is the maximum tardiness of the 
most delayed QC for the vessel.  We also report the total weighted maximum tardi-
ness for vessels at the end of the planning window for each algorithm.  For each expe-
rimental setting, 50 independent runs are conducted and the average results are  
reported. 

5.2 Results and Discussions 

The performance of the YC dispatching algorithm is measured by the average of the 
total weighted maximum tardiness for vessels from the 50 independent runs. The 
maximum tardiness for a vessel is computed from the tardiness of the QCs serving 
this vessel.  The tardiness of a vessel v in simulation run r is 
 ,           (10) 

 

The total weighted tardiness of vessels in simulation run r is 

TWVTr = ∑ ,   (11) 

The average of the tardiness of vessel v over the 50 independent runs is 

, ∑ ,  (12) 
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The average of the total weighted tardiness of vessels over the 50 independent runs is ∑  (13) 

The total weighted tardiness ratio of another algorithm x against MTWMT is  
defined as 

,        MTWMT   (14) 

where TWVTmean is computed by Equation (13).   
Table 2 shows the individual vessel tardiness and the total weight vessel tardiness 

from the 50 runs of the experiments.  Column 4 of the table confirms that MTWMT 
algorithm is the most effective in reducing total weight vessel turnaround time.  It is 
better than minimizing total vehicle waiting time by 20% and better than minimizing 
makespan by 76%.  This proves that minimizing total weighted maximum tardiness in 
YC dispatching is able to serve better the objective of minimizing total weighted ves-
sel turnaround time than the other two objectives.  Column 2 and 3 show that 
MTWMT is also able to produce better individual vessel turnaround time.  When 
vessel 2 gets more favourable treatment than vessel 1 because of its higher weightage 
in MTWMT, vessel 1 is not unduly penalized.  

Table 2. The vessel tardiness and the total weighted tardiness of vessels, TWVTmean (seconds) 
and the total weighted tardiness ratio of algorithm RBA* against MTWMT, TWVTRRBA*,MTWMT. 

               
 

VTmean,vessel1 VTmean,vessel2 TWVTmean 
(TWVTRx,MTWMT) 

MTWMT 139.49 67.56 274.61(0.0%) 
RBA* 331.52 331.65 331.61(20.76%) 

MMS-RBA* 349.24 550.50 483.41(76.04%) 

Table 3. The average computational time (seconds). 

 MTWMT MMS-RBA* RBA* 
20 37.26 203.34 26.19 

 
Table 3 shows the average CPU time of the various algorithms. MTWMT takes a 

longer time than RBA*. This may not seem intuitive because if the current maximum 
vessel delay is already big, the algorithm may not need to spend time to optimize the 
job sequence of the current block as long as it does not make it worse. However, this 
is not true because a near-optimal sequence is needed such that the YC will finish the 
current set of jobs efficiently in order not to incur large tardiness in future planning 
windows. This is why MTWMT takes more time than RBA*. As said in Huang  
et al.(2014), the A* heuristic in MMS-RBA* presented in that paper may not be very 
effective in pruning the search space.  However, it serves to show that minimizing 
makespan is not a good way to minimize total weighted vessel turnaround time. 
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6 Conclusions 

We propose to minimize the total weighted maximum tardiness among the vehicle 
jobs for solving the YC dispatching problem.  We prove that this objective will mi-
nimize total weighted delay to vessels thus minimize total weighted vessel turnaround 
time.  We present optimal algorithm MTWMT-RBA* to minimize total weighted 
maximum job tardiness. Optimal algorithm MTWT-RBA* to minimize total weighted 
job tardiness and optimal algorithm MMS-RBA* to minimize makespan are also pro-
posed for comparison with MTWMT-RBA*.  

In real operations, containers involved in a YC job may not be on top of the stack.  
To handle such jobs, some containers have to be moved first.  Such scenarios are very 
often ignored in some other studies.  In order to consider such jobs in the planning of 
YC dispatching sequence, simulation is embedded in our optimization algorithms to 
help provide accurate YC service times.  This results in a more accurate evaluation of 
job tardiness. 

Simulation experiments are conducted to evaluate all algorithms proposed, together 
with the optimal algorithm RBA* to minimize total job waiting time and the Earliest 
Due Date First heuristic.  The performance of the dispatching algorithms in managing 
one planning window are evaluated under 2 distributions of QC rates, 3 distributions 
of job slackness, 3 YC utilization rates and 3 planning window sizes.  Evaluation is 
also conducted simulating the entire vessel loading and unloading process for vessel 
visits with 240 and 1200 total container moves per visit respectively.   Our results 
show that MTWMT-RBA* is the best algorithm to minimize total weighted vessel 
turnaround time among all tested algorithms under the tested scenarios. 

Future work includes investigations into dynamic optimization algorithms that are 
effective under uncertainty: when predicted vehicle arrival times have noise.   
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Abstract. While inland vessels are becoming more important in con-
tainer transport between terminals in the port and the hinterland, in
a large sea port like port of Rotterdam, only 62% of the inland ves-
sels leave the port on time. Poor alignment of inland vessels leads to
significant uncertainty in waiting times of vessels at terminals, low uti-
lization of terminal quay resources, and long sojourn time of vessels in
the port. To improve this, it is important to find the sequences in which
vessels visit different terminals in an efficient way. This paper presents a
novel approach to find the visiting sequence of groups of inland vessels
in a large seaport with the objective of better alignment of activities.
The approach consists of two phases, namely single vessel optimization
and multiple vessel coordination. The single vessel optimization problem
is first solved using mixed integer programming, preference-based and
utility-based coordination rules are then used to solve the multiple ves-
sel coordination problem. We evaluate the performance of the proposed
approach with respect to departure time of the last vessel, total sojourn
time and waiting time. Simulation results show improvements with ear-
lier departure time, as well as much shorter sojourn time and waiting
time.

1 Introduction

Nowadays, larger ports are being constructed to keep up with the growth of
containerized shopping. Large ports usually consist of multiple terminals serv-
ing container ships, railways, and other forms of hinterland transportation. Con-
tainers are often transferred between terminals, and this movement is called
inter-terminal transportation [6]. In large sea ports like Rotterdam and Antwerp,
inland container vessels are an important means of transport containers inter-
terminals in the port, as well as the hinterland. In the Port of Rotterdam, on a
typical day, around 25 inland vessels visit on average 8 different container ter-
minals [5]. The sequence in which the vessels visit different terminals, referred
to as rotations [1], decides to a large extent the sojourn times of the vessels
c© Springer International Publishing Switzerland 2015
F. Corman et al. (Eds.): ICCL 2015, LNCS 9335, pp. 281–297, 2015.
DOI: 10.1007/978-3-319-24264-4 20
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in the port. A vessel rotation is the sequence in which a vessel visits the different
terminals in a large port. In this paper, rotation plan includes the sequence,
arrival/departure time of visiting different terminals, as well as the number of
containers to load and unload at each terminal.

Inter-terminal transport involves the movement of containers between termi-
nals in a pot [6]. The inter-terminal transport of inland vessel is characterized
by the short traveling distances, and lack of external traffic interaction, limited
internal interaction between operators. There are have been several publications
on improving the efficiency of transport of inland vessels between terminals in a
large seaport, a review can be found in [4]. All these research are from a perspec-
tive of enhancing the alignment of terminals and inland vessels. In this paper,
we take a different perspective: by enhancing the cooperation and coordination
of inland vessel operators themselves, we aim to improve the efficiency of the
inter-terminal transport of inland vessels. Thus, the inland vessels considered in
this paper only operate in the port area. The terminals operators are considered
as in practice: they serve the vessels first-come-first-served. We focus on reaching
agreements among vessel operators.

We propose a two phase approach that integrates mixed-integer program-
ming (MIP) with coordination rules to improve the efficiency of inter-terminal
transport of inland vessels, which concerns investigation of generating automat-
ically efficient rotation plans for a given set of vessels, with the aim of reducing
sojourn time and waiting time of those vessels in the port area. The problem
solving in this approach consists of two phases. The first phase is defined as
single vessel optimization problem. In this phase, for each vessel there is a vessel
agent that is in charge of its local problem. Hence, multiple unconnected local
problems for different vessels are considered. Due to the fact that the generated
rotation plans for different vessels may be conflicting with each other, those
rotation plans need to be coordinated. The second phase is defined as a multiple
vessel coordination problem, in which vessels will coordinate and communicate
with each other based on the solutions obtained from the first phase. We design
two coordination rules for the multiple vessel coordination problem to coordinate
the arrival and departure time of vessels.

This paper is organized as follows. In Section 2, we present the structure of
the proposed method. In Section 3, we introduce the formulation of the single
vessel optimization approach based on MIP. Two multiple vessel coordination
rules based on the solutions from single vessel optimization are introduced in
Section 4. Experimental results are presented in Section 5. Conclusions and
future work are presented in Section 6.

2 Coordination Framework

The problem considered in this paper concerns finding the best rotation plans
for inland vessels in a large seaport. In such ports, there is a certain transport
demand for moving containers from one terminal to another. The inland vessel
transport considered acts as a feeder service, which means that vessels do not
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Fig. 1. Structure of proposed methodology

necessarily need to meet all transport demands from different terminals. The
reason we consider this is to determine in what sequence an inland vessel can
transport a maximum number of containers between terminals.

The structure of the proposed approach is shown in Figure 1. The first phase
is defined as single vessel optimization. In this phase, given a set of individual
vessels, and the number of containers that need to be transported from one
terminal to another, we aim to find the optimal rotation plans, which consist of
visiting sequence, arrival and departure time, as well as the number of containers
to load and unload at different terminals of these vessels. The objective is to
transport as many containers as possible, and minimize sojourn times of these
vessels in the port. We formulate the problem based on MIP for individual vessel
agents, considering constraints on vessel capacity, required number of containers
to be transported, as well as time constraints for arrival and departure. In this
phase, each vessel does not take into account other vessels, thus, constraints
from other vessel will not be included in the MIP formulation. The solution
obtained after solving the single vessel optimization problem for an individual
vessel agent is the rotation plan. The optimal solution is the rotation plan with
the maximum number of containers transported in minimum time. Aside from
the optimal solution, each vessel agent also obtains a set of feasible solutions
but not optimal. For example, the solution with maximum number of containers
transported in longer time, or the solution with the less number of containers
transported in longer time. Those solutions are all possible rotation plans for
the vessels, and we refer to all these solutions as solution pool. Those solutions
will be used in the next phase.

Real vessel operators would always choose the optimal solutions in those
solution pools, since they would like to transport more containers in a shorter
time. However, there may be conflicts between these optimal solutions for dif-
ferent vessels. For example, one vessel may arrive at the terminal when another
vessel has already arrived at the terminal earlier and has not left yet (overlap-
ping arrival/departure time windows), the vessel then has to wait until the other
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vessel leaves. In addition, if more vessels arrive at the same terminal at almost
the same time, there will be a queue for them to be served due to the limited
capacity of the terminal. This will cause waiting for the vessels at the terminal.
This waiting might be especially long for the vessel that arrives latest, since
the terminals serve vessels first-come-first-served. As a result, the actual sojourn
time considering the waiting time will actually be much longer than what is
generated in the rotation plan.

If one or more of the vessel agents chooses another solution (rotation plan),
with a different sequence and arrival/departure time, the situation could be
improved when the overlapping arrival/departure time windows happens and
thus reduce waiting time. Even though the solutions they have changed to are
not optimal from a purely local individual perspective, considering the reduction
on the waiting time, the actual sojourn time may still be much less than the
actual sojourn time of the optimal solutions. Therefore, coordination between
the vessel agents is needed to decide the best rotation plan with less waiting and
sojourn time, by considering the rotation plans of the other vessels.

In the second phase, we define a multiple vessel coordination problem that
aims to find the optimal rotation plans after taking the rotation plans of the
other vessels into account. The multiple vessel coordination use the solution
pool (rotation plans) generated from the single vessel optimization. We design
and implement two coordination rules, preference-based and utility-based rules,
for the vessel agents to interact with each other. In this phase, given the solution
pools of a set of vessels obtained from single vessel optimization, vessel agents
exchange the sequence, arriva/departure time at different terminals based on the
coordination rules, to estimate their possible waiting time and sojourn time for
different solutions, so as to decide the best option of solutions (rotation plans).

3 Single Vessel Optimization

3.1 Problem Description

The problem considered in this paper consists of finding the rotations of inland
vessels in a sea port, while transport maximum number of containers in minimum
time. In practice, inland vessel operators already have the information of the set
of terminals to be visited, number of containers to be transported from one
terminal to another, as well as the distance between any two terminals before
they enter the port area. In addition, due to the capacity limits of terminal quay
resources, limited number of vessels can be served simultaneously at the same
terminal. Furthermore, in order to find out how many containers each vessel can
load and unload at terminals with different rotations for a single round-trip, the
vessels do not need to transport all containers from one terminal to another.
Therefore, we make the following assumptions:

– When the inland container vessel arrives in the port area, the vessel operator
is assumed to have the following information beforehand: (1) the set of the
terminals that has to be visited; (2) the number of containers that need to
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be transported from one terminal to another; (3) the sailing time between
any two terminals.

– Each terminal will be visited exactly once.
– It is not necessary for the vessel to satisfy all the container transport demand

from different terminals.
– The vessel will start and end at the same terminal to make a round-trip.
– Each terminal can serve at most 1 vessels, at the same time.

3.2 Mathematical Formulation

The single vessel optimization problem is formulated as a mixed-integer linear
program. Table 1 shows the parameters used. Table 2 shows the decision variables
considered in formulating the single vessel optimization problem. xm

ij is used to
decide the sequence of vessels’ visits to terminals. In addition, we consider the
rotation plan as a series of segments. For example, if vessel m needs to visit 10
terminals, then there are 10 segments on its rotation plan. km

ij = 4 represents
that on the segment 4 of the rotation plan of vessel m, this vessel should travel
from terminal i to j. Variables am

i and dmi are the arrival and departure time
at terminal i, respectively. am

i and dmi together constitute the arrival/departure
time window at different terminals. zmij is the number of containers transported
directly from terminal i to terminal j. Thus, it not only includes the number
of containers that need to be transported from i to j but also the number of
containers that need to be transported from i to other terminals after visiting
terminal j.

Table 1. Parameters

Symbols Definitions

nm the set of terminals that vessel m needs to visit in the port;

τm
ij traveling time for vessel m from terminal i to j;

wm
i waiting time of vessel m at terminal i;

Cm number of containers that need to be transported from terminal i to j
by vessel m;

rmij Inter-agent utility functions

tufti /tlfti average loading/unloading time, per loaded container at terminal i.

The total sojourn time includes the service time, waiting time and the trav-
eling time. To consider the number of containers transported in the objective
function, we transform the difference between required and actual number of
containers transported into a penalty time. Parameter p1 and p2 are the weight
assigned to sojourn time and penalty time, by introducing weights we can find
the balance of whether to minimize the total round-trip time, or maximize the
total number of containers transported.
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Table 2. Decision variables

Symbols Definitions

xm
ij xm

ij = 1 if vessel m will travel from terminal i to j, otherwise xm
ij = 0;

km
ij the segment during which vessel m is traveling from i to j;

am
i /dm

i arrival/departure time of vessel m at/from terminal i.;

zm
ij number of containers directly transported from terminal i to terminal j.

The objective for a single vessel agent is to minimize the total sojourn time in
the port, as well as to maximize the number of containers transported. We for-
mulate the objective function for vessel m as follows,

min p1

⎛

⎝
n∑

i=1

n∑

j=1

zmij (tufti + tlfti ) +
n∑

i=1

wm
i +

n∑

i=1

n∑

j=1

xm
ij τ

m
ij

⎞

⎠

+p2

(
n∑

i=1

n∑

i=1

(rmij − zmij )(tufti + tlfti )

)

For each vessel m, we introduce the following constraints,

zmij ≤ rmij

n∑

q=1

xm
iq ∀i, j = 1, 2, . . . , n; (1)

zmji ≤ rmji

n∑

q=1

xm
qi ∀i, j = 1, 2, . . . , n; (2)

n∑

j=1

zmij ≤
n∑

j=1

rmij ∀i = 1, 2, . . . , n; (3)

n∑

j=1

zmji ≤
n∑

j=1

rmji ∀i = 1, 2, . . . , n; (4)

n∑

i=1,i �=q

xm
iq −

n∑

j=1,j �=q

xm
qj = 0 ∀q = 1, 2, . . . , n; (5)

dmi = am
i + wm

i + smi ∀i = 1, 2, . . . , n; (6)

smi =
n∑

q=1

zmiq · tlfti +
n∑

p=1

zmpi · tufti ∀i = 1, 2, . . . , n; (7)

xm
ij + xm

ji ≤ 1 ∀i, j = 2, . . . , n; (8)

km
1i = 1, km

i1 = K ∀i = 2, . . . , n; (9)
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xm
pi = 1 ∧ xm

iq = 1 ⇐⇒ km
pi + 1 = km

iq ∀i, p, q = 1, 2, . . . , n; (10)

xm
ij = 1 ⇐⇒ dmi + τij − am

j = 0 ∀i, j = 1, 2, . . . , n; (11)

xm
ij = 1 ⇐⇒

i∑

q=1

n∑

s=j

zmqs ≤ C ∀i, j = 1, 2, . . . , n; (12)

xm
ij = 1 ⇐⇒

n∑

q=i

j∑

s=1

zmqs ≤ C ∀i, j = 1, 2, . . . , n; (13)

Constraints (1) and (2) ensure that the number of containers transported
directly from terminal i to j is less than the sum of all required number of
containers transported from i to j. Constraint (3) and (4) ensure that the actual
transported containers between terminals is less or equal to the required of the
number of containers need to be transported.

Constraint (5) is network constraint that ensures the route are connected.
Constraint (6) defines the departure time from terminal i, which consists of
arrival time, waiting time and service time. smi is the service time at terminal i,
which is defined in constraint (7).

Constraint(8) ensures that there will be no round-trip between two terminals.
Constraint (9) ensures that the vessel starts and ends at the same terminal 1.
Constraint (10) ensures the consecutiveness of the rotations. If vessel travels from
i to j, then the arrival at j will be the sum of departure from j and traveling
time τij , as defined in constraint (11). Constraints (12) and (13) ensure that the
number of containers on board will not exceed the capacity of the inland vessel
at any segment of the trip.

3.3 Solution Method

Methods for solving the single vessel optimization problem are commercially
available. We can get the optimal solutions, which are the rotation plans for the
vessels to transport more containers in shorter time. Aside from that, we also
obtain different feasible solutions (rotations with longer time or less containers).
Based on these solutions, vessel agents can get different rotation plans, and for
each rotation plan, there is a corresponding objective value from which we can
get the sojourn time and the number of transported containers between termi-
nals. Those rotation plans and the corresponding sojourn time and transported
containers will be used as input for the multiple vessel coordination.

4 Multiple Vessel Coordination

4.1 Problem Description

In practice, there is no coordination for inland vessels, and terminals always
serve inland vessels first-come-first-served. This means that vessel agents will
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choose the optimal solution directly from the solution pool, without communi-
cating with any other vessel agent. The best situation is that there is no conflict
between those optimal solutions, in which the vessel agents do not need to spend
time waiting at any terminal. Nevertheless, it happens frequently that rotation
plans are conflicting with each other at certain terminals. If one vessel takes the
priority, then the rest of the vessels have to adjust their rotation plans accord-
ingly. This will cause domino effects that make the total sojourn time and total
waiting time of all vessels increase substantially. Therefore, coordination between
inland vessels is needed.

To ensure that all vessels can finish the loading/unloading process in the port
area as soon as possible, and prevent unnecessary waiting time, and thus reduce
the congestion in the port area, coordination between vessel agents is needed.
To accomplish this task, we propose two coordination rules, which involve a
sequence of information exchange to establish a formal agreement among multi-
ple vessel agents.The information the vessel agents share with each other include
arrival/departure time at each terminal.

The coordination rules use solutions obtained from the single vessel opti-
mization, including both optimal and feasible solutions. We use those solutions
to build what we define as a solution network. Figure 2 illustrates a solution net-
work. Different blocks in the figure represent the arrival/departure time window
vessels at terminals. Different colors represent different terminals. The blocks
that are connected with the same line indicate that these blocks formulate a
complete rotation plan together. Some of the rotation plans are conflicting with
each other (the time windows are overlapping), which means some of the vessels
have to wait to be serviced at certain terminals due to limited terminal quay
capacity.

Each vessel agent has a group of candidate rotation plans, resulting from the
first phase. The coordination is based on the segments of the rotation plans.
We formulate the problem as a sequence of coordination steps based on the seg-
ments s1, s2, s3, For example, if vessel m needs to visit 10 terminals, then there
are 10 segments on its rotation plan. Each coordination step consists of obtain-
ing agreement on one segment. We use coordination rules to handle conflicts.
Initially, each vessel agent chooses n candidate plans with the same number of
containers transported, but with different sojourn time. The criteria for choos-
ing candidate plans are be set in different ways, depending on the objective.
In this paper, we aim to ensure that the vessels can transport as many con-
tainers as possible and finish the transportation task efficiently. Therefore, we
choose candidate plans with the same largest number of containers transported,
but with different sojourn times. Then the agent ranks these candidate plans
based on the sojourn time. The shorter the corresponding sojourn time is, the
higher the ranking of the candidate plan will be. After that, each agent has a
preference profile indicating the priorities of different candidate plans, and their
corresponding utility values. The priorities of rotation plans are represented as
an order of rankings. For example, if a vessel agent has n possible rotation plans
in the solution pool, then the highest ranking, which is the best option for the
agent is 1, while the least-preferred solution is n. The utility value is represented
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Fig. 2. Sequence-based solution network

by the sojourn time of the rotation plan. Thus,the preference profile of a vessel
agent consists of rankings and utility values of several candidate rotation plans.

In each coordination step, vessel agents update the ranking of rotation
plans in the preference profile. When the coordination has finished, agents
will get the optimal rotation plan that ranks first in the preference profile.
Agents only exchange information with respect to the possible time window of
arrival/departure and terminal ID (the terminal the vessels will visit) to decide
on the rankings of the candidate plans. Other information that will affect the
agents decision, such as the utility value and the number of containers trans-
ported will not be shared with other agents. This means that the agents can have
a better coordination plan without sacrificing to share the important decision-
related information such as the number of containers the vessel load/unload per
terminal and total time of stay in the port area. All preference profiles are kept
private for each vessel agent. The detailed description of the coordination rules
is given below.

4.2 Preference-Based Coordination

As we described in the previous section, initially, each vessel agent has a solution
pool consisting of optimal and sub-optimal solutions. For each solution, the vessel
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agent has preferences over different solutions. This information is kept in what
we define as preference profile, in which the solutions are ranked according to
the vessel agent’s preferences. As a result, we define this coordination rule based
on the rankings of solutions as preference-based coordination. For each solution
there is also corresponding utility value, which is the sojourn time the solution.
The problem solving is based on the segments on the vessel’s rotation plan,
in which each coordination step consists of one segment on the rotation plans.
Assume that we have multiple vessels coming into the port area, the preference-
based coordination rule is described as follows:

1. In the first coordination step, vessel agents exchange information about the
possible terminal ID and possible arrival/departure time in the first segment
of their rotation plans.

2. Based on the information from the other vessels, each vessel agent checks if
the possible terminal it will visit is the same as the other vessel agents: if
it is not the same, the vessel agent will then keep the ranking order of the
corresponding rotation plan in the preference profile, and the coordination
process moves to the next coordination step.; if it is the same as the other
vessel agents, the vessel agent checks if their arrival/departure time windows
are overlapping.

3. If there is no overlapping between arrival/departure time windows of the
considered vessels, the original ranking of the rotation plan in the prefer-
ence profile will be kept, and the coordination process moves to the next
coordination step.

4. If overlapping of arrival/departure time windows happens, the vessel agents
compare the arrival times. Since terminals always serve inland vessels first-
come-first-served, the vessels arrives later will also be served later. Therefore,
the vessel agent with later arrival time will put the ranking of the correspond-
ing rotation plan one position lower and updates preference profile, while the
vessel agent with earlier arrival time will keep the original preference profile.

5. In the next coordination step, based possible terminal ID and possible
arrival/departure time in the corresponding segment of the vessels’ rotation
plans, the above-mentioned process will go through again.

After final coordination step has been finished, the preference profiles of all
considered vessel agents have been updated with all segments on the rotation
plans. Based these preference profiles, each vessel agent will choose the rotation
plan with the highest ranking as the best option. The reason is that this plan
has the least conflicting rotation plans with other vessel agents.

4.3 Utility-Based Coordination

Utility-based problem solving is based on the similar procedure as the preference-
based coordination. The difference is that this coordination rule updates the
utility value of the candidate rotation plans in the coordination process instead
of ranking orders in the preference profiles. Therefore, we define this coordination
rule as utility-based coordination rule.
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1. In the first coordination step, vessel agents exchange information about the
possible terminal ID and possible arrival/departure time in the first segment
of their rotation plans.

2. Each vessel agent checks the if the terminal it will visit is the same as any
other vessel agents: if it is not the same, the vessel agent keep the original
utility value in the preference profile; if it is not the same, the vessel agent
checks if the arrival/departure time windows are overlapping with other ves-
sel agents.

3. If there is no overlapping between arrival/departure time windows, the pref-
erence profiles of vessel agents will not be changed and the coordination
process moves to the next coordination step.

4. When overlapping of arrival/departure time window happens for two vessel
agents, similar to the preference-based coordination, the vessel agent with
later arrival time has to wait until the vessel agent with earlier arrival leaves
the terminal. This waiting time is calculated as the difference of the arrival
time of the late arrived vessel and the departure time of the early arrived
vessel. As a matter of fact, usually there will be more than two vessels with
overlapping time windows, therefore we choose the maximum waiting time
caused by the other vessels, and define it as maximal possible waiting time.
This maximal possible waiting time will be added to the corresponding utility
value of the rotation plan in the preference profile.

5. In the next coordination step, based possible terminal ID and possible
arrival/departure time in the corresponding segment of the vessels’ rotation
plans, the above-mentioned process will go through again.

After the final coordination step has been finished, the preference profiles of all
considered vessel agents have been updated with all segments on the rotation
plans. Based these preference profiles, each vessel agent will choose the rota-
tion plan with the minimum utility value as the best option. This utility value
obtained after coordination is the sum of original sojourn time of the correspond-
ing rotation plan, and possible waiting time caused by the conflicts with other
vessel agents. Therefore, the plan with minimum utility value has the shortest
possible sojourn time, and it is thus considered as the best option.

4.4 No Coordination

In practice, there is currently no coordination between inland vessel operators.
In order to compare the performance of the multiple vessel coordination with the
existing situation, we use the situation in which there is no vessel coordination as
benchmark. In this situation, after the single vessel optimization for individual
vessels, the corresponding vessel agents simply choose the solution (rotation
plan) with the maximum number of transported containers in shortest sojourn
time.
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5 Simulation Experiments

In this section, simulation experiments are carried out to assess and analyze
the effectiveness of the proposed approaches. We first present the rotation plans
generated from the single vessel optimization and then compare the performance
of the multiple vessel coordination rules. To evaluate the performance of the
rules, we choose 3 performance indicators, including departure time of the last
vessel, which is the time when the last vessel leaves the port area, total sojourn
time, which is the sum of the sojourn time of all vessels, and the total waiting
time, which is the sum of the waiting time of all vessels. In addition, terminals
serve vessels first-come-first-served in our tests. Our experiments are performed
on an Intel Core i5-2400 CPU with RAM 4GB under Windows 7 system. For
the MIP problem we used CPLEX 12.6 MIP solver. The coordination rules are
implemented based on Matlab.

5.1 Scenario Description

In our experiments, we use the situation in practice, in which the terminal oper-
ators will serve the vessels first-come-first-served. In addition, when an initial
rotation plan is chosen, the vessel operators will not change it afterwards but
stick to it. When a certain terminal is occupied, the other vessels that arrive at
the same time have to wait to be handled instead of going to other terminals.
The reason is that in real cases, the vessel operators will not change their plans
all of a sudden during the sailing process between terminals.

We set up 4 cases to evaluate the performance of the proposed approaches.
Firstly, we use a single vessel instance to show the generated possible rotation
plans from single vessel optimization. Secondly, we set up typical example of
multiple vessels entering the port area within a 5 hours range, to show the
performance after multiple vessel coordination. Besides, according to [3] and [2],
the modal share of inland waterway transport needs to be raised in the future.
Subsequently, we can foreseen that there will be more inland vessels enter the
port area each day. Therefore, we double the number of the vessels in the settings
in another case. In addition, we also narrow the range of terminals that vessels
visit to show how the approach performs in a more crowded situation in the port
area.

We use the following four cases:

– Case 1: 1 vessel, 8 terminals (terminal ID ranging from 1 to 10);
– Case 2: 8 vessel, in which 6 vessels visit 8 terminals (terminal ID ranging

from 1 to 10), while 2 vessels visit 6 terminals (terminal ID ranging from 1
to 10) ;

– Case 3: 16 vessels, in which 9 vessels visit 8 terminals (terminal ID ranging
from 1 to 10), while 6 of them visit 6 terminals (terminal ID ranging from 1
to 10);

– Case 4: 16 vessels, in which 9 vessels visit 8 terminals (terminal ID ranging
from 1 to 8), while 6 vessels visit 6 terminals terminals (terminal ID ranging
from 1 to 6);



A Two Phase Approach for Inter-Terminal Transport 293

Case 1 is used to show the possible rotation plans from single vessel optimiza-
tion, for a typical inland vessel (capacity of 120 TEUs) that will visit 8 terminals
in the port. Case 2 is an typical example of current situation in the port of Rot-
terdam. In Case 3, we doubled the number of vessels in our experimental settings,
in which the vessels will visit any of the terminals with the ID from 1 to 10. In
addition, to show how the approach performs for even crowded situation in the
port area, in Case 4 we narrowed the range of terminals that vessels visit to 1
to 8 for 8 terminals instances, and 1 to 6 for 6 terminals instances.

Our tests parameters are chosen randomly: the number of containers that
need to be transported ranges from 150 TEUs to 350 TEUs, and capacity of the
inland vessels ranges from 90 TEUs to 150 TEUs. The arrival time of the vessels
considered in our cases are within a range of five hour’s length. Therefore, we
coordinate the inland vessels every five hours. The distances between terminals
are represented with different traveling times. For each case, we run 10 experi-
ments with different parameters to show the maximum, minimum, and average
performance of the proposed approaches.

5.2 Rotation Plans

Figure 3 shows 5 possible rotation plans for a typical inland vessel generated
from the single vessel optimization. Different colors represent different terminals.
Each block is an arrival/departure time window at the terminal. The length of
a block shows the time the vessel stays at a terminal. The height of a block
shows the number of containers loaded and unloaded at a terminal. This could
give the vessel operator references about the sequence and time to enter and
leave terminals, as well as the number of containers to load and unload. In this
figure, we choose 5 rotation plans from the solution pool obtained after the single
vessel optimization as an example. These rotation plans have the same maximum
number of total transported containers. Among those rotation plans, the plan
with ID = 5 gives the shortest sojourn time, which means it is the option in
which the transportation tasks are done most efficiently, if no other vessels are
present. However, if we consider the other vessels in the port, this option might
not be optimal. The other vessels may arrive earlier or at the same time at the
same terminal, which will cause waiting and delay in the previously chosen plan.
Thus, coordination is needed to coordinate sets of inland vessels. Case 2 to Case
4 show the possible improvements after coordination in the following sections.

5.3 Departure Time of the Last Vessel

Table 3 shows the maximum, minimum, and average ratio1of the time when the
last vessel leaves the port area, as well as the optimality ratio. We define the
optimality ratio as the percentage of experiments in which the departure time

1 ratio = departure time of the last vessel generated from coordination rules
departure time of the last vessel generated from benchmark
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Fig. 3. Possible rotation plans for typical inland vessel (capacity: 120 TEU)

Table 3. Performance comparison with different coordination rules w.r.t departure
time of the last vessel

Max(%) Min(%) Avg.(%) Optimality(%)

Preference-based

Case 2 114.3 84 95 80
Case 3 105 91.9 99 60
Case 4 103 90.6 96.6 90

Utility-based

Case 2 107 85.9 94.6 80
Case 3 101 87.2 91.7 90
Case 4 99.1 91 93.7 100

of the last vessel of proposed rules is less than the benchmark scenario in all
10 experiments of each case. In 76% and 90% of all cases, the two coordination
rules generate earlier departure time comparing with benchmark, respectively,
indicating that utility-based coordination outperforms preference-based coordi-
nation with respect to optimality. In addition, utility-based coordination out-
performs preference-based coordination in 50% of the experiments in Case 2,
100% of the experiments in Case 3, and 90% of the experiments in Case 4 with
earlier departure time of the last vessel. Utility-based coordination also outper-
forms preference-base coordination with respect to maximum and average ratio
of departure time of the last vessel. Comparing with the benchmark, although
the two rules have a longer departure time, the minimum and average departure
time of the last vessel is much shorter.
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Table 4. Performance comparison with different coordination rules w.r.t total sojourn
time

Max(%) Min(%) Avg.(%) Optimality(%)

Preference-based

Case 2 106 91.7 98.1 60
Case 3 103 98 100 50
Case 4 104 98.2 101 10

Utility-based

Case 2 105 87.1 97.3 80
Case 3 104 94.2 98.2 70
Case 4 102 91.9 99.3 50

5.4 Total Sojourn Time

Table 4 shows the maximum, minimum, and average ratio 2 of total sojourn time
of all vessels, as well as the optimality ratio. As we can see, the performance
improvements of both coordination rules on total sojourn time of all vessels
are less significant than departure time of the last vessel, each with optimality
ratio of 43% and 66%, respectively. In addition, in all cases, the maximum total
sojourn time of the two rules is even longer than the benchmark scenario, and
the average total sojourn time only performs slightly better than the benchmark.
Among all experiments, utility-based coordination outperforms preference-based
coordination in 80% of the experiments in Case 2, 80% of the experiments in
Case 3 and 90% of the experiments in Case 4 with shorter total sojourn time.

5.5 Total Waiting Time

Table 5 shows the maximum, minimum, and average ratio 3 of total waiting
time of all vessels, as well as the optimality ratio. In all cases, the two coordina-
tion rules generate much shorter waiting times compared with the benchmark
scenario. In addition, in Case 1, in 30% of the experiments, preference-based
coordination rule has better performance than utility-based coordination, while
in 70% of the experiments, utility-based coordination outperforms preference-
based coordination rule. In Case 2 and Case 3, in all experiments, utility-based
coordination outperforms preference-based coordination with much shorter wait-
ing times.

Additionally, comparing with Case 2, Case 3 and Case 4 show less improve-
ments on the waiting time. The reason is that in Case 3 and Case 4, the number
of vessels has doubled, while the number of terminals to visit remains the same.
Thus, the port area is more crowed, and the actual improvement that can be
made is therefore limited. Besides, comparing with Case 3, the vessels in Case
4 have more similar rotation plans (due to the narrower range of terminals),
which means the overlapping of arrival/departure time window happens more
frequently in Case 4 than in Case 3. Subsequently, the improvement on waiting
time in Case 4 is slightly less than in Case 3.
2 ratio = total sojourn time generated from coordination rules

total sojourntime generated from benchmark
3 ratio = total waiting time generated from coordination rules

total waiting time generated from benchmark
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Table 5. Performance comparison with different coordination rules w.r.t total waiting
time

Max(%) Min(%) Avg.(%) Optimality(%)

Preference-based

Case 2 96 53.9 71.9 100
Case 3 100 75.4 91.7 100
Case 4 96.3 85.5 92.2 100

Utility-based

Case 2 96.2 57.5 70.4 100
Case 3 96.2 75.4 82.8 100
Case 4 91.3 68.4 85 100

5.6 Discussion

To conclude, utility-based coordination outperforms preference-based coordina-
tion rules with respect to departure time of the last vessel, total sojourn time,
and total waiting time at most of the time. Additionally, experimental results
show that the proposed rules have substantial improvements in total waiting
time with on average 30% reduction for 8 vessels instances, and average 17%
reduction for 16 vessels instances.

The above experimental results show that the proposed approach can gen-
erate efficient rotation plans for not only individual vessel but also multiple
vessels. For single vessel, the proposed approach can generate optimal rotation
plans with maximized number of containers transported in shortest amount of
time. When there are multiple vessels in the port area, the proposed approach
can reduce the departure time of the last vessel, total sojourn time, and total
waiting time by applying the coordination rules.

6 Conclusions and Future Research

This paper addresses the optimization of inter-terminal transport of inland ves-
sels using an integrated approach consisting of two phases: single vessel optimiza-
tion and multiple vessel coordination. In the first phase, individual vessels will
gets the optimal and sub-optimal rotation plans for visiting different terminals.
However, when there are more vessels entering the port area at the same time,
conflicts of arrival/departure time windows at certain terminals may happen,
which leads to long waiting times. To solve this problem, in the second phase
we implemented two coordination rules to coordinate the arrival/departure time
of different vessels. Experimental results show that the proposed approach can
improve efficiency of the inter-terminal transport of inland vessels, with reduced
departure time of the last vessel, sojourn time and waiting time.

From the application perspective, provided the required container volume
transported between terminals, and the number of vessels comes into the port
area within a certain time range, the proposed approach can give vessel operators
with a higher chance to obtain better rotation plans. The problem formulation
and solution method given in this research could be very practical tools for vessel
operators as well as terminal operators. They can test different solutions of the
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problem and decide which are more suitable for their own needs. Therefore, the
planning of inland vessels in a large seaport could be improved by applying the
proposed approach.

For the future research, this study can be extended in several directions.
Firstly, due to the fact that as the number of vessels increases, the complex-
ity of the problem also increases, it takes much longer computation time and
puts higher memory requirements for the solver. Therefore is it is important to
find out other heuristics that can find optimal solutions in a more efficient way.
Secondly, for the multiple vessel coordination, two coordination rules we pro-
posed, although they are efficient they do not guarantee optimality. Therefore,
other optimization techniques and solvers, such as constraint programming, dis-
tributed constraint optimization, large neighborhood search, A* algorithm, as
well as other advanced heuristics can be investigated and applied to better coor-
dinate the inland vessels. It would also be interesting to keep track of how long
it takes for all containers from one destination to another. Then coordination
between inland vessels can be more enhanced by sharing part of container trans-
port volume. In addition, the geographical scale of the problem can also be
extended by taking inland waterway transport into account. Therefore, not only
the containers transported inter-terminal but also containers transported from
hinterland terminals to sea-port terminals will be considered.
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Abstract. The Automatic Identification System (AIS) is used to iden-
tify and locate active maritime vessels. Datasets of AIS messages
recorded over time make it possible to model ship movements and ana-
lyze traffic events. Here, the maritime traffic is modeled using a potential
fields method, enabling the extraction of traffic patterns and anomaly
detection. A software tool named STRAND, implementing the model-
ing method, displays real-world ship behavior patterns, and is shown to
generate traffic rules spontaneously. STRAND aids maritime situational
awareness by displaying patterns of common behaviors and highlight-
ing suspicious events, i.e., abstracting informative content from the raw
AIS data and presenting it to the user. In this it can support decisions
regarding, e.g., itinerary planning, routing, rescue operations, or even
legislative traffic regulation. This study in particular focuses on identi-
fication and analysis of traffic rules discovered based on the computed
traffic models. The case study demonstrates and compares results from
three different areas, and corresponding traffic rules identified in course
of the result analysis. The ability to capture distinctive, repetitive traffic
behaviors in a quantitative, automatized manner may enhance detection
and provide additional information about sailing practices.

Keywords: Anomaly detection · Visualization · Potential fields · Auto-
matic identification system · Traffic modeling

1 Introduction

Maritime traffic modeling has the purpose of capturing information and extract-
ing the knowledge of the ways the traffic functions. That way it can provide
insights to non-expert users, without the need for a lengthy hands-on experience
[10,18]. Similarly, anomaly detection aids the identification of potentially danger-
ous incidents from the vastness of vessel tracking data, without the cumbersome
manual analysis [13].

The skill set of an experienced navigator involves the knowledge of many non-
written, de-facto traffic rules, commonly followed in seamen’s practice. Route
planning and maneuvering often requires semi-intuitive familiarity with the
physics of vessel’s movement in various marine circumstances, which is usually
c© Springer International Publishing Switzerland 2015
F. Corman et al. (Eds.): ICCL 2015, LNCS 9335, pp. 298–312, 2015.
DOI: 10.1007/978-3-319-24264-4 21
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acquired in a non-formal way, over years of practice. Similarly, decisions regard-
ing detection of abnormal behaviors in maritime traffic are still mainly taken on
the basis of a human expertise. The operator keeping track of vessel movements
must monitor the open sea and harbors in order to identify suspicious behaviors
and critical situations, often with assistance of available automated maritime
traffic tracking systems.

Much of what occurs in the maritime domain is difficult to observe and
assess, as vessel movements cannot reflect navigating activities and intentions in
a direct manner [2,3]. Nevertheless, such observations may be enabled and aided
by tools automatically extracting information from the traffic data, providing
a visual representation of typical traffic behaviors, and warning about out-of-
the ordinary movements and events (see traffic model and detection example in
figure 1). In this study several such non-written traffic regularities and de facto
rules are demonstrated and analyzed, showing that the current state of autom-
atization may enable capturing the knowledge so far only obtainable through
human learning.

Fig. 1. STRAND user interface; example of traffic patterns and detections in the open
sea area

Automatic Identification System (AIS) transponders are used to identify and
locate vessels at the sea, by electronically exchanging data with other nearby AIS
transponders on ships, airplanes and fixed receiving stations. The AIS system
provides by far the most comprehensive automated description of current traffic
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state, including vessel position, course, speed, time of day and type of vessel.
By inspecting AIS data history it is possible to observe precise ship tracks, and
hence, to get an indirect view of the process of piloting.

This approach defines traffic models as a collection of typical traffic behavior
patterns, computed using past traffic records. All collected AIS data is analyzed
with the use of the potential field concept adapted for data abstraction and
representation.

The general idea in applying potential fields for maritime traffic is, for the
observed movement of each vessel, to assign charges along its track. A collection
of charges distributed over an area generates a potential field, which is locally
weaker or stronger depending on the density and strength of surrounding charges.
Just like road traffic, the marine traffic tends to concentrate locally in certain
areas. The distances between ships tend to be smallest in harbors and river
systems and largest on open sea. As a result, in some areas traffic is precisely
regulated, while in others it is less restrained.

Given such a model of traffic, a behavior is regarded as normal if it is same
as or similar to situations frequently observed in the traffic records, in terms of
time, space, speed, course, etc. A detection of anomalous (unusual) behavior is
triggered by novel traffic behaviors, not previously observed by the system. In
that perspective, the developed method subscribes to another branch of detection
domain — namely, the novelty detection.

This method may be regarded as opposite to expert system based solutions,
as it reveres definition of what merits a detection. Here, an anomalous behavior
is not defined directly, but implicitly — as a deviation from normal behavior
automatically learned from a large amount of data.

Contrary to a sea chart, no background data such as waterway obstacles
and the sea shore is used for extracting traffic patterns using potential fields.
The tool visualizing the potential fields starts with a “blank sheet” filling it
with accumulated data from the AIS, i.e., making the obstacles apparent as the
local lacks of data instead of a pre-drawn template. This presents a possible
double advantage. Firstly, the traffic model is constructed based on the present
traffic conditions, e.g., a recently sunken wreck obstructing a waterway would
be reflected by the potential fields as a lack of potential in that area. Secondly,
the potential fields extract and visually express traffic patterns of, e.g., typical
speed or course in an area, and can even spontaneously reflect traffic rules.

Previous studies of potential field based traffic data modeling, as well as the
anomaly detection based on it, demonstrated the applicability of the method
and investigated its performance [1,5]. Quite surprisingly, this method was also
found to result in often characteristically asymmetric traffic patterns, which
indicated underlying regularities in the traffic, some of which were, in reality,
not formalized or even counterintuitive. Namely, in some areas ships deviating
from their course to the left are considered to be more anomalous than if they
deviated to the right. In other areas, traveling with speed higher than the most
common local speed is less (or in other cases — more) anomalous, than slowing
down to the next slower speed range.
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A closer investigation, and cross-examination with the type of area being
modeled, it became apparent that the character of the perceived persistent irreg-
ularities and asymmetries is deterministic, and it seems to follow either man-
made traffic rules or regular practices in sailing, commonly known by sailors,
but not formally defined. The modeling and detection system STRAND will be
further shown in this publication to deliver results allowing to grasp and clearly
define such regularities and rules in the maritime traffic.

The rest of the paper is organized as follows. Section 2 presents the back-
ground of self-learning anomaly detection decision systems based on different
techniques such as machine learning, AI or statistics. In section 3 a traffic mod-
eling and detection system STRAND is presented. The main results regarding
anomaly detection and generating traffic rules are presented in section 4. Finally
a discussion and a summary of the major findings conclude the paper.

2 Background and Method

In the maritime domain, the sheer amount of data that has to be processed in
order to interpret traffic situations is a major challenge. Advanced, self-learning
anomaly detections are typically built on some form of machine learning, i.e., the
study of algorithms that learn in some sense [10,17]. The algorithm is presented
with a set of training data to extract the model out of, to subsequently classify
new input, test data (in the case of anomaly detection typically into the classes:
anomalous and normal) and to predict how a modeled system will behave in the
future.

The additional challenge in case of the maritime traffic captured by AIS,
is that there can be no definite knowledge of all truly anomalous incidents.
One may, however, make an indefinite assumption that the vast majority of
traffic activities occurs correctly, and actually dangerous or malicious incidents
happen scarcely, even though the maritime domain, being a part of a shared
logistic chain, functions as an avenue for a multitude of opportunities and threats
[4]. Therefore, the approach followed here represents neither fully supervised or
unsupervised learning, with the classifier (detector) learning normal behavior
from the given example of all past behaviors, but having no well formed idea
about unwanted behavior as such.

An often practiced and sensible way to track anomalous behavior given the
described conditions is by identifying the deviation from normality, i.e., study-
ing models of maritime traffic, representing normal traffic behaviors. Ristic et al.
[14] applied statistics to extract normal behavior patterns from primary data and
consequently anomalies as lack of recorded motion relevant to normal trajectories
and velocity. Riveiro and Falkman [12] combined user interaction with visualiza-
tion techniques to obtain rule-based anomaly detection. In another study, Riveiro
et al. [15] applied a visual approach (self-organizing maps) with nonparametric
statistics (density estimation by Gaussian mixture modeling) and probabilistic
theory (Bayes theorem).
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Different machine learning techniques have been addressed by Perera and
Oliveira [7] (neural networks), Laxhammar and Falkman [9] (Similarity based
Nearest Neighbour). Rhodes et al. [16] applied a proprietary solution for nor-
malcy learning.

Potential fields, not previously used for anomaly detection, were developed
in the AI community as a navigation and decision making mechanism mainly
for the development of game AI [6]. The potential fields applied here to model
maritime traffic are analogous to actual physical phenomenon of potential fields,
e.g., electrostatic or gravitational [19], and are described in a similar manner.
The three main concepts derived from the physical potential fields are: the charge
accumulation, the decay of potential fields, and the distribution of potential
around a charge.

clatk,lonk
= 〈c1latk,lonk

, c2latk,lonk
, . . . , cn

latk,lonk
〉 (1)

Each vessel tracked by AIS is characterized by a collection of static parameters
(e.g., name, flag, type), as well as the current state of its dynamic behavior (e.g.,
speed, course, location; equation 1). The total charge at a location is calculated as
the sum of all local charges (as in equation 2), i.e., the greater an electric charge is,
the stronger the electric potential field that surrounds it. A higher potential field
indicates visits by more vessels at a location.

Clatk,lonk
=

τ∑

t=0

clatk,lonk
(2)

A field decay effect enables maritime traffic to evolve over time, i.e., to com-
pare and follow trends of the changeable maritime traffic behaviors over time.
It is an alternative to other constructs dealing with the real time continuity,
such as a sliding time frame or a data window [11,14]. The field decay is here
implemented as an exponential decrease of the charge (expressed by equation
3). The prototype builds a normal model based on a real world AIS data set
spanning 20 days.

Clatk,lonk
(t) =

τ∑

t=0

d(t)clatk,lonk
, (3)

where d(t) is a non-increasing decay function with limit at zero, describing the
decrease of a local charge over time.

Each local charge gives rise to a local potential, most intensive in the location
of the charge and dissipates with increasing radius. A global potential field is
instantiated by merging local charges. The intensity of the field varies depend-
ing on the strength of the surrounding local charges and the distance to them
(described by equation 4).

Platk,lonk
(t) =

∑

i

1
2πσ2
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2
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(4)



Learning Maritime Traffic Rules Using Potential Fields 303

3 STRAND

A maritime traffic modeling and detection system STRAND (Seafaring TRans-
port ANomaly Detection) computes and displays distinctive traffic patterns as
potential fields, extracted from the maritime surveillance data. In the AIS-based
maritime surveillance case, static parameters for the vessels (identification num-
ber, call sign and name) as well as current state of its dynamic behavior (course,
speed, time of day, location) are collected. STRAND further discretizes course
and speed. Course is divided into 8 equal intervals: N, NE, E and so on. Speed
ranges are not equal in size, and correspond to the speed classes common in
maritime circles, ranging from Static (0–1 knot) Very slow (1–7), Slow (7–14),
Medium (14–22), Fast (22–30), Very fast (30–45), Ultra fast (45–60), to exceed-
ing 60 knots. The time of day divides 24 hours into four equal time slots: Morning
(6–12), Afternoon (12–18), Evening (18–24), and Night (0–6).

Besides using the aforementioned parameters, the STRAND system requires
setting a grid size for the potential field. The grid size in essence defines the
resolution of the traffic model, i.e., the map of potentials. It has been shown,
that this parameter has a direct impact on the number of detected anomalies,
and if set improperly may strongly overfit or underfit the data. The number of
generic anomaly detections decreases when the grid size is enlarged, on the other
hand bigger grid sizes might lead to excluding detections of real anomalies.

Fig. 2. River area with Szczecin Bay

In figure 1 depicting the STRAND interface, the small black arrows repre-
sent vessels conforming to the normal behavior patterns, and all anomalously
behaving vessels are marked by larger red arrows. Each red arrow indicates a
vessel outside the potential field of at least one type, e.g., navigating in a wrong
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direction. Also an abnormal speed, vessel type or time of day may indicate an
anomalous behavior. Besides the shown open sea area, two other areas are chosen
for investigation: the estuary of the Oder River along with the bay of Szczecin
representing the river case (figure 2), and the harbor case of the Gdansk bay
with ports of Gdansk, Gdynia and others (figure 3). The shown open sea area
between Sweden and Poland in the Baltic Sea (figure 1) covers two main routes
outside the east coast of Sweden, each represented by a double line. The red color
indicates a strong potential field with traffic in two directions, NE and SW. At
the bottom of the folded open sea, are the increased potential fields indicating
close proximity to the bay of Szczecin, i.e., traffic to and from the harbor of
Gdynia and Gdansk.

Fig. 3. Harbor area of Gdansk Bay

4 Anomalies and Discovered Rules

The potential field based method, implemented by the STRAND system, pro-
duces different results, based on the specific scenario settings. Each potential
field is specific to one AIS metric (i.e., waypoint, speed, course or daytime).
The geographic area, in which to aggregate charges and distribute potential, is
delimited by two pairs of latitude and longitude bounds. The time selection is
necessary for limiting the traffic records, based on which the fields are created,
as well as to determine the moment in traffic that should undergo the anomaly
detection. Additionally, a classification threshold is set to draw a line between
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the potential levels determining the distinction between anomalous and normal
behavior.

All of the above parameters are constant throughout the experiments in this
study. i.e., the time frame, detection moment, and detection threshold remain
the same. The three selected areas have unchanged bounds, and for each of them
a complete set of all potential fields is built and used for detection.

The focal point is the grid size influencing the resolution of the vessel traffic
model. A larger grid size means a lower resolution, and if increased too high, may
cause under fitting the underlying traffic patterns, and exceedingly lowering the
sensitivity. On the other hand, high-resolution grids may result in over fitting
the model and making the detection too sensitive.

Fig. 4. Traffic patterns for course SW (to the left) and NE (to the right)

Visualization of the potential fields lets a STRAND system user get an
overview of the past and present traffic. This is dissimilar from an ordinary visu-
alization of the AIS data plotting. The difference can be seem in the example
figure 4 where ships seem to get closer to the opposite riverbank either to dock
or to cut the turn. On the other hand, the north-eastern traffic seems to keep
to the right bank in the south, but gets somewhat diffused towards the mouth
of the river. The distribution of the potential also enables interpretation of the
probable reason for that NE traffic diffusion: a point at the western riverbank
in the middle of both images appears to be a frequent destination for tracked
vessels, some of which seem to show disregard to traffic rules when departing in
north-eastern direction. That behavior occurred often enough to build up a rela-
tively strong traffic pattern, and if repeated — it will be concerned normal from
a course-specific point of view. If speed, daytime and type of ship are evaluated,
new anomalies may occur. In such manner, the potential field based method
may act as a way of not only finding typical behavior patterns, anomalies and
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monitoring normal behavior, but also finding actual traffic rules and local traffic
regularities individual to specific areas.

4.1 Anomalies

Figure 5 displays anomaly detection statistics for maritime traffic as a function
of grid size. The plot represents the numbers of detections of types: waypoint,
course, speed, daytime and total. The total is a sum of all positive detections
regardless of type where course, speed and daytime are detections made sep-
arately for these parameters. The specific detections may overlap, e.g., a ship
may travel with anomalous course and time of day, but at a speed that is normal
for its location. The waypoint detection is triggered when a vessel is observed
in an area not earlier investigated by a vessel. As a consequence this type of
anomaly also indicates anomalous speed, course and daytime, i.e., provide mul-
tiple anomaly values.

Fig. 5. Percentage of anomalies for different grid sizes

In practice, the STRAND system recognizes the waypoint detections as a
deficit of any manner of recorded vessel presence at an examined location. The
observed tendency is that for oversensitive detection settings (where the grid is
too dense), the proportion between the generic (waypoint) and specific detection
(course, speed, daytime) is strongly skewed towards the former type. The reason
being that in a small size grid the distances between waypoints recorded in fact
relatively close to one another, are so many grid nodes apart, that they cannot
create a common potential field (i.e., a traffic pattern ).

In figure 6, the waypoint plots (solid lines) show a lot of positive detections
for small grid sizes, especially at open sea. The earlier decline in the number of
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Fig. 6. Anomalies for open sea (O), harbor (H) and river (R) cases

anomalies for the harbor, and especially the river case, suggests that a smaller
grid size should be more suitable for these cases.

Both course and speed reaches a peak around the grid size 600–800m for
the open water case at the same time as the number of waypoint anomalies get
reasonable low in number. For the harbor case there is a similar peak around 60–
80m grid size where the peak of the river case is between 30–100m but with fewer
anomalies. Both open sea and harbor detects around 25% possible anomalies
where the river case holds less than 10% alarms for course deviations. Also for
speed deviations there is a higher percentage for the open sea (20%) than for
the harbor and river cases (below 10%).

4.2 Traffic Rules at Sea

Besides the already mentioned parameters, added experimental sets are produced
by performing detection on data with altered speed and course. For speed, the
velocity may increase or decrease relative to the current speed. As seen in figure 7,
the grid size is an important metric optimized individually for each area under
examination, dependent on the location type (e.g., proximity to the shore), and
the conditions imposed by this position (e.g., density of vessels and practically or
formally limmited speeds). In the following examples we have chosen a grid size of
30 meters for the harbor and river cases and 800 meters for the open sea case.

As seen in the diagram (figure 7), altered speeds raise the percentage of
anomalies for all investigated areas. For two of them: the harbor and river, the
amount of anomalies is quite low for the real speed metric value. The experiment
for increased speed shows that detection count is multiple times higher, compared
to driving with normal or decreased speed.
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Fig. 7. Altered speed detections for open sea, harbor and river cases

For the open sea, the initial amount of anomalies is about 10 times higher
than for the harbor and river case. Unlike to the dense-traffic cases, at the open
sea it is a more unexpected behavior to drive slower than usual, rather than to
increase the speed.

In all of the cases, the results seem to provide quite intuitive and logical
findings. Harbor areas as well as river paths often have speed limits depend-
ing on narrow passages and dense traffic. Anomalies normally amount to a few
percent for normal and lowered speed, may raise to 50 percent and more of all
traffic with increased speed for the harbor case. For the open sea the opposite
is true: reducing speed or stopping results in far more anomaly detections, but
increasing the speed seems almost as normal as the typical behavior. At the open
sea, where most traffic follows straight, lengthy lines it is usual to develop high
consistent speed, and any changes to that (i.e., slowing down) may be symptoms
of problems with the affected vessel [8].

The comparative detection case study for original and altered vessel courses,
was preceded by two additional investigations, which object was the course dis-
cretization. The first experiment has to do with granularity: should course be
divided into smaller or larger sections? The comparison was performed for course
bins of 45, 36 and 22.5 degrees, e.g., sailing NE versus NNE. Finer granular-
ity moderately increased the number of anomalies without changing the overall
results, and it did not provide ground for increasing the precision of course bin-
ning. The second experiment examined whether the offset of course bins has
any influence on anomaly detection (i.e., does it matter if the bins start at 0,
18 or 22.5 degrees?). The observed differences were small and inconsistent over
the whole range of grid sizes, indicating that the shift in direction introduces no
additional bias, i.e., the STRAND tool seems to be robust against shifting the
course binning offset. Therefore the subsequent investigation was performed for
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course binning of 45 degrees with -22.5 offset (i.e., the bin: North-East indicates
course from 22.5 to 67.5 degrees).

For the investigated grid size, the deviations from course are less apparent
than for the speed parameter as seen in figure 8. Traffic on rivers is not dissimilar
from traffic on land roads, with elongated routes without crossings, where the
ships hold a direction determined by the shape of river, its banks and current.
The diagram in figure 8 shows that the anomaly results for vessels deviating from
their course to the left are at least 67% higher, for a grid size up to 80 meters.
The opposite course alteration (to the right) results in barely any increase in
anomaly count. These observations make it apparent that turning left from the
typical course is much more uncommon than turning right.

Fig. 8. Altered course detections for open sea, harbor and river cases

In the harbor case there is no such consistent leverage for either altered
course, and the local differences between left and right course amount up to
20%. Nevertheless, the overall increase of anomalies for altered courses compared
to the original course is quite stable and reaches up to 50%. That observation
corresponds to harbor traffic properties, which are characterized by more vessel
routes crossing at various angles (unlike land roads), depending on traffic to
and from the quays, anchorage areas, etc., and not quite as precisely defined
waterways.

The open sea case displays a slightly larger increase of anomaly counts for
course deviation towards right (up to 25%) but also a large overall increase of
anomalies for altered courses compared to the original (exceeding 100%). In this
case the difference between left and right course alteration is more consistent and
seems to show that the deviation from course to the left is not as anomalous as
deviation to the right. One may interpret it as a highway-like traffic organization,
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where temporary course alterations to the left may sometimes be acceptable (e.g.,
while overtaking another vessel), rather than turning to the right and abandoning
the “highway” altogether, but are still unusual.

The performed experiment investigated the influence of speed and course
alterations on the anomaly detection results. By interpreting just these two met-
rics, the study resulted in identification of a set of traffic rules apparent in the
modeled traffic. The discovered rules include speed regularities (lower and upper
de-facto speed limits), and course rules (keeping to the right side on rivers, and
following the straight lines at the sea):

– Upper speed limits are significant for both harbor and river situations. This is
consistent with the real physical vessel traffic on narrow or closed waterways,
where speed limitations are often present and strictly upheld. In harbor
and river areas speed is regularly limited by law, obstacles and (or) sailing
practice, therefore exceeding it is more dangerous and less common than
slowing down or even stopping.

– At open sea it is common to sail with certain minimal speeds, and exceeding
them is not disadvantageous. Slowing down speed at open sea may result in
disrupting the traffic flow and may be the symptom of technical problems
at the affected vessel.

– Traveling along a river is similar to traveling on a road, where the driver
follows simple and strict traffic rules, in this case: the right-side rule. The
generated potential fields depict this rule with a high increase in anomalies
for altering course to the left. In reality the rule and practice is to avoid
shifting towards oncoming traffic, i.e., turning left.

5 Discussion

One of the main objectives underlying the design of this traffic modeling method
is making its mechanisms, working and logic observable to the user. The anomaly
detection was designed in a way that enables observing the basis on which it
occurs: the patterns (potential fields) constituting the normal behavior model.
That way the method offers background information regarding the circumstances
of traffic incidents. According to the experimental findings, this method can
also support gaining overall knowledge about the traffic regulations, and even
particular traffic rules and practices.

Prof. Edwin Hutchins [18] performed an extended analysis of ship navigation
and its actual practice aboard large ships in a naval setting. Cognitive skills
observed in the actual practice aboard were shared organically among multiple
crew members, constituting the collective traffic awareness. Their actions as ves-
sel navigators determine the way the ship sails, which can in turn be monitored
and captured the vessel tracking systems. The developed traffic modeling can be
perceived as reverse engineering of this process, where the workings of a system
or mechanism are analyzed based on the data it produces. In STRAND, the nav-
igational practices are captured and visualized by the concept of potential fields.
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Therefore the distributed cognitive processes of ship navigation may partly be
handled by potential fields.

This study’s findings regarding speed limits and keep-right rule appear to
correspond with real-world sailing practice and common sense, which provide
a user with an additional layer of traffic information. In that way the user is
better informed and empowered to correctly interpret the anomalies reported
by STRAND. The patterns and rules are depicted twofolds: by visual patterns
rendered over a map, providing insights instantaneously understood by human
users, and quantitative distinction between different behavior types, e.g., as seen
in this study.

Same as any anomaly detection method used for maritime traffic, potential
fields implemented in STRAND are prone to numerous misdetections. These, if
occurring often, affect user’s trust in the system, and can undermine its pur-
pose. This is why providing the insight into the detection basis and modeling
mechanism is vital. It can facilitate the analysis of detections by providing the
necessary background information needed to quickly assess the real severity of
the anomalous incident. The gained awareness helps speed up the selection of
serious incidents among all the detections, and may mitigate the negative influ-
ence of false detections on user’s trust.

There are various potential benefits and practical applications of the
described traffic modeling method, and its ability to capture traffic rules, depend-
ing on the user group. From a ship navigator point of view, the display of patterns
of correct or normal behavior, aids the choice of the safest and most optimal path.
From traffic safeguarding perspective, the anomaly detection based on potential
fields may help quickly and comprehensively inspecting possible traffic incidents.
Finally, from authorities’ point of view, the clear overview of traffic may help
recognize traffic regulation and legislation issues.

6 Conclusion

The STRAND prototype system demonstrates the applicability of the proposed
method and its capability to capture traffic patterns and even rules. The three
aspects of potential field theory: charge accumulation, potential decay and dissi-
pation; enable the modeling of vessel traffic and rendering the traffic regularities
easily comprehensible and observable to the system users, by the means of cus-
tomizable visualizations and anomaly detection.

An advantage of the method is the ability to create normal traffic models
based solely on the traffic history, without the need for expert knowledge, there-
fore the extracted information is not affected by bias or polluted with outdated
or inaccurate data. The additional benefit of the method, demonstrated, ana-
lyzed and discussed in this study, is the ability to grasp behaviors common in
the sailing practices in a way that can be easily expressed as a traffic rule.
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Abstract. The aim of this paper is to propose an approach for forecasting pas-
senger (pax) demand between airports based on the median pax demand and 
distance. The approach is based on three phases. First, the implement of boot-
strap procedures to estimate the distribution of the mean pax demand and the 
median pax demand for each block of routes distance; second, the estimate pax 
demand by calculating boostrap confidence intervals for the mean pax demand 
and the median pax demand using bias corrected accelerated method (BCa); and 
third, by carrying out Monte Carlo experiments to analyse the finite sample per-
formance of the proposed bootstrap procedure. The results indicate that in the 
air transport industry it is important to estimate the median of the pax demand. 

Keywords: Air passenger demand · Bootstrap · Forecast · Monte carlo simula-
tion · Bias corrected accelerated method 

1 Introduction 

In the commercial aviation industry, air passenger (pax) demand plays an important 
role. Forecasting and estimating the air pax demand is important for network plan-
ning, network management, fleet assignment, manpower planning [15], aircraft 
routing, flight scheduling, and revenue management. In the case of the airline indus-
try, demand is the number of passengers that are willing to fly between two different 
airports, cities, regions, and countries or even global [3]. Airlines make decisions with 
these information such as to open new routes, increase or decrease number of servic-
es, and buy aircrafts and equipment to handle the increment of pax demand per route 
based on their pax forecasting [9]. Airlines makes these decisions to calculate the total 
number of people that are willing to fly from an origin (O) city/airport to a destination 
(D) city/airport [3]. 

The aim of this paper is to propose an approach for forecasting pax demand between 
airports based on the median pax demand and distance. Normally, what is done is to 
forecast the mean demand and companies based their analysis and planning on this 
point estimate. On the other hand, this paper proposes an approach based on bootstrap 
methodology for estimating pax demand by constructing confidence bands using the 
bias corrected accelerated method (BCa) [8]. The main contribution of this paper is an 
approach to forecast the median pax demand and the corresponding confidence bands.   
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This paper is organized as follows: Section 2 describes previous work on forecast-
ing methods applied to estimate pax demand. Section 3 describes the bootstrap  
methodology. Section 4 shows the BCa method by implementing it to estimate confi-
dence bands for the mean pax demand and the median pax demand using the DOT US 
Consumer Report data [6]. Monte Carlo experiments to analyze the finite sample 
performance of the proposed approach are presented. Finally, Section 5 concludes the 
paper. 

2 Air Pax Forecasting Demand Methods 

This paper studies different methods from time-series because its aim is to forecast 
the median pax demand by route distance.  

[10, 11] develop a model to generate pax demand data, from O to D (OD pair), 
based on Grey model (GM) theory. [12] use a GM model to calculate Chinese pas-
senger volume from 1990-2007. [18] develop a passenger traffic forecast based on 
GM theory and the Markov chain. [4] develops a passenger traffic forecast based on 
GM theory and the Markov chain. [6] develop two gravity models for calculating 
airline pax volume between routes for a given time interval. [16] develops a gravity 
model based on the spatial interaction between OD pair. [5] develop a logit model for 
aggregate air travel itinerary shares at major US airlines. [1] develop a neural model 
to calculate Brazilian pax per km transport demand (PKTD).  

Known distributions functions can be used to forecast airlines pax demand [17]. [2] 
probe that pax demand behaves as the Poisson distribution function. [17] Show that 
pax demand does not behave as a single uniform distribution but they behave as a 
Gamma distribution function. [19] forecast airlines pax demand using three distribu-
tions: Normal, Gamma and Weibull. [3] finds that airlines pax demand, between O 
and D airports, behaves as a log normal distribution function.  

On other hand, this paper does not assume well knowns distributions functions. A 
bootstrap approach for the distribution of the pax demand, the mean pax demand, and 
the median pax demand is proposed. 

3 Bootstrap Estimation Intervals for Pax Demand 

3.1 Bootstrap Methodology 

The instrument used for describing the pax demand distribution is the kernel distribu-
tion, which is a nonparametric technique to estimate the density function of a random 
variable by smoothing the data using a bandwidth that controls the smoothness.  

The bootstrap methodology is applied to analyze the power to capture the beha-
viour of pax demand in the airline industry and it is compared to the pax demand 
kernel distribution. The methodology is explained as follows: 
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The bootstrap, as defined by [7], is a simulation method that can be used for statis-
tical inference purposes, for example, for estimating the mean pax demand or the 
median pax demand. The method is based on a simulation of the real distribution of 
the data by randomly sampling, with replacement, the original data. 

Suppose that we have independent and identically distributed observations , … ,  with an unknown probability distribution function F.  

 , … , ~  (1) 

The empirical distribution function is defined as the cumulative distribution func-
tion that mass (1/n) at each data point ( ): 

 ∑  (2) 

Where: 

I  = the indicator function      [-] 
n = sample size       [-] 
  
The bootstrap considers that the real distribution of the pax demand, F, can be ap-

proximated by the distribution . 
The bootstrap methodology, is a computer based method, which depends on the 

concept of bootstrap sample A bootstrap sample , … ,  is defined 
as a random sample of size n drawn with replacement from the original data: , … , .   

 , … , ~  (3) 

This processes is repeated B times for creating B bootstrap samples.   
The interest is forecasting specific statistics, the mean pax demand, , and the 

median pax demand, . For this purpose, in each bootstrap sample B, an estima-
tion of the mean pax demand and the median pax demand are calculated, named re-
spectively, bootstrap mean pax demand,  and bootstrap median pax demand, 

 . Finally, obtaining B values for each measure: 

 , … ,  (4) 

 , … ,  (5) 

With this results, a distribution function for , and for  can be  
constructed. 

 , … , ~  (6) 

 , … , ~  (7) 
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3.2 Confidence Bands Methods 

The bootstrap replicates of the mean pax demand and the median pax demand simu-
lates its distribution function. The objective is to calculate nonparametric confidence 
bands for these measures. 

Let us assume that  represents the cumulative bootstrap distribution func-
tion for the mean pax demand and,  represents the cumulative bootstrap 
distribution function for the median pax demand.  

In this paper, the BCa method is implemented for calculating bootstrap confidence 
bands [8]. 

3.2.1 The Bias Corrected Accelerated Method (BCa) 
[8] Improve the performance of the BC method by using a bias constant  and also 
some acceleration constant . The 1 2  confidence band is calculated as follows: 

 ̂ , ̂  (8) 

Where: 

  (9) 

  (10) 

 Φ   (11) Φ  is the distribution function of a Normal random variable .  
An estimation of the acceleration  is given in terms of a resampling technique 

named jackknife developed by [13, 14]. Assume that  is the original data with 
the ith point deleted, let be the bootstrap mean pax demand for these data.  

The jackknife estimate of  is given by 

 
∑ .∑ . /  (12) 

Where: 

 . ∑
 (13) 

Similar calculations are used for the bootstrap median pax demand.  
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4 Empirical Application and Monte Carlo Experiments 

4.1 Experimental Data 

The Airline Fares Consumer Report has been published annually by the US Depart-
ment of Transportation Office of Aviation Analysis. The data includes information of 
approximately 18,000 routes operated by US airlines inside the United States. Only 
those carriers with a 10% or greater market share are listed. The reports include non-
directional market passenger numbers, revenue, nonstop and track mileage broken 
down by competitors. In this study, only the total number of passenger demand data is 
used, and it is calculated for each route connecting two cities. The pax demand data is 
organized by distance block and divided into full service carriers (FSC) and low cost 
carriers (LCC) because of the purpose of analyzing with an airline business model. As 
a consequence, data is integrated into eight different distance block. The first distance 
block goes from 0 to 250km; the second distance block goes from 250 to 500km; the 
third distance block goes from 500 to 750km; the fourth distance block goes from 750 
to 1000km; the fifth distance block goes from 1000 to 1500km; the sixth distance 
block goes from 1500 to 2000km; the seventh distance block goes from 2000 to 
2500km; and the last distance block includes greater than 2500km. This paper uses 
the data from 2007, and the proposed approach is validated comparing these results 
with data from 2008.  

4.2 Pax Demand Distribution per Distance Block 

First, we analyze the distribution of the pax demand to estimate the mean pax demand 
and the median pax demand. Figure 1 and Figure 2 show the kernel distribution for 
pax demand per distance block. In both figures, we observe that the distributions are 
right bias for all distance block. Nevertheless, the right bias is less pronounced in the 
first, second and third blocks distance, meaning that pax demand is more scattered in 
comparison with the other distance blocks. For the other blocks, the pax demand is 
more cumulative to the left side of their distributions, but there exist positive proba-
bility to forecast high pax demand values. 

Figure 1 and Figure 2 demonstrate the error of forecasting the mean which only 
forecasts symmetric information. An alternative measure is the median, which divides 
the distribution exactly in the fifty percent accumulated data. Therefore, this paper 
proposes to forecast the pax demand based on the median pax demand.  

Figure 3 and Figure 4 demonstrate that the distance blocks distribution is properly 
simulated by the bootstrap estimation method. What more, the bootstrap distribution 
captures the right bias of the pax demand what proves the ability of this method to 
simulate the real distribution function. 
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4.3 Bootstrap Confidence Bands Using BCa  

The bootstrap distributions for the mean pax demand and the median pax demand are 
constructed by simulating B = 1000 bootstrap replicates. For each bootstrap replicate 
we calculate the bootstrap mean pax demand and bootstrap median pax demand, with 
these 1000 bootstrap means and medians pax demand the bootstrap distribution is 
constructed for each measure. This procedure is performed for each distance block 
and airline business type. 

Figure 5 and Figure 6 show the distribution for the mean pax demand for the LCC 
and FSC airlines. The line represents the normal distribution function with the respec-
tive confidence band. The dotted line represents the bootstrap distribution function for 
the mean pax demand with the corresponding BCa confidence band. These figures 
proves that the normal distributions fit the bootstrap distributions function and the 
confidence bands are equal for all distance block and for both airline business types. 

 

Fig. 5. Bootstrap distribution for the mean pax demand 

 

Fig. 6. Bootstrap distribution for the mean pax demand 
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Figure 7 and Figure 8 show the distribution for the median pax demand for the 
LCC and FSC airlines. The line represents the normal distribution function with the 
respective confidence band. The dotted line represents the bootstrap distribution func-
tion for the median pax demand with the corresponding BCa confidence band. LCC 
airlines bootstrap distribution is leptokurtic as it is shown in the first four bocks dis-
tance (Figure 7) what is opposite to the normal distribution function which is flatter. 
Therefore, higher probability exists for some points with the bootstrap distribution in 
comparison with the normal distribution. Thus, confidence bands are shorter with the 
bootstrap distribution than with the normal distribution what allows taking decisions 
based on confidence bands with short width. Figure 7 shows that for the first four 
blocks for FSC airlines, the bootstrap distribution function is even more leptokurtic 
than in the LCC airlines cases. The results prove that the normal distributions do not 
represent the behavior of the distribution for the median pax demand. 

Figure 8 shows the behavior of the last four distance block for both airline business 
models. The behavior is similar for both airline business models. These results are 
consistent with the behavior of the airline industry because the unit operation cost is 
minimized as distance growths, then LCC airlines are less competitive against the 
FSC airlines because both achieve similar operations cost. It is the reason why low 
cost long-haul airlines are difficult to operate [3].  

 

Fig. 7. Bootstrap distribution for the median pax demand 
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Fig. 8. Bootstrap distribution for the median pax demand 

4.4 Monte Carlo Experiments 

Monte Carlo experiments are implemented to analyze the finite sample performance 
of the proposed bootstrap approach for constructing estimation bands for the mean 
pax demand and the median pax demand. One thousand Monte Carlo experiments are 
generated for B = 1000 bootstrap replicates which mean one million experiments are 
evaluated. The result is 1000 confidence bands for each measure. 

The experiments presented in this section are validated comparing results with the 
DOT 2008 data [6], this data is used to calculate the real mean pax demand and the 
real median pax demand for this particular year. The coverage rate is calculated for 
the BCa method to validate the forecast accuracy of the confidence bands. The aim is 
to obtain coverage rates near to the confidence bands nominal value equal to 90%, 
95%, and 99%.   

Table 1 shows the coverage rates for the estimation bands for the mean pax de-
mand using the BCa methods. The BCa method covers the 100% for the LCC and FSC 
airline business models in the all distance blocks. The BCa method slightly overesti-
mate for the coverage rate for all distance blocks (confidence intervals calculated with 
a confidence level of 90%, 95% and 99% but the coverage rate is 100% in all cases). 
The confidence bands calculated with the bootstrap approach and using the BCa me-
thod provides an accurate forecast because the real mean pax demand of 2008 is in-
cluded in the confidence bands for a number B of bootstrap replicates, what means all 
confidence bands contain the real values of the mean pax demand per distance block 
for 2008 data [6]. Therefore, the bootstrap approach presented in this paper appears to 
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be an accurate method for forecasting the mean pax demand for the case of the US air 
transport industry. 

Table 1 also presents the bootstrap confidence bands width for the mean pax de-
mand in thousands. The results show that FSC bootstrap confidence bands width are 
narrower than LCC bootstrap confidence bands width. It is because the LCC mean 
pax demand is greater than FSC mean pax demand in those routes where both busi-
ness models operate for all block route distances. It means LCC move in average 
more paxs than FSC per route. However, the number of FSC routes is greater than the 
number of LCC routes. Therefore, FSC transport more paxs than LCC in total for the 
case of the US air transport industry. 

Table 1. Monte Carlo experiments for the mean pax demand 

90% Estimation intervals coverage rates and width for mean pax demand 
Block 250 500 750 1000 1500 2000 2500 2501 
LCC 100% 100% 100% 100% 100% 100% 100% 100% 
LCC width 115.75 39.27 14.37 15.05 10.35 10.75 11.41 18.18 
FSC 100% 100% 100% 100% 100% 100% 100% 100% 
FSC width 25.73 4.49 3.53 3.95 3.01 2.84 3.26 3.65 

95% Estimation intervals coverage rates and width for mean pax demand 
Block 250 500 750 1000 1500 2000 2500 2501 
LCC 100% 100% 100% 100% 100% 100% 100% 100% 
LCC width 138.26 46.52 17.06 17.81 12.13 12.50 13.23 20.31 
FSC 100% 100% 100% 100% 100% 100% 100% 100% 
FSC width 31.05 5.25 4.09 4.69 3.58 3.34 3.82 4.35 

99% Estimation intervals coverage rates and width for mean pax demand 
Block 250 500 750 1000 1500 2000 2500 2501 
LCC 100% 100% 100% 100% 100% 100% 100% 100% 
LCC width 185.08 61.05 22.68 23.70 16.21 16.90 18.56 30.12 
FSC 100% 100% 100% 100% 100% 100% 100% 100% 
FSC width 40.84 7.02 5.57 6.32 4.82 4.46 5.15 5.77 

Table 2 shows the coverage rates for the estimation bands for the median pax de-
mand using the BCa method described in Section 3. The BCa method covers the 100% 
for the LCC and FSC airline business models for all distance blocks. As it happens for 
the mean pax demand, in the case of the median pax demand, the BCa method slightly 
overestimates for all distance blocks. The confidence bands calculated with the ap-
proach proposed in this paper using the BCa method provides an accurate forecast 
because 100% of the confidence bands contain the real values of the median pax  
demand per distance block for 2008 data [6]. 

Table 2 also presents the bootstrap confidence bands width for the median pax  
demand. The results show that FSC bootstrap confidence bands width are narrower 
than LCC bootstrap confidence bands. Hence, FSC transport more paxs than LCC in 
total and this is consistent with the results shown in Table 1. 

The bootstrap confidence bands calculated for the mean pax demand are wider than 
those for the median pax demand using the three confidence levels meaning that the 
uncertainty with respect to the real median pax demand is minimized. Therefore, for 
forecasting the air pax demand it is better to use the bootstrap distribution for the 
median pax demand and BCa method for constructing bootstrap confidence bands. 



326 R.B. Carmona-Benítez and M.R. Nieto-Delfín 

Table 2. Monte Carlo experiments for the median pax demand 

90% Estimation intervals coverage rates and width for median pax demand 
Block 250 500 750 1000 1500 2000 2500 2501 
LCC 100% 100% 100% 100% 100% 100% 100% 100% 
LCC width 84.72 34.86 8.52 4.09 2.26 3.61 1.74 4.18 
FSC 100% 100% 100% 100% 100% 100% 100% 100% 
FSC width 3.49 0.61 0.30 0.31 0.30 0.26 0.42 0.45 

95% Estimation intervals coverage rates and width for median pax demand 
Block 250 500 750 1000 1500 2000 2500 2501 
LCC 100% 100% 100% 100% 100% 100% 100% 100% 
LCC width 95.22 36.81 9.88 5.00 2.95 4.13 2.21 4.98 
FSC 100% 100% 100% 100% 100% 100% 100% 100% 
FSC width 3.73 0.72 0.35 0.39 0.34 0.31 0.50 5.05 

99% Estimation intervals coverage rates and width for median pax demand 
Block 250 500 750 1000 1500 2000 2500 2501 
LCC 100% 100% 100% 100% 100% 100% 100% 100% 
LCC width 111.35 54.53 14.32 8.06 3.70 5.06 2.97 7.65 
FSC 100% 100% 100% 100% 100% 100% 100% 100% 
FSC width 5.24 0.95 0.44 0.51 0.45 0.41 0.65 0.60 

5 Conclusions 

The pax demand real distribution is right bias according with the kernel distribution 
function from the [6] data. Therefore, this paper results demonstrates the importance 
of estimating the median pax demand instead of the mean pax demand. The imple-
mentation of bootstrap procedures to estimate the distribution of the mean pax  
demand and the median pax demand allows making statistical inference of these pa-
rameters. The main contribution of this paper is using the BCa method to calculate 
bootstrap confidence bands for the mean pax demand and the median pax demand for 
the first time.  Finally, this paper demonstrates, by carrying out Monte Carlo experi-
ments, the forecast accuracy of the bootstrap confidence bands using the BCa method. 
Even when the coverage rates for the estimation bands for the mean and the median 
pax demand using the BCa method are 100% accurate, bootstrap confidence bands are 
shorter for the median pax demand than for the mean pax demand, which is an advan-
tage when forecasting because it is better to take decisions based on bootstrap confi-
dence bands with narrow width, and the uncertainty with respect to the real median 
pax demand is minimized 
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Abstract. The computational challenge offered by most traditional net-
work flow models is modest, and large scale instances can be solved fast.
The challenge becomes more serious if the composition of the flow has
to be taken into account. This is in particular true for the pooling prob-
lem, where the relative content of certain flow components is restricted.
Flow entering the network at the source nodes has a given composition,
whereas the composition in other nodes is determined by the composi-
tion of entering flows. At the network terminals, the flow composition is
subject to restrictions. The pooling problem is strongly NP-hard. It was
recently shown that at least weak NP-hardness persists in an instance
class with only two sources and terminals, and one flow component sub-
ject to restrictions. Such instances were also shown to be solvable in
pseudo-polynomial time if a particular fixed-size instance class, called
atomic instances, can be solved in terms of a constant number of arith-
metic operations. This work proves existence of such a closed-form solu-
tion to atomic instances.

Keywords: Pooling problem · Complexity · Global optimization · Net-
work flow

1 Introduction

In many industrial and logistics applications of network flow models, including
petroleum refining and pipeline transportation of natural gas, the composition
of the flow is not homogeneous across the network. Crude oils supplied to a
refinery have contamination levels depending on their sources of origin. Major
components of natural gas are methane, ethane, butane and propane, but the
proportions in which they occur are not equal for all gas wells. For environmental
or technical reasons, constraints on the final composition are often imposed at
the terminal nodes of the flow network. It is therefore essential for network flow
models to recognize not only the product flow, but also how the flow composition
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evolves from network sources to terminals. In particular, the models must reflect
updates of the composition at nodes where differently composed flows are pooled.
This implies a computationally challenging problem referred to as the pooling
problem.

The pooling problem exhibits strong resemblance with well-studied logistics
models like the minimum cost flow problem. Another classical related problem
is Stigler’s diet problem [7,17], which asks for the minimum cost diet requiring a
certain amount of specified nutrients. The problem is easy to extend to a multi-
diet version where groups of people have each their own requirements. Nutritional
contents differ between sources, that is, the various foods of which diets can
be composed, and the optimal mix must be found for each terminal (group of
people). Conceptually, the multi-diet version coincides with the pooling problem
in bipartite networks. Thanks to this simple network structure, with exclusively
direct links between sources and terminals, diet problems are nothing but linear
programs (LPs). However, when extending the problem to more general network
structures, this is no longer the case.

Standard pooling problems are defined for networks with three layers of
nodes. Between source and terminal nodes, there is a layer of nodes referred to
as pools. Even for networks with only one pool, the problem is strongly NP-hard
[2]. The computational complexity is more favorable if there are more limita-
tions on the number of nodes. Polynomial time algorithms have been developed
for the case of a unique pool and an additional bound on either the number of
terminals [12] or the number of sources [13]. Because of the intractability of the
general problem, mainly heuristic approaches [5,9,14] have been applied to large
instances. Most of them are based on linearization, which appears natural as the
problem is an LP if the flow composition is known in every node.

Floudas and Visweswaran [10] reported the first exact solution algorithm
for the pooling problem. Later, algorithms based on branch-and-bound [4,11,
16,18,19], Lagrangian relaxation [1,3,6] and integer programming [8] have been
studied. The pooling problem survey by Misener and Floudas [15] has a com-
prehensive list of references to work in this area.

The pooling problem remains NP-hard for networks with only two sources
and two terminals, and only one flow component subject to constraints [12].
A recent study [13] analyses a dynamic programming (DP) algorithm for such
instances. It concludes that the algorithm runs in pseudo-polynomial time if a
special class of fixed-size instances, referred to as atomic instances, can be solved
in terms of a constant number of comparisons and arithmetic operations on
rational numbers. Pseudo-polynomiality means that the running time is bounded
by a polynomial in the numerical values of the input data, but it might be
exponential in the instance size. This is a weaker condition than polynomiality,
which requires running time bounded by a polynomial in the number of binary
digits needed to represent the input. The contribution from the current work
is a proof of the desired tractability of atomic instances, concluding pseudo-
polynomial running time of the DP-algorithm. In the next section, we introduce
notation used, and present a mathematical formulation of the pooling problem.
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In Section 3, the DP-algorithm is briefly reviewed, and a closed-form solution to
atomic instances is derived in Section 4.

2 Mathematical Formulation of the Pooling Problem

In this section, we describe the pooling problem in graph notation, where costs
and returns are on the nodes of the graph. We restrict the attention to cases
where only one flow component is subject to constraints. The relative content of
this component is referred to as the quality of the flow. Let D = (S, P, T,A) be a
digraph, where the disjoint node sets S, P , and T consist of sources, pools and ter-
minals, respectively, and the arc set A ⊆ (S×P )∪(P×T ) links sources with pools
and pools with terminals. Let Sp = {s ∈ S : (s, p) ∈ A} denote the set of neigh-
bor source nodes of pool p ∈ P , and define analogously Tp = {t ∈ T : (p, t) ∈ A},
Ps = {p ∈ P : (s, p) ∈ A} for s ∈ S, and Pt = {p ∈ P : (p, t) ∈ A} for t ∈ T .

The following data are associated with the network: Let ci ∈ Q be the unit
cost of in/out flow of node i ∈ S ∪ T , bi ∈ Q the capacity at node i ∈ S ∪ P ∪ T ,
qs ∈ Q the quality at source s ∈ S, and let ut ∈ Q be the upper quality bound
at terminal t ∈ T . We assume that not all qualities qs are equal.

To formulate the problem as a bilinear program, we define the continuous
variables xij as the flow along arc (i, j) ∈ A, and wp as the quality in pool p ∈ P .
This yields the model:

ζ(D) = min
x,w

∑
s∈S cs

∑
p∈Ps

xsp +
∑

t∈T ct

∑
p∈Pt

xpt, (1)

s.t.
∑

p∈Ps
xsp ≤ bs s ∈ S, (2)

∑
p∈Pt

xpt ≤ bt t ∈ T, (3)
∑

s∈Sp
xsp =

∑
t∈Tp

xpt ≤ bp p ∈ P, (4)
∑

s∈Sp
qsxsp − wp

∑
t∈Tp

xpt = 0 p ∈ P, (5)
∑

p∈Pt
wpxpt − ut

∑
p∈Pt

xpt ≤ 0 t ∈ T, (6)
xij ≥ 0 (i, j) ∈ A, (7)

where (2)–(3) are capacity constraints at sources and terminals, respectively, (4)
are capacity and flow conservation constraints at pools, (5) ensure that wp equals
the quality of the blend in pool p, and (6) are quality constraints at terminals.

In the more general multi-quality version of the problem, each of the vectors q
and u are defined for a set of quality parameters (flow components). The quality
variables are indexed over the same set, and so are constraints (5)–(6).

3 A DP-Algorithm for Instances with Two Sources
and Terminals

Recent studies [12,13] of the complexity of the pooling problem analyze the
instance class with |S| = |T | = 2. While a reduction from a bin packing prob-
lem shows that the pooling problem remains at least weakly NP-hard when
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|S| = |T | = 2 [12], instances with either |S| = 1 or |T | = 1 can be solved in poly-
nomial time by linear programming. With respect to |S| + |T |, networks in the
class under study are thus probably at minimum for NP-hard instance classes.

Henceforth, we associate network nodes with integers. We let S = {0, 1}, and
for reasons to become clear later, we let T = {7, 8}. For any flow in D, we let
(J2, . . . , J6) be a partition of P such that all p ∈ J2 (all p ∈ J6) receive zero flow
from source 1 (source 0), and such that all p ∈ J3 (all p ∈ J5) send zero flow to
terminal 8 (terminal 7). Ties are broken arbitrarily. Pools in J4 receive positive
flow from both sources and send positive flow to both terminals. The following
propositions (see [13] for proofs) lead to a DP-algorithm:

Proposition 1. If |S| = |T | = 2, (1)–(7) has an optimal flow for which |J4| ≤ 1.

Proposition 2. Let |S| = |T | = 2, and let the pool partition (J2, . . . , J6) cor-
respond to an optimal flow and satisfy |J4| ≤ 1. Then ζ(D) = ζ(D̄), where
D̄ = (S, P̄ , T, Ā) is the digraph with S, T , c, q and u defined as in the origi-
nal problem, P̄ = {2, . . . , 6}, node capacities b̄k =

∑
p∈Jk

bp (k = 2, . . . , 6) and
b̄i = bi (i ∈ S ∪ T ), and arcs Ā defined such that nodes 0, 1, 7, and 8 have
neighbor pools P̄0 = P̄ \ {6}, P̄1 = P̄ \ {2}, P̄7 = P̄ \ {5}, and P̄8 = P̄ \ {3},
respectively.

The instance with fixed-size network D̄ (see Fig. 1) is henceforth referred to
as an atomic instance. According to its definition, it consists of the same sources
and terminals as the original network, whereas all pools in Jk (k = 2, . . . , 6) are
aggregated into a joint pool with capacity equal to the total pool capacity in
Jk. Consistently with the definition of Jk (k �= 4), exactly one node in S ∪ T
is a non-neighbor of the corresponding atomic pool. Propositions 1–2 show that
in instances with |S| = |T | = 2, ζ(D) = minJ2,...,J5 ζ(D̄), where minimization is
defined over all partitions of P where |J4| ≤ 1.

A DP-algorithm is suitable for optimizing the partition. Denote the original
pools by P = {p1, . . . , pm}, where m = |P |. At stage n = 1, . . . , m, m + 1
of the DP, each pool p1, . . . , pn−1 has been assigned to some set Jk, whereas

Fig. 1. Atomic instance



332 D. Haugland and E.M.T. Hendrix

pools pn, . . . , pm are left to be assigned. The state variable is the capacity vector
b̄ ∈ Q

5, where b̄k is the total capacity currently assigned to Jk.
The cost function zn(b̄) represents the minimum obtainable cost given state b̄

at stage n. At stage m+1, all pools are allocated, and zm+1(b̄) = ζ(D̄) with pool
capacities b̄ in D̄. The assignment of pn made at stage n ≤ m, is represented by
a unit vector in the feasible set

E(b̄) =

{

e = (e2, . . . , e6) ∈ {0, 1}5,
6∑

k=2

ek = 1, e4 = 0 if b̄4 > 0

}

.

With z1(0) equal to the minimum cost in (1)–(7), optimizing the assignment
yields the backward recursion formula (n = 1, . . . , m):

zn(b̄) = min
b̄∈E(b̄)

zn+1(b̄ + bpn
e). (8)

It is straightforward to derive a DP-algorithm from (8). A running time
analysis [13] shows that such an algorithm computes z1(0) in

O
(

(τ + |P |)
(∑

p∈P bp

)4
)

time, where τ is the time required to solve an atomic

instance. Dependency on
∑

p∈P bp shows that the running time is not polyno-
mial. If ζ(D̄) can be computed in terms of a constant number of elementary
operations on rationals, then τ increases linearly with the number of binary dig-
its needed to code the input data (D̄, c, q, u, b̄). This is because the running time
of each arithmetic operation is proportional to the lengths of the bit strings of
the operands. It then follows that τ is bounded by a logarithmic function of the
numerical values of the input data, and, consequently, that the DP-algorithm
runs in pseudo-polynomial time.

In the remainder of the text, we prove that atomic instances are tractable in
the above sense if some mild assumptions on the costs are satisfied. The above
discussion then implies that the class of instances where |S| = |T | = 2, |P | is
arbitrary, and the cost assumptions hold, is solvable in pseudo-polynomial time.

4 Solving Atomic Instances by a Constant Number
of Operations

Without loss of generality [12], let q0 = 0 and q1 = 1. From the definition of
atomic instances, the following formulation is then derived: ζ(D̄) =

minx,w c0x04 + c1x14 + c7x47 + c8x48 + (c0 + c7)(x03 + x27) +

(c0 + c8)(x05 + x28) + (c1 + c7)(x13 + x67) + (c1 + c8)(x15 + x68), (9)
x03 + x04 + x05 + x27 + x28 ≤ b̄0, x13 + x14 + x15 + x67 + x68 ≤ b̄1, (10)

x27 + x28 ≤ b̄2, x03 + x13 ≤ b̄3, x04 + x14 ≤ b̄4, x05 + x15 ≤ b̄5, x67 + x68 ≤ b̄6, (11)
x03 + x13 + x27 + x47 + x67 ≤ b̄7, x05 + x15 + x28 + x48 + x68 ≤ b̄8, (12)

x13 + x67 + w4x47 − u7(x03 + x13 + x27 + x47 + x67) ≤ 0, (13)
x15 + x68 + w4x48 − u8(x05 + x15 + x28 + x48 + x68) ≤ 0, (14)
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x04 + x14 − x47 − x48 = 0, (15)
x14 − (x47 + x48)w4 = 0, (16)

x03, x04, x05, x13, x14, x15, x27, x28, x47, x48, x67, x68 ≥ 0. (17)

In this section, we demonstrate how (9)–(17) is solved in terms of a constant
number of comparisons and arithmetic operations. To this end, it is crucial to
avoid computations of roots of higher order (quintic) algebraic equations, since
no general closed-form solution exists.

4.1 Assumptions

A pooling problem instance with min{|Sp|, |Tp|} = 1 for all p ∈ P can be for-
mulated as an LP [12]. This means that if J4 = ∅, the corresponding atomic
instance is an LP with constant size, and is obviously solvable in terms of a
constant number of operations. We exclude such simple instances from further
consideration, and assume that all partitions (J2, . . . , J6) corresponding to opti-
mal flows in D satisfy |J4| = 1. Consequently, it is henceforth assumed that all
optimal flows in D̄ satisfy x04, x14, x47, x48 > 0.

Let the quality bounds u7 and u8 fulfill 0 ≤ u7 ≤ u8 ≤ 1. Flow quality can be
thought of as a contamination level, meaning that sources 0 and 1 are perfectly
clean (q0 = 0) and fully contaminated (q1 = 1), respectively. The following cost
assumptions are made: The market value of the flow is increasing with decreasing
contamination. Purchasing is therefore more expensive at source 0 than at source
1, implying c0 > c1, and sales prices at terminal 7 are higher than at terminal
8, i.e. c7 < c8. Further, the purchase cost c0 at source 0 is larger than the sales
price −c8 at terminal 8 (c0 + c8 > 0), which means that it is not profitable to
produce the poor quality product at 8 exclusively from the good quality supply
at 0. Finally, both terminals are profitable, i.e. (1 − ut)c0 + utc1 + ct < 0, t =
7, 8, meaning that flow satisfying the quality specifications with zero slack gives
positive profit. A non-profitable terminal can be excluded from consideration,
and the problem reduces to an LP.

4.2 Augmenting Paths and Cycles

In the following, we consider paths and cycles in D̄ where traversal of arcs in
their reverse direction is allowed. The underpinning idea is that in any optimal
solution, there exists no path of forward and backward arcs along which flow can
be augmented, such that feasibility is retained while costs are reduced. With
respect to a current feasible flow, x, assigned to D̄, we say that such a path
or cycle is flow augmenting if it is feasible to increase the flow along it by
some positive amount. Increasing the flow along a reverse arc (j, i) on a path
is equivalent to reducing xij ((i, j) ∈ Ā). Obviously, x is positive on all reverse
arcs of a flow augmenting path. If (i, j) and (j, k) are consecutive forward arcs
on a flow augmenting path or cycle, then

∑
�:(j,�)∈Ā xj� < b̄j . If (i, j) is the last



334 D. Haugland and E.M.T. Hendrix

arc on the path, and (i, j) ∈ Ā ((i, j) is a forward arc), then
∑

�:(�,j)∈Ā x�j < b̄j .
If (i, j) is the first arc on the path, and (i, j) ∈ Ā, then

∑
�:(i,�)∈Ā xi� < b̄i.

Meeting the above requirements is not sufficient to qualify as a flow augment-
ing path or cycle. It also has to be verified that all quality constraints are satisfied
after flow augmentation. For such verification, the following observations turn
out to be useful:

Observation 1: Increasing flow from pools with better quality, while decreasing
flow by the same amount from pools of poorer quality, improves the quality
at a terminal.

Observation 2: Consider a path or cycle that does not intersect terminal t ∈ T .
If a flow augmentation does not improve (deteriorate) the quality at any of
the pools p ∈ P̄ for which xpt > 0, but deteriorates (improves) the quality at
at least one such pool, then also the quality at t is deteriorated (improved).

Observation 3: A cyclic flow augmentation deteriorates the quality at terminal
t ∈ T if and only if it improves the quality at the other terminal t′ �= t.

It is straightforward to see that augmenting flow on a cycle leaves the total
costs unchanged. The same does not hold for paths in general, and absence of
flow augmenting paths with negative total cost is therefore a necessary optimal-
ity condition. More generally, if x is an optimal flow, then there cannot exist flow
augmenting cycles that generate another (also optimal) flow, for which a flow
augmenting path with negative cost exists. These observations are used exten-
sively in the following derivations of stronger necessary optimality conditions.

4.3 Optimality Conditions on Flow in the Atomic Network

In the analysis to follow, we make frequent references to the qualities in nodes
4, 7, and 8, defined respectively as w4 = x14

x04+x14
,

w7 =
x13 + w4x47 + x67

x27 + x03 + x13 + x47 + x67
, w8 =

x15 + w4x48 + x68

x28 + x48 + x05 + x15 + x68
. (18)

Lemma 1. If D̄ is assigned optimal flow, then w7 = u7.

Fig. 2. Proving non-optimality of w7 < u7 and w8 < u8 (Lemma 1)
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Proof. Assume first w7 < u7 and w8 < u8. Then (8, 4, 0) (see Fig. 2) is a flow
augmenting path with total cost −c0 − c8 < 0, contradicting optimality of the
assigned flow.

Assume next that x is an optimal flow with w7 < u7 and w8 = u8. Because
w7 < w8, there exists a pool p �= 4 such that x is positive on either of the paths
(0, p, 7) and (1, p, 8). Consequently, max {x68, x15, x27, x03} > 0, implying that
at least one of the cycles (8, 6, 7, 4, 8), (7, 2, 8, 4, 7), (5, 1, 4, 0, 5), and (3, 0, 4, 1, 3)
(see Fig. 3) is flow augmenting. Continued fulfillment of the quality bound at ter-
minal 8 follows from Observation 1 in the cases of (8, 6, 7, 4, 8) and (7, 2, 8, 4, 7),
from Observation 2 with t = 8 in the case of (3, 0, 4, 1, 3), and from Observation
2 (t = 7) combined with Observation 3 in the case of (5, 1, 4, 0, 5).

Since the flow augmentation reduces w8, there exists some optimal flow sat-
isfying both quality bounds with strict inequality, contradicting the first part of
the proof. 	


Fig. 3. Flow augmenting cycles (Lemma 1)

Lemma 2. If x is an optimal flow in D̄ such that w8 < u8, then x02 = x27 = b̄2,
x03 = x37 = b̄3, x15 = x58 = b̄5, and x16 = x68 = b̄6.

Proof. If max {x05, x28, x13, x67} > 0, then the reverse of one of the cycles stud-
ied in the proof of Lemma 1 is flow augmenting. Because an augmentation along
any of these cycles generates a quality w7 < u7, this is a contradiction of Lemma
1. Hence, x05 = x28 = x13 = x67 = 0, yielding x02 = x27, x03 = x37, x15 = x58,
and x16 = x68.

Fig. 4. Proof of Lemma 2

Assume x27 < b̄2. Then (7, 4, 0, 2, 7) (see Fig. 4) is a flow augmenting cycle
(see Observation 2 with t = 8 and Observation 3 with t′ = 7) generating w7 < u7,
contradicting Lemma 1. Consequently, x02 = x27 = b̄2.
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By choosing the augmenting cycles (Fig. 4) (7, 4, 0, 3, 7), (8, 4, 1, 5, 8), and
(8, 4, 1, 6, 8), respectively, the remaining parts are proved analogously. 	

Lemma 3. There exists an optimal flow x in D̄ such that either x04 + x14 = b̄4
or x05 = x28 = x13 = x67 = 0.

Fig. 5. Proof of Lemma 3

Proof. Assume x is an optimal flow such that x04 + x14 < b̄4 and x28 > 0. By
Lemmata 1–2, w8 = u8 ≥ u7 = w7. Thus, there exists a path H = (s, p, t), along
which x is positive, where either (s, t) = (0, 7) or (s, t) = (1, 8), and p �= 4. Neither
C1 = (8, 2, 0, 4, 8) nor C2 = (t, p, s, 4, t) is a flow augmenting cycle (see Fig. 5 for
illustrations in the cases of H = (1, 6, 8) and H = (0, 3, 7)). This is because flow
augmentation along C1 implies w7 < u7 and w8 > u8, while augmentation along
C2 implies w7 > u7 and w8 < u8. By choosing ε > 0 sufficiently small, and
δ = x14ε

x04
if H = (1, p, 8) (left part of Fig. 5), and δ = x47ε

x48
if H = (0, p, 7) (right

part of Fig. 5), qualities w7 and w8 remain unchanged upon augmentations ε and
δ along C1 and C2, respectively. Hence, there exists a feasible flow, corresponding
to ε and δ chosen in the suggested proportions, such that the flow through p = 4
equals b̄4, or such that at least one of the arcs (2, 8), (s, p), and (p, t) receives zero
flow, while the other two arcs have non-negative flow. In the former event, or if
the flow at arc (2, 8) is zero, the proof in the case of x28 is complete. Otherwise,
the above arguments can be repeated for some other path H, until either the flow
through 4 equals b̄4 or the flow along (2, 8) is zero.

To prove x05 = 0, x13 = 0, and x67 = 0, analogous arguments can be used.
Because none of the arcs (2, 8), (0, 5), (1, 3), or (6, 7) are part of any of the
augmenting cycles, the proof is complete. 	

Lemma 4. There exists an optimal flow x in D̄ satisfying at least one of the
conditions

(i) x04 + x14 = b̄4,
(ii) x02 = x27 = x03 = x37 = 0,
(iii) x15 = x58 = b̄5 and x16 = x68 = b̄6.
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Fig. 6. Proof of Lemma 4

Proof. Let x be optimal, and assume x04 + x14 < b̄4. By Lemma 3 we have
x02 = x27, x03 = x37, x15 = x58 and x16 = x68. Assume further that x0i =
xi7 > 0 and x1j = xj8 < b̄j for some i ∈ {2, 3} and j ∈ {5, 6}. Then, both
cycles C1 = (7, i, 0, 4, 7) and C2 = (8, 4, 1, j, 8) (see Fig. 6 in the case of i = 3
and j = 5) have slack capacity. Augmentations δ > 0 and ε > 0 along C1 and

C2, respectively, leave w7 and w8 unchanged if ε =
x14x48δ

x04x47 + (x04 + x14)δ
. The

proof is complete by observing that for an appropriate choice of δ, the augmented
flow x′ is non-negative, and satisfies either x′

04 + x′
14 = b̄4, x′

0i = x′
i7 = 0, or

x′
1j = x′

j8 = b̄j . 	


Lemma 5. There exists an optimal flow x in D̄ satisfying at least one of the
conditions

(i) x04 + x14 = b̄4,
(ii) w8 = u8,
(iii) x02 + x03 + x04 + x05 = b̄0,
(iv) x13 + x14 + x15 + x16 = b̄1,
(v) x28 + x48 + x58 + x68 = b̄8.

Proof. Let x be optimal, and assume that none of the conditions are satisfied.
Because w8 < u8, we have c0x04 + c1x14 + c8x48 ≤ 0, since otherwise a cost
reduction would be obtained by reducing the flow along (0, 4), (1, 4) and (4, 8).
Sufficiently small flow adjustments on these arcs are feasible if the quality w4,
and thereby the quality w7, are unchanged, which is achieved by retaining the
ratio between x04 and x14. It follows that the flow along the three said arcs can
be increased without increasing costs, until either of the capacities b̄0, b̄1, b̄4, or
b̄8 is reached. 	

Lemma 6. All optimal flows in D̄ satisfy both the conditions:

(i) Full capacity flow is assigned to either one of the nodes 0, 1, 4, and 7, or
to both of the pools 2 and 3.
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(ii) Full capacity flow is assigned to either one of the nodes 0, 1, 4, and 8, or
to both of the pools 5 and 6.

Proof. Let x be an optimal solution. If x04 + x14 = b̄4, the proof is complete.
By Lemma 3, we can otherwise assume that x05 = x28 = x13 = x67 = 0. If x
violates (i), the flow to t = 7 can be augmented along paths (0, 4, 7), (1, 4, 7),
and (0, 2, 7) or (0, 3, 7), without alteration of qualities w4, w7, or w8. Thus t = 7
receives flow from the sources s = 0 and s = 1 in the same proportions as before.
Since the flow is augmented, the profitability condition c0(1−u7)+c1u7+c7 < 0
implies that the costs are reduced, contradicting optimality of x. The proof of
condition (ii) is analogous. 	


It is easily observed that Lemmata 3–5 are compatible in the sense that there
exist optimal solutions satisfying the conditions mentioned in each lemma.

We now go on to analyze the case where the capacity of pool 4 is fully utilized,
and show that x04 + x14 = b̄4 leads to a bilinear program with a unique bilinear
term. This particular problem is considered in the next section. In Section 4.6,
we use Lemmata 3–6 to analyze the case where x04 + x14 < b̄4.

4.4 A Bilinear Program with a Single Bilinear Term

In this section, we first take a side step that will turn out to be useful in the
sequel. We analyze a bilinear extension of the LP min{cT x : Ax ≤ b, x ≥ 0},
where A is an m × n rational matrix, and b and c are rational vectors of length
m and n, respectively. To the objective function, we add a linear term in a new
scalar variable, y ≥ 0, and a bilinear term in the new variable and one of the
original variables, x1, yielding the new objective function minx,y(γ1y + γ2yx1 +∑n

j=1 cjxj), for rational constants γ1 and γ2. All constraints i = 1, . . . , m are
extended analogously, such that constraint i reads diy+ai0yx1+

∑n
j=1 aijxj ≤ bi

for rational constants ai0 and di.
The bilinear program is equivalent to minimizing the univariate function

f(y), defined by

f(y) = γ1y + minx(γ2yx1 +
∑n

j=1 cjxj), (19)

s.t. ai0yx1 +
∑n

j=1 aijxj ≤ bi − diy i = 1, . . . , m, (20)
x1, . . . , xn ≥ 0 j = 1, . . . , n. (21)

Assume that for any fixed non-negative value of y, the LP (19)–(21) is feasible
and bounded. The minimum value of f(y) can be found by expressing all basic
solutions to (19)–(21) as functions of y, evaluating the objective function (19)
value of the solutions, and minimize with respect to y. The only constraints that
apply are non-negativity of all basic variables.

We focus on expressing the basic solutions. Because only one column of the
coefficient matrix in (20) depends on y, the determinant of any basis matrix is a
function of the form α0 +α1y, for some constants α0 and α1. Likewise, replacing
any of the columns j = 2, . . . , n by the right hand side, which also depends on
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y, gives a determinant of the form βj0 +βj1y +βj2y
2, for constants βj0, βj1 and

βj2. Cramer’s rule hence shows that any basic solution can be written

x1(y) =
β10 + β11y

α0 + α1y
, xj(y) =

βj0 + βj1y + βj2y
2

α0 + α1y
(j = 2, . . . , n).

The problem miny

{
γ1y + γ2yx1(y) +

∑n
j=1 cjxj(y) : y, x1(y), . . . , xn(y) ≥ 0

}

has an optimal solution where either the derivative of the objective function
vanishes or xj(y) = 0 for some j = 1, . . . , n. All such solutions are found by
taking roots of polynomials of degree at most 2. For the LP-basis, B, in ques-
tion, the best value of y thus becomes yB = rB

0 ±
√

rB
1 , where rB

0 and rB
1 are

rational numbers depending on the LP-basis. It follows that the best achievable
value for the given choice of LP-basis is of the form zB

0 + zB
1

√
rB
1 , where also zB

0

and zB
1 are rational. Consequently, an optimal value of y is found by minimizing

zB
0 + zB

1

√
rB
1 over all LP-bases B.

We next show that if m and n are fixed, miny≥0 f(y) is computed in terms of a
constant number of comparisons and arithmetic operations on rational numbers.
For a fixed number of pairs (B1, B2) of LP-bases, we must check whether zB1

0 +

zB1
1

√
rB1
1 ≤ zB2

0 + zB2
1

√
rB2
1 . Because both numbers are irrational, there is no

upper bound on the number of bit operations required to compare them directly.
To accomplished the comparison, we utilize the fact that if a1, r1, a2, r2 ∈ Q,
a1 > a2, r1 < r2, and (a1−a2)2 ≤ r1+r2, then a1+

√
r1 ≤ a2+

√
r2 if and only if

4r1r2 ≤ (
r1 + r2 − (a1 − a2)2

)2. The comparison hence runs in time proportional
to the total bit lengths of the rational numbers involved. In conclusion, a constant
number of rational number operations, each of which runs in time proportional
to the bit lengths of the operands, suffice for computing miny≥0 f(y).

Observe that if more than one column in (21) depend on y, then
x1(y), . . . , xn(y) are given as roots of polynomials of degree higher than 2. In
such an extended version of the problem, computing the optimal y in a finite
number of operations is not straightforward. To conclude that (19)–(21) can
be solved fast, the assumption that y occurs in only one column is therefore
essential.

4.5 Full Capacity Utilization at the Center Pool

Consider the case where the flow through the center pool 4 is at full capacity, i.e.
x04 + x14 = x47 + x48 = b̄4. By (16), we thus get w4 = x14/b̄4, which substitutes
w4 in (13)–(14). Further, we substitute x04 by b̄4 − x14, and x47 by b̄4 − x48.
Consequently, the atomic pooling problem (9)–(17) now amounts to minimizing
a linear objective subject to the bilinear quality constraints

x14
b̄4

(
b̄4 − x48

)
+ (1 − u7) (x13 + x67) − u7 (x03 + x27 − x48) ≤ u7b̄4, (22)

x14
b̄4

x48 + (1 − u8) (x15 + x68) − u8 (x05 + x28 + x48) ≤ 0, (23)

and a set of linear constraints.
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With x14 and x48 in the roles of y and x1, respectively, the problem is trans-
lated into the form (19)–(21). Because the numbers of constraints and variables
are constant in atomic instances, the conclusion of Section 4.4 proves the follow-
ing:

Lemma 7. When full capacity utilization at pool 4 is imposed, ζ(D̄) is computed
in terms of a constant number of comparisons and arithmetic operations on
rationals.

4.6 Convergence in a Constant Number of Arithmetic Operations

Proposition 3. Atomic instances fulfilling the cost assumptions of Section 4.1
are solved in terms of a constant number of operations on rational numbers.

Proof. An optimal solution, x, satisfies one of the following conditions:

(i) x04 + x14 = b̄4,
(ii) x04 + x14 < b̄4 and w8 = u8,
(iii) x04 + x14 < b̄4 and w8 < u8.

By imposing condition (i), Lemma 7 shows that the problem is solved by a
constant number of comparisons and arithmetic operations. Otherwise, Lemma
3 shows that we can fix x05 = x28 = x13 = x67 = 0. Further, combining w4 =

x14
x04+x14

, (18), and Lemma 1, yields

x14x47 − u7 (x47 + x27 + x03) (x04 + x14) = 0. (24)

Assume that condition (ii) is imposed. Then, Lemma 4 shows that either
x02 = x27 = x03 = x37 = 0 applies, or x15 = x58 = b̄5 and x16 = x68 = b̄6 apply.
In the former case, terminal 7 receives flow exclusively from the center pool 4,
implying w4 = w7 = u7. Thus, the problem becomes an LP with a constant
number of variables and constraints, which obviously is solved in terms of a
constant number of operations. In the latter case, we are left with a problem in
variables x04, x14, x47, x48, and x27 + x03, subject to (24) and conservation of
flow at pool 4 (15). Besides, w8 = u8 implies

u8

(
x48 + b̄5 + b̄6

)
= x14 + b̄5 + b̄6 − u7 (x47 + x27 + x03) , (25)

and by Lemma 6, at least one of the equations x27+x03+x04 = b̄0, x14+b̄5+b̄6 =
b̄1, x27 +x03 = b̄2 + b̄3, and x27 +x03 +x47 = b̄7 applies. It is easily verified that
in either case, it is possible to select one variable Y1, and express the remaining
variables as a univariate rational function of the form:

Yj =
fj(Y1)
d(Y1)

, j = 2, . . . , 5, (26)

where {Y1, . . . , Y5} = {x27 + x03, x04, x14, x47, x48}, fj (j = 2, . . . , 5) are second
order polynomials, and d is an affine function. Consequently, we are left with a
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univariate optimization problem of the form

min
Y1

ξ1Y1 +
∑5

j=2 ξj
fj(Y1)
d(Y1)

, (27)

s.t. αi1Y1 +
∑5

j=2 αij
fj(Y1)
d(Y1)

≤ βi, i = 1, . . . , k. (28)

for rational constants k, ξj , αij , and βi (i = 1, . . . , k, j = 1 . . . , 5). It follows
that the points satisfying (28) with equality are the zeroes of a second order
polynomial. Putting the derivative of the objective function (27) to zero yields

ξ1d
2(Y1) +

5∑

j=2

ξj

(
f ′

j(Y1)d(Y1) − fj(Y1)d′(Y1)
)

= 0.

All boundary points, and all interior points where the derivative of the objective
function vanishes, are thus found by solving second order algebraic equations.
An optimal solution of the form r0±√

r1 is found by enumerating all such points.
If condition (iii) is imposed, Lemma 2 shows that we are left with a problem

in variables x04, x14, x47, and x48. By assuming full capacity flow at either b̄0, b̄1,
or b̄8 (Lemma 5), also one of the flows x04, x14 and x48 can be fixed. Elimination
by means of (24) and (15) shows that all variables can be expressed as rational
functions of x47 of the form (26). Following the analysis of condition (ii), an
optimal solution is found in terms of a constant number of operations.

The proof is complete by observing that the best solution satisfying either
of conditions (i)–(iii) is found by comparing a fixed number of real values of the
form r0 ± √

r1, which is accomplished in a constant number of operations on
rationals. 	


5 Conclusions and Further Research

The research question investigated in this paper is whether a specific type of
pooling problems can be solved in a constant number of operations on rationals.
Using an augmenting path approach, we have answered the question in the affir-
mative. The interest in this contribution is that it provides the argument that
has been missing to answer a more general question in computational logistics.
By virtue of the main proposition proved, it is concluded that the pooling prob-
lem can be solved in pseudo-polynomial time if only one quality parameter is
defined, and the network contains only two sources and only two terminals.

Several related research topics deserve further investigation. The tractability
of the class of problem instances in question might be exploitable for more general
networks, where the numbers of sources, terminals and quality parameters are
arbitrary. The challenge will be to combine solutions to instances induced by
subnetworks with only two sources and terminals, to form feasible solutions to
the original problem instance. Further, the augmenting path operations, used
merely for proving theorems in the current work, might have wider applicability
for algorithm construction. How to make efficient use of flow augmentation in
local improvement methods for general pooling problems, is a research topic that
deserves attention.
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Abstract. Containers stowage optimization is a long-standing problem
in the maritime industry. Since the problem was shown to be NP-hard,
it is computationally challenging to obtain an optimal solution. We first
review an efficient 2-phase block stowage scheme which can generate a
feasible initial solution in just a few minutes. Since the algorithm relies
heavily on checking whether any constraints will be violated by stowing
a container at a specific location, we investigate the impact of changing
the order in which the constraints are checked on the execution time
of the algorithm. We evaluate seven different strategies for ordering the
sequence in which the constraints are tested. Experiments based on real
stowage instances show that, by strategically reordering the constraints
test sequence, we can achieve 2 times speedup on the stowage planning
algorithm on average, and up to 33 times speedup in certain instances.

Keywords: Maritime logistics · Stowage plans · Optimization ·
Heuristics

1 Introduction

Containerization of goods is one of the most important technologies which has
enabled efficient and high volume transportation of goods. With the increase in
the volume of international trade, large scale containerships are built to meet
the demand of the market. The task of stowage planning is to assign containers
stowage locations on the containership such that the number of containers that
can be transported between ports is maximized without violating the safety and
stability constraints while minimizing the operational cost. In addition, a good
stowage plan also balances the workload of the quay cranes when loading or
unloading the containers at the ports.

The container stowage plans are conventionally devised by human planners
who have to go through years of training. The quality of the stowage plan is
highly dependent on the planner’s experience. With the trend to transit from rela-
tively smaller containerships (capacity of a few thousand Twenty-foot Equivalent
Units or TEUs) to large scale containerships (more than 15000 TEUs capacity),
the stowage planning process has become extremely taxing. It may take experi-
enced human planners several hours of effort to devise a feasible stowage plan.
c© Springer International Publishing Switzerland 2015
F. Corman et al. (Eds.): ICCL 2015, LNCS 9335, pp. 343–357, 2015.
DOI: 10.1007/978-3-319-24264-4 24
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Hence, shipping lines face an increasingly daunting challenge to hire and retain
sufficiently qualified and experienced planners.

In view of the challenges above, automated stowage plan generation has
become a trend. Since the containers stowage optimization problem was shown to
be NP-hard [4], obtaining the optimal stowage plan is computationally infeasible.
Various heuristics are employed to generate feasible solution within reasonable
amount of time. In this paper, we present an improvement, in terms of plan
generation efficiency, over an existing stowage algorithm whose performance,
including both the quality of solution and execution time, has been investigated
empirically and reported in [11–15]. For the sake of completeness, we briefly
describe the overall approach of the algorithm.

The rest of the paper is organized as follows. In Section 2 we provide an
overview on the container stowage optimization problem. In Section 3, we present
the overall approach of the two-phase stowage heuristics. In Section 4, we show
how to further improve the execution efficiency of the stowage algorithm. Empir-
ical results on the improvement of stowage planning time is reported in Section 5.
We conclude the paper in Section 6.

2 Preliminary

In this section, we briefly introduce the types of containers and typical structure
of a containership, some of the main considerations in generating a stowage plan,
and a review of the literature on the container stowage optimization problem.

2.1 Types of Containers and Ship Structure

The containers canbe categorized into fourmain types, i.e., normal containers, out-
of-gauge containers (OOG), refrigerated containers (reefer), and dangerous goods

Fig. 1. Cross section view of a containership. The space on the ship is divided into
discrete locations where the x-axis direction in the figure corresponds to the bays and
the y-axis direction corresponds to the tiers. Bays for stacking 40 ft containers are
indexed with even numbers while bays for stacking 20 ft containers are indexed with
odd numbers. Two consecutive 20 ft bays form a single 40 ft bay
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(DG). The typical length of a container is 20 ft, 40 ft, 45 ft, 48 ft, or 53 ft while the
width and height are 8 ft and 8.5 ft respectively. When at least one of the dimension
is greater than the typical range, the container is categorized as OOG. High cube
(HC) container is a special case of OOG where both the width and length of a HC
container are of a typical size but the height is greater than a typical container by
one ft. Reefer containers need to be located near electricity plug to keep its content
refrigerated. DGs need to be handled with care and are usually placed away from
each other as well as heat sources and living quarters. An empty container weighs
between 2.2 to 4.8 tons depending on the size, while a loaded container may weigh
up to 30 tons.

Figure 1 shows the cross section view of a containership. The space on the
ship is divided into discrete locations where the x-axis direction in Figure 1
corresponds to the bays and the y-axis direction corresponds to the tiers. Bays for
stacking 40 ft containers are indexed with even numbers while bays for stacking
20 ft containers are indexed with odd numbers. Two consecutive 20 ft bays form
a single 40 ft bay. The locations are divided into above-deck and below-deck
locations by hatch covers. Figure 2 shows a slice of a 40 ft bay. The x-axis
direction in Figure 2 corresponds to rows which are indexed starting from the
middle. The y-axis direction corresponds to the tiers.

Fig. 2. A slice of 40 ft bay (two consecutive 20 ft bays) from the containership. The
x-axis direction in the figure corresponds to rows which are indexed starting from the
middle. The y-axis direction corresponds to the tiers. Hatch covers divide the locations
into above- and below- deck

2.2 Stowage Constraints and Considerations

A feasible stowage plan is an assignment of locations to the containers such
that the containership can transport the goods safely between the ports. The
safety requirements can be categorized into three main types: (i) DG constraints;
(ii) stacking constraints; (iii) balance and weight distribution constraints
[13,16,17].
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As mentioned previously, certain DG containers which contain flammable
objects must not be placed close to the heat sources. In addition, some DGs
may emit hazardous gas and must not be placed near to the living quarters or
close to other DG which may react to the emitted gas. The stacking constraints
specify whether different types of containers can be stacked on one another. In
addition, the total weight and height of a stack cannot exceed a specified limit.
In the balance and weight distribution constraints, the forces applied onto the
ship structure (such as the buoyancy of the vessel and weights of the containers)
are considered. The containers have to be distributed such that the ship can
maintain balance during the voyage while ensuring that the differences in weight
distribution exert minimal damage on the ship structure (such as shear force
and bending moments). In the case where the balance and weight distribution
cannot be satisfied by swapping the locations of containers, the ballast tanks are
filled with water to achieve balance.

Fig. 3. Comparison of handling costs of two different stacks. Stack X requires 3 oper-
ations to remove containers on top of A, one operation to retrieve container A, and
additional 3 operations to put the containers back into location. Meanwhile, stack Y
only requires 1 operation to retrieve container A

However, a feasible stowage plan does not guarantee profit as there are other
operational costs such as fuel and handling cost. The fuel cost is affected by
the weight distribution and the amount of ballast water used. On the other
hand, the handling cost is affected by the stacking pattern. Stowing a container
destined for a further port on top of another container which is destined for
a nearer port is said to be an overstow. Overstows induce additional handling
cost as the containers can only be accessed when all the containers that are
stacked on top are removed. Figure 3 shows an example of overstow and compares
the handling cost incurred in removing a container. The containerships are also
charged port dues for the duration of stay at a port. Part of the contributing
factor to the port stay duration is the workload distribution between the bays
[15]. The cost incurred for staying at a port for an extended period of time is
especially significant for mega-vessels [1,15].

2.3 Related Works

The container stowage optimization problem, which is also known as the Master
Bay Plan Problem, was shown to be NP-hard in [6]. Since it is computationally
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challenging to obtain an optimal solution, many studies are conducted to devise
near optimal solution, rather than the optimal, to the problem. The existing
approaches for solving the problem can mainly be divided into the following three
categories: (i)linear programming (LP) based, e.g., [4,5,8]; (ii) meta-heuristics
based, e.g., [2,3,11], and (iii)heuristics based, e.g., [2,9,15].

In the linear programming based approaches, the optimization problem is
formulated with the LP framework, i.e., expressing the objective function and
constraints as a collection of linear functions. Then, the problem can be solved
by using a LP solver.

Meta-heuristics frameworks, such as Genetic Algorithm (GA), Ant Colony
Optimization, and Tabu Search usually starts with a randomly generated
stowage plan. The initial stowage plan is then incrementally altered using the
framework’s operations repeatedly. When a certain criterion is met, such as
the execution time exceeded the time limit or an adequate solution has been
obtained, the algorithm will return with the best solution found throughout the
whole process.

While most of the algorithms above provide good solution to the Master Bay
Plan Problem, some may not be applicable to real world usage due to either the
implicit simplifying assumptions made [13], or the long period of time required
to generate a good feasible solution [3].

Heuristics based algorithm are devised by observing the patterns and rule-of-
thumbs utilised by the human planners. Although these approaches usually do
not offer theoretical guarantee on the quality of the solution, they can generate
multiple feasible solutions quickly and the pattern of solution generated can be
easily modified by the human planners [14].

3 Two-Phase Stowage Planning Approach

In the following, we briefly describe an efficient two-phase stowage heuristics
whose performance, including both the quality of solution returned and execution
time, has been investigated empirically and reported in [11–15].

The algorithm applies a divide-and-conquer approach. The container stowage
problem is divided into two phases. In the first phase, the focus is on maximizing
the number of containers that can be allocated onto the containership without
causing any overstow issue. In the second phase, the safety and balance of the
ship is enhanced by swapping the locations of containers and adjusting the ballast
tanks. Since the main concern of the paper is about optimizing the efficiency of
the allocation phase, we do not cover the adjustment phase. Interested reader
may refer to [13,16,17].

3.1 Allocation Phase

To reduce the solution search space for allocating the containers, the locations on
the containership are divided into blocks [15]. Firstly, the locations are grouped
according to the hatch covers and also their position, i.e. above deck or below
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deck, on a bay-by-bay basis. Then, the pair of groups symmetric around the
central location are combined into a block. This heuristic is introduced so that
the weight distribution around the center of the ship is relatively balanced.

The allocation starts from the group of containers with the furthest POD.
Based on this group of containers, available blocks which would not have the over-
stow issue by accepting the containers with the current POD are included into
the candidate list. Subsequently, the list of candidate blocks is sorted according
to the block’s workload and its compatibility to the current POD being con-
sidered. The order of the set of blocks with the same priority is randomized by
means of a randomization seed.

When allocating containers, a block of the highest priority is selected. A cell
is retrieved from this block. Then, the containers are tested against a collection
of constraints for the eligibility to be allocated in the currently selected cell
based on the types and weights. The first container in the group that satisfies
all of the constraints is allocated to the current cell and is removed from the list
of containers to be allocated. In the case where all eligible cells in the current
block are tested, another block is retrieved from the list of candidate blocks and
the process continues until either all cells from the candidate blocks have been
considered or the group of containers are fully allocated. The containers that
remain after exhausting the list of candidate blocks are added to the rejection
list. This process is repeated for the group of containers with a closer POD and
ends after the group of containers with the closest POD have been processed.
The containers in the rejection list have to be allocated manually by the human
planner.

4 Reordering of Constraint Tests

As described in the previous section, the allocation phase relies heavily on the
result of constraints checks. Figure 4 shows examples of constraint test sequence.
Checking a constraint φi would incur certain cost ci. While some constraints are
easy to check, such as the constraint on the type match between the container
and the cell, some other constraints may be costly to check, such as the DG
segregation constraints. All of the constraints have to be checked to ensure that
a container can be allocated to a certain cell. However, when one of the con-
straints is violated, the remaining sequence of constraints need not be checked.
Thus, the efficiency of the checking process can be improved if majority of the
constraint checks can be skipped by strategically ordering the sequence in which
the constraints are checked.

Intuitively, one may order the constraints in ascending order of cost. How-
ever, a constraint with a low test cost may not be violated frequently and thus
is contributing to the constraint test overhead most of the time. On the other
hand, one may also order the constraints in terms of the likelihood pi in which a
constraint is violated. Unfortunately, a constraint which is likely to be violated
may also be very costly to test. A good strategy is to order the sequence of con-
straint tests in terms of the cost effectiveness of the tests. The cost effectiveness
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(a) Constraints satisfied

(b) Constraints violated

Fig. 4. Examples of constraint test sequence. (a) the scenario where a container satisfies
all of the constraints. The total cost for this set of tests is the sum of the individual
costs, C =

∑N
k=1 ck. (b) the scenario where the i-th constraint test result is false. The

total cost for this set of tests is the sum of the cost of the first i tests, C =
∑i

k=1 ck
.

of a constraint test φi is given by σi = pi

ci
. In fact, it was shown in [7,10] that,

such an ordering is optimal, i.e., the expected cost of getting the constraint test
results is the lowest. For the sake of completeness, we state the following theorem
from [7,10].

Theorem 1. Given a sequence of tests Φ = {φ1, φ2, φ3, ..., φN} that are both
statistically independent and have no precedence requirements, the costs of the
tests are given by c1, c2, c3, ..., cN respectively, and each test terminates the whole
test sequence with probability p1, p2, p3, ..., pN respectively. The cost of a sequence
of tests is given by C =

∑i
k=1 ck, where i is the index of the first test with

sufficient termination condition. If the tests are ordered in non-increasing order
of cost effectiveness, σk = pk

ck
, then the expected time of the sequence of tests by

using this order is the lowest among all possible permutations of the test sequence.

However, the trouble of applying Theorem 1 is that, the tests are assumed
to be statistically independent and both costs and probabilities of the tests are
known. For the container allocation phase, both costs and probabilities of viola-
tion may vary between different instances of the problem. In addition, the con-
straint test results may exhibit certain periodicity with respect to the locations
of the cells being considered. For instance, the twenty-foot containers can only
be allocated to the lowest tiers below deck, and the type-matching constraint
for twenty-foot containers will be violated periodically. Hence, we also consider
reordering the constraint test sequence dynamically by placing the most recently
violated constraint item to the first of the sequence. Moreover, this strategy will
not incur large amount of preprocessing time required for using Theorem 1.

While the Recent-First (RC) strategy may partially adapt to the periodicity
of the constraint test result, moving a constraint test directly to the top of
the test abruptly may destroy the initial order of the test very quickly. While
the violation probability distribution of the constraint tests may vary across
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the instances, the cost distribution of the constraint tests stays roughly the
same. Based on this observation, we introduce a strategy that emulates the
Cost-Effective-First strategy dynamically. Figure 5 shows the normalized cost
distribution for the constraint tests. The test sequence is initialized with the
Lowest-Cost-First order. Since the top two most expensive constraint tests are
of a different order from the rest of the tests, they are not reordered dynamically.
For the rest of the constraint tests, they are dynamically reordered similar to the
RC strategy. However, instead of moving the recently violated constraint to the
top of the test sequence, it is moved half the distance to the top. For instance,
when the constraint test at position #10 of the test sequence is violated at the
current step, it will be moved to position #5 in the next step. Thus, a constraint
test will only be moved to the front of the test sequence if it is violated frequently,
or it will be replaced by other constraint tests that are more frequently violated.
Since the cost of the constraint tests are very similar, this strategy emulates the
Cost-Effective-First strategy dynamically.

Fig. 5. Cost distribution of the constraint tests

In the next section, we present experimental results which compare the dif-
ferences in overall time spent in checking constraints by using the sequence of
constraint tests based on the different approaches, namely,

– Rnd: Random Arbitrary Order
– Heu: A heuristic order devised by the programmer manually
– LCost: Lowest-Cost-First
– HProb: Highest-Probability-First
– CostEff : Cost-Effective-First
– RC: Recently-Violated-First
– RCR: Recently-Violated-First with Restriction
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(a) Training Set (b) Evaluation Set

Fig. 6. Partition of instances into training set and evaluation set

5 Experiments

We conducted experiments on the allocation phase based on real stowage plan-
ning instances which include 7 different containerships and stowage demands
from several ports. Since the allocation phase makes use of randomization to
determine the order in which blocks of equivalent priority are considered for
allocation, we use 6 different seeds and treat them as different instances. Then
we partition the set of instances into training set and evaluation set. Figure 6
shows how the instances are partitioned. We obtain an estimation of the cost
and probability for each constraint based on the training set. Using the esti-
mated values, we order the sequence in which the constraints are checked using
the strategies as mentioned in the previous section. Except for the RC and RCR
strategy, the other strategies follow the same sequences of constraints tests as
dictated by the respective strategies.

The detailed timings are tabulated in Table 1 and Table 3 for the training
set and evaluation set respectively. The timings in both tables are given in mil-
liseconds. The column labelled “Overhead” denotes the amount of overhead time
spent in the main program logic. The columns labelled “Rnd”, “Heu”, “LCost”,
“HProb”, “CostEff”, “RC”, and “RCR” denote the total time spent in check-
ing constraints by using the strategies respectively. The columns under “Overall
Timing Ratio” are the ratio between the total time spent in the allocation phase
by the respective strategy and the Rnd order (i.e., overhead is included). The
last 3 rows compare the total time spent across all instances in the table.

From the “Total” row of Table 1, the time spent in the allocation phase by
the CostEff strategy is 0.38 of that by the Rnd ordering (or 62% reduction). On
the other hand, the RC and RCR strategies reduce the fraction of time spent
by 62% and 64% respectively. In certain cases, the overall time spent in the
allocation phase can be reduced by a very significant amount. For instance, the
instance from the training set with Vessel E, port 51, seedID 3, the total time
spent in the allocation phase is cut down to 0.03 of the base case timing, i.e.
achieving a speedup of 33 times.
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Table 1. Statistics on the changes in efficiency by using different constraint test order-
ing strategies in the training set

Vessel POL Seed ID Timings (milliseconds) Overall ratio (based on Rnd)
Overhead Rnd Heu Lcost Hprob CostEff RC RCR Heuristic Lcost Hprob CostEff RC RCR

A 11 1 424 26 21 21 21 22 28 22 0.99 0.99 0.99 0.99 1.00 0.99
2 293 17 16 16 16 17 15 18 1.00 1.00 1.00 1.00 0.99 1.00
3 290 13 13 13 15 15 13 13 1.00 1.00 1.01 1.01 1.00 1.00

12 1 1016 26157 3820 2319 13843 2264 2641 1818 0.18 0.12 0.55 0.12 0.13 0.10
2 570 23422 2242 1362 10268 1300 2013 1071 0.12 0.08 0.45 0.08 0.11 0.07
3 531 23502 2265 1326 10401 1242 1621 951 0.12 0.08 0.45 0.07 0.09 0.06

13 1 1482 19871 8692 4075 5281 4001 3486 3732 0.48 0.26 0.32 0.26 0.23 0.24
2 1131 17030 6662 3104 3816 3164 2986 2983 0.43 0.23 0.27 0.24 0.23 0.23
3 950 18500 6489 2956 3159 2771 2540 2694 0.38 0.20 0.21 0.19 0.18 0.19

B 21 1 1778 28325 10447 7667 7721 7080 5520 5999 0.41 0.31 0.32 0.29 0.24 0.26
2 1067 12223 3943 2113 2820 1996 1873 1975 0.38 0.24 0.29 0.23 0.22 0.23
3 1155 38110 23685 22268 22644 21962 21020 22664 0.63 0.60 0.61 0.59 0.56 0.61

22 1 564 603 368 230 178 193 123 197 0.80 0.68 0.64 0.65 0.59 0.65
2 542 727 392 171 134 139 101 136 0.74 0.56 0.53 0.54 0.51 0.53
3 424 740 246 130 131 118 92 101 0.58 0.48 0.48 0.47 0.44 0.45

23 1 1501 34890 15614 13303 11090 11920 9727 10098 0.47 0.41 0.35 0.37 0.31 0.32
2 1315 29146 7536 6631 6182 5792 5880 5562 0.29 0.26 0.25 0.23 0.24 0.23
3 1191 31700 6724 4994 4359 4313 4062 3785 0.24 0.19 0.17 0.17 0.16 0.15

24 1 1866 35149 11626 12522 10242 11482 10619 9594 0.36 0.39 0.33 0.36 0.34 0.31
2 1386 24721 3797 4213 4445 3615 4837 3515 0.20 0.21 0.22 0.19 0.24 0.19
3 1081 5439 1166 723 734 587 569 497 0.34 0.28 0.28 0.26 0.25 0.24

C 31 1 546 4370 2187 1604 2329 1684 1641 1465 0.56 0.44 0.58 0.45 0.44 0.41
2 231 3816 359 282 966 193 157 150 0.15 0.13 0.30 0.10 0.10 0.09
3 366 3822 1793 1457 1888 1445 1402 1401 0.52 0.44 0.54 0.43 0.42 0.42

32 1 295 1969 803 374 574 255 232 228 0.48 0.30 0.38 0.24 0.23 0.23
2 249 995 426 247 397 309 319 322 0.54 0.40 0.52 0.45 0.46 0.46
3 149 831 202 106 158 106 113 95 0.36 0.26 0.31 0.26 0.27 0.25

D 41 1 1034 1926 1236 768 632 676 569 561 0.77 0.61 0.56 0.58 0.54 0.54
2 597 2060 549 336 356 343 330 302 0.43 0.35 0.36 0.35 0.35 0.34
3 751 4873 3165 2974 2964 2802 3109 2829 0.70 0.66 0.66 0.63 0.69 0.64

42 1 778 7403 6319 6284 7021 6638 6967 6349 0.87 0.86 0.95 0.91 0.95 0.87
2 479 648 176 151 179 164 145 143 0.58 0.56 0.58 0.57 0.55 0.55
3 521 4953 4459 4289 4405 4385 4694 4185 0.91 0.88 0.90 0.90 0.95 0.86

43 1 2083 37876 12521 12236 12158 11786 10828 9457 0.37 0.36 0.36 0.35 0.32 0.29
2 1405 49909 34727 30481 31618 30306 30960 29280 0.70 0.62 0.64 0.62 0.63 0.60
3 1291 88077 68590 63896 64881 65595 70733 63920 0.78 0.73 0.74 0.75 0.81 0.73

44 1 1264 24150 19341 10596 10926 10033 11070 9672 0.81 0.47 0.48 0.44 0.49 0.43
2 1013 14279 10443 2031 2384 2145 2192 1825 0.75 0.20 0.22 0.21 0.21 0.19
3 877 12069 7910 349 861 300 243 249 0.68 0.09 0.13 0.09 0.09 0.09

45 1 2264 37441 14836 12541 13826 12426 11977 9887 0.43 0.37 0.41 0.37 0.36 0.31
2 1584 29340 6551 3505 4016 3069 3354 2339 0.26 0.16 0.18 0.15 0.16 0.13
3 1674 30703 4820 3301 3646 3030 4144 2515 0.20 0.15 0.16 0.15 0.18 0.13

46 1 1462 34224 30606 27986 28905 27512 31109 27217 0.90 0.83 0.85 0.81 0.91 0.80
2 1481 5582 1324 638 992 542 651 485 0.40 0.30 0.35 0.29 0.30 0.28
3 1029 6991 1512 778 1464 618 581 534 0.32 0.23 0.31 0.21 0.20 0.19

47 1 1146 12647 1233 948 866 834 1901 722 0.17 0.15 0.15 0.14 0.22 0.14
2 810 13753 535 367 365 275 1293 239 0.09 0.08 0.08 0.07 0.14 0.07
3 756 13262 479 276 299 253 633 218 0.09 0.07 0.08 0.07 0.10 0.07

E 51 1 484 11179 393 974 286 301 267 259 0.08 0.13 0.07 0.07 0.06 0.06
2 256 12845 427 737 267 280 207 186 0.05 0.08 0.04 0.04 0.04 0.03
3 202 10339 241 553 149 158 118 124 0.04 0.07 0.03 0.03 0.03 0.03

52 1 385 3013 2356 563 1340 566 531 461 0.81 0.28 0.51 0.28 0.27 0.25
2 168 2232 1363 311 1170 326 400 276 0.64 0.20 0.56 0.21 0.24 0.18
3 157 2037 1336 364 647 328 457 375 0.68 0.24 0.37 0.22 0.28 0.24

53 1 583 5741 2991 3015 2951 2892 2711 2688 0.57 0.57 0.56 0.55 0.52 0.52
2 308 2630 881 856 735 698 690 698 0.40 0.40 0.36 0.34 0.34 0.34
3 246 3382 1827 1889 1729 1644 1699 1669 0.57 0.59 0.54 0.52 0.54 0.53

54 1 1680 36309 29020 27801 27830 27153 24966 25879 0.81 0.78 0.78 0.76 0.70 0.73
2 914 54797 47128 46585 46266 45649 44927 46831 0.86 0.85 0.85 0.84 0.82 0.86
3 949 38342 32465 33334 32751 31852 30443 31802 0.85 0.87 0.86 0.83 0.80 0.83

F 61 1 795 38781 5412 5233 3083 3260 2463 2356 0.16 0.15 0.10 0.10 0.08 0.08
2 456 34419 3165 2967 1818 1687 1836 1426 0.10 0.10 0.07 0.06 0.07 0.05
3 426 32729 3288 2852 1611 1681 1835 1358 0.11 0.10 0.06 0.06 0.07 0.05

62 1 402 8213 396 974 499 343 253 254 0.09 0.16 0.10 0.09 0.08 0.08
2 217 7538 251 533 287 221 169 127 0.06 0.10 0.06 0.06 0.05 0.04
3 207 8082 249 500 326 191 115 113 0.06 0.09 0.06 0.05 0.04 0.04

63 1 659 4470 2042 1529 1568 1498 1498 1407 0.53 0.43 0.43 0.42 0.42 0.40
2 423 3730 1277 1003 924 863 854 771 0.41 0.34 0.32 0.31 0.31 0.29
3 386 3479 1120 801 701 641 665 569 0.39 0.31 0.28 0.27 0.27 0.25

Total 56990 1142567 490494 412332 443514 393949 398217 373643 0.46 0.39 0.42 0.38 0.38 0.36
Min 0.04 0.07 0.03 0.03 0.03 0.03
Max 0.91 0.88 0.95 0.91 0.95 0.87
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Fig. 7. Comparison of the Cost-Effectiveness distribution between the best and worst
cases of CostEff strategy against the global distribution. Both the best case and worst
case are taken from the training set. The best case corresponds to Vessel E, port
51, seedID 3; the worst case corresponds to Vessel D, port 42, seedID 1. The cost-
effectiveness distribution of the best case matches the global distribution better as
compared to the worst case. For example, the constraintID 17 is very cost-effective for
the worst case instance, but is among the least cost-effective globally

The final row of the table shows the worst case among the instances for each
of the strategies (excluding the instances from Vessel A with POL 11 as these
values are too small). The “RCR” strategy has the best worst-case performance
which is 0.87 of the overall time spent by the Rnd order. However, the “HProb”
and “RC” strategies has the worst performance, which is 0.95 of the overall time
spent by the Rnd order. The results for the evaluation set can be interpreted
similarly.

Figure 7 compares the cost-effectiveness distributions of the best and worst
cases for the CostEff strategy to the global distribution. As shown in the figure,
in the worst case instance, the instance’s distribution is very different from the
global distribution. For example, the constraintID 17 is very cost-effective for the
particular instance, but is among the least cost-effective globally. We summarize
the statistics on the changes in the total execution time in Table 2.

Table 2 shows a surprising result. Both “RC” and “RCR” strategies have
matching or even lower overall time as compared to the “CostEff” strategy. We
believe that this is due to the “periodicity” of the violation probability for the
constraint tests. As mentioned previously, the probability that an individual con-
straint is violated may be subject to the pair of container and cell being consid-
ered. Thus, the probability of violation for certain constraints may be higher (or
lower) at specific stages of the allocation. Although Theorem 1 gives an optimal
ordering of constraint tests when the probability of violation is considered glob-
ally, local fluctuation in the violation probability may change the optimal order
of constraint tests locally. Thus, by dynamically reordering the recently violated
constraint, the “RC” strategy is emulating the “HProb” ordering dynamically
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Table 2. Summary of timing ratio between the time taken by the constraint order
obtained from the respective strategies and the Rnd order. The “RCR” strategy appears
to have the greatest reduction in constraint check timing for both the training set and
evaluation set while the “CostEff” strategy has a similar performance. Overall, all of
the strategies examined successfully reduced the time spent in constraint checking

Rnd Heu Lcost Hprob CostEff RC RCR

Total Timing 3099313 1742635 1568152 1647536 1534348 1568135 1507896
Training Set 1.00 0.46 0.39 0.42 0.38 0.38 0.36
Evaluation Set 1.00 0.63 0.58 0.60 0.57 0.59 0.57

Overall (Rnd) 1.00 0.56 0.51 0.53 0.50 0.51 0.49
Overall (Heu) 1.78 1.00 0.90 0.95 0.88 0.90 0.87

while the “RCR” strategy is emulating the “CostEff” strategy dynamically. We
note that, when the costs of individual constraint tests are the same, the strategy
by Theorem 1 is equivalent to the “HProb” strategy.

6 Discussions and Conclusions

We summarise the findings in the following:

– Reordering the sequence in which the constraints are tested improves the
efficiency of the stowage algorithm.

– The time spent in checking constraints can be reduced significantly for cer-
tain instances (up to 97% reduction).

– CostEff, RC, and RCR have the best overall improvement of about 50%
reduction in time spent on checking constraints.

– RC and RCR can match the performance of CostEff by adapting to the
‘periodicity’ in the constraint violation pattern dynamically.

– Both CostEff and RCR use historical data in ordering. However, RCR does
not require the probability distribution, which may vary between different
instances.

While the Cost-Effective-First strategy [7,10] has a good overall improvement
on the efficiency, it assumes independence between the individual constraint tests
and requires training data. In addition, the strategy may overlook the period-
icity in which the individual constraint tests are violated. On the other hand,
both RC and RCR have matching or better performance in reducing the total
time spent in checking constraints. We believe that this is due to the dynamic
reordering nature of the strategy which may better match the ‘periodic’ nature
of the constraint tests. While this may suggest that a better dynamically reorder-
ing approach is feasible, the overhead induced in changing the constraint test
sequences dynamically may offset the benefit brought about when implementing
such a strategy. We plan to incorporate the dependencies between the constraints
in the next phase of efficiency optimization.
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Table 3. Statistics on the changes in efficiency by using different constraint test order-
ing strategies in the evaluation set

Vessel POL Seed ID Timings (milliseconds) Overall ratio (based on Rnd)
Overhead Rnd Heuristic Lcost Hprob CostEff RC RCR Heu Lcost Hprob CostEff RC RCR

A 11 4 293 15 19 12 12 18 12 12 1.01 0.99 0.99 1.01 0.99 0.99
5 289 13 12 20 13 13 13 13 1.00 1.02 1.00 1.00 1.00 1.00
6 298 13 12 12 12 14 12 12 1.00 1.00 1.00 1.00 1.00 1.00

12 4 538 22622 2399 1321 10300 1283 1678 1012 0.13 0.08 0.47 0.08 0.10 0.07
5 558 22271 2188 1323 10293 1219 2259 1019 0.12 0.08 0.48 0.08 0.12 0.07
6 541 22723 2330 1337 10373 1245 2231 955 0.12 0.08 0.47 0.08 0.12 0.06

13 4 1074 17300 6970 3632 3921 3632 3494 3620 0.44 0.26 0.27 0.26 0.25 0.26
5 1146 18540 7482 4070 4394 4018 3666 3897 0.44 0.26 0.28 0.26 0.24 0.26
6 1017 15969 6204 3048 3556 3172 2934 2874 0.43 0.24 0.27 0.25 0.23 0.23

B 21 4 1263 214570 193436 194366 194824 194758 190903 196866 0.90 0.91 0.91 0.91 0.89 0.92
5 1425 202448 186124 186891 188557 184821 179762 187816 0.92 0.92 0.93 0.91 0.89 0.93
6 1342 173058 157720 158861 162090 158381 154285 162179 0.91 0.92 0.94 0.92 0.89 0.94

22 4 415 236 121 70 71 70 58 66 0.82 0.74 0.75 0.74 0.73 0.74
5 376 502 214 98 103 99 82 167 0.67 0.54 0.55 0.54 0.52 0.62
6 386 370 199 104 107 107 86 99 0.77 0.65 0.65 0.65 0.62 0.64

23 4 1126 46091 20329 19485 19003 18673 17929 18486 0.45 0.44 0.43 0.42 0.40 0.42
5 1063 28201 6768 4583 6035 4191 3374 2999 0.27 0.19 0.24 0.18 0.15 0.14
6 1288 45081 21596 20026 19468 18841 18648 18793 0.49 0.46 0.45 0.43 0.43 0.43

24 4 1396 36726 8961 9556 8697 8631 9043 8461 0.27 0.29 0.26 0.26 0.27 0.26
5 1042 23100 4110 4055 3422 3591 3645 3390 0.21 0.21 0.18 0.19 0.19 0.18
6 1141 25170 5000 5507 4828 5086 5421 4863 0.23 0.25 0.23 0.24 0.25 0.23

C 31 4 205 2091 336 254 679 217 134 166 0.24 0.20 0.39 0.18 0.15 0.16
5 327 4315 1193 1027 1685 980 964 892 0.33 0.29 0.43 0.28 0.28 0.26
6 344 3724 1780 1362 1793 1430 1351 1269 0.52 0.42 0.53 0.44 0.42 0.40

32 4 163 2034 439 154 381 140 387 129 0.27 0.14 0.25 0.14 0.25 0.13
5 169 813 177 82 135 73 76 79 0.35 0.26 0.31 0.25 0.25 0.25
6 189 1710 593 168 329 124 215 115 0.41 0.19 0.27 0.16 0.21 0.16

D 41 4 630 1682 844 371 393 322 347 293 0.64 0.43 0.44 0.41 0.42 0.40
5 734 1286 567 261 240 246 276 227 0.64 0.49 0.48 0.49 0.50 0.48
6 598 1253 817 190 182 157 173 145 0.76 0.43 0.42 0.41 0.42 0.40

42 4 540 583 170 197 156 158 145 135 0.63 0.66 0.62 0.62 0.61 0.60
5 519 855 224 211 224 187 195 171 0.54 0.53 0.54 0.51 0.52 0.50
6 453 20071 17242 17410 17483 18037 19986 17653 0.86 0.87 0.87 0.90 1.00 0.88

43 4 1661 89924 69238 65836 66200 70404 76326 65288 0.77 0.74 0.74 0.79 0.85 0.73
5 1441 30124 9658 6402 6681 5809 7069 5228 0.35 0.25 0.26 0.23 0.27 0.21
6 1168 48948 31038 28756 29937 28817 33782 28454 0.64 0.60 0.62 0.60 0.70 0.59

44 4 909 18826 14576 6831 7472 7071 7977 6604 0.78 0.39 0.42 0.40 0.45 0.38
5 1041 36436 29083 21252 21451 20944 24574 20764 0.80 0.59 0.60 0.59 0.68 0.58
6 874 12742 8100 365 794 290 227 241 0.66 0.09 0.12 0.09 0.08 0.08

45 4 1723 29927 8612 6829 7040 6568 8572 6038 0.33 0.27 0.28 0.26 0.33 0.25
5 1482 22536 4241 2284 2880 2102 2337 1898 0.24 0.16 0.18 0.15 0.16 0.14
6 1663 24435 5359 3183 3863 2757 3756 1869 0.27 0.19 0.21 0.17 0.21 0.14

46 4 1190 34260 31635 28377 28491 28116 34784 27589 0.93 0.83 0.84 0.83 1.01 0.81
5 1416 51442 50023 46605 47622 46484 54856 45446 0.97 0.91 0.93 0.91 1.06 0.89
6 1383 44875 41604 38759 39784 38990 46044 38427 0.93 0.87 0.89 0.87 1.03 0.86

47 4 718 10214 526 206 235 167 307 177 0.11 0.08 0.09 0.08 0.09 0.08
5 787 13004 588 320 339 261 1091 240 0.10 0.08 0.08 0.08 0.14 0.07
6 711 7673 518 255 261 203 1066 177 0.15 0.12 0.12 0.11 0.21 0.11

E 51 4 207 10652 263 579 183 168 150 176 0.04 0.07 0.04 0.03 0.03 0.04
5 220 12419 302 697 219 196 150 153 0.04 0.07 0.03 0.03 0.03 0.03
6 212 10185 281 565 176 155 142 162 0.05 0.07 0.04 0.04 0.03 0.04

52 4 164 2860 1790 395 1125 339 369 348 0.65 0.18 0.43 0.17 0.18 0.17
5 163 1881 1260 296 771 287 408 286 0.70 0.22 0.46 0.22 0.28 0.22
6 156 2089 1377 319 793 307 358 319 0.68 0.21 0.42 0.21 0.23 0.21

53 4 304 3434 1746 1826 1723 1621 1711 1657 0.55 0.57 0.54 0.51 0.54 0.52
5 288 5503 3265 3308 3154 3135 3121 3059 0.61 0.62 0.59 0.59 0.59 0.58
6 277 2335 506 455 355 336 286 256 0.30 0.28 0.24 0.23 0.22 0.20

54 4 863 19781 14357 13736 14192 13113 12533 13085 0.74 0.71 0.73 0.68 0.65 0.68
5 865 39021 32265 32128 31698 30924 30333 32175 0.83 0.83 0.82 0.80 0.78 0.83
6 1052 38351 32254 32373 31749 31246 30050 32264 0.85 0.85 0.83 0.82 0.79 0.85

F 61 4 432 32797 3371 2924 1576 1665 1915 1403 0.11 0.10 0.06 0.06 0.07 0.06
5 416 32850 3133 3059 1660 1575 1580 1343 0.11 0.10 0.06 0.06 0.06 0.05
6 416 34916 3370 3151 1767 1669 1893 1361 0.11 0.10 0.06 0.06 0.07 0.05

62 4 196 7690 254 527 284 154 133 132 0.06 0.09 0.06 0.04 0.04 0.04
5 188 7737 253 501 278 167 120 123 0.06 0.09 0.06 0.04 0.04 0.04
6 180 7770 235 482 289 147 125 110 0.05 0.08 0.06 0.04 0.04 0.04

63 4 407 3574 1546 1054 961 866 971 829 0.49 0.37 0.34 0.32 0.35 0.31
5 401 3462 1143 829 746 639 688 668 0.40 0.32 0.30 0.27 0.28 0.28
6 350 3367 899 694 571 502 545 474 0.34 0.28 0.25 0.23 0.24 0.22
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Table 3. (Continued)

Vessel POL Seed ID Timings (milliseconds) Overall ratio (based on Rnd)
G 71 1 928 7218 2157 1560 2004 1511 1269 1371 0.38 0.31 0.36 0.30 0.27 0.28

2 636 6675 1149 756 827 693 698 688 0.24 0.19 0.20 0.18 0.18 0.18
3 614 13181 8642 6595 8099 6735 6272 6168 0.67 0.52 0.63 0.53 0.50 0.49
4 424 9577 4336 3257 4116 3385 3008 3229 0.48 0.37 0.45 0.38 0.34 0.37
5 505 6691 1031 638 639 538 565 549 0.21 0.16 0.16 0.14 0.15 0.15
6 414 6097 936 657 618 549 496 507 0.21 0.16 0.16 0.15 0.14 0.14

72 1 791 3094 2417 404 607 296 245 238 0.83 0.31 0.36 0.28 0.27 0.26
2 470 12797 10628 7579 9345 7312 7053 7237 0.84 0.61 0.74 0.59 0.57 0.58
3 609 2875 1980 150 754 132 106 137 0.74 0.22 0.39 0.21 0.21 0.21
4 488 5002 4542 2338 3096 2263 2147 2259 0.92 0.51 0.65 0.50 0.48 0.50
5 680 2468 1799 161 695 127 107 113 0.79 0.27 0.44 0.26 0.25 0.25
6 622 5755 4926 2908 3488 2744 2611 2667 0.87 0.55 0.64 0.53 0.51 0.52

73 1 910 3351 1552 1244 1795 1140 790 567 0.58 0.51 0.63 0.48 0.40 0.35
2 648 2917 1084 579 863 547 488 539 0.49 0.34 0.42 0.34 0.32 0.33
3 576 1968 694 352 1641 344 307 325 0.50 0.36 0.87 0.36 0.35 0.35
4 663 1748 698 404 523 368 350 387 0.56 0.44 0.49 0.43 0.42 0.44
5 604 1513 628 381 560 368 338 338 0.58 0.47 0.55 0.46 0.44 0.44
6 643 2387 822 618 908 578 488 494 0.48 0.42 0.51 0.40 0.37 0.38

74 1 658 1501 881 291 328 223 190 201 0.71 0.44 0.46 0.41 0.39 0.40
2 512 1064 545 149 248 164 210 128 0.67 0.42 0.48 0.43 0.46 0.41
3 370 4796 4316 2855 3916 2708 2597 2951 0.91 0.62 0.83 0.60 0.57 0.64
4 384 1427 787 289 431 272 263 257 0.65 0.37 0.45 0.36 0.36 0.35
5 374 1226 633 114 201 99 98 90 0.63 0.31 0.36 0.30 0.30 0.29
6 405 1159 612 111 175 98 98 85 0.65 0.33 0.37 0.32 0.32 0.31

75 1 954 3313 1455 705 1165 667 579 581 0.56 0.39 0.50 0.38 0.36 0.36
2 613 1989 878 192 549 187 181 183 0.57 0.31 0.45 0.31 0.31 0.31
3 586 2264 879 235 399 200 208 198 0.51 0.29 0.35 0.28 0.28 0.28
4 511 1664 697 158 397 144 148 160 0.56 0.31 0.42 0.30 0.30 0.31
5 589 2000 800 170 335 147 160 179 0.54 0.29 0.36 0.28 0.29 0.30
6 557 2017 856 212 685 196 179 195 0.55 0.30 0.48 0.29 0.29 0.29

Total 66546 1833210 1128605 1032284 1080486 1016863 1046382 1010717 0.63 0.58 0.60 0.57 0.59 0.57
Min 0.04 0.07 0.03 0.03 0.03 0.03
Max 1.01 1.02 1.00 1.01 1.06 1.00
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Abstract. Consider the situation where some items arrive to a storage
location where they are temporarily stored in bounded capacity LIFO
stacks until their departure. We consider the problem of deciding where
to put an arriving item with the objective of using as few stacks as
possible. The decision has to be made as soon as an item arrives and
we assume that we only have information on the departure times for the
arriving item and the items currently at the storage area. We are only
allowed to put an item on top of another item if the item below departs
at a later time. We assume that the numbers defining the storage time
intervals are picked independently and uniformly at random from the
interval [0, 1]. We present a simple polynomial time online algorithm
for the problem and prove the following: For any positive real numbers
ε1, ε2 > 0 there exists an N > 0 such that the algorithm uses no more
than (1 + ε1)OPT stacks with probability at least 1 − ε2 if the number
of items is at least N where OPT denotes the optimal number of stacks.
The result even holds if the stack capacity is o(

√
n) where n is the number

of items.

1 Introduction

In this paper, we consider the situation where some items arrive to a storage
location where the items are temporarily stored in LIFO stacks until their depar-
ture. When an item arrives we are faced with the problem of deciding where to
store the item. We will refer to this problem as the stacking problem. The stack-
ing problem has many applications within real world logistics. As an example,
the items could be containers and the storage location could be a container ter-
minal or a container ship [3]. The items could also be steel bars [11], trains [5]
or the storage location could simply be a warehouse storing anything that could
be stacked on top of each other.

We focus on the variant of the stacking problem given by the following
assumptions: 1) We have to make a decision on where to store an item as soon
as it arrives. When an item i arrives at time xi we are informed on the departure
time yi of the item but we have no information on future items. In other words,
we look at an online version of the problem and we look for online algorithms
solving the problem. 2) The numbers xi and yi could be any real numbers. This
c© Springer International Publishing Switzerland 2015
F. Corman et al. (Eds.): ICCL 2015, LNCS 9335, pp. 358–369, 2015.
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means that we restrict our attention to what we will refer to as the continuous
case as opposed to the discrete case where we only have a few possibilities for xi

and yi. 3) We are only allowed to put an item i on top of an item j if yi ≤ yj .
Another way of saying this is that we do not allow rehandling or relocations of
items. 4) The objective is to use as few stacks as possible given a bound b on
the stack height. There are several real world applications for algorithms solving
this variant for the stacking problem. Two examples for applications are track
assignment for trains at train depots [5] and stacking of containers in container
terminals.

The basis for our analysis is a stochastic model for generating instances for
the stacking problem. The numbers defining the storage time intervals are simply
picked independently and uniformly at random from the interval [0, 1]. The main
contribution of our paper is a proof of the existence of a simple polynomial
time online algorithm for the stacking problem that we consider such that the
following holds: For any positive real numbers ε1, ε2 > 0 there exists an N > 0
such that the algorithm uses no more than (1 + ε1)OPT stacks with probability
at least 1 − ε2 if the number of items is at least N where OPT denotes the
optimal number of stacks. In other words, we show that the competitive ratio of
the online algorithm – the number of stacks used divided by OPT – converges
to 1 in probability using terminology from probability theory. Our results do not
require the stack capacity b to be a fixed constant but b = o(

√
n) is sufficient

where n is the number of items. We believe that similar results hold for many
other stochastic models as discussed in the final part of the paper.

The paper also contributes methodologically because we demonstrate an
alternative or supplementary way of evaluating online stacking rules: Assum-
ing a natural probability distribution on problem instances, we analyze a simple
online stacking algorithm using probability theory and prove that the algorithm
performs well. It is important to note that algorithms almost identical to our
algorithm have been presented previously in the literature [3,14]. Consequently,
the main contributions of our paper are the results on the performance of the
algorithm and the demonstration of the use of probabilistic analysis for obtaining
the results.

1.1 Related Work

The offline variant of the stacking problem where all information is provided
before any decisions are made is NP-hard for any fixed bound b ≥ 6 on the
stacking height [4] as can be seen from reduction from the coloring problem
for permutation graphs [6]. This variant of the problem is also NP-hard in the
unbounded case as shown by Avriel et al. [2]. Tierney et al. [13] show that the
problem of deciding if it possible to accommodate all the items in a fixed number
of bounded capacity stacks without relocations can be solved in polynomial time
but the running time of their offline algorithm is huge even for a small (fixed)
number of stacks.

Cornelsen and Di Stefano [4] and Demange et al. [5] consider the problem
in the context of assigning tracks to trains arriving at a train station/depot.
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Cornelsen and Di Stefano consider unbounded capacity stacks (train tracks) but
Demange et al. consider ”our” problem with bounded capacity stacks. Demange
et al. present lower and upper bounds around 2 for online algorithms for the
problem restricted to the situation where all trains are at the train depot at some
point in time – this condition is known as the midnight condition. Demange et al.
also present lower and upper bounds for the unbounded stack capacity case.

Wang et al. [14] also consider the stacking problem but in the context of
stowage of container ships and present a Mixed Integer Linear Program for solv-
ing it. Wang et al. present algorithms almost identical to the one we present and
analyze. Wang et al. look at the discrete case assuming that the number of ports
is relatively low compared to the number of containers and show that their algo-
rithms use no more than OPT + P stacks where P is the number of ports where
containers are loaded. It should be noted that this is an upper bound that also
can be achieved if containers loaded at the same port simply are stacked on top
of each other (sorted according to the length of their voyage). Borgman et al. [3]
also present an online algorithm similar to the one we present and compare it with
other rules for online stacking using discrete-event simulation.

Finally, we mention the work of Rei and Pedroso [11] and König et al. [8] on
related problems within the steel industry and the PhD Thesis of Pacino [9] on
container ship stowage.

1.2 Outline of the Paper

In Section 2 we look at the link between stacking problems and the coloring
problems for overlap graphs and interval graphs and introduce some terminology
used in the paper. We also consider some results from the field of probability
theory that form the basis for the probabilistic analysis of our online algorithm.
Our algorithm is introduced in an offline and an online version in Section 3.
Finally, we present the analysis of the algorithm and our main result in Section 4.

2 Preliminaries

In this section we present most of the terminology used in this paper and some
results from probability theory that we will use later.

2.1 Connections to Graph Coloring

For each item i we have an interval Ii = [xi, yi] specifying the time interval that
the item has to be temporarily stored. We assume that items cannot arrive and
depart at exactly the same time to make it easier to formulate the constraint on
the stacking height.

It is well known that the problem that we consider can be formulated as
a graph coloring problem and we will use graph coloring terminology in the
remaining part of the paper in order to make the presentation generic. We say
that two intervals I1 = [x1, y1] and I2 = [x2, y2] overlap if and only if x1 < x2 <
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y1 < y2 or x2 < x1 < y2 < y1. We can put an item on top of another item if and
only if their corresponding intervals do not overlap so our problem can now be
formally defined as follows where b is the maximum allowed stack height:

Definition 1. The b-OVERLAP-COLORING problem:

– Instance: A set of n intervals I = {I1, I2, . . . , In} where all the end points
of the intervals are distinct.

– Solution: A coloring of the intervals using a minimum number of colors such
that the following two conditions hold:
1. Any two overlapping intervals have different colors.
2. For any real number x and any color d there will be no more than b

intervals with color d that contain x.

It should be stressed that we look for online algorithms for the problem process-
ing the intervals in the order of increasing starting points of the intervals.

The problem can be viewed as a graph coloring problem for the graph with
a vertex for each interval and an edge between any two vertices where the cor-
responding intervals overlap. Such a graph is known as an overlap graph. We let
χb denote the minimum number of colors for a solution.

An interval graph is a graph where each vertex corresponds to an interval
and with an edge between two vertices if and only if the corresponding intervals
intersect. It is well known that we can obtain a minimum coloring of an interval
graph if we use the following simple online algorithm processing the intervals
in increasing order of their starting points: If we can reuse a color we do it –
otherwise we pick a new color that we have not used earlier on. The clique
number of a graph is the size of a maximum clique. Interval graphs are members
of the family of perfect graphs implying that all interval graphs can be colored
with a number of colors corresponding to their clique number.

2.2 Increasing Subsequences and Patience Sorting

The algorithm we present in Section 3 and the probabilistic analysis performed in
Section 4 is based on some results from the theory on increasing subsequences and
the method of Patience Sorting that we now will introduce. Patience Sorting [1]
is a method originally invented for sorting a deck of cards. Now imagine that we
have a small deck of cards as follows where the top of the deck is the leftmost
card (the underlined cards will be explained later):

9, 2, 4, 8, 1, 7, 6, 3, 5, 10

We now take the top card 9 and start a new pile. We now remove the other cards
from the initial deck one by one from the top of the deck. Each time we remove
a card we try to put it in another pile with a top card with a higher value than
the removed card. If it is possible, we choose such a pile where the top card has
the smallest value. If not, we start a new pile. The card 2 goes on top of the
card 9 but we have to start two new piles with the cards 4 and 8 respectively.
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The card 1 can be put on top of the card 2, etc. Finally, we face the following
four piles:

1, 2, 9 3, 4 5, 6, 7, 8 10

It is now easy to sort the cards by repeatedly picking the smallest top card. This
is the Patience Sorting method and we refer the reader to the work by Aldous [1]
for more details.

Let Ln be the random variable representing the resulting number of piles for
the Patience Sorting method on a deck with n cards. It is worth noting that Ln

is identical to the length of the longest increasing subsequence for the sequence
of cards defined by the deck. To illustrate this there are several increasing sub-
sequences that have length 4 for the sequence shown above (for example the
subsequence 2, 4, 6, 10 that is underlined) but no increasing subsequence with
length 5 or more – and the number of piles needed is 4. Each pile represents
a decreasing subsequence and Ln is the minimum number of decreasing subse-
quences into which the sequence can be partitioned. Let μ and σ denote the
expected value and the standard deviation of Ln respectively under the assump-
tion that the permutation corresponding to the deck of cards is picked uniformly
at random. The asymptotic behavior of Ln is described as follows where σ∞ is
a positive constant [1,10]:

μ ≤ 2
√

n (1)

σ = σ∞n
1
6 + o(n

1
6 ) (2)

These facts are crucial for the analysis of the online algorithm we present later
in this paper.

3 The Algorithm

Before we present our stacking strategy we need to introduce a little more ter-
minology. A chain of intervals is a sequence of intervals I1 ⊇ I2 ⊇ I3 ⊇ . . . ⊇ Im.
The intervals in a chain represent items that may be stacked on top of each
other. We refer to the intervals I1 and Im as the bottom and the top of the chain
respectively. For a given number b, we can split a chain into chains of cardinality
b or less in a natural way: The intervals I1 to Ib form the first chain, the next
b intervals Ib+1 to I2b form the next chain, etc. A partition of I into chains is a
set of chains such that each interval is a member of exactly one chain.

We present two versions of our algorithm named A and B that produce
the same coloring for any instance of the b-OVERLAP-COLORING problem.
Algorithm A is an offline version and algorithm B is an online version. Algorithm
A is presented in order to make it easier for the reader to understand the coloring
strategy used.

We are now ready to describe algorithm A that consists of 4 steps listed
in Fig. 1. In the first step, we partition I into a minimum number of chains
as illustrated in Fig. 2. In the second step, we split the chains into chains of
cardinality b or less as described above. The interval graph of the bottoms of
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the chains is colored in the third step using the simple algorithm described in
Section 2.1. Finally, in the fourth step, all the remaining intervals are colored
with the color at the bottom of their chain. The steps 2, 3 and 4 are illustrated
in Fig. 3 for the case b = 2. It is not hard to see that the coloring produced
satisfies the conditions from Definition 1: All the chains produced in Step 2 have
cardinality at most b and chain bottoms with the same color do not intersect.

Algorithm A(I, b):
Step 1: Partition I into a minimum number c of chains.
Step 2: Split the chains into chains of cardinality b or less.
Step 3: Color the interval graph formed by the bottoms of the chains with

χ′
b colors.

Step 4: Color any interval not at the bottom of a chain with the color of
the bottom of its chain.

Fig. 1. The offline version of our algorithm

Fig. 2. The initial phase of algorithm A is illustrated here. To the left we see the
intervals forming the instance. The two chains created in step 1 are shown to the right.

We now prove that it is possible to transform algorithm A into an online
version, algorithm B, that is listed in Fig. 4.

Lemma 1. There is an online algorithm for the b-OVERLAP-COLORING
problem processing the intervals in increasing order of the starting points that
produces a coloring identical to the coloring produced by Algorithm A. The time
for processing one interval is O(log n) for the algorithm.

Proof. Let π be a permutation of the integers from 1 to n such that xπ(i) < xπ(j)

for i < j. Now we consider the sequence where the i’th number is yπ(i). There
is a simple one-to-one correspondence between a decreasing subsequence of this
sequence and a chain of intervals from the set I: If we start at the bottom of
a chain and move upward then the x-values increase and the y-values decrease.
This means that we obtain a partition of I into a minimum number of chains
if we apply the Patience Sorting method described in Section 2.2 and partition
the sequence into a minimum number of decreasing subsequences.
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Fig. 3. This figure illustrates the final phase of algorithm A for the case b = 2. The
four chains produced in step 2 are shown to the left and the coloring produced in the
steps 3 and 4 is shown to the right. The algorithm generates a coloring using χ′

b = 3
colors.

The intervals are processed in increasing order of their starting points when
the Patience Sorting method is used and decisions on an interval are made
without considering intervals with bigger starting points. The same goes for
the splitting into smaller chains and the coloring of the chain bottoms and the
other intervals. This means that we can construct an online algorithm processing
the intervals in increasing order of the starting points that produces the same
coloring as the coloring produced by algorithm A.

Each step of the Patience Sorting method requires O(log n) time if we use
binary search to locate the right pile. Keeping track of unused colors can also
be handled in O(log n) time for each step if a priority queue is used (A priority
queue is used for the set D in Fig. 4 that stores information on when the colors
expire). ��

4 Probabilistic Analysis

Let ω′ be the clique number of the interval graph formed by the set of intervals
I. We remind the reader that c is the minimum number of chains formed in Step
1 of algorithm A.

Lemma 2. The coloring produced by algorithms A and B uses χ′
b colors satis-

fying

χ′
b ≤ ω′

b
+ c . (3)

Proof. For any real number x we let gx denote the number of intervals in I
that contain x and gb

x denote the number of chain bottoms produced in step 2
containing x. As mentioned in Section 2.1, any interval graph can be colored
with a number of colors corresponding to the size of the largest clique of the
graph:

χ′
b = max

x
gb

x . (4)

Now consider an interval that is a bottom of a chain produced in step 2 of
algorithm A but not a bottom of one of the chains produced in step 1. If such
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Algorithm B(I, b):
Assumption on I = {[x1, y1], [x2, y2], . . . , [xn, yn]}: i < j ⇒ xi < xj

1: C ← ∅
2: D ← ∅
3: χ ← 0
4: for i ∈ {1, 2, . . . , n} do
5: bottom ← false
6: Let H be the set of chains in C where

the top of the chain contains Ii.
7: if H = ∅ then
8: Add a new chain to C consisting of Ii.
9: bottom ← true

10: else
11: Let cJ be the chain in H with a top interval

J [xJ , yJ ] with the smallest value of yJ .
12: Put Ii on top of cJ .
13: Let d be the color assigned to J .
14: if there are less than b intervals in cJ with color d then
15: Assign color d to Ii.
16: else
17: bottom ← true
18: end if
19: end if
20:
21: if bottom = true then
22: Let G = {(d, y) ∈ D : y < xi}
23: if G = ∅ then
24: χ ← χ + 1
25: Assign color χ to Ii.
26: D ← D ∪ {(χ, yi)}
27: else
28: Pick any (d, y) ∈ G.
29: Assign color d to Ii.
30: D ← (D \ {(d, y)}) ∪ {(d, yi)}
31: end if
32: end if
33: end for

Fig. 4. The online version of our algorithm. Please note that we assume the intervals
in I to appear in increasing order of their starting points.

an interval contains a number x then the b − 1 intervals directly below it in the
chain will also contain x. There are at least gb

x − c such intervals that contain x
so we obtain the following inequality:

(gb
x − c)b ≤ gx . (5)
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We now rearrange this inequality:

max
x

gb
x ≤ maxx gx

b
+ c . (6)

We now use (4) and ω′ = maxx gx. ��
As mentioned in Section 1.1, Wang et al. [14] prove a weaker result than stated
in the lemma using similar arguments for the discrete case where we consider
the continuous case (If P is the number of ports where containers are loaded
then we obviously have c ≤ P ).

We will use the following random process for generating stacking problem
instances that was also used by Scheinerman [12] in a study of random interval
graphs: Let A1, B1, A2, B2, . . . , An, Bn be independent random variables that are
uniformly distributed on [0, 1]. Let Ii = [Xi, Yi] where Xi = min(Ai, Bi) and Yi =
max(Ai, Bi) The instance generated by the procedure is I = {I1, I2, . . . , In}. It
should be noted, that the end points of the intervals in I are distinct with
probability 1 according to [12].

As mentioned earlier, we let χb denote the minimum number of colors for
a solution to the b-OVERLAP-COLORING problem. Our aim is to show that
the competitive ratio χ′

b

χb
of algorithm B is close to 1 with high probability.

Formally, we say that an event En occurs with high probability, abbreviated whp,
if P (En) → 1 as n → + ∞ where we assume that the underlying probability
distribution corresponds to the random process for generating instances. There
is a number α contained in ω′ intervals implying χb ≥ ω′

b . Using Lemma 2, we

now conclude that the competitive ratio is not bigger than 1 + c/
(

ω′
b

)
. We will

now show that the competitive ratio is 1 + O(bn− 1
2 ) whp. The strategy of our

proof is to show that c = O(
√

n) whp and combine this with the fact ω′ = Ω(n)
whp shown by Scheinerman [12]. We start by showing c = O(

√
n) whp:

Lemma 3. The set of intervals I is partitioned into less than 5
√

n chains whp
in Step 1 of Algorithm A.

Proof. Consider the random variables Ai and Bi, i ∈ {1, 2, . . . , n}. Let ai and bi

denote the values observed for Ai and Bi respectively. We introduce another par-
tition π′ on the integers from 1 to n defined by aπ′(i) < aπ′(j) for i < j. We now
look at the sequence of b-values with bπ′(i) as the i’th number in the sequence.
We use the Patience Sorting method from Section 2.2 on the b-sequence and
obtain c′ decreasing subsequences. We split each subsequence into two decreas-
ing subsequences if there is a point where the b-values become smaller than their
corresponding a-values. It is not hard to see that we can form a chain of intervals
for each of the up to 2c′ subsequences we obtain by the splitting procedure – see
Fig. 5. Since c ≤ 2c′ we have the following:

P (c ≥ 5
√

n) ≤ P

(

c′ ≥ 5
2
√

n

)

. (7)
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Fig. 5. The figure shows a decreasing subsequence for the sequence of b-values. The
squares and circles correspond to a-values and b-values respectively. The decreasing
subsequence can be split into a grey chain and a black chain of intervals.

The B-variables are independent and drawn from the same probability distri-
bution so c′ and Ln have the same distribution where Ln is the length of the
longest increasing subsequence for a permutation of n numbers chosen uniformly
at random (see Section 2.2):

P

(

c′ ≥ 5
2
√

n

)

= P

(

Ln ≥ 5
2
√

n

)

. (8)

Using (1) we get the following:

P

(

Ln ≥ 5
2
√

n

)

≤ P

(

|Ln − μ| ≥ 1
2
√

n

)

. (9)

From (2) we observe that σ ≤ 3
2σ∞n

1
6 for n sufficiently big. By using Chebyshevs

inequality [7] we now get the following for n sufficiently big:

P

(

|Ln − μ| ≥ 1
2
√

n

)

≤ σ2

( 14n)
≤

9
4σ2

∞n
1
3

( 14n)
= 9σ2

∞n− 2
3 . (10)

From (7), (8), (9) and (10) we now get the following for n sufficiently big:

P (c < 5
√

n) ≥ 1 − 9σ2
∞n− 2

3 . (11)

From (11) we conclude that c < 5
√

n whp. ��
We now present the main theorem of the paper:

Theorem 1. There is an online algorithm for the b-OVERLAP-COLORING
problem processing the intervals in increasing order of their starting points such
that

χ′
b

χb
≤ 1 + O(bn− 1

2 ) whp (12)

The time for processing one interval is O(log n).

Proof. Algorithm B is an online algorithm computing the same coloring as algo-
rithm A according to Lemma 1. From Lemma 2 and Lemma 3 we conclude that
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χ′
b ≤ ω′

b + 5
√

n whp. The minimum number of colors χb satisfies χb ≥ ω′
b so we

now have the following:
χ′

b

χb
≤ 1 +

5b
√

n

ω′ whp (13)

Finally, we use that ω′ is n
2 + o(n) whp [12]. ��

A corollary of Theorem 1 is that χ′
b

χb
converges to 1 in probability if b = o(

√
n).

Another thing to note is that the underlying constant for the big O notation is
not that big (around 10).

Future Directions

We believe that Theorem 1 – or a similar result – holds for many other stochastic
models for generating stacking problem instances. To be more specific, we believe
that there are other relevant random processes for generating instances having
the following properties: 1) c = o(n) whp, and 2) bχb = Ω(n) whp. Intuitively,
we would expect the average chain size n

c to tend to infinity as n tends to infinity
implying c = o(n) unless all the intervals have the same length. As noted in the
proof of Lemma 3, then we only use the independence of the B-variables and the
fact that these variables are drawn from the same distribution to prove c = o(n)
whp so property 1) holds for other models as well. Property 2) seems easier to
handle. Property 2) can be shown to hold for any random process where intervals
with end points in [0, 1] are drawn independently from the same distribution.
Analyzing the behavior of c for other stochastic models in an attempt to extend
the scope for our results thus seems to be an interesting challenge.

As a final note, we also believe that similar results hold for stacking algo-
rithms similar to the one we have presented. If this is the case it would be
interesting to compare the rates of convergence.
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gic Research project EcoSense (11-115331).
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Abstract. Logistic Service Providers (LSPs) offering hinterland trans-
portation face the trade-off between efficiently using the capacity of long-
haul vehicles and minimizing the first and last-mile costs. To achieve the
optimal trade-off, freights have to be consolidated considering the varia-
tion in the arrival of freight and their characteristics, the applicable trans-
portation restrictions, and the interdependence of decisions over time.
We propose the use of a Markov model and an Approximate Dynamic
Programming (ADP) algorithm to consolidate the right freights in such
transportation settings. Our model incorporates probabilistic knowledge
of the arrival of freights and their characteristics, as well as generic defini-
tions of transportation restrictions and costs. Using small test instances,
we show that our ADP solution provides accurate approximations to the
optimal solution of the Markov model. Using larger problem instances,
we show that our modeling approach has significant benefits when com-
pared to common-practice heuristic approaches.

Keywords: Intermodal transportation · Transportation planning ·
Consolidation · Time horizon · Approximate dynamic programming

1 Introduction

Over the last decade, the hinterland transportation industry has experienced
a change towards network oriented services. Many Logistic Service Providers
(LSPs) now offer services such as pick-up, intermediate storage, long-haul, and
last-mile delivery of freight. With this change, new challenges arise for LSPs who
organize their processes (and possibly carriers) seeking the highest efficiency of
their entire transportation network. We investigate one of such challenges faced
by a LSP in The Netherlands. On a daily basis, this Dutch LSP transports
containers from the East of the country to different terminals in the port of
Rotterdam using reserved capacity on a barge. The costs of the long-haul are
fixed, but the last-mile costs come from the time required for sailing, waiting, and
handling of containers at around 12 container terminals spread over a distance
of 40km in Rotterdam, and the use of trucks for urgent containers. The challenge
is then to consolidate containers in such a way that only a few close-by terminals
are visited each day and the reserved barge capacity is used efficiently over time.
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In operations research terms, we study the planning problem that arises
when a company transports freights from a single origin to different destinations,
periodically. The destinations of these freights are far away and closer among
themselves than to the origin. For this reason, the long-haul is the same in every
trip, independent of which freights were consolidated at the origin. However,
the last-mile route varies according to the destinations of the freights that were
consolidated at the beginning of the long-haul. In addition, there is an alternative
mode that can be used to transport freights directly from their origin to their
destination. The objective of the company is to reduce its total costs over time
and to use the vehicle’s capacity efficiently.

In companies with the aforementioned characteristics, costs savings are only
possible in the last-mile and in the use of the alternative transportation mode.
The first source of costs is influenced by factors such as unloading time, waiting
time, service reliability, etc. As a result, combinations of destinations might
have different last-mile costs even when the distance between them is the same.
The second source of costs depends on the use of the alternative mode. Properly
balancing the consolidation and postponement of freights is therefore a challenge
for the company but also a necessity for its efficient operation.

For several reasons, minimizing costs over time through freight consolidation
is not straightforward. First, the number of freights that arrive, and their charac-
teristics, vary from day to day. This uncertainty makes it difficult to know which
freights to postpone for future trips. Second, each freight has a time-window for
transportation. Furthermore, not all freights which arrive on the same day have
the same destination or time-window. Third, the objective of carrying as many
freights as possible in the long-haul vehicle each day can be conflicting with the
objective of reducing last-mile costs in the long run. To handle these planning
challenges and to reduce costs over time, we propose the use of a Markov model
and a solution algorithm based in Approximate Dynamic Programming (ADP).

The remaining of this paper is organized as follows. In Section 2, we briefly
introduce the relevant scientific literature on dynamic multi-period freight con-
solidation and outline our contribution to it. In Section 3, we present the math-
ematical notation of the problem characteristics and the formulation of the
Markov model. Also in this section, we present our ADP approach. In Section 4,
we carry out a series of numerical experiments, as well as a discussion of our
results and approach. We close with conclusions and future research directions
in Section 5.

2 Literature Review

In this section, we briefly study the literature on freight consolidation in inter-
modal transportation networks. In particular, we look at papers about dynam-
ically choosing transportation modes for different types of freights. We shortly
examine advantages, limitations, and extension opportunities, of both models
and solution methods proposed in these papers. For a comprehensive literature
study on tactical and operational planning problems in intermodal transporta-
tion networks we refer to the reviews [12] and [5].
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The problem in this paper falls into the category of Dynamic Service Network
Design (DSND). Most DSND models assume deterministic demand [12]. In addi-
tion, most models consider the context of a single carrier and cyclically sched-
uled services where there are hardly any time-dependencies, even when there
are multi-period horizons [5]. Although there are exceptions to these shortcom-
ings, models seem to focus on one exception at a time and leave out the rest.
For example, models which include multiple modes of transportation, such as
[9], usually do not incorporate time issues. On the other hand, the few models
which include time dependencies, such as [3], are developed for a single mode.
The few models that include uncertainty in the demand, such as [6], are usually
developed for the road transportation mode.

Most DSND solution approaches are based on graph theory, mathematical
programming techniques, and heuristics [12,14]. Solutions based on graph the-
ory cannot deal with time-dependencies for large instances and assume deter-
ministic demand most of the time. To avoid these shortcomings and handle
the complexities of large size problems, mathematical programming techniques
such as cycle-based variables [2], branch-and-price [1], or column generation [9]
have been proposed. With a similar goal, metaheuristic extensions such as Tabu
Search [4,13] have been vastly proposed [12]. A disadvantage of most of these
heuristics and mathematical programming techniques is that they are less suit-
able for stochastic settings. Further design such as stochastic scenarios [6] or
probabilistic constraints is required to incorporate stochastic elements. Never-
theless, the need and the benefits of introducing stochastic elements into DSND
formulations have been widely recognized in practice [8].

As mentioned by Wieberneit [14], realistic instances of DSND problems are
difficult to solve with the exact approaches presented in the literature. Although
these exact approaches have been studied for some years now [7], research about
the use of approximations and decompositions, especially for stochastic multi-
period problems, has been scarce [8,12,14]. Considering these challenges and
opportunities, we believe our contribution to the scientific literature of DSND
problems and intermodal transportation planning is two-fold. First, we develop a
Markov model that handles complex time dependencies, incorporates stochastic
demand (and its characteristics), for a multi-period horizon, and has a generic
definition of costs. Second, we develop a solution algorithm, based on Approx-
imate Dynamic Programming (ADP), that makes the aforementioned model
computationally applicable to realistic-size problems.

3 Problem Description and Formulation

We consider a dynamic multi-period long-haul freight consolidation problem in
which decisions are made on consecutive periods t over a finite horizon T =
{0, 1, 2, ..., Tmax − 1}. For simplicity, in the remaining of the paper we refer to
a period as a day. The main decision at each day is which of the known and
released-for-transport freights to transport using the long-haul vehicle. Each
freight must be delivered to a given destination d from a group of destinations
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D within a given time-window. The time-window of a freight begins at a release-
day r ∈ R = {0, 1, 2, ..., Rmax} and ends at a due-day r + k, where k ∈ K =
{0, 1, 2, ...,Kmax} defines the length of the time-window. The arrival-day t of a
freight is the moment when all its information is known to the planner. Note
that r influences how long the freights are known before they can be transported,
and thus influences the degree of uncertainty in the decisions.

New freights become available as time progresses. These freights and their
characteristics are unknown before they arrive, but the planner has some prob-
abilistic knowledge about them as follows. F is the discrete and finite random
variable describing the variation in the total number of freights arriving per day.
D is the random variable describing the variation in the destination of each
freight, with domain D ∈ D. R and K are two random variables with domains
R ∈ R and K ∈ K, respectively, which describe the variation of the time-window
of each freight. Between two consecutive days, a number of freights f arrive with
probability pF

f , independent of the arrival day. Each freight has destination d

with probability pD
d , release-day r with probability pR

r , and time-window length
k with probability pK

k , independent of the day and of other freights.
Each day, there is only one long-haul vehicle which transports at most Q

freights. Its cost is CD′ , where D′ ⊆ D denotes the subset of destinations visited.
There is also an alternative transport mode for each destination d which has
unlimited transport capacity, but can only be used for freights whose due-day is
immediate (i.e., r = k = 0). Its cost is Bd per freight to destination d.

3.1 Markov Model

In this section, we model the characteristics described before into stages, states,
decision variables, transitions, and optimality equations of a Markov model. The
stages correspond to the days of the planning horizon denoted by t. At each stage
t, there are known freights with different characteristics. We define Ft,d,r,k as the
number of known freights at stage t whose destination is d, whose release-day
is r stages after t, and whose time-window length is k (i.e., its due-day is r + k
stages after t). The state of the system at stage t is denoted by S t and is defined
as the vector of all freight variables Ft,d,r,k, as seen in (1).

St = [Ft,d,r,k]∀d∈D,r∈R,k∈K , ∀t ∈ T (1)

The main decision made at each stage is which released freights (i.e., freights
with r = 0) to consolidate in the long-haul vehicle. Note that the capacity of the
long-haul vehicle is Q freights. We use the integer variable xt,d,k as the number
of freights that are consolidated in the long-haul vehicle at stage t, which have
destination d and are due k stages after t. We denote the vector of decision
variables at stage t as x t. Due to the time-window of freights, the possible
values of these decision variables are state dependent. Thus, the feasible space
of decision vector x t, given a state S t, is as follows:

x t = [xt,d,k]∀d∈D,k∈K , ∀t ∈ T (2a)
s.t.
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∑

d∈D

∑

k∈K
xt,d,k ≤ Q, (2b)

0 ≤ xt,d,k ≤ Ft,d,0,k, |Ft,d,0,k ∈ St, ∀d ∈ D, k ∈ K (2c)

As mentioned earlier, four discrete and independent random variables
describe the arrival of freights, and their characteristics, over time: {F,D,R,K}.
We combine them into a single arrival information variable F̃t,d,r,k which repre-
sents the freights that arrived from outside the system between stages t − 1 and
t with destination d, release-day r, and time-window length k. We denote the
vector of all arrival information variables at stage t as W t, as seen in (3).

W t =
[
F̃t,d,r,k

]

∀d∈D,r∈R,k∈K
, ∀t ∈ T (3)

The consolidation decision x t and arrival information W t have an influence
on the transition of the system between stages t − 1 and t. In addition, the
relative time-windows have an influence on the transition between related freight
variables. To represent all of these relations, we introduce the transition function
SM , as seen in (4a). In this function, we define freight variables Ft,d,r,k at stage
t with destination d as follows. First, freights which have been released at stage t
(i.e., r = 0) and have a time-window length of k are the result of: (i) freights from
the previous stage t − 1 which were already released, had time-window length
k +1, and were not transported (i.e., Ft−1,d,0,k+1 −xt−1,d,k+1), (ii) freights from
the previous stage t−1 with next-stage release-day (i.e., r = 1) and time-window
length k (i.e., Ft−1,d,1,k), and (iii) the new (random) arriving freights with the
same characteristics (i.e., F̃t,d,0,k) as seen in (4b). Second, freights which have not
been released at stage t (i.e., r ≥ 1) are the result of: (i) freights from the previous
stage t − 1 with a release-day r + 1 and that have the same time-window length
k, and (ii) the new freights with the same characteristics (i.e., F̃t,d,r,k), as seen in
(4c). Third, freights which have the maximum release-day (i.e., r = Rmax) are
the result only of the new freights with the same characteristics (i.e., F̃t,d,Rmax,k),
as seen in (4d).

St = S
M

(St−1, x t−1,W t) , ∀t ∈ T |t > 0 (4a)
s.t.

Ft,d,0,k = Ft−1,d,0,k+1 − xt−1,d,k+1 + Ft−1,d,1,k + F̃t,d,0,k, , |k < K
max (4b)

Ft,d,r,k = Ft−1,d,r+1,k + F̃t,d,r,k, |r ≥ 1 (4c)
Ft,d,Rmax,k = F̃t,d,Rmax,k, (4d)

∀d ∈ D, r ∈ R, r + 1 ∈ R, k ∈ K, k + 1 ∈ K

The cost of a decision x t at a state S t depends on the destinations visited
and the use of the alternative mode. Note that last-mile costs CD′ depend on
the subset of destinations D′ ⊆ D from the freights consolidated in the long-haul
vehicle. Note also that there is an alternative transportation cost Bd per urgent
freight (i.e., r = k = 0) to destination d that is not consolidated in the long-
haul vehicle. To determine the total costs, we introduce two auxiliary variables:
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(i) yt,d ∈ {0, 1}, which gets a value of 1 if any freight with destination d is
consolidated in the long-haul vehicle at stage t and 0 otherwise, as seen in (5b),
and (ii) zt,d ∈ Z which counts how many urgent freights to destination d were
not transported in the long-haul vehicle, as seen in (5c). Thus, the costs at stage
t are defined as seen in (5a).

C (St, x t) =
∑

D′⊆D

⎛

⎝CD′ ·
∏

d′∈D′
yt,d′ ·

∏

d′′∈D\D′

(
1 − yt,d′′

)
⎞

⎠+
∑

d∈D
(Bd · zt,d) (5a)

s.t.

yt,d =

{
1, if

∑
k∈K xt,d,k > 0

0, otherwise
, ∀d ∈ D (5b)

zt,d = Ft,d,0,0 − xt,d,0, ∀d ∈ D (5c)

The objective of the model is to minimize the costs in (5a), under the uncer-
tainty in the arrival of freights and their characteristics, over a finite horizon.
Therefore, we need the optimal decision for each of the possible states, for each
stage in the horizon. We define a policy π as a function that maps each possible
state S t to a decision vector x π

t . Thus, the formal objective of the Markov model
is to find the policy π ∈ Π which minimizes the expected costs over the planning
horizon, given an initial state S0, as seen in (6):

min
π∈Π

E

⎧
⎨

⎩
∑

t∈T
C
(
St, x

π
t

)|S0

⎫
⎬

⎭ (6)

Following Bellman’s principle of optimality, the best policy π for the plan-
ning horizon can be found solving a set of stochastic recursive equations which
consider current-stage and expected next-stage costs, as seen in (7). The recur-
sion between stages t and t + 1 uses the arrival information vector W t+1 and
the transition function SM . Remind that W t+1 is the result of the discrete and
finite random variables describing the arrival process of freights, and thus has
also a discrete and finite number of realizations. We denote the set of all possible
realizations of the arrival information vector with Ω, i.e., W t ∈ Ω, ∀t ∈ T . For
each realization ω ∈ Ω, there is an associated probability pΩ

ω .

Vt (St) = min
xt

(C (St, x t) + E {Vt+1 (St+1)}), ∀t ∈ T

= min
xt

(
C (St, x t) + E

{
Vt+1

(
S

M
(St, x t,W t+1)

)})

= min
xt

⎛

⎝C (St, x t) +
∑

ω∈Ω

(
p

Ω
ω · Vt+1

(
S

M
(St, x t, ω)

))
⎞

⎠

(7)

A realization ω is the vector of all freight variables F̃ω
d,r,k which capture the

random arrival process. Its probability pΩ
ω depends in three aspects of the real-

ization, as seen in (8a). First, it depends in the total number of freights arriving
f and its probability pF

f , , as seen in (8b). Second, in the the probability that
F̃ω

d,r,k freights will have destination d, release-day r and time-window length k
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(i.e.,
[
pD

d · pR
r · pK

k

]F̃ ω
d,r,r+k). Third, in a multinomial coefficient β since the order

in which freights arrive does not matter, but “repetition” in freight character-
istics is allowed. From a combinatorial perspective [11], β counts the number
ways of assigning the total number of arriving freights f to each freight variable
F̃ω

d,r,k, as seen in (8c).

p
Ω
ω = β · p

F
f ·

∏

d∈D,r∈R,k∈K

([
p

D
d · p

R
r · p

K
k

]F̃ ω
d,r,k

)
(8a)

s.t.

f =
∑

d∈D,r∈R,k∈K
F̃

ω
d,r,k (8b)

β =
f !

∏
d∈D,r∈R,k∈K

(
F̃ ω

d,r,k!
) (8c)

Solving the recursion in (7) with dynamic programming will yield the optimal
solution to the aforementioned model. However, as with most Markov models,
ours suffers from the dimensionality issues mentioned by Powell [10], which make
it computationally intractable (see Section 4.3). Nevertheless, it is the foundation
for solving larger problems as will be explained in the following section.

3.2 Approximate Dynamic Programming Solution Algorithm

Approximate Dynamic Programming (ADP) is a modeling framework, based on
a Markov model, that offers several strategies for tackling the curses of dimen-
sionality in large, multi-period, stochastic optimization problems [10]. The out-
put of ADP is the same as in the Markov model, i.e., a policy or function π that
maps each possible state S t to a decision vector xπ

t , for each stage t in the plan-
ning horizon. This policy is derived from an approximation of the optimal val-
ues of the Bellman’s equations. To do this approximation, a series of constructs
and algorithmic manipulations of the base Markov model are needed, as seen in
Algorithm 1. The ADP solution can be applied to realistic-size instances because
two of the dimensionality issues are completely avoided. The first dimensional-
ity issue corresponds to the set Ω containing all possible realizations ω of the
arrival information. This issue is avoided through the construct of a post-decision
state Sn,x

t and an approximated next-stage cost V̄ n
t (Sn,x

t ), which we explain in
the next paragraphs. The second dimensionality issue corresponds to the state
space which contains all possible permutations of accumulated freights for each
possible realization of the arrival information. This issue is avoided through the
so-called “forward dynamic programming” algorithmic strategy, which solves the
Bellman’s equations by stepping forward in time, and repeats this process for N
iterations. We elaborate on this strategy later in this section.
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Algorithm 1. ADP Based Solution Algorithm
Require: F, D, R, K, D, T max, Rmax, Kmax, [CD′ ]∀D′⊆D , Bd, Q, S0, N

Ensure: Sets T , R, K, Ω are defined
1: Initialize V̄ 0

t , ∀t ∈ T
2: n ← 1
3: while n ≤ N do
4: Sn

0 ← S0
5: for t = 0 to T max − 1 do

6: v̂n
t ← minxn

t

(
C (Sn

t , xn
t ) + V̄ n−1

t

(
SM,x (Sn

t , xn
t )
))

7: if t > 0 then
8: V̄ n

t−1(S
n,x∗
t−1 ) ← UV (V̄ n−1

t−1 (Sn,x∗
t−1 ), Sn,x∗

t−1 , v̂n
t )

9: end if

10: xn∗
t ← argminxn

t

(
C (Sn

t , xn
t ) + V̄ n−1

t

(
SM,x (Sn

t , xn
t )
))

11: Sn,x∗
t ← SM,x (Sn

t , xn∗
t )

12: W n
t ← RandomFrom (Ω)

13: Sn
t+1 ← SM (Sn

t , xn∗
t ,W n

t )

14: end for
15: end while

16: return
[
V̄ N

t

]

∀t∈T

A post-decision state Sn,x
t is the state directly after decision xn

t given state
Sn

t but before the arrival information W n
t is known. In our model, the post-

decision state contains all post-decision freight variables Fn,x
t,d,r,k, as seen in (9).

To define the values of the post-decision state vector, we use the transition
function SM,x, as seen in (10a). This function works in the same way of the
DP transition function defined in (4a), with the difference that the new arrival
information W n

t is not included.

S
n,x
t =

[
F

n,x
t,d,r,k

]

∀d∈D,r∈R,k∈K
, ∀t ∈ T (9)

S
n,x
t = S

M,x (Sn
t , x

n
t

)
, ∀t ∈ T (10a)

s.t.

F
n,x
t+1,d,0,k = F

n
t,d,0,k+1 − x

n
t,d,k+1 + F

n
t,d,1,k, (10b)

F
n,x
t+1,d,r,k = F

n
t,d,r+1,k | r ≥ 1, (10c)

∀d ∈ D, r ∈ R, r + 1 ∈ R, k ∈ K, k + 1 ∈ K (10d)

In the forward dynamic programming algorithmic strategy, the Bellman’s
equations are solved only for one state at each stage. Just as in the Markov
model, the feasible decisions xn

t for state Sn
t in these equations are defined

by (2a). However, some modifications are necessary to apply this algorithmic
strategy. Besides the construct of the post-decision state, the construct of an
approximated next-stage cost V̄ n

t (Sn,x
t ) is necessary. This construct replaces the

standard expectation in Bellman’s equations, as seen in (11).

V̄
n

t (S
n,x
t ) = E

{
Vt+1 (St+1) |Sx

t

} (11)

Using the post-decision state and the approximated next-stage cost, the orig-
inal Bellman’s equations from (7) are converted to the ADP forward optimality
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equations, as seen in (12). Note that for each feasible decision xn
t , there is an

associated post-decision state Sn,x
t obtained using (10a). The ADP forward opti-

mality equations are solved first at stage t = 0 and S0, and then for subsequent
stages and states until the end of the horizon. To advance “forward” in time,
from stage t to t + 1, a Monte Carlo simulation of the random information Ω is
done. In this simulation, a sample W n

t from Ω is obtained. With this informa-
tion, transition in the algorithm is done using the same DP transition function
defined in (4a), as seen in Algorithm 1 lines 12 and 13.

v̂
n
t = min

xn
t

(
C
(
Sn

t , x
n
t

)
+ V̄

n−1
t

(
S

M,x (Sn
t , x

n
t

))) (12)

Immediately after the forward optimality equations are solved, the approxi-
mated next-stage cost V̄ n

t (Sn,x
t ) is updated retrospectively, as seen in (13). The

rationale behind this update is that, at stage t, the algorithm has seen new arrival
information (via the Monte Carlo simulation) and has taken a decision in the
new state Sn

t which incurs a cost. This means that the approximated next-stage
cost that was calculated at the previous stage t − 1, i.e., V̄ n−1

t−1 (Sn,x
t−1), has now

been observed at stage t. To take advantage of this observation and improve the
approximation, the algorithm updates this approximated next-stage cost using
the old approximation, i.e.,V̄ n−1

t−1 (Sn,x
t−1), the new approximation, i.e., the value

v̂n
t corresponding to the optimal decision that solves (12), and the decision xn

t

that resulted in the value v̂n
t . We use UV to denote the process that takes all

of the aforementioned parameters and “tunes” the approximating function, as
seen in (13). Note that in Algorithm 1 line 8, the parameters used for the update
have the superscript ∗ indicating the optimal decision made at stage t − 1 and
its corresponding post-decision state.

V̄
n

t−1(S
n,x
t−1) ← U

V
(V̄

n−1
t−1 (S

n,x
t−1), S

n,x
t−1, v̂

n
t ), ∀t ∈ T (13)

Two of the largest challenges of ADP are: (i) to find an accurate approxi-
mation function V̄ n

t (Sn,x
t ) of the value of a post-decision state Sn,x

t , and (ii) to
define an appropriate updating process UV for this function. For our problem,
we use the concept of post-decision state “features”. A feature of a post-decision
state is a quantitative characteristic that explains, to some extent, what the
value of that post-decision state is. In our problem, features such as the number
of urgent freights, the number of released freights that are not urgent, and the
number of freights which have not been released for transport, can explain part
of the value of a post-decision state. We define a set of features A for which the
value of each feature a ∈ A is obtained using a function φa(Sn,x

t ). We assume
the approximated next-stage value of a post-decision state can be expressed by a
weighted linear combination of the features, using the weights θa for each feature
a ∈ A, as seen in (14).

V̄
n

t (S
n,x
t ) =

∑

a∈A

(
φa(S

n,x
t ) · θa

) (14)

The use of features and weights for approximating the value function
V̄ n

t (Sn,x
t ) is comparable to the use of regression models for fitting data to a
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(linear) function. In that sense, the independent variables of the regression would
be the post-decision features and the dependent variable would be the post-
decision value. However, in contrast to regression models, the data in our ADP
is generated iteratively inside an algorithm and not all at once. Therefore, the
updating process UV for the approximating function in (14) cannot be based
on solving systems of equations as in traditional regression models. Instead, we
use a recursive least squares method for non-stationary data, in a double-pass
procedure, to “fine-tune” the weight θa for each feature a ∈ A. This method is
based in regression models, and explained in detail in [10].

4 Numerical Experiments

In this section, we carry out two types of numerical experiments to test our
model and approach. In the first experiment, we test the accuracy of our ADP
algorithm. This experiment shows how good the chosen basis functions approx-
imate the true value of a state in the Markov model. In the second experiment,
we compare the policy performance from our ADP algorithm. This experiment
shows the value of incorporating stochastic (i.e., future) information in the daily
decisions compared to using a today-only heuristic. For both experiments we use
a planning horizon of Tmax = 5 and consider that there are no next-stage costs
at the end of the horizon, i.e., VT max (ST max) = 0. We use two small and two
large instances as seen in Table 1. The instances differ among themselves in the
long-haul vehicle capacity: (i) the small ones have Q = {2, 5} and (ii) the large
ones Q = {4, 10}.

Table 1. Random variables in the numerical experiments

Input Parameter Small Instances Large Instances

1. Freights arriving per day (F ) {1, 2} {1, 2, 3, 4}
→Probability (pF

f ) {0.8, 0.2} {0.25, 0.25, 0.25, 0.25}
2. Destinations (D) {1, 2, 3} {1, 2, 3, 4, 5, 6, 7}
→Probability (pD

d ) {0.1, 0.8, 0.1} {0.1, 0.2, 0.1, 0.1, 0.3, 0.1, 0.1}
3. Release-days (R) {0} {0, 1, 2}
→Probability (pR

r ) {1} {0.3, 0.3, 0.4}
4. Time-window lengths (K) {0, 1, 2} {0, 1, 2}
→Probability (pK

k ) {0.2, 0.3, 0.5} {0.2, 0.3, 0.5}
5. Long-haul vehicle Cost (CD′ ) [250, 1000] [250, 2050]
6. Alternative mode Cost (Bd) [500, 1000] [300, 800]

The parameters of the ADP algorithm are set as follows. The number of
iterations is N = 2000. The features A are related to three characteristics of a
post-decision state: (i) the number of freights with each combination of freight
characteristics, (ii) the total number of urgent freights (i.e., r = k = 0), and (iii)
the total number of released and non-urgent freights (i.e., r = 0 and k > 0).
The features related to these characteristics include also counting the number
of destinations that fulfill such characteristics (e.g., destinations having urgent
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freights). We also include a constant feature a′ such that φa′(Sn,x
t ) = 1 for

all post-decision states and stages. Feature weights are initialized with 1, i.e.,
θa = 1 for all features and all stages at iteration n = 1. The updating process UV

(i.e., the recursive least squares method for non-stationary data with double-pass
procedure) requires a discount factor λ which is defined as λ = 1 − 0.5

n .

4.1 Accuracy Experiment

In this experiment, we compare the optimal value of 20 random initial states
S0 obtained with the Markov model against the value obtained with our ADP
algorithm. We looked at the solution value range of the Markov model and
divided it into 20 segments from which a random state was chosen. This resulted
in a sample of states containing freights with the three time-window lengths.
Using these time-windows, we name the states from A to T in increasing number
of urgent freights (k = 0), i.e., State A has no urgent freights and State T has
only urgent freights. The results of this comparison can be seen in Figure 1 and
Figure 2 for the small instances with Q = 2 and Q = 5, respectively.

In the left part of the aforementioned figures, we observe the convergence
of our ADP algorithm (solid lines) to the optimal value of our Markov model

Fig. 1. Accuracy experiment for the small instance with Q = 2

Fig. 2. Accuracy experiment for the small instance with Q = 5
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(dotted lines). For both figures we only show the states with best, intermediate,
and worst convergence. In Figure 1, States T, C, and A converge to 0.6%, 3.0%,
and 7.4% of the optimal value. In Figure 2, States N, L, and C converge to 0.5%,
1.9%, and 4.5% of the optimal value. We observe that ADP values fluctuate for
some states more than others, and that the number of iterations for convergence
varies from state to state and between the instances. In the right part of the
figures above, we see that the difference between the optimal values (solid line)
and the estimates produced by our ADP algorithm (points) is small. In Figure 1,
the average accuracy of all states, excluding the outliers F and D, is of 2.5%.
Including the outliers results in an average accuracy of 2.2%, which is lower due
to the large underestimation of State D. We further discuss these outliers in
Section 4.3. In Figure 2, the average accuracy is of 2.1%. Note that all estimates
in this case are above the optimal value, which can be expected in minimization
problems [10]. These experiments show how accurate the optimal value can be
estimated using ADP. However, these values are just an intermediate result since
they are used to define the policy for making consolidation decisions. Thus, to
properly compare performance, we test this policy in the following section.

4.2 Policy Performance Experiment

In the second experiment, we compare the output policy of our ADP algorithm
with the optimal policy of the Markov model and a heuristic commonly used in
practice. We simulate all policies in 2000 runs, using common random numbers
for the comparison of arriving freights in the planning horizon. The heuristic
consolidates urgent freights that yield the lowest direct costs (i.e., no future
costs considered), and then if there is capacity left, fills the long-haul vehicle
with released freights that do not add extra costs (i.e., same destinations). The
average performance of the different decision policies is shown in Table 2 and 3.

Table 2. Policy performance for the small instances

Q = 2 Q = 5

State Markov M. Heuristic Diff. ADP Diff. Markov M. Heuristic Diff. ADP Diff.

Small A 1182.3 1343.4 13.6% 1330.0 12.5% 1025.2 1052.5 2.7% 1143.2 11.5%
Small B 1845.0 2887.8 56.5% 1920.1 4.1% 1110.5 1127.7 1.5% 1224.1 10.2%
Small C 1351.9 2414.7 78.6% 1465.6 8.4% 940.3 960.9 2.2% 1019.7 8.4%
Small D 2697.8 2773.6 2.8% 3050.9 13.1% 1475.2 1502.5 1.9% 1593.2 8.0%
Small E 1508.0 1602.0 6.2% 1597.3 5.9% 1418.6 1433.1 1.0% 1523.6 7.4%
Small F 2250.3 2990.0 32.9% 3065.6 36.2% 1692.1 1701.0 0.5% 1791.1 5.9%
Small G 2908.0 3002.0 3.2% 2997.3 3.1% 1418.6 1433.1 1.0% 1523.6 7.4%
Small H 2158.0 2252.0 4.4% 2247.3 4.1% 1068.6 1083.1 1.3% 1173.6 9.8%
Small I 1058.0 1152.0 8.9% 1147.3 8.4% 968.6 983.1 1.5% 1073.6 10.8%
Small J 1058.0 1152.0 8.9% 1147.3 8.4% 968.6 983.1 1.5% 1073.6 10.8%
Small K 1758.0 2202.0 25.3% 1847.3 5.1% 1318.6 1333.1 1.1% 1423.6 8.0%
Small L 1658.0 1802.0 8.7% 1747.3 5.4% 1568.6 1633.1 4.1% 1673.6 6.7%
Small M 2008.0 2502.0 24.6% 2097.3 4.4% 1718.6 1733.1 0.8% 1823.6 6.1%
Small N 2708.0 3202.0 18.2% 2797.3 3.3% 1718.6 1733.1 0.8% 1823.6 6.1%
Small O 3408.0 3902.0 14.5% 3497.3 2.6% 1718.6 1733.1 0.8% 1823.6 6.1%
Small P 2775.7 3122.7 12.5% 2857.7 3.0% 1718.6 1733.1 0.8% 1823.6 6.1%
Small Q 2158.0 3152.0 46.1% 2247.3 4.1% 1618.6 1633.1 0.9% 1723.6 6.5%
Small R 3158.0 4152.0 31.5% 3247.3 2.8% 1618.6 1633.1 0.9% 1723.6 6.5%
Small S 3658.0 4652.0 27.2% 3747.3 2.4% 2118.6 2633.1 24.3% 2223.6 5.0%
Small T 3508.0 3852.0 9.8% 3597.3 2.5% 2218.6 2333.1 5.2% 2323.6 4.7%
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Table 3. Policy performance for the large instances

Q = 4 Q = 10

State Heuristic ADP Difference Heuristic ADP Difference

Large A 2962.9 2579.4 -12.9% 1723.1 1743.0 1.2%
Large B 9687.9 8729.4 -9.9% 6448.1 5568.0 -13.6%
Large C 5937.9 5579.4 -6.0% 3223.1 2918.0 -9.5%
Large D 1737.9 1754.4 1.0% 1523.1 1543.0 1.3%
Large E 2162.9 1804.4 -16.6% 1523.1 1543.0 1.3%
Large F 1362.9 1254.4 -8.0% 848.1 868.0 2.3%
Large G 1362.9 1254.4 -8.0% 848.1 868.0 2.3%
Large H 2187.9 2079.4 -5.0% 1298.1 1318.0 1.5%
Large I 3585.5 3550.0 -1.0% 1766.3 1782.2 0.9%
Large J 2537.9 2179.4 -14.1% 1523.1 1543.0 1.3%
Large K 3462.9 2979.4 -14.0% 1123.1 1143.0 1.8%
Large L 1778.1 1677.1 -5.7% 1082.4 1101.2 1.7%

In the experiment of Table 2, we observe that the performance of our ADP’s
policy is, on average, 7.0% away from optimal for the small instance with Q = 2
and 7.6% for the one with Q = 5. However, the performance of the heuristic is
21.7% and 2.7% for the same instances, respectively. Furthermore, we observe
a contrast in the performance between ADP and the heuristic. In the instance
with Q = 2, ADP outperforms the heuristic in 18 out of the 20 states. In the
other one, the exact opposite happens. We elaborate more on this contrast in
Section 4.3.

In the experiment of Table 3, the large instances become computationally
intractable for the Markov model. Thus, we compare the performance of our
ADP’s policy against the heuristic. We test 12 random states fulfilling similar
considerations as explained in the previous section. We observe that the per-
formance of our ADP’s policy is, on average, 8.3% better than the heuristic for
the instance with Q = 4 and 0.6% better for the one with Q = 10. However, in
the instance with Q = 10, ADP outperforms the heuristic only in 2 out of the
12 states, while with Q = 4, ADP outperforms the heuristic in all states. We
elaborate more on this contrast in Section 4.3.

Even though the Tables above show performance differences among random,
but carefully selected states, it is likely that in real-life problems, states and
settings for which a look-ahead policy matters are more common than those for
which it does not make a difference. For example, we saw that ADP brings an
advantage in states with urgent freights and settings with restrictive capacities,
which are common for LSPs. We discuss this, and other critical aspects, in the
following section.

4.3 Discussion

In the accuracy experiments, we observe that our ADP approach is able to
estimate the optimal value of the Markov model consistently for all states in the
two test cases. However, in the Q = 5 case, the ADP algorithm approximates
the optimal value better (2.1% overestimated) than in the Q = 2 case (2.5%
overestimated). In this last case, we further observe that in States F and D, ADP
significantly overestimates and underestimates the optimal value, respectively.
When looking closer at these states, they only have freights with the latest
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due-day, which in this instance is halfway through the horizon. In finite horizon
problems, the beginning and end states of the horizon (i.e., starting or ending
conditions) can influence the estimates of the ADP algorithm, if there is not an
appropriate balance between exploring and exploiting new knowledge [10]. These
issues, however, are less likely to occur in larger and more realistic instances.

In the performance experiments, we observed that ADP performed better than
the heuristic in normal capacity cases (i.e., where Q equals the maximum number
of arriving freights each day). However, in the large capacity cases (i.e., Q is 2.5
times the normal capacity), the heuristic seems to outperform the ADP. The rea-
son for this is that, when there is too much capacity, postponing freights for future
consolidation does not add any value. Freights “fit” at any decision moment, there-
fore it is reasonable that consolidating all freights that fit at the cheapest cost (i.e.,
what the heuristic does) is, in this case, a near-optimal policy. Specifically in this
small instance, the heuristic coincides with the optimal policy. When there is no
effect of future costs in decisions, such as in the large capacity cases of our problem,
look-ahead policies from ADP are simply not near-optimal [10]. Nevertheless, we
observe that the value added by ADP with respect to the heuristic is substantial:
on average, 10.3% better in the small instance with Q = 2 and 8.3% better in the
large instance with Q = 4.

With respect to computational costs, the Markov model becomes intractable
with an increasing problem dimension. Both the set of possible arrival realiza-
tions and the state space rapidly expand as the number of freights, destina-
tions, release-days, or time-windows increase. In our experiments, we have 54
and 766479 possible arrival realizations, and 2884 and approximately 8.18 · 1018

possible states, for the small and large instances, respectively. The ADP algo-
rithm does not suffer from these two dimensions. In this respect, its compu-
tational costs are only related to the number of iterations and the size of the
action space. The action space, however might rapidly expand as the number of
freights and the capacity increases. This is a computational challenge for both
the Markov model and the ADP algorithm.

5 Conclusions

We developed a Markov model and an Approximate Dynamic Programming
(ADP) solution for the dynamic multi-period freight consolidation problem. The
approach is designed to achieve the optimal balance between freights that are
consolidated in a long-haul vehicle and freights that are postponed for future
trips or alternative transportation modes. The optimal balance is achieved tak-
ing into account the probabilistic knowledge in the arrival of freights and their
characteristics, the applicable transportation restrictions, and the interdepen-
dence of decisions over time.

Through a limited number of numerical experiments, the accuracy of the
ADP method and the benefits of the Markov model were shown. These experi-
ments showed that there are some cases where it pays off to have a look-ahead
policy (e.g., more restrictive capacities), and some others where a common



384 A. Pérez Rivera and M. Mes

heuristic is sufficient to achieve the optimal balance between direct shipment
and postponement for future consolidation. Furthermore, within the cases where
it pays off to have a look-ahead policy, our ADP policy underperforms at some
states. This leads to the idea that further research is needed (i) to fine-tune
the ADP approximation for different state characteristics, and (ii) to identify
in which problem settings (both instance and state characteristics) look-ahead
policies (i.e., using the ADP approach) yield the largest benefits. Specifically,
more experiments on large problem instances and different benchmark policies
are crucial to analyze the value of our approach.
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Abstract. Renewed attention has emerged for the topic of intermodal transpor-
tation. Since a couple of years, research has focused on the concept of synchro-
modality. Synchromodality refers to creating the most efficient and sustainable 
transportation plan for all orders in an entire network of different modes and 
routes, by using the available flexibility. In this paper we provide an overview 
of relevant research around three topics related to the case of European Gate-
way Services, the network orchestrator of container transportation network in 
the Rotterdam hinterland. For each topic we describe studies with practical re-
levance and recent results. Finally, we conclude by describing topics for further 
research with relevance for future practical developments. 

Keywords: Synchromodal transportation · Container transportation · Hinterland 
network · Research overview 

1 Introduction 

In recent years intermodal networks have received renewed attention for two reasons: 
focus on shifting containers from truck transportation towards barge or rail transporta-
tion and an increased competition on hinterland transportation between players in 
maritime transportation. Port authorities have put focus on modal shift towards more 
environmental friendly transportation modes. E.g. the ports of Rotterdam, Antwerp 
and Hamburg have stated modal split requirements for the hinterland transportation of 
containers (Van den Berg and De Langen, 2014). In Port Vision 2030 the Port of Rot-
terdam Authority (2010) aims for a modal shift in the hinterland transportation of 
containers. Currently, 55% of the containers are transported by truck between the 
terminals in the Port of Rotterdam and inland destinations in North-West Europe. In 
2035 this must be reduced to 35%. Efficient planning methods for transportation are 
essential to achieve this, while meeting customer requirements for synchronizing the 
container supply chain and a further reduction of delivery time, costs and emissions. 
These trends motivate the use of inland container transportation networks, with multi-
ple possible transport modes. The use of these intermodal networks requires new 
methods to guarantee efficient operation, in terms of cost, reliability and emissions. 
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Several researchers have stressed the complexity of achieving the required modal 
shift, i.e. in Veenstra et al. (2012) the need for an integrated network approach is em-
phasised, and Van der Horst and De Langen (2010) mention the mind shift that is 
required for achieving more integrated inland transportation. 

In this paper we describe the developments on the topic of synchromodal transpor-
tation for the case of the hinterland network of European Gateway Services (EGS), a 
subsidiary of the Rotterdam container terminal operator ECT. With this paper, we do 
not aim to provide a complete overview of all developments on synchromodal trans-
portation, but merely an overview of the ongoing research for this Rotterdam case 
from practice. Synchromodal transportation refers to a concept of optimising all net-
work transportation in an integrally operated network, making of all transportation 
options in the most flexible way. A more general description follows in the next sec-
tion. EGS´s developments around implementing this concept are structured around 3 
topics: optimisation of integral network planning, methods for real-time decision 
making for planning and the creation of flexibility in the network planning problem. 
This paper highlights recent developments and introduces new research opportunities. 

1.1 Synchromodal Transportation 

The main challenge for a transportation network operator is the continuous construc-
tion of an efficient transportation plan. That is, the allocation of containers to avail-
able inland services (train, barge or truck). Recently, some studies refer to the concept 
of synchromodal transportation (Lucassen et al., 2012, SteadiSeafi et al., 2014, 
Behdani et al., 2014). These studies mention the flexible deployment of modes, the 
possibility of last minute changes to the transportation plan (switching) and a central 
network orchestrator that offers integrated transport. However, no uniform definition 
exists yet in literature. The Platform Synchromodality, of which ECT is a partner, 
defined synchromodality as follows: “Synchromodality is the optimally flexible and 
sustainable deployment of different modes of transport in a network under the direc-
tion of a logistics service provider, so that the customer (shipper or forwarder) is of-
fered an integrated solution for his (inland) transport.” (Platform Synchromodality, 
n.d.). For container transportation, synchromodality focuses on inland barge, rail 
and/or truck transportation. Creating the transportation plan for the network of inland 
services is refered to as planning in this paper, i.e. allocation all orders to available ser-
vices in the network. Creating more planning flexibility should help to raise the utiliza-
tion rate of inland barge and rail capacity and thus decreasing costs and emissions. Also, 
the planning flexibility can be used to deal with uncertainties and disturbances, and thus 
increasing the on-time performance and reliability of the transportation. 

Since 2007, ECT developed the extended gate concept with the subsidiary EGS. 
The goal is to provide network-wide synchromodal transportation with this network. 
The first step was the introduction of regular train services on the corridor between 
Rotterdam and the inland terminal TCT Venlo. Currently, the concept is extended to 
around 20 hinterland terminals (European Gateway Services, 2014), with over a hun-
dred barge and rail services between the deep sea ports of Rotterdam and Antwerp 
and the inland destinations. 
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1.2 Problem Statement 

Although EGS started with the first developments into synchromodal inland container 
transportation, the inland transportation in this network and for other networks in 
North-West Europe is still considered per corridor and not for the network as a whole. 
This is the case for mainly three reasons: Firstly, no suitable methods for creating an 
integrated network plan exist yet. Secondly, adapting the plan in real-time responding 
to delays and other changes occurs manually, by planning operators that focus on 
specific corridors and inland connections. Thirdly, because of the customer’s restric-
tions with its transportation orders, the network orchestrator misses the flexibility to 
switch between modes and routes and thus cannot achieve the benefits of synchromo-
dal planning. 

The goals of this paper is to describe three steps required to enable synchromodal 
planning in inland container networks, specifically for the case of EGS. For 
achieving this objective, three topics of research are introduced: 

1. Integrated network planning: Methods for creating an integrated transportation 
plan for intermodal transportation networks that are operated by a network orches-
trator. 

2. Methods for real-time network planning: Methods for creating the transportation 
plan in real-time and updating it continuously as new information arrives. 

3. Creating planning flexibility: Methods for persuading clients to allow flexible 
transportation planning. 

This paper described the research plan for enabling synchromodal transportation 
and is structured as follows. In Section 2, the general scientific state of the art is de-
scribed. Section 3 focuses on the recent research specifically for the EGS case and 
provides preliminary results of the tree topics mentioned above. In Section 4 the  
expected impact of the research is elaborated on. 

2 Scientific State of the Art Related to EGS Topics 

2.1 Integrated Network Planning 

The global throughput in container transportation continues to grow and constitutes a 
growing portion of the global transportation (Drewry Shipping Consultants, 2007). 
Meanwhile, supply chains get increasingly interconnected and shippers demand 
higher levels of service, such as short delivery times and reliability (Crainic and La-
porte, 1997; Crainic, 2000; Veenstra et al., 2012). The logistic expression for inte-
grated transportation is intermodality. The International Transport Forum defined 
intermodal transportation as: Multimodal transport of goods, in one and the same 
intermodal transport unit by successive modes of transport without handling of the 
goods themselves when changing modes (UNECE, 2009). The planning of intermodal 
transportation requires a network-wide approach (Crainic 2000; Jansen et al. 2004; 
Crainic and Kim 2006). Consolidation of flows between hubs in intermodal networks 
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is cost efficient as it benefits of the economies of scale (Ishfaq and Sox, 2012). Trans-
portation used to be optimized based purely on costs. However, Crainic and Laporte 
(1997) signal that carriers and transporters cannot only optimize the transportation on 
cost efficiency anymore. Apart from low tariffs, customers demand for a higher qual-
ity of service. According to Crainic and Laporte, quality of service consists of three 
parts: on-time delivery (time window), delivery speed (service time) and consistency 
of these aspects. Veenstra et al. (2012) mention reliability as an important quality of 
service. Ishfaq and Sox (2010) mention six performance targets for intermodal logis-
tic networks: cost, service frequency, service time, delivery reliability, flexibility and 
safety. They propose methods to optimize the costs of intermodal logistic networks, 
while meeting service time requirements. The other performance targets are neglected 
in their work. 

Some of the existing tactical service network formulations use strict constraints on 
delivery time (Ziliaskopoulos and Wardell, 2000) or no due time restrictions (e.g. 
Crainic, 2000). Strict constraints do not accurately model the flexibility that transpor-
tation planners have in consultation with customers. No time restrictions at all neglect 
the existing time pressure in the container transportation. Several models use formula-
tions that model the economies of scale that occur when cargo is consolidated on an 
arc (e.g. Ishfaq and Sox, 2012). These abstract formulations of economies of scale 
cannot directly represent the current situation. The current practice in intermodal con-
tainer networks is that multiple service and terminal operators cooperate and in this 
perspective, economies of scale are exploited by selecting services operated by the 
network operator (self-operated services) or use subcontracted transport. The differ-
ence in cost structure between these two cannot be modelled in the existing formula-
tions for the economies of scale. See Van Riessen et al. (2014-c) for a more detailed 
review of integrated network planning. 

2.2 Real-Time Network Planning 

For efficient synchromodal transport plans it is essential to allow real-time switching, 
i.e. real-time planning updates. This was recognized by all studies that referred to 
synchromodal transportation (Lucassen et al., 2012, SteadiSeafi et al., 2014, Behdani 
et al., 2014), but not many real-time planning methods that provide a network-wide 
plan exist yet. The previous section mentioned various planning models that are 
aimed for solving the network transportation problem offline (Crainic and Laporte, 
1997; Crainic, 2000; Crainic and Kim, 2006; Ishfaq and Sox, 2010, 2012, Van Ries-
sen et al. 2014-c). Ziliaskopoulos and Wardell (2000) and Janssen et al. (2004) pro-
posed an online method, but focused on the planning of single corridors. Nabais et al 
(2013) proposed a more advance method for solving the online problem. This method 
uses model predictive control to achieve a required modal split, but the approach  
requires real-time automated data processing and is less insightful to human planning 
operators. Li (2013) used a sequential linear programming method. 
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2.3 Creating Planning Flexibility 

As Van der Horst and De Langen (2008) stated, the container inland transportation 
chain lacks information integration and stakeholders do not fully trust each other, 
making integrated solutions difficult. This is also the experience of EGS. Nonetheless, 
creating more planning flexibility is vital to enable synchromodal planning. There-
fore, the network operator has an incentive to introduce a range of transportation ser-
vices with varying levels of flexibility. Such new product ranges have been studied 
recently by Lin (2014) and Wanders (2014). These propositions consider different 
tariff classes for varying levels of service and the level of decision flexibility that the 
network operator receives from the customer. In other areas of transportation, incen-
tives of stakeholders are studied with stated preference surveys, e.g. for the valuation 
of time for travellers (Wee et al., 2013): “travellers are confronted with hypothetical 
choice situations between a fast, expensive alternative and a cheap one”. To our 
knowledge, no stated preference studies exist that looked specifically into customer 
incentives for container transportation. 

In aviation, the development of revenue management (RM) enabled these indus-
tries to increase utilizations (Carmona-Benítez, 2012), e.g. by “selling the right seats to 
the right customer at the right time” (Zeni, 2001) and by creating customer incentives for 
using flexible services (Petrick, 2012). The concept of different service propositions 
in transportation is very similar to the concept of different fare classes for the same 
flight in aviation. Barnhart et al (2003) give an overview of operations research in 
airline revenue management. The primary objective of airline revenue management 
models is to determine the optimal fare mix: how much seats of each booking class 
should be available, provided the demand forecasts and the limited total number of 
seats? Some studies on revenue management in freight transportation focused on the 
online policy: whether to accept or reject an incoming order. Pak and Dekker (2004) 
proposed a method for judging sequentially arriving cargo bookings based on ex-
pected revenues. If the direct revenue of a booking exceeds the decrease in expected 
future revenue, the order is accepted. Bilegan et al (2013) apply a similar approach on 
rail freight application. In their approach the decision of accepting or rejecting an 
arriving transport order is based on the difference in expected revenue with and with-
out that order. In this study we aim to translate fare mix models from airline revenue 
management towards the setting of intermodal hinterland transportation of containers. 
The setting of container transportation introduces a new issue to the fare mix problem, 
as the operator has the opportunity to select from various transport modes, routes and 
time for some of the containers. 

3 Research Topics and Recent Results 

We describe the ongoing research on three topics related to the studied case from 
practice: methods for integrated network plans, methods for real-time planning and 
methods for creating planning flexibility. All these three aspects contribute to develop 
synchromodal transportation to such a level that it can be implemented in practice. 
Finally, all topics combined must lead to a synchromodal network than can be oper-
ated and monitored in real-time. 
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3.1 Integrated Network Planning 

The first aspect that is studied considers the development of planning in integrated 
networks. Two studies are carried out: a new service network design method is devel-
oped and the impact of disturbances is assessed. The initial research for these topics 
was carried out by the author for his Master’s thesis (Van Riessen, 2013). Container 
transportation is currently organized with A-B connections. However, a network op-
erator carries out services to several closely located inland terminals in the hinterland. 
A service network between all network locations provides more alternative routes 
using intermediate transfers. This allows consolidation of flows and an increase of 
overall capacity. Existing service network design methods are not applied in practice 
for several reasons: models with more flexible time restrictions are required and self-
operated and subcontracted services must be combined. In this research an exact 
method is developed to determine the optimal number of services on all corridors in 
the network. The service network design must incorporate combinations of self-
operated and subcontracted transport and allow for overdue delivery (at a penalty 
cost) to model current container transportation networks. For this purpose, a new 
model must be developed. This part of the research has been carried out and the new 
Linear Container Allocation model with Time-restrictions (LCAT) is described in 
detail in Van Riessen (2014-c). 

Besides, the online planning of the network transportation is important, dealing 
with continuous disturbances in the network. In case of disturbances, the manual 
planners have to switch disturbed containers to other routes. This is time-consuming 
and the network potential for alternatives is not fully used yet. Last-minute switching 
is often difficult, resulting in delays. For this, an assessment of the impact of distur-
bances is made. With this assessment, the network operator can find the most impor-
tant network aspects to improve for increasing reliability and robustness of the trans-
portation and decrease the cost impact of disturbances. In a simulation case study of 
the EGS network, the quality of online updates of an automated optimal method and a 
method that mimics the manual updates are compared for various disturbances. This 
provides insight in the gravity of disturbances and the benefit of automating online 
planning updates. This study is described in Van Riessen (2014-a). 

We recognise two directions for further research in integral network planning for 
synchromodal networks. Network development in a cooperative synchromodal trans-
portation setting is more complex than the intermodal network design problem. Each 
addition of a new node or connection may influence the loads on existing ones. How-
ever, the sub-contractors of individual connections will aim for stable flows for eco-
nomic operation. How can the network be expanded in a stable way, without jeopard-
ising the operations of individual sub-contractors? To our knowledge, the problem of 
stable development of synchromodal network over time has not been studied, yet. 
Secondly, considering the operational network level, the operational planning of fleet 
deployment may improve the overall network performance. With a synchromodal 
transportation plan, the flexibility in transportation routes may be used in conjunction 
with the operational fleet deployment problem. This creates new and more complex 
optimisation challenges. 
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3.2 Towards Real-Time Network Planning 

A second line of research aims for enabling real-time network planning, to allow syn-
chromodal transportation in practice. As mentioned in Section 2, several studies have 
proposed optimisation methods for determining the optimal allocation of containers to 
all available inland transportation services, considering capacity, costs, lead times and 
emissions. The proposed methods are suitable for solving the offline planning prob-
lem, in which an optimal network plan is created for a batch of transportation orders 
collectively. Our study of EGS showed that the implementation of a centralised  
offline approach in intermodal networks is difficult for various reasons: 

• The nature of the inland transport logistics requires a real-time approach, and does 
not allow for integral planning models that are applied in intervals. 

• Proposed centralised optimisation methods depend strongly on automation, both 
for terminals, as for other parts of the supply chain. Such an automation level is of-
ten not easy to implement. On top of that, information from direct communication 
between manual operators is often essential (Douma, 2008). 

• Finally, the supply chain of container logistics lacks information integration (van 
der Horst and de Langen, 2008). In the case of intermodal networks, manual plan-
ning operators often do not have real-time capacity information about the inland 
services. 

We proposed a general method for obtaining a real-time DSS that addresses all 
three aforementioned issues. The model is based on an intrinsic analysis of the offline 
LCAT model, and translates the offline model’s optimal solutions to a decision tree 
for online decision support. A decision tree is a white box method that is comprehen-
sible for manual planners and allows manual changes if necessary. It will therefore 
more easily be accepted for use in daily practice. The first study of this method has 
shown the capabilities of providing accurate and easy decision support (Van Riessen, 
2014-b). The proposed model is distinguished from existing methods by three aspects. 
Firstly, the proposed method allows allocating incoming transport orders directly to 
available inland services, resulting in a stable solution and instant feedback to the 
customer without the necessity of continuous planning updates. Secondly, the model 
can be used as a centralised method, but does not require extensive automation. Our 
method provides an automated system for obtaining the decision support model in 
advance, the decision tree can then be applied in daily practice, without an automated 
decision system. Thirdly, the proposed method uses optimal solutions of representa-
tive historic transport problems as a baseline for suitable transport allocations. The 
human planner responsible for a central network planning can check available capac-
ity on a proposed service manually. Hence, real-time up-to-date information is not 
critical for the methods performance. The proposed method can be improved by fu-
ture research on two aspects. On the one hand, additional studies may improve the 
proposed method by iteratively improving the decision tree using online updating or 
introducing a guided decision tree learning process. On the other hand, new applica-
tions of the proposed method must be studied. The decision tree method may be of 
value in many environments that require real-time decision making. The method is 
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especially promising in situations that lack automated and standardised information 
exchange, such as planning in a hospital environment or for rail applications. 

The balance between optimal real-time network planning and network flexibility is 
vital. More flexibility increases the problem complexity, but potentially allows better 
solutions. Also, not all transportation customers are willing to transfer flexibility of 
the transportation towards the network orchestrator. This balance is not yet studied in 
detail, but recently a synchromodal planning game was developed by several partners, 
among which EGS, for the purpose of demonstrating the balance between real-time 
planning complexity and the benefit of flexibility (Buiel et al, 2015). 

Currently, the effect of real-time decision support in case of disturbances or disrup-
tions is not yet studied. Note that the method described above aims to support deci-
sion of incoming transportation orders. In case of a disruption during the operational 
phase, a different type of real-time decisions must be made in order to solve the dis-
ruption and fulfil all transportation requests. Implementing synchromodal transporta-
tion means that the right mode and route for a container can be selected at every point 
in time. As the operational planning is restricted by the amount of planning flexibility 
allowed by the clients, it is expected that increasing the planning flexibility will allow 
for more cost-efficient transportation plans. However, finding the optimal plan will 
become more difficult if flexibility increases, especially in a real-time operational 
setting. In order to achieve the most cost-efficient and reliable transportation over the 
entire network, the network operator wants to make the best use of the network plan-
ning flexibility that is available. However, it is unclear to what type and amount of 
flexibility is required, to optimise the achievable cost reduction and reliability in-
crease in the operational phase. E.g., what types of flexibility must be supported by 
planning methods? Should heuristics consider all possible routes for transportation 
orders, or can the search space be restricted? New research is required to determine 
value of planning flexibility for the performance of the real-time planning methods 
for synchromodal network transportation. 

3.3 Creating Planning Flexibility 

The research topics on integral and real-time network planning as described in previ-
ous sections provide insights into efficient network planning, from an offline and an 
online perspective, respectively. Also, the potential gain in network performance of 
several types of planning flexibility is assessed. In the current set-up of the transporta-
tion product, customers are hesitant to transfer planning flexibility to the (network) 
operator. This is for several reasons, i.e. company policy, habituation, but also the 
pricing mechanism. Achieving planning flexibility requires persuading clients to al-
low flexible planning of their transportation orders. For that reason, studies into creat-
ing planning flexibility are required. As suggested by Lin (2014) and Wanders (2014), 
the market for inland container transportation can be segmented in groups of custom-
ers with different characteristics. These groups are sensitive to different incentives 
that may persuade customers to allow flexibility synchromodal transportation. In or-
der to target those groups, a revenue management (RM) model for container logistics 
is required to balance the customer demand and network transportation options 
(Barnhart et al, 2003). 
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A revenue management strategy for inland container transportation does not exist 
yet and must be developed. An integrated study of revenue management and opera-
tional planning methods will provide a large contribution to achieving synchromodal 
transportation. One issue with developing a RM model in practice is the high number 
of stakeholders involved in a container transport. The decision on service level and 
price is expected often has to be made between several stakeholders with conflicting 
incentives, such as the cargo owner, the container owner (shipping line) and the logis-
tic service provider (Van der Horst and De Langen, 2008). 

We see opportunity for research on at least four aspects, regarding this topic: mar-
ket research, product design, development of a pricing strategy and integral analysis 
of revenue and operations management. First of all, market research is necessary to 
gain insights in the incentives of different segments of transportation customers. Cur-
rently, only qualitative studies into customer preferences have been carried out for 
container transportation in North-West Europe, e.g. Lucassen et al. (2010), Palmer, et 
al. (2012) and Veenstra and Zuidwijk (2012).  

Secondly, using the information from such market research, a method must be cre-
ated for designing transportation products that encourage flexibility and thus syn-
chromodal transportation. By designing transportation products properties according 
to customer preferences, customers can be targeted with different types of service 
level (delivery time, reliability), availability and other aspects. This allows addressing 
service needs more specifically, and enables pricing mechanisms that maximise reve-
nue, by differential pricing (Barnhart et al, 2003).  

Thirdly, a pricing strategy must be developed. Currently, transportation is priced per 
service, based on the mode (barge, rail) and the distance.  This is typically cost-plus 
pricing. If the network operator will get flexibility to allocate containers to different 
modes or routes, this pricing mechanism is not suitable: a customer is not willing to pay 
a high price if his container is planned on an expensive route for the benefit of the entire 
network plan. The new pricing strategy must balance the need for flexibility in the order 
pool with maximising revenue. For instance, orders that allow flexible routing with 
flexible modes may incur a discount on the price. Using a model for product pricing, 
based on revenue management techniques, allows support for accepting or rejecting 
customers that are willing to pay a certain price for a transportation product with a cer-
tain amount of flexibility. Based on the value of synchromodal planning flexibility for 
the network performance, this pricing strategy can be set up.  

Finally, such a new revenue management strategy is different from other applica-
tions as the network operator can use the flexibility in some products to attain a more 
efficient transportation plan. In this case the pricing strategy is strongly linked to the 
operations management: promoting planning flexibility is beneficial for the network if 
the flexibility can be used to achieve a more cost-efficient transportation plan. This is 
depicted in Figure 1. While the operations management aims to assign transportation 
slots to a provided set of demand for minimum cost, the revenue management strategy 
aims to attain demand for a provided set of slots with maximum revenue. In our case, 
these two approaches are connected by the balance between flexibility and network 
utilisation. To optimise total profit, these two approaches must be optimised integrally. 
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Fig. 1. Revenue management and operations management 

4 Conclusion and Outlook 

In this paper we have provided an overview of recent and current developments on the 
topic of operational implementation of synchromodal transportation for the case of 
European Gateway Services (EGS). The inland transportation network of EGS has fo-
cused on separate inland corridors, but is moving towards an integrated network ap-
proach of transportation planning: this is referred to as the concept of synchromodal 
transportation. This transformation is currently in progress. For that, we have high-
lighted the ongoing research and possibilities for future research regarding three topics: 

• Models for integrated network planning 
• Methods for real-time decision making for network transportation planning 
• Methods for creating flexibility in the transportation planning problem 

In this paper we have described the reason for considering these three topics, and 
summarised recent results for the case of EGS. These results are expected to have 
practical relevance, as many case studies used in the research are based on the case of 
EGS and the Rotterdam hinterland. Currently, the most important developments of 
synchromodal transportation occur in The Netherlands and focus on the Rotterdam 
hinterland. For wider application of the development of synchromodal transportation, 
it is important that the general implications of these works will be assessed by com-
paring the Rotterdam case to other hinterland transportation regions with intermodal 
networks around the world. In conclusion, although many studies have already been 
performed on the topic of synchromodal transportation recently, a wide array of ex-
tensions and new topics for further research arise. Because of the close connection 
with developments in practice, we expect that the attention for research on the con-
cept of synchromodal transportation will most likely grow further in the near future. 
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Abstract. Roughly one third of the food is lost worldwide yearly. Much
of the loss happens during transport. With the emergence of information
and communication technology, new intelligent ways of arranging food
transport can be developed. By making transport more intelligent and
efficient, the loss of food can be reduced. This survey performs a review
on three critical aspects of food transportation, for considerations of an
intelligent food transport system. Firstly, the indicators that reflect and
factors that affect food quality are discussed. Then, shelf life modeling
approaches are analyzed. Thirdly the impacts of shelf life and informa-
tion technology on the transport system are discussed. Although great
achievements have been made, there is much room for further research, as
this survey points out, in order to establish a quality-oriented transport
system for less food loss.

Keywords: Food transport · Food loss · Kinetic modeling · Shelf life ·
Quality-oriented transport · Information technology

1 Introduction

An increasing amount of perishables, including foods, flowers, medicine and other
products, are produced and consumed worldwide. The modernization of produc-
tion and transportation has boosted the world market of fresh products. How-
ever, a considerably large proportion of food and other perishable goods are still
wasted. It is reported that an estimated amount of 1.3 billion tones, roughly
one third of the food produced for human consumption, are wasted or lost each
year throughout the supply chain, from harvest handling, transport, warehous-
ing to home [27]. Therefore, this survey mainly focuses on the aspect of food in
perishables logistics.

The consequences of food wastage and loss are not negligible. Large amounts
of wasted perishables are responsible for taking up considerable supply chain
capacity and therefore a significant contribution of greenhouse gas emission. The
resources that are used for producing the food, namely fresh water, cropland and
fertilizer, also get wasted with the food wastage [54]. In the year of 2007, it is
estimated that 1.6 billion tones of greenhouse gases worldwide were generated
c© Springer International Publishing Switzerland 2015
F. Corman et al. (Eds.): ICCL 2015, LNCS 9335, pp. 398–421, 2015.
DOI: 10.1007/978-3-319-24264-4 28
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Fig. 1. Yearly food loss categorized by types and stages in supply chain, adapted
from [32]

in order to produce and transport the food; one third of it later turned out to
have been wasted [27]. In addition, the disposal of wasted food also needs to be
handled properly [53].

Food loss happens throughout the supply chains. Figure 1 presents the
amount of food loss during different stages of food supply chains, namely produc-
tion, post-harvesting, processing, distribution and consumption [32]. From the
chart we can see that fruits & vegetables, fish & seafood, meat and milk prod-
ucts suffer from great loss during distribution. The goal of establishing greener
and more transparent supply chains of perishable goods is undeniably urgent,
for if the global food loss and waste can be halved, the saved food can feed more
than a million people [32]. Literature highlights issues such as development of
demand forecasting [16], better planning of production and distribution [4], bet-
ter handling in storage and transport [34], improved communication [35], more
integrated and effective supply chains [75,82].

Typical Logistic Process of Case Studies. It is not possible to optimize
supply chains without knowing how they work. Some literature carries out case
studies of perishables logistics. A blueberry logistic process is studied in [24].
The blueberries are picked in Mexico and shipped to the US. During the supply
chain, post-harvesting and processing take one day. Distribution, i.e. logistics
activities take four to fourteen days, leaving the remaining shelf life of two to
seven days for customers to consume. Another case study in literature is banana
supply chain from Costa Rica to Germany in [46]. It takes less than a day for
bananas from the farm to the port in Central America. After two weeks of sea
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Fig. 2. Intelligent food transport system

transport, it takes three to twelve days to reach chambers for ripening for six
days. Then the bananas goes to wholesale trader.

As can be seen above, the travel time of food can be fluctuating largely
because of logistic reasons. To reduce the loss during this time, deeper and more
comprehensive research is needed in order to establish efficient and organized
fresh food supply chains. To solve the problems mentioned above, we propose
an intelligent food logistic system. The framework of the intelligent food logis-
tic system we propose is given in Figure 2. In the figure the black arrows are
material flows and blue arrows are information flows. Together with the food
quality monitoring, shelf life estimation and information technologies used in
each stage of the supply chains, a properly organized transport system from
production to end users can be established. Information sharing and intermodal
transport increases transparency, traceability and flexibility of the transport
system. Decision makers cooperate within the frame of the system and perform
optimal, quality-oriented transport scheduling. To establish this system, we need
to examine how perishable goods lose value throughout the supply chains using
proper sensing and modeling technologies and to understand how to predict and
control the deterioration process. With this knowledge we may better organize
food supply chains to reduce the food loss.

In order to evaluate the possibility of realizing the concept presented in
Figure 2 and find gaps between needs and reality, three critical aspects are to
be considered. Firstly, an understanding of nature of food, meaning its quality
or shelf life and what affect it are of importance. Because the quality affects the
price as well as customer satisfaction [72]. Secondly, proper modeling methods
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Fig. 3. Overview of the survey

of food quality are needed. The information of food enhances the transparency
and is the basis by which logistics process can be scheduled [84]. Thirdly, the
information of food quality shall be made full use of [14]. Research as well as
investments need to be done on infrastructure, such as refrigerators, sensors or
wireless networks for real-time communication and quality control. Therefore,
as illustrated in Figure 3, this paper reviews the literature in the following three
key aspects:

– food quality and control,
– shelf life modeling, and
– new technologies for food logistics.

The rest of this article is organized as follows. In Section 2, the properties
of food quality as well as attributes of food appearance are discussed and the
concept of shelf life is defined. Section 3 investigates approaches for shelf life
modeling and predicting for food. In Section 4, we discuss approaches for keeping
the best quality in cold chain transport. In the final section, we draw conclusions
to previous research and discuss open problems that will be encountered when
establishing quality-oriented food transport systems.

2 Food Quality and Shelf Life

Food quality, especially of fresh fruit or vegetables, is the determining reason
for product acceptance of consumers and affects pricing. It is also the purpose
of cold supply chains: to keep foods as fresh as possible during the transport.
In order to keep an acceptable quality during the processes of a supply chain, a
clear understanding of what quality is and how to quantify it should be obtained
firstly. In this section, the definitions of quality and shelf life are given. Then the
factors affecting shelf life and food quality quantification are surveyed.
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Fig. 4. Features of quality and shelf life of food

2.1 Definition of Food Quality and Shelf Life

The term of “food quality” is a general concept that describes the overall accep-
tance of food, including attributes such as color, aroma, firmness and taste. Food
quality changes as the chemical or biochemical reactions goes on, for example
the deterioration and micro-organisms growth. These reactions are affected by
various factors, both intrinsic and extrinsic. As Figure 4 illustrates, by control-
ling external conditions, the rate of internal reactions can be affected. Quality
attributes are indicators of these internal reactions, such attributes could be
monitored during the transport process. However it is not applicable to plan
or schedule transport according to a list of chemical and environmental facts
of foods. A simple index of the food quality is needed for higher communica-
tion efficiency and faster decision making [56]. Therefore the term “shelf life”
is preferred when estimating food quality in supply chains. It can be defined as
“the period that the decreasing quality of perishables remains acceptable for end
users”[85]. It needs to be pointed out that as shelf life counts down, food quality
does not always drop, for some fruits and vegetables ripen after harvesting such
as bananas and tomatoes.

2.2 Indicators Reflecting and Factors Affecting Food Quality

Attributes that reflect food quality can be used to estimate the shelf life of food.
These indicators change along time, because physical, chemical and biochemical
reactions are taking place. At the same time, some external conditions can affect
the reaction process, resulting in the changes of food quality. Some conditions
(e.g., temperature and atmosphere) are the factors that affects food quality
as well as the results when foods start respiration and decaying. Table 1 lists
indicators, factors and conditions that interacts with food quality and literature
addressing them. By understanding these attributes and conditions, we can know
how foods decay and how to reduce the loss from it.

Attributes Indicating Food Quality. These attributes, in another word,
indicators, reflect food quality. In Table 1 four types of indicators are listed,
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Table 1. Types of kinetics models

Item Role Reference

Weight loss Indicator [40,48]
Color Indicator [41,46,81]
Firmness Indicator [99]
Chemicals Indicator [3,23]
Radiation Factor [1]
Physical impact Factor [91]
Micro-organisms Factor [37]
Humidity Factor [11]
Temperature Interaction [10,28,30,46,67,92]
Atmosphere Interaction [9,26,49,59,69,94]

namely weight loss, color, firmness and chemicals. Weight loss as a function of
time is used as an indicator for estimating quality of fresh food in [40,48]. While
color change is used as an indicator to examine fresh fruit quality and ripen-
ing. A study on tomatoes is conducted, in which color examination was applied
for predicting the post-harvest behavior of fresh tomatoes in [41]. Another study
monitors banana ripening using peel color change [46]. The degradation of chloro-
phyll of cucumbers is investigated through the change of green color in [81], in
order to predict the remaining time that cucumbers retain their quality within
an acceptable range. Firmness is also used for shelf life estimation for nectarine
in [99]. Changes in some chemical substance are applied in studies. For instance,
shelf life of frozen spinach is modeled using chlorophyll in [23]; and loss of Vita-
min C is examined to model quality of fresh melons in [3].

Conditions Affecting Food Quality. Food quality changes along the time. In
which chemical and biochemical reactions are the intrinsic reasons. The process
of these reactions determines the quality change of food. By controlling some
of the external conditions, temperature or humidity for instance, the intrinsic
reactions can be accelerated or decelerated, and therefore the shelf life can be
shortened or prolonged.

Physical impacts or vibrations can also affect quality of food [91], as well as
irradiations [1]. The growth of micro-organisms is not negligible. Bacteria, yeasts
and mold may affect the quality and safety of food [37]. Humidity sometimes is
also a factor that may affect the quality of food [11].

Temperature and Atmosphere. Temperature and atmosphere are factors
as well as indicators relating to food quality. Food is sensitive to temperature
and ambient atmosphere because they can affect the rate of reactions taking
place inside. And these reactions can in turn affect temperature and atmosphere
around because of the heat or gas generated due to respiration [30,44].

Temperature can be a significant factor affecting shelf life [6]. It affects the
rate of respiration [30], activity of enzyme [10,67], degradation of nutritious
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Fig. 5. Time-temperature relationship for bananas [46]

substances [28]. The rate of chemical reactions is closely related to temperature.
In addition to chemical aspects, low temperature may do chilling or freezing
injury to fresh vegetables or fruits as well [92]. For instance, Figure 5 shows that
the higher temperature is, the shorter green life of bananas will be. In other
words, the quicker bananas will turn yellow [46]. What is more, when some of
bananas ripen, heat is generated due to the chemical reactions happening in
these fruits. The heat will then in turn accelerate the ripening process of the
rest of fruits nearby.

Atmosphere also plays an essential role in reactions taking place in perish-
ables. Most of the literature considers interactive effects among several factors:
it is found that by reducing O2 and raising CO2 concentration helps slow down
respiration rate and prolongs shelf life of fresh fruit and vegetables [49]; and dif-
ferent concentration of O2 and CO2 of atmosphere is found to have an impact on
tomato shelf life [94]. Experiments carried out by Duarte and others [26] show
that concentration of CO2 affects firmness of blueberries and thus the shelf life
of them. Increased CO2 concentration enhances the firmness after a storage of
24 days. Similarly, experiments conducted by Ayala-Zavala and others [9] show
that strawberries under a higher O2 concentration remain higher levels of quality
attributes after a storage of 14 days at 5◦C. In another study, Majidi [69] used
modified atmosphere for tomato storage. Results show that with increased CO2

and reduced O2, tomatoes’ ripen comes later than in normal air and therefore
the shelf life is prolonged. Some of the chemicals can affect the ripening process
as well as shelf life of some fruit. For instance ethylene is studied and found to
be a key factor for ripening of fruits and vegetables [59].

2.3 Discussion

Remaining shelf life should be taken care of during each stage of supply chains.
To some extent, the quality of food relates to attributes based on observations.
Nevertheless, the changing appearance of food does not completely reflect loss of
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nutritions as food quality changes [69]. It is pointed out that the criteria for shelf
life estimation should be carefully chosen [23]. It is also noted that the loss of
nutritious substances should be taken into account, so that shelf life estimation
is not only based on appearance. Because nutritions are what consumers get
from the food, for instance, Vitamin C in melons [3].

3 Predicting Shelf Life

In Section 2, we have discussed the definition of shelf life and factors affecting
shelf life. In order to establish a quality-oriented transport system, it helps to
be aware of the goods quality and remaining shelf lives at anytime, anywhere.
This requires a thorough understanding of perishing feature of goods, real-time
monitoring of the conditions and the ability to predict how goods perish under
changing conditions. This section focuses on existing approaches for acquiring
quality attributes and models for predicting shelf life.

3.1 Sensing Technology

Sensors are devices that transfer real world attributes into electronic signals. In
this survey, the sensors we discuss can be categorized in two groups: destructive
sensors and non-destructive sensors. Destructive sensing approaches are methods
that take small pieces of tissue from foods for analysis. By which, however, fruits
and vegetables can get wounded and may develop further deterioration due to the
injury. Therefore, in food transport it is preferred that non-destructive sensors
are used, for the measurements can be conducted more often using such sensors
without concerning causing too much spoilage.

Destructive Sensors. Penetrometers are effective ways to examine the quality
change in food. For instance, firmness of apples, kiwifruits and lemons is mea-
sured using penetrometers in [13,36]. This approach makes the analysis highly
accurate, for it directly examines the chemical contents of food. However the pit-
fall is that it also damages the food, especially to fruits and vegetables. Therefore
these approaches are not suitable for consecutive food quality monitoring during
supply chains.

Impact analysis and acoustic impulse response are methods for measuring
fruit and vegetable quality via striking the surface and detect the response in
either time or frequency domain [21,80]. Although a large variety of food can be
tested via this way, whether the striking has further undesirable effect on food
remains suspicious.

Non-destructive Sensors. Other approaches are called non-destructive meth-
ods in which food is examined without any direct contact. Among all the analysis
methods, color is widely used for an indicator of remaining shelf life of food. The
change of color can be triggered by the degradation of chlorophyll [23,46] or
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the change of carotene [86] or other factors. The sensing of color can be done
using cameras and computer vision technology. The technology is used for green
and brown detection for the classification of bananas [70] and tomato ripening
[65]. The change of temperature and concentration of CO2, O2 and ethylene,
are indicators as well as triggers of quality changing. The respiration process
makes fresh fruit and vegetables consume oxygen and generate carbon-dioxide,
heat, and in some cases, ethylene. These reactions, which bring changes to the
atmosphere, can in turn affect the rate of the reactions [44]. This brings a better
understanding of shelf life estimation and prediction.

3.2 Modeling Methods

The ideal situation of quality monitoring system for food logistics is that every
unit is under inspection at anytime. However, this requires large amount of sen-
sors and processing capacity, which can be too expensive for food logistics. One
cost-efficient alternative is keeping records of external conditions that affect the
quality change and using mathematical models of food shelf life as reference
to estimate the status of the quality. These approaches can highly reduce the
cost and time for installing sensing, communicating and processing devices. Sev-
eral models for shelf life estimation and prediction have been proposed in the
literature.

Markovian Model. Ledauphin et al. [57] use Markovian model to describe
the decaying stages of salmon according to scores given by expert assessors. The
stages include “fresh”, “decayed” and “very decayed”. The transition matrix
between different stages is given by the scores from the assessors. The result
shows that fresh salmon has a probability of 39% of turning decayed after one
week of storage and 2% of turning very decayed. For decayed salmon, it has
a probability of 6% of turning very decayed. Nevertheless, the future state of
the object only depends on the current state, which may bring inaccuracy to the
model. Besides, the external conditions are not considered by Markovian models,
meaning that predictions to shelf life cannot be made according to different
storage conditions.

Later the model has been extended to a hidden Markov model in [58], using
the same dataset and bringing possibility of relating the prediction to external
conditions. The paper points out the limitation that the performance of the
model strongly depends on data which could be insufficient, and thus leads to
inaccuracy. In addition, the scores are given according to the sensory attributes,
which makes the evaluation subjective.

Artificial Neural Network. Lin and Block [64] use a 2-stage artificial neural
network to predict the remaining shelf life of lettuce under storage in fluctuating
temperature and relative humidity. Temperature is selected as the input of the
neural network model. The 2-stage neural network is trained using heuristics
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based on data from experiments. The study indicates that 2-stage neural net-
work has a higher accuracy than 1-stage neural network and regression models.
Therefore it has the potential for shelf life prediction.

Another study develops a three-stage artificial neural network to predict shelf
life of milk [89]. Experiments are conducted for milk of different quality and
volatiles of the milk are detected and used as the input of the neural network.
The study also uses a principle component regression model as comparison. The
results show that neural network has a higher prediction performance than the
principle component regression model.

Other Models. There are other models reported to be utilized in food shelf
life or quality evaluation. Chatterjee and others [17] use fuzzy logic analysis to
evaluate shelf life of fried potato wedges. Sensory properties of sausages are eval-
uated using fuzzy logic in [43]. Decision tree is applied in meat quality evaluation
in [83].

Although these models can, to some extent, describe the quality decreasing
process of food, they are general model and are not explanatory. The accuracy
of Markovian models, as mentioned in [58], strongly relies on the size of dataset
used for training. A review by Du and Sun [25] points out the limitations of other
models mentioned above. Artificial neural networks lack a profound theoretical
basis of designing the structure and are black boxes; the performance of fuzzy
logic models largely depends on the tunning process; decision trees can be easily
understood by human but they are method for approaching discrete value target
functions.

Kinetic Modeling. Chemical kinetics is widely applied in modeling food qual-
ity and shelf life estimation [90]. The model is based on intrinsic, time dependent
features of food. The established kinetic models need to be validated by experi-
ments before they come to actual use. A general kinetic model can be described
as follows:

r = −dQ

dt
= kQn, (1)

in which r is reaction rate, which can be represented as the decreasing rate of

quality overtime −dQ

dt
. The rate is proportional to the quality Q to the power

of n. Variable k is determined by reaction type and external conditions like
temperature. When using kinetics for shelf life estimation, shelf life tSL can be
calculated from the kinetic model, with a degrading quality indicator at a static
external condition:

tSL =
f(Q,Ql)

k
, (2)

where the quality function f(Q,Ql) represents the actual physiological mecha-
nism, initial quality Q and the lowest acceptable quality Ql [42]. The quality
function depends on how the concentration of chemical substance affects reac-
tion rate. Variable k can be affected by one or more attributes. In the kinetics
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Table 2. Types of kinetics models

Reaction type Reaction rate Remaining shelf life

Zero-order −dQ

dt
= k tSL =

Q−Ql

k

First-order −dQ

dt
= kQ tSL =

ln Q
Ql

k

Second-order −dQ

dt
= kQ2 tSL =

1
Ql

− 1
Q

k

Logistic −dQ

dt
= kQ(

Q

Qinf
− 1) tSL =

ln
Ql −Qinf

QlCba

k

Michaelis-Menten −dQ

dt
=

VmaxQ

Km + Q
–

model for food quality estimation, it is considered as a variable of reaction rate
affected by temperature. This is because of the reason that during food trans-
port, as packaging technology evolves, other attributes can be better controlled
than temperature. Therefore temperature is one of the attributes that generates
the most uncertainty affecting shelf life of goods [84]. Therefore Arrhenius law
[6], which is discussed in Section 3.3, is applied for determining variable k. To
identify the type of f(Q,Ql), experiments are needed for each type of chemi-
cals or food. Labuza [55] categorizes food deterioration in two different orders
of kinetics model with different value of k: zero-order and first-order. Chen [18]
pointed out that second-order kinetics is suitable for some reactions. Table 2
shows the reaction rate and calculated shelf life of different types of kinetic
models.

From literature on modeling food we can see that chemical kinetics is used
for various substance in different orders. Zero-order kinetics is frequently used in
describing reactions that are not affected by the amount of substance. It is also
used for modeling dehydration process in potatoes and onions [50,71]. Exper-
iments show the degradation of Vitamin C in frozen spinach fits the model of
first-order kinetics [23]. First-order kinetic is also proved to be useful in describ-
ing peach color change in [8]. Oxidation of extractable color pigments in chili
pepper is modeled using second-order kinetics in [18]. In spite of the fact that
experiments have shown kinetics models suit many of the reactions, we cannot
assume that reactions of a certain substance can fit in one single model.

Other types of kinetic models like logistic models as well as Michaelis-Menten
models are reported to be observed by literature [87]. Logistic function is con-
sidered as one of the natural processes, and is also reported in shelf life modeling
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Fig. 6. Reactions having the same initial concentration and rate constant but a varying
order n, adapted from [90]

[66]. In Table 2, Qinf is the possible lowest quality and

Cba =
Q−Qinf

Q
.

In Michaelis-Menten kinetics, parameter Vmax the maximum reaction rate. And
Km is the Michaelis constant representing substance concentration when the
reaction rate reaches half of the maximum rate. The relationship between con-
centration of O2 and respiration rate of stored apples is modeled using Michaelis-
Menten kinetics [5]. The table does not list the remaining shelf life calculated
by Michaelis-Menten kinetics, because the solution of tSL is not explicit.

Figure 6 illustrates the relationships between time and concentration of sub-
stances in different reaction mechanisms. It can be seen that except for zero-order
reaction, the reaction rate drops while the concentration is reducing at different
rate. In the zero-order model, no difference that concentration makes to reaction
rate while in other types the concentration does have impacts on reaction rate.

3.3 Arrhenius Law

As is shown above, chemical kinetics is widely applied in the modeling of food
quality. It uses Arrhenius law to determine variable k. Arrhenius law is of sig-
nificance in describing how temperature affects reaction rate [77]. According to
Arrhenius law, the rate constant k of a reaction can be obtained as follows:

k = Ae− Ea
RT , (3)

in which Ea is the activation energy, while A represents the rate k at which
all molecules have sufficient energy to react. R and T are the gas constant and
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Fig. 7. Response scale of solid state photochromic OnVuTM TTI [88]

absolute temperature, respectively [90]. Arrhenius law reveals the relationship
between temperature and reaction rate inside of perishables. The practical per-
spective of utilizing chemical kinetics and Arrhenius law is discussed in Section
3.4.

3.4 Time Temperature Integrator

A widely applied technology namely time temperature integrator (TTI, or in
some literature, time temperature indicator) was introduced [51]. TTIs are
cheap, active labels that shows an easily measurable time-temperature depen-
dent change that reflects the full or partial temperature history of a product to
which it is attached. Based on shelf life of products and kinetic response of TTI,
the quality of perishables can be monitored and predicted through out the sup-
ply chain. The reason for using temperature dependent modeling is that in most
food transport, atmosphere and relative humidity is more easily handled than
temperature, which means that the change of temperature has a major impact
on the uncertainty of deterioration [84]. Figure 7 demonstrates how one type of
TTIs work by showing the response scale of them. The dark blue appears after
photosensitive compounds are activated to low wavelength light. The color fades
at a rate which relates to temperature. Sensitivity to temperature of the TTI can
be set at activation using different photochromic compounds and wavelength of
UV light exposure.

3.5 Discussion

In conclusion, the advantage of kinetic modeling comparing to other model-
ing techniques is that, it generates a simple, continuous output via examining
the mechanisms of intrinsic reactions of food as well as environmental condi-
tions. This explanatory modeling approach can provide accurate prediction from
attributes, and helps establish a smart food transport system.

However, the challenges that we come across cannot be neglected. First of all,
due to the complexity of food, there are many reactions happening simultane-
ously, which differ among types of food. The selection of the criteria is therefore
vital for shelf life estimation. Secondly, biological variability often affects the
reliability of models. As mentioned in [93], these variations are due to different
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handling during planting, harvesting and post-harvest activities. Better statis-
tical analysis needs to be applied based on the thorough understanding of the
mechanisms. Besides, there is not a general model for all perishables because of
the huge differences among different type of food.

4 Impact of Shelf Life on Perishable Supply Chains

As discussed above, shelf life is an important term in perishables supply chains.
Technologies for keeping food quality have been developed, which have already
had great impact on transport systems. Modern transport technologies, for
instance, refrigerated containers [7] and modified atmosphere packaging [61], are
widely used for perishables transport. With the temperature and atmosphere
controlled, perishables can stay for a longer time during transport. What is
more, warehousing strategies are studied in order to manage orders and stocks
according to the freshness of perishables to reduce loss. As previous sections have
discussed, it is possible to have an estimation of remaining shelf life of perishable
goods using proper monitoring and modeling techniques. If this information is
made of full use in real-time, the transportation procedure can be scheduled
accordingly, reducing the loss of cargo. In addition, the shelf life can also be
affected by controlling temperature and other conditions. It will then become
possible that shelf life is controllable (as well as ripening process for some fruits
and vegetables) during transport by taking initiative to adjust temperature or
atmosphere. Then the whole transport system will be brought to a new era.

4.1 Quality Control in Transport

It is common that lower temperatures prolong the shelf life of food. Refrigerated
ships for perishables transport started around 1880 [73]. Before 1950, refrigerated
ships used one or more chambers to store foods. As the containerization of cargo
ships have become the majority of sea transport [37], refrigerated containers, in
another word, reefers, emerged afterwards. Carriers can have various types of
goods stored in different reefers on the same ship without worrying about the
different requirements of goods. Thus these refrigerating containers enabled a
more flexible perishables transport using different modalities and enhanced the
quality of cool chain logistics [22]. Nowadays more than 90% of the perishables
is transported by reefer containers [76]. Figure 8 shows a scheme for reefer con-
tainers. Packaging techniques are widely used for keeping the most shelf life of
perishables. Modified atmosphere packaging (MAP) creates the initial package
atmosphere according to types of products to slow down the process of deteri-
oration [31]. Controlled atmosphere storage (CAS) allows the atmosphere stay
static. Figure 9 shows three different storage conditions for tomatoes and the
quality index (the quotient of total soluble solids divided by Titratable acid)
remains a high level during a longer time for CAS and MAP storage other than
cold storage with normal air. Intelligent packaging carried out by Yam [96] are
defined as “a packaging system that is capable of carrying out intelligent func-
tions to facilitate decision-making, to extend shelf life, enhance safety, improve
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Fig. 8. Scheme for reefers [38]

quality, provide information and warn about possible problems”. Food quality
sensors, indicators and RFID technology have enabled the development of intel-
ligent packaging as well as smart food logistics [39].

The warehousing strategy that was previously used for perishable goods rota-
tion was “first-in-first-out (FIFO)”. According to this approach, each distribu-
tion center firstly ships the products that arrive first. The approach assumes
that all products have the same shelf life. When taking the actual shelf life into
account, which requires the monitoring information from the foods, the first-
expire-first-out (FEFO, or in some literature, least-shelf-first-out) strategy is
able to adjust the rotation sequence and thus can reduce the rejections from
consumers due to quality loss. Figure 10 illustrates how FEFO reduces food
waste compared with FIFO: the horizontal axis is the quality (or remaining
shelf life) at delivery while the vertical axis is the probability, i.e. the proportion
of food. The FEFO strategy does not change the average quality of food but
reduces the non-acceptable [45].

4.2 The Developing Role of Information Communication
Technology

Information communication technology (ICT) can be widely used in different
steps of cold supply chains [20], from harvesting[15,29] to warehouse [63], trans-
port [98], etc. With proper use of ICT, perishables supply chains can be better
optimized according to real-time information (e.g. demand and remaining shelf
life). Ketzenberg et al. [52] measure the importance of information and value
of centralized control of a supply chain between one supplier and one retailer.
The study shows that the total supply chain profit increases by an average of
5.6% with shared information on shelf life based inventory status and a central-
ized control scheme. Information sharing helps improve traceability, efficiency,
information accuracy and reduce inventory loss [79]. Haass et al. [33] use sim-
ulation to show how intelligent containers can reduce the loss of bananas with
information sharing and environment controlling. The result indicates that with
a proper control 22% of banana spoilage can be reduced. Li and others study a
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Fig. 9. Ripening and decaying of tomatoes under different atmosphere, adapted from
[69]

case of perishables supply chain optimization considering the quality loss due to
commodity deterioration. In the simulation scenario it is found that a thorough
value loss tracking can help reduce costs by 7% rather than no assessment of
value loss [60].

Information Sharing. The sharing of information helps decision makers of
transport achieve better operations. Researchers are looking for approaches to
integrate this information to fresh supply chains. Lang et al. [56] introduced a
cognitive sensor network for transport management, which is installed in a reefer
for environment and quality monitoring. Food quality estimation is based on
observation and models. The estimation can be applied in decentralized trans-
portation control and management. The approach of quality driven customer
order decoupling corridors (qCODC) is introduced for better manage fresh sup-
ply chains [68].

RFID Technology. The development of RFID technology enables a fresh sup-
ply chain with better traceability and integration [20]. RFID can be one good
solution to the integration of information and transport system. Chen et al. [19]
propose a food trace system within a smart cold chain system by 2G-RFID-
system. Jedermann et al. [47] use RFID temperature data loggers and models
for perishable goods to estimate the remaining shelf life which can be used for
transport scheduling. However, the utilization and installation of RFID devices
requires investments. The use of RFID faces opportunities as well as great chal-
lenges [78]. The cost of RFID chips can still be expensive as to be widely applied
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Fig. 10. Comparison of FIFO and FEFO/LSFO [45]

in logistic systems. Yan et al. [97] compare fresh supply chains with and with-
out RFID tags and calculate the total profit. The results show that fresh sup-
ply chains with RFID and a reduced cargo loss rate have a higher total profit
although costs of devices are taken into account.

Future of ICT in Food Logistics. Although studies on supply chain enhance-
ment using ICT have revealed the opportunities of better utilization of this evolv-
ing technology, there are still very few studies in which ICT is implemented in
the real cases rather than simulations. Besides, large amount of information can
be gained through the monitoring using semi-passive RFID tags in the current
studies on smart transport systems [47]. Shelf life prediction can be make using
these RFID devices. And a distributed control system is more feasible than
a centralized controller in response to quality changes of fresh cargo [74]. By
using ICT technology, great changes can be brought to the way of food logistics
are organized. All stages of supply chains, such as post-harvest [2], reefer con-
tainer handling [95], warehousing [42], intermodality [62] can be better organized
accordingly. Moreover, with comprehensive, real-time information of quality of
food in supply chains, transport providers become able to take initiatives to
control the quality change and ripening process, rather than passively react to
the deterioration of fresh food [12].

5 Conclusions and Outlook

This survey reviews the literature on features and transportation of foods. We
describe the meaning of “quality” and provide a clear definition of shelf life.
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Sensing technologies and modeling methods for shelf life estimation and predic-
tion are discussed. Then we perform an analysis about how information of shelf
life can impact the transportation of perishable goods. It is shown in literature
that great progress has been made in understanding food and has been making
good use of the knowledge in all stages of supply chains. The analysis in this
research provides background knowledge as a basis of quality-oriented logistic
systems.

Nevertheless, problems are becoming more explicit along with the progressing
of the research, leaving much room for improvements. It is pointed out that the
biological variations among individuals should be better handled, for this is an
important source of uncertainties of shelf life. These variations can be caused
by planting, post-harvest handling and many other aspects. Besides, because
of the complexity of foods, much difference can be seen among different types
of food. Therefore, no generic models can describe the quality for all foods. To
analyze a certain type of food, careful selection of the criteria for indicators and
design of statical analysis of experimental data are significant for modeling and
predicting.

Food itself is much more complex than a model. Models with multiple input
attributes is not often seen in literature. However, more than one attributes
might be considered to develop more accurate models for better predictions.
Uncertainties need to be handled using proper techniques (e.g., fuzzy logic).
Moreover, this also requires higher capability of devices that monitor shelf life
and communicate with transport infrastructures. These challenges call for bet-
ter modeling approaches with comprehensive evaluation of food deterioration
pattern. Apart from fresh food, there are other types of goods being massively
transported, medicine and flowers for instance, which also suffer from loss during
supply chains. If these commodities are taken into consideration, the intelligent
transport systems for perishables can be extended to a much wider range.

The goal of the concept of quality-oriented transport is to solve practical
problems. Yet most of the literature is still at theoretical study and is not imple-
mented in real case or operation. Moreover, literature shows that most of studies
focus on segments of the supply chain rather than the entire intelligent trans-
port systems, which is likely to be one of the gaps between theory and practice.
What is more, The impact of information of food shelf life on transport systems
is not negligible. New technologies such as sensors and communication systems
can have large amount of data gathered or transmitted that can easily make a
centralized controller overloaded. Therefore a distributed control and manage-
ment system is preferred. Acting as part of the Internet of Things with ICT, the
carriers of perishables can negotiate with each other and decide next step of coor-
dination in an agent-based scheme. Information sharing leads to a higher trans-
parency for every stakeholder in perishables supply chains. Intermodal transport
can be considered as the cooperative transport system for perishables because
its high flexibility.

ICT can bring changes to all stages of supply chains, from producing to end
users. In addition, the information of shelf lives makes it possible to arrange for
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optimal solutions to transport scheduling as well as for temperature or atmo-
sphere controlling. The supply chain will be no longer passively responding to the
changes of food quality. Instead, the systems will take the initiative to positively
deal with changes that happen within supply chains.
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Abstract. A number of cities around the world have adopted urban
consolidation centers (UCCs) to address challenges of last-mile deliveries.
At the UCC, goods are consolidated based on their destinations prior to
their deliveries into city centers. Typically, a UCC owns a fleet of eco-
friendly vehicles to carry out such deliveries. Shippers/carriers that make
use of the UCC’s service hence no longer need to be restricted by time-
window and vehicle-type regulations. As a result, they retain the ability
to deploy large trucks for the economies of scale from the source to the
UCC which is located outside the city center. Furthermore, the resources
which would otherwise be spent in the city center can then be utilized
for other purposes. With possibly tighter regulation and thinning profit
margin in near future, requests for UCC’s services will become more and
more common, and there is a need for a market mechanism to allocate
UCC’s resources to provide sustainable services for shippers/carriers in
a win-win fashion. An early work of our research team (Handoko et al.,
2014) proposed a profit-maximizing auction mechanism for the use of
UCC’s last-mile delivery service. In this paper, we extend this work with
an idea of rolling horizon to give bidders more flexibility in competing
for the UCC’s resources in advance. In particular, it addresses the needs
of many shippers/carriers to be able both plan deliveries weeks ahead
and at the same time bid for the UCC’s service at the last minute.
Under our rolling horizon framework, the capacity of the same truck is
up for bid in several successive auctions. To allocate truck capacities
among these auctions under future demand uncertainty, we propose a
virtual pricing mechanism which makes use of Target-oriented Robust
Optimization techniques.
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1 Introduction

Last-mile deliveries in urban areas impose serious pressures on environmental,
social, and economic well-being of a city. These three aspects are usually referred
to as planet, people, and profit [Quak and Tavasszy, 2011]. On the planet, the
impacts are contributed by the use of unsustainable natural resources like the
fossil fuel. On the people, the impacts are primarily due to air pollution and
noise. On the profit, the impacts include economic losses because of traffic con-
gestion and low utilization of transport vehicles. Addressing these issues, local
authorities may introduce time-window or vehicle-type restriction on city deliv-
ery operations. The former restriction complicates the scheduling of the last-mile
deliveries from the perspective of carriers/shippers, compromising the efficiency
of deliveries. The latter, on the other hand, forces carriers/shippers to operate
small eco-friendly trucks for deliveries into city centers. These trucks, however,
are not efficient for long-distance inter-city transport. Both time-window and the
vehicle-type restrictions affect profitability while seeking to address challenges
on the planet and people.

Such challenges motivate carriers/shippers to collaborate and consolidate
shipments for greater efficiency, which leads to the concept of Urban Consolida-
tion Center (UCC). A UCC is an alliance where orders served by various partici-
pating carriers get consolidated. First, the packages are sorted according to their
destinations. Then, they are assigned to a sufficient number of vehicles for the
actual last-mile deliveries. The cost savings obtained are finally shared among
the relevant carriers. As a consequence, higher truck utilization is attained, fewer
trucks are required, and lower delivery cost is incurred. This effectively addresses
the potential inefficiency due to the time-window restriction.

To-date, there have been a number of UCC establishments with their own
transport vehicles that are in compliance with the rules and regulations set by
local authorities. These UCCs provide last-mile delivery service at a charge.
Occasionally, the UCCs may be governments’ initiatives or pilot runs and pro-
vide last-mile delivery service free-of-charge. In most cases, carriers/shippers
can simply drop their loads off at the UCCs and pay the UCCs accordingly to
get the loads delivered into the city center. Examples of these UCCs are La
Petite Reine in Paris, France, Westfield Consolidation Center in London, and
Binnenstadservice.nl in Nijmegen, the Netherlands. This addresses not only the
time-window but also the vehicle-type restrictions. By using a UCC’s services,
carriers/shippers no longer need to enter city centers. Retaining the use of large
trucks for the economies of scale outside city centers thus becomes possible.
With these incentives, requests for using a UCC’s services would become more
common. A UCC could soon receive more demands than what it can serve.

To our knowledge, most—if not all—UCCs operate on some fixed-rate mech-
anisms and first-come-first-serve basis. We found little literature discussing auto-
mated matching of orders to the available fleets of UCCs’ transport vehicles for
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efficient last-mile deliveries. Handoko et al. [2014] recently proposed an auction
mechanism for the last-mile delivery via a UCC. Compared to fixed-rate mecha-
nisms, the proposed auction mechanism is distinctively aimed at achieving both
operational efficiency and economic viability—both of which are important for
the sustainability of the UCC.

The basic auction mechanism proposed by Handoko et al. [2014] is however
quite restrictive in the sense that bidders are only allowed to compete for a UCC’s
resources in a immediate near time period, usually one week. This is somewhat
unrealistic as many shippers/carriers plan for their deliveries far in advance. To
address this issue, not only the period needs to be lengthened, the auction also
needs to be conducted frequently, which leads to a rolling planning horizon. For
example, consider a planning horizon of 4 weeks and the UCC starts Auction 1 at
the beginning of Week 0 and accept bids for deliveries in Week 1 to Week 4. Prior
to the start of Week 1, the UCC selects the winning bids for Auction 1. The UCC
then starts Auction 2 at the beginning of Week 1 and accept bids for deliveries
in Week 2 to Week 5, and so on. This gives more options for the bidders so that
they can choose to bid in advance (four weeks before delivery) or at the very last
minute (one week before delivery). Different from the basic auction model, there
is an overlap in the planning horizons of two successive auctions. Intuitively,
there may be only a few bids for deliveries in Week 4 in Auction 1. Profitable
consolidation may thus be impossible when Auction 1 is closed. However, there
should be more upcoming bids for deliveries in Week 4 in Auction 2 to Auction
4. Hence, profitable consolidation may in fact be possible. This suggests that
the UCC needs to be able to anticipate the potential revenue due to future bids
in the upcoming auctions. For deliveries in Week 3 or Auction 1, there may be
enough bids to consolidate but some of the bids have low bid prices. Rather
than accepting bids with low value to make profitable consolidation, it could be
better for the UCC to accept only highly profitable bids in the current auction
and reserve some capacity for highly profitable bids in the upcoming auctions.
The above observations motivate a virtual pricing approach in this work.

Our contribution in this paper is an auction mechanism that helps to both
generate more revenue, as well as provide greater flexibility to bidders. This is
achieved by considering a rolling planning horizon in auctions and introducing
a virtual pricing approach for capacity reservation. To our knowledge, this is
the first auction with rolling horizon in the context of last-mile deliveries via a
UCC. Additionally, the proposed pricing approach makes use of Target-oriented
Robust Optimization techniques, and can determine a solution that is robust
again demand uncertainties. Note that this is not a trivial problem, since the
price should not be too conservative nor too optimistic to maximize the profit of
a UCC. The value of the proposed mechanism is also verified by computational
experiments.

The rest of this paper is then organized as follows. Section 2 briefly reviews
some related works on auction in the logistics and transportation. Section 3
elaborates the basic auction mechanism presented in [Handoko et al., 2014] and
forms the basis of our extension described in this paper. Section 4 describes
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the auction mechanism with a rolling horizon and virtual pricing in details.
Mathematical formulation of the winner determination problem is also presented
therein. Section 5 demonstrates the advantages of the proposed mechanism by
numerical experiments. Section 6 describes how the virtual prices can be deter-
mined based on the available information. Finally, Section 7 concludes the paper
and gives suggestions about future researches.

2 Related Works

Auction has been commonly used in logistics and transportation, for exam-
ple in the area of collaborative transportation [Agarwal and Ergun, 2010;
Özener and Ergun, 2008]. The problem considered in this paper is similar to
the one in transportation procurement [Caplice and Sheffi, 2006; Ledyard et al.,
2002; Lee et al., 2007; Song and Regan, 2003] in the sense that both allocate
delivery jobs to available shipping resources using auction as a selecting tool.
But the problems under consideration are also different in several aspects. Trans-
portation procurement select carriers for shippers for large scale (inter-city or
state) transportation in a relative long period (one year or two), and therefore
what is out for bid are shippers’ delivery lanes (or routes). In the context of
urban freight, a bipartite bidding scheme involving both carriers and suppliers
was proposed in [Duin et al., 2007] where the suppliers get to select the bids
submitted by the carriers. The last-mile delivery problem considered in this
paper plan the shipping resource allocation for a immediate near future, and
what is out for bid is truck capacities. Additionally, last-mile delivery problem
deal with package-level jobs while transportation procurement problem consid-
ers total volume being shipped in a lane which is usually at truckload or larger
levels.

Winner determination problem in logistics auctions can be typically formu-
lated as a Mixed Integer Programming (MIP) problem with an objective of
minimizing the cost subject to constraints on delivery time, capacity and other
factors. Such an MIP, when optimally solved, guarantees a least-cost solution.
However, it is usually computationally expensive even for medium-sized prob-
lems. A linear relaxation may be used to come up with a feasible solution in
polynomial time [Özener and Ergun, 2008]. Note that despite the numerous lit-
erature on logistics auction, we found none pertaining to the use of a UCC.
Furthermore, the concept of rolling horizon has been extensively used for deci-
sion making[Chand et al., 2002; Mula et al., 2006; Ouelhadj and Petrovic, 2009;
Sethi and Sorger, 1991]. However as long as a UCC is concerned, we believe no
work has been done regarding an auction of shipping capacities with a rolling
planning horizon.

In contrast to traditional auctions where each item for sale is typically one
entity and all belongs to one winner once sold, the auction for truck capaci-
ties of UCC differs in some ways. First, the capacity of one truck load may
be shared by several winning bidders. Second in the case of auction with a
rolling planning horizon, bidders in different auctions may compete for the
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same truck capacity and the truck capacity is gradually assigned in several
auctions. Such features make it necessary to develop a method for reserving
truck capacity. In this paper, we consider a dynamic virtual pricing approach
for this purpose. The literature of dynamic pricing is rich and expanding fast,
especially in the area of logistics and inventory control [Bitran and Caldentey,
2003; Elmaghraby and Keskinocak, 2003]. In the context of UCC, the pricing of
truck capacity is primarily for the reservation of truck capacity and the “price”
is never release to bidders. Therefore, this problem is different from most of the
problems considered in the literature and that is why we call it virtual pricing.
In this work, we determine the optimal price using robust optimization tech-
niques. Adida and Perakis [2007] proposed a dynamic pricing approach using
robust optimization techniques, but it is for a nonlinear continuous time inven-
tory control problem. Our approach is also different in the sense that we propose
a target value for the profit of UCC and maximize the uncertainty set that can
be accommodated.

3 Problem Description and Auction Mechanism
for UCC

An earlier work by Handoko et al. [2014] considered a UCC that operates its
own storage resources and delivery trucks. In the value chain of such a UCC,
the packages originate from a shipper (for example, a manufacturer). They are
transported to the UCC by the shipper or by a carrier (for example, a logistics
service provider). The UCC then consolidates them with other packages and
then delivers them to a receiver (for example, a retailer, a restaurant, or a hotel
in the city center). Since the UCC is not obliged to deliver the packages for all
the shippers and carriers, Handoko et al. [2014] proposed an auction mechanism
for the UCC to select the packages to deliver. The auction mechanism and the
associated winner determination problem will be reviewed in the rest of this
section.

It is assumed that there are Z zones in the city center indexed by j. The UCC
operates K trucks indexed by k to deliver packages to these zones. Assume there
are T periods (for example, each period represents a day) in the planning horizon.
Truck k has volume capacity V t

k in period t. To plan for the last-mile deliveries
in its nearest upcoming planning horizon, each shipper or carrier is invited to
submit bids for his packages (or bundles of packages) to be delivered to the city
center. Each bid i specifies the following information in a tuple: [vi, di, ai, �i, pi],
where vi is the volume of the package, di ∈ [1, Z] is the destination of the package,
ai ∈ [1, T ] is the period when the package arrives at the UCC, li ∈ [1, T ] is the
delivery deadline, and pi is the bidding price. Let B denote the total number of
bids when the auction is closed (after that no more bids are accepted). Based on
this information, the UCC selects the packages to serve, and then notifies the
bidders about the result arranges the deliveries accordingly.

To determine which bids are to be served such that the profit of the UCC
over its planning horizon is maximized, a winner determination problem is to
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be solved. To model this problem and determine the winning bids, define binary
decision variables xt

ik which equals 1 if bid i is delivered by truck k in period t
and 0 otherwise. Also define binary decision variables yt

jk which equals 1 if truck
k delivers to zone j in period t and 0 otherwise. For notational convenience,
define index sets B := {1, 2, . . . , B}, Z := {1, 2, . . . , Z}, K := {1, 2, . . . ,K},
and T := {1, 2, . . . , T}. The following constraints are considered in the winner
determination problem.

Constraint (i): Each bid is served at most once,
∑

k∈K,t∈T
xt

ik ≤ 1, ∀i ∈ B. (1)

Constraint (ii): Each truck serves no more than one zone in one period,
∑

j∈Z
yt

jk ≤ 1, ∀t ∈ T ,∀k ∈ K. (2)

Constraint (iii): Truck capacity constraint can be expressed as
∑

i∈B
vix

t
ik ≤ V t

k , ∀t ∈ T ,∀k ∈ K. (3)

Constraint (iv): A truck will visit zone di in period t if bid i is served by the
truck in period t,

xt
ik ≤ yt

jk, for j = di,∀t ∈ T ,∀i ∈ B,∀k ∈ K. (4)

Constraint (v): Each bid must be served within its delivery time window,

xt
ik = 0, ∀t /∈ [ai, li],∀i ∈ B,∀k ∈ K. (5)

Constraint (vi): Binary decision variables constraint,

xt
ik, yt

jk ∈ {0, 1}, ∀i ∈ B,∀j ∈ Z,∀k ∈ K,∀t ∈ T . (6)

Define the following sets of decision variables

X :=
{
xt

ik, i ∈ B, k ∈ K, t ∈ T }
, (7a)

Y :=
{
yt

jk, j ∈ Z, k ∈ K, t ∈ T }
. (7b)

The set of feasible solutions can be expressed as

F := {(X,Y)|X,Y satisfy (1)-(6)} . (8)

The cost of the UCC consists of two major components: warehousing cost
and delivery cost. If a package is stored in the UCC before delivery, it incurs a
holding cost, denoted by h per volume per period. For truck k to deliver to zone
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j in period t, a delivery cost ct
jk is incurred. Given a solution (X,Y) and the

delivery costs ct
jk, the profit of UCC can be expressed as

r (X,Y) :=
∑

i∈B,k∈K,t∈T
[pi − hvi(t − ai)] xt

ik −
∑

j∈Z,k∈K,t∈T
ct
jkyt

jk. (9)

The basic Winner Determination Problem (WDP) is to

max r (X,Y) (10a)
s.t. (X,Y) ∈ F. (10b)

In the next section, we propose an auction mechanism with a rolling planning
horizon based on the above formulation.

4 Proposed UCC Auction with Rolling Horizon

The winner determination problem for the basic UCC auction elaborated in
Section 3 assumes that the planning horizons of two consecutive UCC auc-
tions never overlap one another. As mentioned in Section 1, this restricts ship-
pers/carriers as bidders can compete only for the UCC’s delivery resources in
an immediate near.

In practice, a long planning horizon is often desirable to allow ship-
pers/carriers flexibility to bid for delivery resources not only in the immediate
near period but also in the subsequent few periods following the winner determi-
nation. Announcement of the results of each auction should remain as frequent
so that the losing bidders could have a chance to arrange for some other means
of delivery or to alter their bid prices and resubmit their bids in subsequent auc-
tions. The requirement of a long planning horizon and high-frequency updates
makes rolling horizon an interesting and significant topic in auction mechanism.

One fact in a UCC’s rolling horizon auction mechanism is that the shipping
resource in one period is out for bid in a number of successive auctions. For
instance if we have a four weeks’ planning horizon, the shipping resource in
Week 3 is for bid in 3 consecutive auctions. When determining the winners
of Auction 1, the auctioneer may intuitively wish to reserve shipping resource
for profitable bids yet to come in Auctions 2 and 3. On the other hand when
determining the winners of Auction 3, it is intuitive to use as much remaining
capacity as possible since capacity left unused will no longer have any potential
value.

Motivated by the above observation, we propose a virtual pricing approach for
resource reservation. This approach aims to price the unused shipping capacity
that still has potential value in upcoming auctions. This is equivalent to intro-
ducing virtual bids to the current auction, which could potentially be replaced
by real bids of equal or higher values in future auctions. Other than reserving
capacity for future auctions, the pricing approach additionally allows selection
of highly profitable bids as winners in the current auction although there may
not be enough bids to realize profitable consolidation at the current moment.



A Rolling Horizon Auction Mechanism 429

Precisely, we adjust the profit function as follows. Let qt
jk denote the poten-

tial value of one unit of unused truck capacity if truck k delivers to zone z in
period t and hereafter we refer to it as virtual price. Also Let V t

k denote the
remaining capacity of truck k at day t. If yt

jk = 1, the potential value for the
remaining capacity of the truck after the auction is qt

jk(V t
k − ∑

i∈B vix
t
ik), and

0 otherwise. Additionally if truck k does not deliver to any zone in period t, we
assume the potential value is the average potential value of the full truckload
(
∑

j∈Z qt
jk/Z)V t

k . Hence, the profit after adjustment can be expressed as

r̂(X,Y) := r(X,Y) +
∑

j∈Z,k∈K,t∈T
qt
jk min{M · yt

jk, V t
k −

∑

i

vix
t
ik}

+
∑

k∈K,t∈T

⎛

⎝

⎛

⎝
∑

j∈Z
qt
jk/Z

⎞

⎠ V t
k

⎛

⎝1 −
∑

j∈Z
yt

jk

⎞

⎠

⎞

⎠ , (11)

where M in (11) is a large constant. In the WDP of each auction, we update the
value of V t

k in Constraint (3) and solve the following optimization problem,

max r̂ (X,Y) (12a)
s.t. (X,Y) ∈ F. (12b)

to determine the winning bids. Note that the feasible set F in Constraint (12b)
changes from time to time as the remaining truck capacity changes.

5 Numerical Experiments of the Proposed Mechanism

In this section, we design numerical experiments to, 1) highlight the advantages
of an auction with rolling horizon over a single period auction, 2) demonstrate
the importance of a proper choice of the virtual price qt

jk.
To make the results clear and easily understandable, we consider a prob-

lem with one zone and one truck with capacity 10. The planning horizon is 10
weekdays (2 weeks) and the auction is hold every week. The delivery cost is
deterministic and equals 10. For each auction, a total of 30 bids are random
generated, and 15 of them bid for the UCC’s delivery resources on the first week
of the planning horizon and another 15 for resources on the second week. The
price-to-volume ratio of the bids is uniformly distributed between 0 and 3.

Rolling Horizon v.s. Single Period. First we compare the auction mechanism
with rolling planning horizon with the single period auction mechanism. In a
single period auction, the planning horizon is just one week which is the time
interval between two successive auctions. We simulate the whole 10 weeks of
auctions for 50 times, and compare the average revenues generated by both
auction mechanisms. For the auction with rolling planning horizon, we set qt

11 =
0 for each t = 1, 2, ..., 5 and qt

11 = 1 for each t = 6, 7, ..., 10. Our simulation
result shows that the average revenue under single period auction is 560, while
the average revenue under auction mechanism with a rolling planning horizon
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Fig. 1. (a) Truck load of Friday. (b) Weekly total truck load.

is 718 which is a 28.2% improvement. This suggests that the rolling horizon
mechanism has the potential to yield more revenue.

Efficacy of an Auction with Rolling Horizon. The auction mechanism with
rolling horizon manages to generate more revenue by reserving the truck capacity
for more profitable bids. To see this, we first analyze the composition of final
truck load. The truck load on Fridays from Week 2 to Week 10 are shown in
Figure 1(a). The result of Week 1 is not shown since it is only involved in one
auction and no truck load is committed before that auction. In Figure 1(a), the
dash-dot line show the truck load committed one week before the delivery date
and the solid line show the final truck load. It can be observed that in most
of the days, the final truck load contains a portion that is committed one week
before the delivery date. For truck load on Monday, Tuesday, Wednesday and
Thursday we can also observe the similar pattern, which also lead to a weekly
(from Monday to Friday) total truck load as shown in Figure 1(b). From Figure
1(b), we can observe that about half of the weekly truck load are committed
one week before and this is shown specifically by the dash line in Figure 2. It
can be seen that around 50% of the total load is committed one week before. In
Figure 2, the solid line shows the percentage of the total profit that is due to
this portion of the final truck load. In most of the ten weeks, the solid line is
above the dash line, which means this portion of truck load has a larger value
of profit-to-volume ration than the rest part of the truck load. This suggests
that by pricing the unused capacity properly (i.e. setting qt

jk appropriately) the
winning bids chosen one week before are more profitable.

Effects of Varying Pricing Mechanisms. To further show the importance
of the potential value rate, we let qt

11 where t = 6, 7, ..., 10 change from 0 to 3.4
while keeping qt

11 = 0 for each t = 1, 2, ..., 5 to see how the total revenue (profit)
changes with the pricing of the unused capacity. Since the delivery cost remains
the same for all cases, we just compare revenue contributed by different types
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Fig. 2. Percentage of profit and truck load committed in advance (i.e. one week ahead
of the actual delivery week).

of bids. The result is shown in Figure 3 where the darker bars at the bottom
shows the revenue contributed by the winning bids to be delivered on the second
week of the planning horizon and the lighter bars on the top corresponds to the
revenue due to the winning bids to be delivered on the first week of the planning
horizon. Note that when qt

11 = 0 for all t, the winning bids are selected exactly
according to Problem (10) without any pricing of unused truck capacity, which
is the winner determination problem proposed by Handoko et al. [2014]. As qt

11,
t = 6, 7, ..., 10 increase, the revenue contributed by the winners of the second
week’s delivery resource first increases and then decreases. The total revenue
follows the same trend. Figure 3 also verifies the idea of choosing value of qt

jk

described in Section 4. As the expected total volume of the 15 bids is 22.88,
the value of qt

jk should be 3 ∗ 10/22.88 = 1.31 in the ideal case. But due to
non-splittable bid volumes and the small number of bids, the best value of qt

jk

in the experiment appears around 1 which is smaller than 1.31.
In Figure 3 when q > 3, all the shipping capacity is reserved for the very last

auction before the delivery date as no bids have the price-to-volume ratio larger
than 3. Therefore, there is no winning bids for deliveries on the second week of
the planning horizon, and it is equivalent to run a single period auction with one
week planning horizon every week without any rolling planning horizon. It can be
observed that the auctions with rolling horizon always generates a hight revenue
than the single period auctions, which again demonstrates the superiority of a
rolling planning horizon.

6 Virtual Price Determination Approaches

Suggested by the last experiment in Section 5, the virtual price qt
jk is a critical

parameter in rolling horizon auction mechanism and it has great impact on the
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Fig. 3. Revenue v.s. value of qt11 for all t = 6, 7, ..., 10.

performance. In this section, we introduce two approaches for the determination
of its value, one for the case of known distribution of price-to-volume ratio of all
bids and the other one for the case without knowledge of such a distribution.

6.1 The Case with Known Distribution of Price-to-Volume Ratio

For the ideal case, the value of qt
jk can be roughly determined in the way

described below. Assume the volume of each bid is relatively small compared
with a truck load so that almost all the highly profitable bids can be consol-
idated in a truck load. We also assume the volume and price of each bid are
independent and the distribution of price-to-volume ratio of all bids, denoted by
p/v, is available or can be precisely determined from using historical data. Let
F (·) denote the cumulative distribution function of the ratio p/v. Then we want
to fill the remaining total truck capacity, denoted by Vk, with the bids of the
highest price-to-volume ratio. If the total volume of the oncoming bids is V , then
the best value of q is F−1(1−Vk/V ). This value is for the optimistic case where
all bids of high price-to-volume ratio can be consolidated into the remaining
truck load. However, this is almost not possible in reality due to non-splittable
volume of a bid and limited number of bids. Therefore, the optimal value of q is
usually smaller than F−1(1 − Vk/V ) in practice. This is already observed in the
results of numerical example in Section 5. In the next section, we will discuss
another scenario where the distribution of p/v is unknown and the total volume
is also uncertain.

6.2 Pricing Using Robust Optimization

This section consider a scenario that is more realistic. Let n denote the index of
future auctions and sn

j denote the total volume that is to be allocated for zone
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j in the future nth auction. Also for a clear presentation, we assume the trucks
are homogeneous and qt

jk remains the same for all k ∈ K. We let qn
j denote the

value of qt
jk that is set for the next N auctions and Z zones. Then typically, sn

j is
a decreasing function of qn

j in general and may also be subject to uncertainties.
In this paper, we assume sn

j , as a function of qn
j , takes the following form,

sn
j (qn

j , δn
j ) = (an

j − bn
j qn

j )(1 + δn
j ) (13)

where an
j and bn

j are known parameters, δn
j is an uncertain factor around 0 and

in the range [δn
j , δ̄n

j ]. Since qn
j is the virtual price of remaining capacity, an lower

bound of the revenue coming from the winning bids to Zone j in Auction n is

Υ (qn
j , δn

j ) := sn
j qn

j = qn
j (an

j − bn
j qn

j )(1 + δn
j ). (14)

It has been pointed out [Chen and Sim, 2009] that the primary target of
decision makers is to meet certain pre-specified target on profit instead of sim-
ply maximizing the profit. This motives us to propose a Target-oriented Robust
Optimization (TRO) approach to determine the value of qn

j . Let Vn denote the
total remaining capacity of UCC’s truck fleet before auction n and let τ denote
the total revenue that is expected from the future N auctions. We aim to deter-
mine the vale of qn

j so that the revenue target is met for an uncertainty set that
is as large as possible, so the optimization problem takes the following form.

max
0≤γ≤1

γ (15a)

s.t.
∑

j∈Z
sn

j (qn
j , δn

j ) ≤ Vn, ∀δn
j ∈ [

γδn
j , γδ̄n

j

]
, ∀n ∈ N ; (15b)

∑

n∈N

∑

j∈Z
Υ (qn

j , δn
j ) ≥ τ, ∀δn

j ∈ [
γδn

j , γδ̄n
j

]
. (15c)

The solution of Problem (15) can be obtained by performing a binary search
over γ and solving the following problem a few times.

r∗(γ) := max
∑

t∈N

∑

j∈Z
qn
j (an

j − bn
j qn

j )(1 + γδn
j ) (16a)

s.t.
∑

j∈Z
(an

j − bn
j qn

j )(1 + γδ̄n
j ) ≤ Vn, ∀t ∈ N . (16b)

6.3 A Numerical Example of Virtual Pricing Using TRO

In this section, we demonstrate the pricing approach proposed in Section 6.2
using an example. The UCC considered in this section is the same as the one in
Section 5 with one truck, one zone and a planning horizon of 10 days. We assume
the mean of the daily total bid volume increases evenly from 10 on Monday to 30
on Friday, and remains the same for every week. The actual daily total volume
is uniformly distributed within ±10% around its mean value. The distribution
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Table 1. Parameters in pricing problem

Monday Tuesday Wednesday Thursday Friday

a 50 75 100 125 150

b 10 15 20 25 30

δ̄ 10% 10% 10% 10% 10%

δ -10% -10% -10% -10% -10%

of the ratio p/v is the same for all bids, and is uniformly distributed between 3
and 5. Therefore for a pricing problem with a planning horizon of 2 weeks, the
parameters is summarized in Table 1.

When we generate detailed bid information, we draw the total daily volume
first, and then determine the number of bids so that the average bid volume is
0.5.

Table 2. Optimal virtual prices for weekdays

Monday Tuesday Wednesday Thursday Friday

optimal q 4.05 4.37 4.53 4.62 4.68

Virtual Pricing Using Robust Optimization. We choose τ = 200 for Prob-
lem (15) which is about 60% of the theoretical maximum mean of revenue in two
weeks’ time. With this target and the parameters in Table 1, a binary search
method determines an optimal γ∗ = 0.53 and Figure 4(a) shows the trajectories
of the upper bound and lower bound of γ in the binary search.
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Fig. 4. (a) Trajectories of upper and lower bounds of γ in binary search. (b) Average
daily revenue of each weekday.



A Rolling Horizon Auction Mechanism 435

The resultant optimal virtual prices for one unit of shipping capacity on
weekdays are given in Table 2.

Daily Revenue. We also conduct simulation to run the UCC for 10 weeks, and
therefore 10 auctions are conducted. Assuming that each truck load captures the
highest profitable portion of the total bid volume, we can calculate the upper
and lower bounds of the theoretically highest revenue of each weekday, and they
are shown in Figure 4(b), together with the average revenue of each weekday
over the 10 weeks in our simulation. It can be observed that the average daily
revenue in our simulation is actually very close to its theoretically highest value.
This validate the value of our virtual pricing approach.

7 Conclusion

In this paper, we have presented an auction mechanism for the consolidation of
last-mile deliveries into the city centers via a UCC. The proposed mechanism
extends existing literature by introducing a rolling planning horizon and a virtual
pricing approach. This is essentially equivalent to introducing some virtual bids
to the current auction, which may potentially be replaced by the real bids in the
upcoming auctions. Simulation results suggest that by setting the virtual price
appropriately, more revenue can be made out of the auctions for UCC.

For the determination of an appropriate virtual price, we also proposed
approaches for two different scenarios. One is for the ideal case where the distri-
bution of price-to-volume ratio of upcoming bids and the total bid volume are
known. In this case, the optimal virtual price can be determined by making use
of the distribution function. The other pricing approach is for a more realistic
scenario where the distribution of price-to-volume ratio and the total volume are
unknown and subject to uncertainties. For this case, we proposed an approach
which use Target-oriented Robust Optimization to determine virtual prices that
makes the resultant revenue robust against uncertain factors. The validity of the
pricing approach is verified by numerical experiments.

The idea of rolling horizon auctions lead to many opportunities for future
research. An important one is to construct a heuristics that can determine a
good approximation of the solution of winner determination problem. For large
problem instances, it is computationally challenging to solve the winner determi-
nation problem explicitly. A heuristics that can imitate the pricing mechanism
while selecting the winning bids would make the proposed approach application
to a large scope of real-life problems. Another future research work is to make the
approach more realistic by relaxing some assumptions and/or considering more
types of constraints. For example, in the future model we can allow cross-zone
delivery, and let the bidder to specify blacklist of bidders that he does not want
his packages to be bundle with. A historical data driven pricing mechanism is
also of great interest.
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Deutsche Post Chair of Optimization of Distribution Networks,
RWTH Aachen University, 52072 Aachen, Germany

{baumung,guenduez}@dpor.rwth-aachen.de
http://www.dpor.rwth-aachen.de

Abstract. We consider the direct long-haul transportation network of
a parcel service provider where transports are carried out using swap
bodies. Our focus is on residual volumes, which are not enough to fill
a swap body, and investigate how consolidation using hubs can lead to
cost reduction through better capacity utilization. We developed a corre-
sponding model minimizing total costs consisting of transportation costs
for the swap bodies and costs for the additional sorting required in the
hubs.

Keywords: Postal logistics · Parcel industry · Consolidation · Hub
location · Long-haul transports · Transportation network

1 Introduction

The courier-express-parcel (CEP) market has been growing consistently in
Europe over the last years. According to ATKearney’s analysis (see [24]) rev-
enues grew 4 percent per year and volumes rose 6 percent per year from 2009
to 2011 while the overall revenue per shipment declined. Revenues in 2011 were
about e 47.2 billion and the volumes were about 5.6 billion shipments. Growth
impulses mainly came from lower-margin segments such as business to customer
(B2C), e-commerce business, and standard products. Especially in Germany,
the standard parcel segment constitutes the largest part of the revenue in 2012
(45%, e 8.17 billion, see [19]), while the express and courier segment represent
34% (e 6.23 billion) and 21% (e 3.83 billion), respectively. Standard products
that offer broader transit times at less expensive rates have become of major
interest for companies trying to optimize their supply chains. CEP companies
in many markets responded to this demand with improved service levels for
standard products and therefore most domestic and international markets have
stronger growth rates in standard products than in express products. Further,
the differences in services and transit times blur between express and standard
parcel mail delivery in the domestic segment. The increasing market competition,
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the service focus of customers and the small margin revenue force CEP logistics
service providers to re-evaluate and to continuously improve their networks.

In this work we investigate the domestic standard parcel mail distribution in
Germany. A typical structure of a distribution network for standard parcel mail
can be described briefly by the following subnetworks (see [25], Fig. 1):

Fig. 1. Subnetworks of a typical distribution network for standard parcel mail.

Mail collection subnetwork: In this network, parcel mail is collected from
different mail sources (e.g. mailboxes, business customers, and branches) and
transported to sorting centers. Consolidation points (CoP) are used to switch
from small vehicles to bigger vehicles, which then transport the mail to the
sorting centers.

Long-haul transportation subnetwork (LHT): The subnetwork takes care
of the mail exchange between the sorting centers (overnight). A sorting center
(SC) is a big automated sorting facility for parcels, which works in two dif-
ferent modes during different time intervals. The input sorting center (ISC)
performs sorting with respect to the destination sorting center (SC), while
the output sorting center (OSC) performs sorting processes for the distri-
bution and delivery to the final destination. The main idea is to use bigger
vehicles for long distances. In Europe the domestic long-haul transportation
subnetwork for parcel mail is mostly realized on road transportation mode.

Distribution subnetwork: In this subnetwork, the parcel mail is distributed
by transportation from the sorting centers to mini-hubs (called: delivery base
(DB)) using vehicle routes. At the mini-hubs a final sorting and the loading
of each vehicle in route sequence takes place.

Delivery (last mile) subnetwork: Each driver has an unique allocated deliv-
ery district (DD). The driver starts the delivery route at the DB, moves to
the DD and visits the households in a predefined sequence and finally returns
to the DB.

This brief description of the complex subnetworks in parcel logistics sug-
gests that the problem of optimizing such a network may become complicated.
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Fig. 2. Parcel sorting center distribution of DPDHL (Source: NordNordWest ).

Of course the instances of such networks in different countries differ significantly.
For example, the parcel distribution network of Deutsche Post DHL (DPDHL) in
Germany in 2011 is characterized by 33 sorting centers (see Fig. 2), 203 delivery
bases, 790 million parcels per year, 7,600 vehicles for the parcel mail delivery,
and 7,500 delivery districts. All collecting, sorting, long-haul transportation, and
delivery processes are important and challenging components of DPDHL’s logis-
tics. In particular, the promised service quality of next-day delivery in Germany
(for parcels posted before 4 p.m.) for about 85% of the daily standard parcel
mail quantity makes the processes more challenging. The focus of this work is on
the subnetwork for the long-haul transportation. For motivation and illustration
purpose of the residual parcel volume’s transportation (RPVT) problem we use
the DPDHL network, but not limited thereto, as an example.

The remainder of this article is organized as follows. In Section 2 we introduce
the residual volumes hub location problem (RVHLP). Related problems and
existing approaches from the literature are surveyed in Section 3. In Section 4
we give an initial mixed integer formulation as a mathematical optimization
model and improve the models bounds in Section 5. In Section 6 we survey
computational results on well known hub location benchmark and new instances
with different residual parcel volumes. Finally, we conclude in Section 7.



440 M.N. Baumung and H.I. Gündüz

2 Residual Volumes Hub Location Problem

Swap bodies are used to carry out the transportation on the considered long-haul
transportation network. They are normalized transport carriers, which can be
separated from the vehicle and can be swapped between vehicles. Each vehicle
can carry one swap body and the capacity of a swap body is limited by the volume
and not by the overall weight of the parcels in our case. So far, mostly direct
transports between each pair of sorting centers are realized. Direct transports
take place overnight between approximately 10 p.m. and 5 a.m. During this
time window several fully filled swap bodies (full truck load (FTL)) are shipped
between on 33 times 32 sorting center relations (see Fig. 2). At the end of the
time window, residual parcel volumes, which are not enough to fill a whole swap
body, remain at the sorting centers . Therefore, in general, the last transport on
all relations is performed in less than truck load (LTL) mode. Thus, the question
arise if substantial cost reduction can be achieved through consolidation of these
residual parcel volumes in hubs resulting in a better utilization of swap body
capacities.

For each pair of sorting centers a residual parcel volume exists in both direc-
tions. In each case we have to decide whether the residual parcel volume is
transported directly or through hubs. A splitting of the residual parcel volume
is allowed. In the case of a transport via a hub, the parcels have to go through
the sorting process again. Therefore, additional sorting costs at the hub per par-
cel arise. The transportation costs per vehicle consist in general of a distance
independent fixed and a distance or time dependent variable component. Trans-
portation costs per vehicle for each relation can be determined in a preprocessing
step and correspond to vehicle trip-based costs.

Further, we do not consider fixed location costs as hubs can only be estab-
lished in existing sorting centers. The transportation time between ISC and a
hub may not exceed a maximum duration to guarantee the sorting before the
cut-off time of sorting center acting as a hub. Because of the shortage of sorting
capacities at the end of the time window, only a restricted number of ISC can
be allocated to a hub and a restricted parcel volume can only be transported
from a hub to an OSC. In order not to increase the transportation complexity,
an ISC can only be allocated to a restricted number of hubs.

The goal of the RPVT problem is to determine the location of hubs and the
allocation of sorting centers to the hubs such that the sum of additional sorting
and transport costs is minimized.

Note that the requirement of direct transports for full swap bodies is a result
of sorting, consignment and co-ordination processes and is not necessarily opti-
mal in term of costs.

Further, note that some hub location decisions for residual volumes are not
immediately obvious as for original volumes. The area of the circles in Fig. 3
(a) and (b) corresponds to the original volumes and, respectively, to the resid-
ual volumes of 200 real-world postcode districts from the Australian Post (AP)
benchmark data set for hub location problems. Depots of postcode districts are
the centers of the circles and the values of the residual volumes are calculated
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by original volumes modulo 1000. As shown in Fig. 3 (a) some circles cover or
have an intersection with several other circles and thereby the corresponding
depots are predestined to be hubs. In comparison, for the residual volumes this
observation is very considerably less marked than for the original volumes (com-
pare Fig. 3 (a) and (b)). Thus, the hub location decision is more difficult for the
residual volumes.

Fig. 3. Comparison of of original and residual volumes of the Australian Post data set.

3 Literature Review

Network design problems usually consist of two interrelated problems: to
determine the number and locations of hubs and to allocate geographic
areas/customers (i.e. sorting centers) to them. That kind of decision, i.e. the
design of a hub-and-spoke network, is usually made by solving so-called hub
location problems, which have been the subject of numerous works. Hub loca-
tion models are well studied in literature and can be found in [4], [6], [17], or
[21]. We refer to [1] and [8] for a comprehensive review and to [8] for an insight
to the current status of this research field.

Network design problems have a lot of real world applications, i.e. railroad or
airline network design. Applications of network design problems to postal logis-
tics have been studied in several different countries. [2] restructured the logistic
system of the Swiss parcel delivery network and decided upon the number, loca-
tion, capacity, and service areas of different transshipment points. [26] presented
a heuristic solution concept for the design and hub transportation network for
parcel service providers in Austria and [22] optimized highway transportation at
the United States Postal Service. [9] considered a hub and routing problem in
postal delivery motivated by observations in the Turkish postal services.

Economies of scale achieved through consolidation of flows is the raison d’être
for hub-and-spoke networks and is usually modeled by discounting the unit costs
of transportation for inter-hub flows with a discount factor 0 < α < 1 to reflect
the consolidation of flows between hub nodes. Let G = (N,A) be a complete
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graph, where N = {1, . . . , n} denotes the set of sorting centers and potential
hub location respectively, then cij indicates the unit costs of transportation
between the nodes i and j for every ordered pair (i, j) ∈ N × N . Assuming that
flows between sorting centers i and j go through paths i → k → l → j, where k
and l are hub nodes, the total unit costs of transportation can be expressed by
cijkl = cik +αckl + clj with 0 < α < 1. While this approach is widespread in the
literature because of its simplicity, it has been facing substantial criticism (e.g.
[7] and [16]).

The criticism mainly addresses the fact that the discount factor α is flow-
independent, meaning that it does not depend on the actual hub flow. This is
a mismatch between the model and the underlying idea that economies of scale
are achieved through consolidation of flows on arcs with high flows, since it often
leads to optimal solutions in which some hub arcs carry considerably less flow
than most of the non-hub arcs [7]. As a consequence, there is no reason why
economies of scale should apply to hub arcs only. Furthermore, it is not clear
what value should be used for α. Values used in the literature range from 0.25
[13] up to 0.7-1.0 [11]. Another issue with this approach to modelling economies
of scale is the fact that the number of hubs needs to be determined in some way
in the corresponding models. This is either done by predefining the number p of
hubs to be installed in so-called p−hub Median problems [5] or by assuming that
installing a hub in a node k of the network incurs fixed costs Fk in hub location
problems [20]. Efficient algorithms for the single allocation p-hub median prob-
lem can be found in [13]. Further discussion of the related p-hub center problem
were introduced by [15] and [12]. Some authors have tried to avoid the above
mentioned criticisms and introduced flow-dependent discount factors, resulting
in non-linear objective functions which can be approximated by piecewise lin-
ear functions (e.g. [3], [18], and [21]). In a simpler approach, [23] consider flow
thresholds for every hub-arc. These must be reached in order for the unit costs of
transportation on a particular arc to be discounted. [7] introduced the so-called
hub arc location problem, where hub arcs are explicitly selected instead of hub
nodes. This usually leads to solutions with hub arcs carrying more flow than in
the corresponding hub location problems.

Even if the approaches mentioned above do provide considerable improve-
ments to the way economies of scale are modeled in hub location models, some
of the major criticisms mentioned earlier still apply. In all of the works men-
tioned above, economies of scale still apply to hub arcs only, and the number
of hubs still needs to be restricted in some way. To resolve these problems, we
have developed a new approach to economies of scale in hub-and-spoke networks,
which is trip-based. While in all of the works mentioned above, transportation
costs are always incurred by flows between nodes, we chose an approach in which
transportation costs are incurred by vehicle trips. This approach has two advan-
tages. If we assume fixed costs cfixf = cf for a specific vehicle trip f , then the

unit costs of transportation as a function of the vehicles load lf is given by
cfix
f

lf

if lf > 0 and 0 otherwise, which is a very simple but adequate description of
economies of scale.
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The second advantage of this approach is the fact that it allows easy consid-
eration of different kinds of consolidation. Traditional hub location models only
consider the consolidation of items with different origins and destinations on hub
arcs, even though, according to [10], there are several ways in which items can
be consolidated. The consolidation of items with the same origin and different
destinations or with different origins and the same destination, as illustrated in
Fig. 4, is of great interest and relevance when optimizing long-haul transports
in letter mail networks, since it is a very effective way to reduce transportation
costs. In addition to our the trip-based approach we consider sorting costs which
are incurred by the additional sorting process required if parcels are not shipped
directly but via some hub. Therefore, our objective is not only determined by
transportation costs as in most classical hub location models but has to handle
the trade-off between transportation cost reduction and additional sorting costs
if using a hub for transports.

(a) without consolidation

(b) with consolidation

SC
SC

SC

SC
SC

SC

Hub

Hub

Fig. 4. Consolidation of items with different origins and the same destination according
to [10]

4 Model Formulation

In this section we give a formulation for the residual volume hub location prob-
lem (RVHLP) as a mixed-integer linear programming problem. An overview
of the sets, parameters and decision variables used in the model formulation
can be found in Table 1. Consider the complete graph G = (N, A), where
N = {1, . . . , n} represents the set of nodes corresponding to origins/destinations
as well as potential hub locations and A ⊆ N × N is the set of arcs representing
the direct links between the nodes.

We introduce three types of decision variable to formulate the model. For
the number of swap bodies being shipped directly from node i to node j we
introduce the decision variable xij ∈ N0 for all (i, j) ∈ A. Other decisions made
by the model concern the allocation of non-hub nodes to hubs and the location
of hubs. For this we introduce the binary decision variables zik ∈ {0, 1} for all
(i, k) ∈ A, where zik = 1, iff node i is allocated to hub k (i �= k), and zkk ∈ {0, 1}
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Table 1. Sets, Parameters and Decision Variables used in the Model Formulation

Symbol Meaning

N Set of nodes
A Set of links
wij Parcel volume from node i to node j
dij Distance between nodes i and j
tij Travel time between nodes i and j
Γ capacity of a swap body
δ unit transportation costs
σ unit sorting costs
p total number of hubs to be located
s maximum number of hubs an origin node may be allocated to
r maximum number of origin nodes that may be allocated to a hub
Λ maximum parcel volume being shipped from a hub to a destination node
T maximum travel time allowed between a node and the hub it is allocated to
xij ∈ N0 Decision variable on the number of swap bodies from i to j
yikj Decision variable on the fraction of the indirect flow from i to j via hub k
yijj Decision variable on the fraction of the direct flow from i to j
zik ∈ {0, 1} Decision variable, =1 iff node i is allocated to hub k
zkk ∈ {0, 1} Decision variable, =1 iff node k is a hub

for all k ∈ N , where zkk = 1, iff node k is a hub. Eventually, the model also has
to decide upon the parcel flows which can be either indirect or direct. For the
indirect flows, the decision variables yikj ≥ 0 for all i, k, j ∈ N(i �= j, i �= k, k �= j)
represent the fraction of the parcel volume wij being shipped from node i to node
j via hub k. The direct flows are represented by the decision variables yijj ≥ 0
for all i, j ∈ N(i �= j), which represent the fraction of the parcel volume wij

being shipped directly from node i to node j.
The overall objective is to determine the cost minimal location of hub nodes,

allocation of the remaining nodes to the hub nodes, parcel flows and number of
swap bodies on every arc of the network. For this we consider two cost compo-
nents. The first and more important one is the transportation costs, represented
by the total kilometers covered by all of the swap bodies, the second one, the
additional sorting costs incurred by the sorting process in the hubs. Let dij
denote the distance between node i and j, then we obtain the following objec-
tive function:

min z = δ
∑

(i,j)∈A,i �=j

dijxij + σ
∑

i,k,j,k �=j

wijyikj , (1)

where δ and σ are user-defined parameters representing the unit transportation
costs and the unit sorting costs for parcels being shipped indirectly via some
hub respectively. High values of δ lead to solutions with more indirect shipments
and high values of σ lead to solutions with more direct shipments.

The objective function is minimized such that the following constraints hold:
∑

k

yikj = 1, ∀i, j ∈ I, i �= j. (2)
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These constraints ensure that for every relation between the nodes i and j the
total volume wij is shipped from i to j, either directly from i to j or indirectly
via some hub k. ∑

j,k �=j

yikj ≤ Oizik, ∀i, k ∈ I. (3)

Constraints (3) state that indirect flows originating in node i and destined for
node j may only be routed via some hub k if the origin node i is allocated to
the hub node k. To prevent node i from being allocated to a non-hub node, we
can formulate the following constraints:

zik ≤ zkk, ∀i, k ∈ I. (4)

According to constraints (4), node i may only be allocated to node k if k is a
hub node (zkk = 1). Since we do not consider fix costs for installing a hub, the
total number of hubs to be installed needs to be restricted in some way. Thus
we have the constraint: ∑

k

zkk = p. (5)

This means that a total of p hubs (1 ≤ p ≤ n) is installed in the nodes of the
network. We also have the option to restrict the maximum number of hub nodes
that a node is allocated to. The corresponding constraints are the following:

∑

k,i �=k

zik ≤ s, ∀i ∈ I. (6)

This makes sure that node i is allocated to at most s hub nodes. Vice versa
it is also possible to restrict the maximum number of non-hub nodes that are
allocated to a single hub node. This can be done by formulating the following
constraints: ∑

i,i �=k

zik ≤ r, ∀k ∈ I. (7)

Constraints (7) ensure that at most r nodes are allocated to the hub node k.
Besides the location and allocation decisions, the model also has to decide upon
the number of swap bodies required on every link of the network. We therefore
have the following central constraints:

yijjwij +
∑

k,k �=j

yijkwik +
∑

l

ylijwlj ≤ Γxij , ∀i, j ∈ I, i �= j. (8)

Constraints (8) guarantee that the total flow on the arc between the nodes i and
j does not exceed the overall swap body capacity Γxij on that arc, where the
total flow between the nodes i and j consists from three different types of flows.
The direct flow yijjwij , the indirect flows yijkwik from node i via hub j on to
some destination nodes k, and the indirect flows ylijwlj from some origin nodes
l to node j via hub i.
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5 Improving the Bounds Through Valid Inequalities

In this section we describe several valid inequalities that can be added to the
model given in Section 4 in order to improve the lower bound obtained from
solving the LP-relaxation of the above mentioned problem. First we consider
inequalities that take into account the swap body capacity.

⎡

⎢
⎢
⎢

∑

i,j,i �=j

wij

Γ

⎤

⎥
⎥
⎥

≤
∑

i,j,i �=j

xij (9)

Restrictions (9) states that the total capacity of all swap bodies used in the
network must be greater or equal to the total parcel volume.

⎡

⎢
⎢
⎢

∑

(i,j)∈S×(I\S)

wij

Γ

⎤

⎥
⎥
⎥

≤
∑

(i,j)∈S×(I\S)

xij , ∀S ⊆ I (10)

In the same way, restrictions (10) must hold for every subset S of the set of nodes
I. These restrictions state that the total capacity of all swap bodies heading
out of subset S must be greater or equal to the total parcel volume leaving
that subset. Since the number of subsets increases exponentially with the total
number of nodes, we only consider subsets S ⊆ I with up to four nodes (|S| ≤ 4).

xij +
∑

k,k �=j

yikj ≥ 1, ∀i, j ∈ I, i �= j (11)

As stated in (2), the total parcel volume wij needs to be shipped from its origin
node i to its destination node j for every relation of the network. Either directly
from i to j or indirectly via some hub k. Since for a relation the flows may be
split, some fraction of the parcel volume may be shipped directly from origin
to destination while the remaining fraction may be shipped indirectly via some
hub. This is reflected in constraints 11. These state that on every relation from
i to j the sum of the number of swap bodies from i to j and the sum over all
fractions of indirect flows from i to j via some hubs k needs to be greater or
equal to 1. If all of the parcel volume or some fraction of wij is shipped directly
from i to j, then there needs to be at least one swap body from i to j and (2)
holds. If the entire parcel volume wij is shipped indirectly, then

∑
k,k �=j yikj = 1

and (2) holds as well.

6 Results

In this section we describe the results we obtained from numerous computa-
tional experiments run in order to evaluate the model proposed in Section 4, the
improvements to the lower bound described in section 5. The models have been
implemented in the modeling system AIMMS and run on a workstation with
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an Intel R©CoreTMi7-3770 CPU at 3.40 GHz and 32GB of RAM using Gurobi 6
limited to a single core. The CPU time was limited to four hours.

For our computational experiments we used the well known Australian Post
benchmark instances introduced in [14] with sizes n = 10, 20, 25, 40, and 50. The
capacity Γ of a swap body was set to Γ = 1000, the unit transportation costs
to δ = 8, and the unit sorting costs to σ = 0.1. Since the total flow remains
constant in all of the Australian Post instances, we scaled the values with n2 in
order to have flows of the same order of magnitude on the network’s arcs and
flows that are in a reasonable proportion the the capacity Γ of a swap body. The
values wij for the parcel flow from node i to node j are then computed as

wij = w
o

ij −
⌊

w
o

ij

Γ

⌋

(12)

where wo
ij is the original flow from the Australian Post instances. For every of

the considered sizes n = 10, 20, 25, 40, and 50, we solve three different instances
with values for p of p = 2, 4, and 8. The results we obtained can be found in
Table 2.

Table 2. Results with Constraints (2)-(8)

n p Solution LP-bound CPU time Gap

10 2 9,101.53 9,101.53 4,403.97 opt.
4 8,621.74 8,451.77 14,400.00 0.0197
8 8,474.48 8,175.45 14,400.00 0.0353

20 2 41,643.71 40,863.17 14,400.00 0.0187
4 41,046.29 38,971.34 14,400.00 0.0506
8 39,864.15 36,238.97 14,400.00 0.0909

25 2 70,749.55 69,025.27 14,400.00 0.0244
4 69,781.47 61,457.89 14,400.00 0.1193
8 68,737.49 60,357.88 14,400.00 0.1219

40 2 189,261.86 160,344.81 14,400.00 0.1528
4 190,762.20 157,027.54 14,400.00 0.1768
8 196,096.79 155,971.96 14,400.00 0.2046

50 2 305,857.38 247,793.39 14,400.00 0.1898
4 301,908.48 244,996.77 14,400.00 0.1885
8 308,270.31 243,295.70 14,400.00 0.2108

As one can see, only the instance with n = 10 and p = 2 could be solved
to optimality within the time limit of four hours. For the remaining instances,
the optimality gap varies from 2 to 21 percent, where the gap typically increases
with larger values of n.

Next, we studied the effect of the valid inequalities introduced in Section 5 on
the quality of the lower bound provided by the LP relaxation and the quality of
the solutions obtained for the above mentioned instances. As one can see from
table 3, the LP bound is improved by between 13 and 18% when adding the
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Table 3. LP-Bounds with different Constraints

n LP bound for (2)-(8) LP bound for (2)-(8)&(10)-(11)

10 6.458,20 7.665,99
20 30.403,37 35.004,64
25 51.317,78 58.533,78
40 135.208,54 153.097,64
50 210.942,98 238.818,53

valid inequalities (10)-(11) to the model’s original formulation given in Section 4
consisting of (2)-(8). Unfortunately, this improvement of the LP bound does not
translate into a general improvement of the solutions for the instances studied.
Table 4 reveals that using a model formulation consisting of constraints (2)-(8)
as well as the valid inequalities (10)-(11) does not in general lead to better
solutions than using a formulation featuring constraints (2)-(8) only.

We identified different reasons for the large gaps remaining at the end of the
solutions process. First, the model given in Section 4 is very difficult to solve,
mainly because of the constraints (8). The left-hand side features continuous
variables, while the right-hand side is integer, resulting in a poor LP relaxation.
Also the peculiarity of considering residual volumes only, adds to the difficulty of
the problem. As was previously illustrated in Figure 3, the hub location decision
is less obvious when considering residual volumes, since there no longer are
nodes prone to become hubs because of their higher volumes compared to other
nodes. Furthermore, using artificial data sets seems to add to the difficulty of the
problem. For the instances featuring randomly generated volumes but based on
the DHL parcel network in Germany (see Figure 2) and realistic cost parameters,
we obtained better solutions with gaps in a range of 2 to 4%.

Table 4. Results with Constraints (2)-(8)&(10)-(11)

n p Solution LP-bound CPU time Gap

10 2 9,101.53 9,101.53 2,078.21 opt.
4 8,609.56 8,493.05 14,400 0.0135
8 8,485.39 8,181.41 14,400 0.0358

20 2 41,758.83 40,850.96 14,400 0.0217
4 41,007.59 38,885.32 14,400 0.0518
8 39,753.75 36,182.85 14,400 0.0898

25 2 70,402.97 69,026.97 14,400 0.0195
4 69,489.33 61,217.68 14,400 0.1190
8 67,848.46 60,367.35 14,400 0.1103

40 2 191,722.25 161,409.84 14,400 0.1581
4 191,504.87 158,125.71 14,400 0.1743
8 201,272.15 157,198.69 14,400 0.2190

50 2 308,219.03 248,544.02 14,400 0.1936
4 315,750.94 243,917.74 14,400 0.2275
8 307,656.62 244,033.05 14,400 0.2068
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7 Conclusion

In this paper, we address the novel problem of consolidating residual volumes
in a parcel service provider’s long-haul transportation network. As opposed to
most models in literature, we chose a fixed cost based approach to model the
transportation costs, in order to take into account the peculiarity of the consol-
idation of residual volumes. We formulated a mixed integer linear problem to
locate the hub nodes, allocate the non-hub nodes to the hubs and determine the
number of swap bodies required on every arc of the network.

The proposed model was implemented evaluated by solving artificial test
instances. Numerical results indicated that the model is very difficult to solve for
realistically sized artificial instances, even though results for real-world instances
however are very encouraging. Since the proposed model’s LP relaxation proved
to be quite weak, we introduced different valid inequalities in order to improve
the lower bound. Additional computational results however showed that the
achieved improvement of the lower bound does not translate into better solutions.

Since the problem studied in this paper is very difficult to solve, we will
consider more efficient model formulations and solution techniques to obtain
better solutions. Also, the present model does not consider transportation times
and time-related constraints required to give a more accurate picture of the
underlying real-world problem. These will be included in future work.
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Abstract. Bundling freight flows are significant important in intermodal trans-
port, as all stakeholders involved, e.g. infrastructure owners and transport  
providers have to find the best solution to meet the transport demand with rea-
sonable cost. Therefore, consolidation and spilt of the freight are inevitable dur-
ing the transport. As a result, extensive operations must be performed to ensure 
the exchange between freight flows. The aim of this paper is to give an inte-
grated perspective of the railway intermodal bundling operations. Key opera-
tions in bundling rail freight are addressed and discussed, literature in relevant 
area are classified according to the characteristic of operation. Finally, current 
trends and limitation in these topics are discussed. 

Keywords: Intermodal transport · Railway transport · Container terminal · 
Freight bundling 

1 Introduction 

Last year, approximately 40 million TEU containers were transported through Shang-
hai Port. Although the growth rate is slowing down these years, the containerized 
transport will keep increasing in the near future.  

As the container port could never be the origin or destination of any container, on-
going transport is needed in every container port. Thus, larger container port mean 
larger requirement for hinterland transport capacity. Intermodal transport may be a 
solution for reducing this pressure, as several transport segments can work collabora-
tively. The definition of intermodal transport can be found in many relevant litera-
tures, a most widely accepted one is that goods are transported in one and the same 
transport unit (e.g. a container) by a sequence of at least two different transport mod-
es. Intermodal transport can be seen as a particular type of multimodal transport, 
while through multimodal transport the transport unit is not necessarily to be the 
same. 

To improve the quality of intermodal transport, various problems in strategic, tac-
tical and operational levels have been addressed and studied. This paper will review 
the studies concerning rail freight bundling operations. Bundling is a broad concep-
tion involves several layers, starting with the consolidation of parcels onto a pallet 
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and going up to the bundling of a large number of containers onto a trunk line at sea 
or in the hinterland (Konings, 2008). In (Kreutzberger 2008), bundling is described as 
the process of transporting goods belonging to different flows in a common vehicle 
(like truck or train), load unit (like container) and/or shipment unit (like pallet) during 
part of their journey. 

In this paper, we focus on the consolidation of flows. Fig.1 shows some basic types 
of transport networks. When direct transport between origin and destination is not 
possible or not economical sufficient, freight flows are concentrated into a new flow 
or shifted into another transport mode. We consider the bundling related operations as 
the key actions in intermodal transport because these actions concentrate freight flows 
from separated transport segments into a better organized and more efficient transport 
mode. 

 

Fig. 1. Basic bundling networks 

On strategic level, bundling problems are related to infrastructure construction, 
which is aimed at providing access between different transport flows. As it is shown 
in Fig.1, different network can be used to connect the origin and destination and that 
will impact the transport time and cost. Then, tactical problems concern about how to 
use the infrastructure, such as when and where to concentrate or split the flows. 
Transport planners should find optimized routes in the network for their cargos. After 
these two levels of decisions, a bundling network is formed to process the intermodal 
transport commodity. To ensure the network working in an efficient way, operational 
problems are addressed to optimize bundling actions. 

However, to keep this paper in a reasonable length, restrictions are proposed  
follows  

• Transport modes considered in this paper include railway, road and water trans-
port; 

• Only containerized freight transport is taken into account; 
• Only operational problems are reviewed. 
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The aim of this paper is to give an integrated perspective of the railway intermodal 
operations. In order to highlight the characteristics of intermodal transport, essential 
components in separate systems are addressed, and the interface between components 
is examined throughout the process of rail intermodal transport.  

The area of multimodal and intermodal transport has been intensively studied in 
the last decade. (SteadieSeifi, Dellaert et al. 2014) present a classification of the stra-
tegic, tactical, and operational levels of planning in multimodal transport. (Macharis 
and Bontekoning 2004) review the applications of operational research in intermodal 
transport. An overview of railway-related intermodal transport can be found in (Caris, 
Macharis et al. 2008). 

This paper is organized as follows. In section 2, background information is given, 
and the intermodal rail transport network and terminals are introduced. In section 3, 
we discuss the operational problems in container terminals and railway yards. In sec-
tion 4, the paper is concluded with a summary and outlook identifying interesting and 
promising topics for future research. 

2 Intermodal Rail Transport Terminals 

Literally, bundling means combination of flows, therefore, specialized facilities are 
needed to perform the freight exchanges. In terms of intermodal transport, bundling 
operations can be recognized inside and between container terminals. Figure 2 shows 
a simplified railway network connecting Rotterdam port and inland container termin-
als. The basic components in a rail-related intermodal network are container terminal, 
railway shunting yard, rail line and siding. Container terminals can be seen as the 
connection between railway network and other transport sectors, large amounts of 
containers are moved on exchange operations carried out inside the terminal. Railway 
sidings and shunting yards are used to connect different rail lines, and then, bundling 
the rail cargo inside the railway system. 

 

Fig. 2. Schematic chart of railway network 
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Container terminals are the hubs where containers from deep sea port or road 
transport section can be transshipped to rail. Review about the container terminal can 
be found in (Voß, Stahlbock et al. 2004), (Günther and Kim 2006), (Stahlbock and 
Voß 2007), (Kim and Lee 2015). Usually, a train consists of several blocks, and each 
block is made up of a group of rail wagons or load units with same destination. Shunt-
ing (or marshalling, classification) operations are carried out in shunting (or marshal-
ling, classification) yards, aiming at rearranging the rail wagons or load units to form 
specific trains. Shunting yards differ with each other in terms of layout and facilities. 
Numerous researches have been carried out on this topic. See (Boysen, Fliedner et al. 
2012) for an exhaustive review of related operational problems and challenges. In a 
traditional way, both in gravity shunting yard or flat shunting yard, trains are split into 
blocks, and sent to different tracks to form new trains. This problem is NP-hard, so 
researches usually try to find an approximate optimal solution by heuristics or simula-
tion. (Gatto, Maue et al. 2009) give a review on the traditional shunting process. 
(Dorda and Teichmann 2013) present a mathematical model and a simulation model 
of the freight trains shunting process. (Hauser and Maue 2010) develop and evaluate 
three algorithms for the railway shunting optimization problem. 

In this paper, the emphasis is put the emerging shunting yard equipped with cranes, 
which is a faster alternative to traditional shunting yard (Boysen, Jaehn et al. 2011, 
Boysen, Fliedner et al. 2013). When compared with the traditional shunting process, 
this kind of shunting shows higher efficiency due to higher container moving speed, 
less operations related to split and regrouping the wagons and more parallel opera-
tions, etc. 

Despite of the difference in layout and facilities applied, a common function is 
achieved in the container terminals: interconnection. The terminals provide interface 
to transship freights from different transport segments, which means container ter-
minals ensure the possibility to connect different modes, while shunting yards provide 
the exchange access between different vehicles or trains.  

3 Bundling Operations 

As mentioned above, in order to consolidate the cargo flows, variety of operations is 
carried out in the sea terminal and rail terminals, which makes it a complex system. 
However, as it is shown in Fig.3, two basic operations can be found in these system. 
Fig.3.i shows the container transfer between flows/subsystems which are directly 
connected by cranes, while Fig.3.ii shows when flows/subsystems are not directly 
linked, an extra transport cycle is needed. It is worth noting that this transport cycle is 
not a long haul transport, which means it is only performed inside the port area.  
Therefore, in this article, only two types of operations are addressed: 

• Handling container, including loading/unloading to/from vessels or trains and 
shunting operations; 

• Moving container, including quayside transport and inter terminal transport. 
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Fig. 3. Basic bundling operations  

3.1 Handling Containers 

Handling operations are essential in (un)loading, transshipment and sometimes in 
shunting process. Outbound containers are usually transported to the stack block by 
extern vehicle. After a certain period of storage, the containers will be sent to train or 
vessel by intern trucks and then loaded according to the loading plan, vice versa. And 
shunting usually carried out within storage area or railway shunting yard. Actually, 
both of the two operations can be seen as the container being moved between two 
systems using crane. When the connected systems stay static, the handling problem 
concerns about the movement of cranes. But when one of the connected systems turns 
out to be dynamic, the synchronization problem should be taken into account. There-
fore, the handling can be seen as a crane scheduling problem, the following decisions 
should be made: 

1. Decide on storage positions of containers handled by split moves. 
2. Assign each intern truck a parking position. 
3. Determine the positions of containers on trains/vessels. 
4. Assign container moves to cranes. 
5. Determine the sequence of container moves per crane. 

The objective of crane scheduling could be minimization of the makespan for  
serving a given set of vehicles or containers, or maximization the utilization of the 
cranes, vehicles or ships. 

Loading and Unloading 

When loading or unloading a set of containers, the maximal number of cranes can be 
used to serve a vessel of a train is usually given. And each crane can move the con-
tainer in a certain area, which means the moving area of crane should be determined. 
As shown in Figure 3, the loading and unloading problem can be seen as scheduling 
the crane movement to exchange containers between storage area, truck and 
train/vessel. 
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Fig. 4. Schematic representation of a rail–road transshipment yard (Boysen, Fliedner et al. 
2013) 

Most existing literature use mixed-integer programming (MIP) model to describe 
the loading and unload process. Each handling operation is split into several tasks, 
such as lift and drop off, and assigned to crane movements. When making a train 
loading plan, decision problem 3 is important because the type of wagon will impact 
the load capacity and load configuration, while it is less of an issue when loading a 
vessel. 

Table 1. Summary of literature on crane scheduling 

Reference Terminal Decision 
problem 

Model 

(Kim and Park 2004) Sea-Road 4, 5 MIP 
(Bierwirth and Meisel 2009) Sea-Road 4, 5 MIP 
(Contu, ebbraro et al. 2011) Sea-Road 2,4,5 Simulation 
(Han, Lu et al. 2010) Sea-Road 4, 5 MIP 
(Corry and Kozan 2006) Road-Rail 3 MIP 
(Corry and Kozan 2007) Road-Rail 3 MIP 
(Kozan 1997) Road-Rail 4 Simulation 
(Bruns and Knust 2010) Road-Rail 3 MIP 
(Froyland, Koch et al. 2007) Sea-Road-Rail 1, 2, 3 MIP 

 
A trend in crane scheduling is model the crane working combined with berth allo-

cation, vehicle routing or storage planning. (Han, Lu et al. 2010) take berth allocation 
into account when scheduling the quayside cranes. (Lee, Cao et al. 2009) present an 
integer programming model in which yard truck scheduling and storage allocation 
problems are formulated as a whole for heterogeneous import containers. (Chen, 
Langevin et al. 2013) study the interactions between crane handling and truck trans-
portation in a maritime container terminal by addressing them simultaneously.  
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Besides, various types of handling equipment other than crane have been studied, 
(Li and Wang 2008) use a simulation based algorithm to find the optimal deployment 
of forklifts and container truck when (un)loading container trains. (Anghinolfi, 
Paolucci et al. 2011) propose a planning procedure for serving freight transportation 
requests in a railway network with horizontal handling equipment. A 0–1 linear pro-
gramming is applied to find the optimal assignment of each container to a train se-
quence and to a specific wagon for each train in the sequence. The authors use a pre-
analysis to compute all possible sequences of trains available for serving each order. 
Based on that, the cost is generated and then used in the objective function. Later, 
(D.Anghinolf, Caballini et al. 2014) study the same handling system and present a 
multi-objective problem that maximize the train loading as well as minimize the 
number of pin changes. Shunting or transship operations faces the problem of in a 
different way. 

Other related research including (Kim and Hong 2006) and (Caserta, Voß et al. 
2009) study the blocks relocation problem, a branch-and-bound algorithm is used by 
the former paper and the later one uses a metaheuristic method. 

Shunt Containers with Crane 

Shunting containers is another important topic in rail terminal operation. Containers 
from different origin should be sorted and loaded on the corresponding trains. Al-
though a lot of intermodal containers are transported by direct train, which means the 
train will reach the destination without be shunted, shunting trains still remain  
unavoidable in most cases.  

When modelling a shunting process with cranes, a new decision problem arises: 

6. How to determine the sequence to enter the shunting yards?  

 

Fig. 5. Schematic representation of a rail–rail transshipment yard (Boysen, Fliedner et al. 2013) 

From Figure 4 we can find that a limited number of tracks are crossed by cranes, 
where trains are dragged in for shunting. Since each container has its target train to be 
loaded, if the target train is not available, the container will be placed on the storage 
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area, which requires extra movement for the handling resource. Another situation is 
that when the container is not available for a train, the train may be forced to leave the 
shunting yard and return after the container is ready. 

To solve this problem, (Boysen, Jaehn et al. 2011) propose mathematics model 
aimed at minimizing the weighted linear combination of extra movement of cranes 
and train. In that paper, trains processed in parallel track at same time are described as 
in the same service slot, then, trains are assigned to different service slots. In (Boysen, 
Jaehn et al. 2010), the author consider an extended problem, another objective con-
cerns the delay of containers is added to the model. (González, Ponce et al. 2008) 
present a study based on a terminal where containers from Spanish and French trains 
are exchanged. Because the lack of storage area, the container should be placed on the 
target wagon, or be placed on a contiguous wagon. Another study about storage con-
strains can be found in (Bostel and Dejax 1998). The authors present four models with 
and without explicit storage constraint in loading and shunting operations. The mod-
els are 0-1 integer programming and heuristics are developed to solve the problems. 
In terms of handling equipment and working process, shunting with crane is similar to 
loading and unloading operation, which means similar methods can be shared in these 
two problems. (Boysen, Fliedner et al. 2010) use a dynamic programming model in 
shunting yard with a sorter. A similar model is used in loading planning.  

3.2 Moving Containers 

This section concerns about the containers’ movement inside and between terminals. 
Since the type of terminals could be different, transport methods used to connect these 
terminals can be road vehicles, rail vehicles or barges. In this section, two types of 
transport will be discussed, namely quayside transport and inter terminal transport. 
See (Voß, Stahlbock et al. 2004) for a detailed review for vehicle routing in container 
terminal. 

Quayside Transport 

After being discharged from the vessel, the container should be placed on a vehicle 
and then transported to storage area. This is the so called quayside transport. As men-
tioned in previous section, when crane are used as connection between dynamic sys-
tems, synchronization problem should be taken into consideration. That is why dis-
patching quayside vehicle and scheduling crane should be studied integrated. Study 
like (Chen, Langevin et al. 2013) formulate the problem using a constraint program-
ming model. A similar research can be seen in (Lee, Cao et al. 2009), the authors 
propose an integer programming model in which yard truck scheduling and storage 
allocation problems are formulated as a whole for heterogeneous import containers. 

Within the topic of vehicle dispatching, parameters such as the set of containers to 
move, the ready time of each container, the fleet size and configuration are given, the 
travel time can be calculated through the route, and the objective could be the minimiza-
tion of delay or the minimization of generalized cost. See (Grunow, Günther et al. 2006) 
for an exhaustive review, including on-line and off-line dispatching strategies. 
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(Nguyen and Kim) study the dispatching decision making problem by proposing a 
heuristic method. In that system, when an automated guided vehicle becoming idle, 
the dispatching heuristic will be triggered, then a new task will be assigned to the 
vehicle. Similar research can be found in (Lee, Chew et al. 2010) and (Kim and Bae 
2004).  

 

Fig. 6. Bundling operations 

Inter Terminal Transport (ITT) 

ITT related to the container movement between terminals in a port area. In terms of 
intermodal transport, ITT ensures the possibility to bundling freight from other trans-
port modes, e.g., recall the network in Fig 2, shunting scheme for RSC Rotterdam is 
party depends on the reliability of ITT connection with upstream terminals like Eu-
romax and ECT. Although inter terminal transport is quite common in real word, the 
amount of research focus on this topic is relatively rare. 

(Ottjes, Veeke et al. 2007) develop a simulation model for the Maasvlakte termin-
als, and the traffic flow between the terminals tested. (Tierney, Voß et al. 2014) pro-
pose the first fully defined mathematical model using a time-space graph, and the 
objective is to minimize the lateness of container delivery. In the time-space graph, 
terminals and intersections are represented by nodes, and the connections are 
represented by weighted arcs. To reflect loading/unloading time in real word, long-
term nodes and long-term arcs are introduced. LT (long-term) nodes are copies of the 
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terminal nodes and LT arcs connect a node to its LT counterpart. Based on the graph, 
the authors present an integer programming model to solve the ITT problem. Then, 
(Nieuwkoop, Corman et al. 2014) develop the time-space model to find an optimal 
vehicle configuration with minimized delays. (Schroer, Corman et al. 2014) test 4 
different ITT vehicle configurations using a discrete event simulation mode. 

4 Conclusion 

In this paper, literature on operation problems related to intermodal rail freight bun-
dling are reviewed and classified. Specifically, handling and moving containers inside 
and between container terminals are discussed respectively. 

With the common goal to improve the quality of intermodal rail transport, the re-
viewed researches spread over the entire process of intermodal transport. Therefore, 
the aim of bundling actions is minimize the generalized cost and/or the makespan. 
Some trends from the existing research are addressed as follows. 

• Synchronization problems receive more and more attention.  

With the development of containerization, facilities used in different terminals are be-
coming increasingly uniformed. That makes it possible to connect the terminals physical-
ly as well as theoretically. For instance, the similar formulation method for crane sche-
duling can be used in ship (un)loading, stacking block classification, train (un)loading 
and railway shunting. As a consequence, a trend can be found in terminal operation study 
is that more and more integrated models are presented. The quayside cranes are usually 
scheduled with berth allocation, vehicle dispatching and/or storage plan.  

• A wider range of equipment is taken into consideration. 

The expansion of terminals makes the transport chain inside more complex while 
more equipment and operations are involved. For both evaluation and planning rea-
son, different configurations of equipment are tested in optimization and simulation 
models. 

Although a considerable number of research have been done in this area, the fol-
lowing problems should be further investigated: 

Without doubt, people increasingly attach importance to the synchronization prob-
lems, however, this kind of operations can be found inside the terminal. A macroscop-
ic connection can be seen in Figure 5, the sea terminal operations are connected to 
ship planning process, and the rail terminal operations will impact the railway net-
work management. In terms of railway freight transport, bundling operations should 
be organized in a network perspective. 

ITT is an important research area as it is closely related to the freight bundling, de-
lay in ITT will result in disturbance for downstream systems. More detailed control 
and evaluate method should be developed, with modern information system, the real-
time dispatching for ITT will provide a better connection between terminals. Fur-
thermore, the ITT should be studied combined with loading and storage plan making. 
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Through an integrated modelling or simulation, the connected terminals can be opti-
mized at the same time. 

In terms of algorithm, branch and bound algorithm and local search are the most 
commonly used method to solve the MIP. Since the complexity increases with the 
scale of the problem, these algorithms should be developed. On the other hand, other 
algorithms should be studied and evaluated to find more powerful method. 

Robustness of the bundling operation could be a promising research area, which 
means the operation plan, e.g., loading plan and shunting scheme, should be capable 
of absorbing, as much as possible, disturbances in upstream systems. The disturbance 
in bundling operation could be break downs of the facilities as well as unexpected 
freight flow. The term of unexpected freight flow can be a very large or small flow, 
which may be a result of peaks in arriving, failure in ITT and etc. Thus, the bundling 
operation should be resistant against these disturbances. 
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Abstract. Recent and future technology development make intelligent
transport systems a reality in contemporary societies leading to a higher
quality, performance, and safety in transportation systems. In a big data
era, however, efficient information technology infrastructures are neces-
sary to support real-time applications efficiently. In this paper, we review
different control structures based on model predictive control and embed
them in cloud infrastructures. We especially focus on conceptual ideas
for intelligent road transportation and explain how the proposed cloud-
based system can be used for parallel and scalable computing supporting
real-time decision making based on large volumes and a variety of data
from different sources. As such, the paper provides a novel approach for
applying data-driven intelligent transport systems that utilize scalable
and cost-efficient cloud infrastructures based on model predictive con-
trol structures.

Keywords: Intelligent transport systems · Cloud computing · Big
data · Model predictive control

1 Introduction

In the last decade, the development of highly accessible, efficient, and scalable
cloud infrastructures has paved the way for processing large quantities of data
within tolerable computational time based on available information technol-
ogy (IT) and techniques such as those from machine learning, signal processing,
and data mining. According to Zhang et al. [35], the growing amount of collected
data from a variety of sources can potentially lead to a revolution in the devel-
opment of data-driven intelligent transportation systems (ITS). A data-driven
ITS consists of different subcomponents like advanced traffic control systems and
public transportation systems, which need to disseminate information processed
from large amounts of structured, semi-structured, and unstructured data. This
builds the basis for an intelligent transformation of measurements into plausible
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actions for individual entities considering the current properties and dynamics
of transportation systems in order to improve the overall quality, performance,
and safety. In this context, a control structure represents a general concept to
describe a system of control agents used to exchange data, make decisions, and
choose corresponding actions in a transportation network [31]. Model predic-
tive control (MPC) is a particular useful control methodology for dynamic and
complex systems, allowing in principle to use all available information [31]. How-
ever, the increased availability of information, possibly required cooperation, and
negotiation between control agents may lead to high computational times [31]
obstructing the application of real-time decision support. As a result, the trans-
formation from conventional technology-driven ITS into a more multisource and
multifunctional data-driven ITS must go hand in hand with the development
of appropriate IT infrastructures and learning algorithms that support efficient
control structures and control methodologies. That is, modern data-driven ITS
aim to combine various data from different sources and apply efficient learning
and optimization algorithms for achieving a higher visibility and an enhanced
decision support. Especially in the big data era, an efficient collection and pro-
cessing of large amounts of data will play a key role in ITS [35].

In this paper, we propose a framework to adopt multi-agent single-layer and
multi-layer control structures [31] in a cloud environment in order to support
large scale data-driven ITS based on MPC algorithms. To the best of our knowl-
edge, the paper presents the first approach of utilizing the scalable nature of
cloud environments for implementing high performance data-driven ITS. We
see a lot of application potential for data-driven ITS in the domain of mar-
itime shipping and especially in port areas such as with respect to inter-terminal
transport (ITT) operations (see, e.g., [12,32,33]), which are highly affected by
massive traffic volumes, traffic congestions, and pollution. Therefore, we discuss
the contribution of cloud-based data-driven ITS to establish intelligent transport
infrastructures and to enable smart traffic management and control. While MPC
has been applied in the literature to manage cloud environments, such as with
respect to dynamic resource allocation [36], research on cloud-based implemen-
tations of MPC structures does not exist so far. In this context, we discuss how
computational requirements given by MPC structures can be efficiently satisfied
in terms of costs and service quality.

The remainder of this paper is organized as follows. An overview on the pur-
pose and application of ITS is given in Section 2, in particular focusing on port
areas. In Section 3, we explain the use of MPC, control structures and cloud com-
puting. The proposed framework and relevant components for MPC multi-agent
single-layer and multi-layer control structures are presented in Section 4. More-
over, the section identifies basic requirements and specifies potential benefits of
a cloud adoption. This includes a review of existing works aiming to combine
ITS and cloud computing. Finally, conclusions and an outlook regarding future
research are outlined in Section 5.



466 L. Heilig et al.

2 Intelligent Transportation Systems

Providing accurate traffic information and controlling traffic flows is considered
as a major challenge for the involved public institutions and private companies
leading to the rapid growth of ITS [13]. An ITS integrates advanced informa-
tion and communication technologies as well as decision analytics to establish a
real-time holistic and accurate transportation management system. The devel-
opment of ITS varies among countries (see, e.g., [2]), but generally aims to
control congestion, increase safety and mobility, and enhance the productivity
and effectiveness of the transportation of persons and freight [10]. Obviously, the
development of ITS is, to a large extent, linked to the development of advanced
information and communication technologies. Underlying technologies are, for
instance, global positioning systems (GPS), vehicular ad hoc networks (VANET)
[22], wireless sensor networks (WSN), electronic road signs, video vehicle detec-
tion, and mobile phone technologies. In this sense, massive amounts of data may
need to be integrated to get a holistic view on the current situation, to pre-
dict the behaviour of individuals, and to apply control mechanisms in order to
achieve a preferable behaviour. This requires advanced methodologies and tech-
niques for collecting, combining, and processing of data to gain information and
knowledge for supporting decision making. In this context, El Faouzi et al. [13]
provide a survey on data fusion techniques used to combine data from multiple
sources in order to reach a better inference such as for advanced driver assis-
tance, automatic incident detection/prevention, and traffic forecasting. Relevant
data sources as well as some relevant technologies and processing/learning tech-
niques are depicted in Fig. 1. Several applications can be implemented based on
learning and optimization techniques such as real-time traffic control and driver
assistant systems that support different actors and actuators in taking the right
decisions. While ITS developments were primarily hardware-driven in the early
days, today a main driver for the further development of ITS are mathematical
models and decision-support systems as well as appropriate IT infrastructures
and software components that support those systems [10].

Especially in port areas, the implementation of ITS becomes increasingly
important for improving intermodal freight transports. It is increasingly difficult
to further extend the transport capacity and improve the transport reliability, in

Fig. 1. Multisource and multifunctional data-driven ITS
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particular under the constraints, uncertainties, and high degrees of complexity
in which ports operate [19]. These conditions are further impacted by increasing
trade volumes and larger vessels, changing production patterns, and growing
transport volumes in urban areas surrounding the port, leading to traffic con-
gestion, accidents, and environmental pollution [15,19]. An ITS could help to
collect data from involved actors (e.g., terminal operators, drayage companies),
combine it with external data (e.g., traffic control systems, weather forecast-
ing) and apply decision analytics methods in order to increase the capacity of
port transport networks and to improve hinterland connectivity. Thereby, port
operators gain important information such as related to traffic patterns and are
able to adopt operations and provide context-aware services to involved actors.
This may include the prediction of travel times, electronic road tolling, vehicle
location and advanced driver assistance to better control the flow of drayage
trucks and other transportation means and to provide value-added services such
as an online booking of available parking spaces. Moreover, it builds a foundation
for fully automated transport with intelligent vehicles [27]. For port operators,
cargo-related traffic data is further important to evaluate the performance of
truck movements, to identify bottlenecks, and to determine the frequency, costs
and environmental burden of recurring events, such as traffic congestion and/or
accidents. Consequently, an ITS could not only be used to support operational
decisions, but also tactical and strategic decisions such as related to investments
in port equipment and infrastructure. In the port area, this is especially impor-
tant for ITT operations (see, e.g., [12,32,33]), where intermodal freight transport
activities carried out by multiple actors have to be coordinated between port
facilities given internal data sources (e.g., position of trucks, container arrival)
and external data sources (e.g., traffic situation, weather).

3 Model Predictive Control

MPC is an online optimization-based control approach that minimizes an objec-
tive function subject to constraints [28]. The idea is to construct models that
describe the behaviour of transport networks and make predictions over a cer-
tain prediction horizon based on an ongoing measurement of the current state
using sensor technology. Given those predictions, an MPC control agent deter-
mines at discrete control steps the actions to be chosen in order to obtain the
best performance, such as in terms of costs, by solving a respective optimization
problem considering desired goals, existing constraints, environmental factors,
and existing forecast information [28]. The solution can be implemented by using
actuators or based on information exchange among involved actors. However, the
on-going data-intensive optimization carried out by multiple MPC control agents
results in considerable computational requirements. The complexity is increased
by the number of MPC control agents and by considering various sources of
structured, semi-structured, and non-structured data (e.g., visual data, etc.)
that need to be transformed and processed quickly. Consequently, not only a
proper choice of an optimization technique is important for achieving real-time



468 L. Heilig et al.

decision support [34], but also an efficient IT infrastructure supporting those
computations.

In the recent two decades, several MPC approaches being applied in traf-
fic networks have been proposed in the literature. Hegyi et al. [16] propose
an adaptive MPC approach to optimally coordinate variable speed limits and
ramp metering in order to reduce congestion. Karimi et al. [21] present an
integrated approach for dynamic route guidance and ramp metering control.
Negenborn et al. [30] outline a framework for modeling a transportation net-
work into subsystems and apply multi-agent MPC to control the overall net-
work. In [29], the work is extended by proposing a serial scheme to improve the
coordination between agents. Simulation experiments show preferable properties
of the serial coordination scheme compared to existing parallel schemes. Baskar
et al. [4] propose an MPC approach to determine appropriate speed limits and
lane allocations for a platoon of intelligent vehicles that communicate with road-
side controllers. Zegeye et al. [34] evaluate an MPC control strategy for traffic
and emission control. In this context, the authors also point out the extensive
computational requirements of MPC optimizations. A related work of Frejo and
Camacho [14] compares global and local MPC algorithms in a traffic network
managed by ITS signals to control ramp metering and variable speed limits. In
summary, recent works show that there are a lot of application potentials and
challenges for managing and controlling traffic networks that are dependent on
an efficient IT infrastructure.

In particular in large geographically distributed systems, as found in port
traffic networks (see, e.g., [28]), consisting of a network of dynamically coupled
sub-systems equipped with sensors and actuators, a multi-agent MPC approach
becomes attractive whereby a network of control agents (CAs) solves a set of
coupled sub-problems [8,26]. That is, CAs control small subnetworks of the net-
work, measure the state by accessing corresponding sensors and actuators, and
aim to improve the behaviour of these subnetworks by considering constraints
and costs in their decisions as well as the evolution of the subnetworks connected
to their subnetwork with the aim of optimizing the overall network performance
[31]. For a detailed overview on MPC the reader is referred to [7,25].

A control structure defines the communication and interaction between con-
trol agents. A single-agent control structure exists when only one CA controls
the whole network. Although this may lead to optimal solutions, the compu-
tational effort can be significantly high depending on the size and complexity
of the overall network. Consequently, the use of multi-agent control structures
enables the parallelization of computations by decomposing the overall system
into smaller parts that are easier to solve. That being said, the selection of sub-
networks and the respective number and computing capacity of CAs, besides
the selected solution approach, has a significant impact on the performance of
MPC in terms of computational time and solution quality. As more and more
objects are equipped with sensors and actuators, such as vehicles and road infras-
tructure, it becomes increasingly challenging to store and process corresponding
large amounts of data and find appropriate traffic strategies efficiently. Further,
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the amount of data can be characterized by huge fluctuations. Therefore, a static
control structure with a fixed number of CAs does not seem appropriate. Instead,
a dynamic structure would allow to extend and downsize the network according
to the current workload. The latter implies that the size of subnetworks can
be dynamically readjusted. During peak times, for instance, the number of CAs
that constitute the control structure could be increased to allow a decomposition
of the overall network into even smaller parts. Vice versa, the control structure
might be reduced down to a single-agent control structure during off-peak times.
Note that information exchange constraints may require a minimum number of
control agents to be deployed so that it is not always possible to use a single-
agent control structure. Further, the computational requirements of CAs might
also vary depending on the size of the subnetworks and the current workload,
which is usually not equally divided between CAs. A traditional IT infrastruc-
ture, which is necessary to host CAs, cannot be efficiently aligned to the actual
demand and consequently is under and/or over-provisioned, meaning that it
cannot cope with demand peaks or is not fully utilized and costly, respectively.
Consequently, the potential performance benefits of dynamic control structures
must be supported by flexible IT infrastructures not only for economical reasons,
but also to be prepared to meet future big data challenges.

Fig. 2. Cloud-based MPC control structure

A flexible use of computing resources and services is offered by cloud service
providers. Cloud computing represents a novel paradigm of providing virtualized
computing resources and services through a network [3]. While providers of these
resources and services aim to achieve economies of scale and cost reductions by
optimizing resource utilization and energy consumption under consideration of
guaranteed quality levels, consumers are mostly attracted by on-demand use
options, scalability, flexible pricing schemes, and high degree of automation.
The relevant service categories are: Infrastructure as a Service (IaaS), Platform
as a Service (PaaS), and Software as a Service (SaaS). For a detailed overview
on cloud computing the reader is referred to [3,17]. As depicted in Fig. 2, the
adoption of a cloud solution shall support an efficient measurement and control of
large scale physical networks based on the application of the MPC methodology.
That is, cloud resources are provisioned on the IaaS layer in an on-demand
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fashion by considering the computational requirements of MPC control agents.
Based on the implementation of the MPC control structure and other relevant
services, such as for collecting traffic information, application services providing
tools for collaboration and decision support can be implemented on the SaaS
layer. In this regard, cloud consumers can be divided into two main groups:
a group of people purchasing and provisioning cloud resources to implement
application and decision support services, and a group of decision makers and
actors that uses applications and decision support services on the SaaS layer to
enhance logistics/traffic operations and collaboration.

4 Cloud-Based Multi-agent MPC Control Structures

Before the implementation of flexible multi-agent single-layer and multi-layer
MPC control structures is further explained in Section 4.1 and Section 4.2,
respectively, we describe characteristics of the overall cloud solution and pro-
vide an overview on related literature aiming to combine ITS and cloud com-
puting. Regarding the above mentioned application scenarios for flexible control
structure, we basically identify three essential requirements for IT-enabled MPC
infrastructures.

1. Horizontal and vertical scalability : The number of computing nodes hosting
CAs as well as the computing capacity (e.g., in terms of processor, memory,
storage) need to be adjusted to the actual demand of applications in order
to maintain performance during peak times and to reduce expenses at off-
peak times. In our context, peak times may result from a large number of
optimization jobs from multiple control agents at the same time or if the
amount of data to be processed is considerably large and complex.

2. Communication performance: The communication bandwidth between CAs
needs to be sufficient in order to support interactions such as cooperation
and negotiation in real-time. Further, a stable network connecting sensors
and actuators must be guaranteed.

3. Costs: The overall IT infrastructure needs to be cost-efficient while consider-
ing computational requirements and the utilization of computing resources.

Cloud IaaS offerings provide the highest autonomy and allow to flexibly con-
figure and deploy computing resources, such as servers and storage systems, for
building complete virtual IT infrastructures. Thereby, a dynamic control network
can be implemented by hosting involved CAs on a set of interconnected virtual
machines (VMs). CA applications may have different requirements, such as with
regard to middleware. In [20], we propose an approach to automate and stan-
dardize the individual provisioning and deployment of highly scalable applica-
tions. Even more importantly, however, are the scaling options and corresponding
usage-based pricing schemes of IaaS commercial offerings. Auto-scaling mecha-
nisms, which automatically adopt the underlying cloud infrastructure according
to current demand, support both horizontal and vertical scaling. The selection of
cloud resources is not only dependent on the physical network to be controlled,
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but also on individual preferences on computational time and costs. Cloud ser-
vice providers offer a variety of VM types that have a price per time unit and
are characterized by their computing capacities in terms of processor, mem-
ory, and bandwidth capacity. In this context, we present a mathematical model
and biased random-key genetic algorithm for decision support for selecting those
cloud-based computing resources in [18]. Thus, individual requirements of control
agents and individual preferences of decision makers in terms of costs and per-
formance can be considered by the selection of appropriate computing resources
that are dynamically adopted with regard to the actual demand. Our previous
studies build a foundation for the implementation of preference-dependent and
flexible cloud infrastructures supporting MPC control structures. A cloud-based
infrastructure further builds the basis for PaaS, SaaS and mobile applications.
Thus, a standard cloud-based development environment allows a unified imple-
mentation of additional means for traffic management that process and integrate
the data as well as the allocation and distribution of gained information to cer-
tain decision makers and actors being involved in traffic networks. Due to the
accessibility of a cloud solution, hardware systems and actors are able to com-
municate with the cloud environment from everywhere.

The use of cloud computing is also discussed in other works on ITS.
Li et al. [24] propose a cloud-based traffic management system. However, the app-
roachdescribes technologies used indifferent technology layers rather than explain-
ing the actual distributed processing of data in the proposed traffic management
system. In another work, the authors present an explicit approach to process float-
ing car data for urban traffic surveillance with efficient BigTable1 data manage-
ment techniques and a MapReduce2 implementation [23]. Alazawi et al. [1] propose
a cloud-based disaster emergency response system based on VANET and mobile
technologies. A similar but rather generic approach is presented in [6] facilitating
VANET technologies and different communication technologies to combine cloud
computing with ITS. It is surprising that the utilization of scalability options is
not thematized in recent works nor the implementation of concrete mathemati-
cal methods to decompose optimization problems and parallelize computations.
To handle large amounts of data and control complex systems in the future, how-
ever, it is important to propose novel approaches that consider concrete methods
and scalability options. With our approach, we aim to trigger more research in this
direction.

In this context, a multi-agent structure builds an essential basis for the par-
allelization of MPC computations in cloud environments. Each cloud-based CA
implements an MPC algorithm to determine its actions in each control cycle.
The MPC algorithm firstly measures the current state of the network by using
advanced technologies such as GPS, video systems, laser radar, mobile cellu-
lar networks, ultrasonic and meterological sensors (see, e.g., [35]). Given this

1 Refers to a high performance distributed storage system for managing structured data
[9].

2 Refers to a programming model that enables fast and simple data processing on large
computing clusters [11].
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Fig. 3. Cloud-based multi-agent single-layer MPC

data, the actions that optimize the performance over the prediction horizon are
determined by considering the dynamics of the whole network over the prediction
horizon and constraints, such as in terms of actuator capabilities and initial state
at the beginning of the cycle [31]. As indicated, the MPC optimization problem
can be parallelized by decomposing the problem (e.g., by decoupling constraints,
relaxing some of the state-update equations). That is, individual actions for sub-
systems are determined by corresponding CAs that solve a decomposed problem
and use a coordination step in each iteration to consider the dynamics of other
subnetworks. Consequently, different decomposition techniques shall be available
in the proposed framework (see [26]). A temporal Lagrangian decomposition, for
instance, is used in [5] to decompose an MPC optimization problem of a power
system. The decomposition of transport-related MPC optimization problems
need to be further studied. In the following, we discuss how parallelized MPC
computations are supported by cloud technologies.

4.1 Multi-agent Single-Layer MPC

In a cloud-based multi-agent single-layer control structure, each CA controls a
part of the overall physical network, as depicted in Fig. 3. As the evolution of the
subnetwork is influenced by other agents, a communication link between CAs
must exist to exchange information on the evolution of the interconnections.
Each CA is hosted on a VM equipped with appropriate processing, memory
and storage capacities that will be adopted based on its current computational
requirements and the size of the subnetwork. Vertical scaling allows a reduction
of computational time and thus support real-time decision making scenarios. The
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Fig. 4. Cloud-based multi-agent multi-layer MPC

amount of storage capacity corresponds to the amount of collected data and con-
sequently increases over time. A distributed storage system is used for efficiently
managing large amounts of data from different sources. Further, deployment pro-
cesses consider individual middleware requirements, for instance, based on the
used sensor and actuator technologies (see [20]).

To find actions that lead to an overall optimal performance, CAs deter-
mine actions in several iterations of local problem solving and coordination with
neighboring agents. The latter requires an efficient communication link between
neighboring agents. To reduce the latency or communication delays between
neighboring agents, it would be beneficial to host the VMs in the same location,
ideally on the same physical computing resource or in the same server rack,
which could be considered during the deployment of CA VMs corresponding to
the physical network interconnections.

Horizontal scaling and load balancing is used to distribute computations
among a network of VMs. The number of VMs must be determined based on
the structure and complexity of the observed physical network as well as on
individual preferences of decision makers in terms of cost and performance. A
low budget solution, for instance, may use fewer VMs or less equipped VMs
leading to a lower computational performance (see [18]). As the amount of data
from the subnetworks highly fluctuates, a load balancer and auto-scaling mech-
anism are used to reorganise the decomposition of the physical network and to
automatically assign virtual computing resources.
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4.2 Multi-agent Multi-layer MPC

Compared to a single-layer structure, a multi-layer MPC structure uses a CA in
a higher layer of the control structure to control the lower layer. The higher layer
CA may include additional penalty terms and/or constraints [31]. As depicted in
Fig. 4, a higher level CA is especially important when a communication between
CAs on the lower level is not desired. Other implementations of this control
structure are possible, for instance, with multiple higher layer agents allocated
to a set of subnetworks. As described for the single-layer structure, this opens
up further possibilities to implement a highly scalable MPC infrastructure.

5 Conclusions and Future Research

Advanced technologies and a growing volume and variety of data may lead to
a revolution in the development of data-driven ITS, but will also require effi-
cient IT infrastructures in terms of costs and performance. In this paper, we
propose a framework for a cloud-based ITS using model predictive control with
a flexible size of subnetworks in order to scale computations based on a decom-
position technique. The main purpose of the cloud-based ITS is to control large
geographically distributed systems such as traffic networks. Nevertheless, the
cloud-based system can be extended by additional functionality on the PaaS and
SaaS layer, for instance, to support the allocation and distribution of information
among actors being involved in transport operations. We explain the benefits of
a cloud solution, especially for multi-agent single-layer and multi-layer MPC
control structures, in terms of horizontal and vertical scalability, communication
performance, and costs. More importantly, the paper presents incipient stages of
utilizing scalability options of cloud infrastructures for parallel computing and
storage of large amounts of data supporting real-time decision making in a big
data era. So far, this important aspect has not been considered in recent works
and consequently requires further research. To further evaluate our approach,
we strive to perform simulations with realistic data and a concrete implemen-
tation of an MPC optimization problem using a decomposition technique such
as Lagrangian decomposition. CloudSim, a framework for simulation of cloud
infrastructures, will be used to further evaluate the efficiency of our approach
by implementing it in a scalable cloud infrastructure.
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Abstract. Freight networks are more exposed to unforeseen events lead-
ing to delays compromising the delivery of cargo on time. Coopera-
tion among different parties present at freight networks are required to
accommodate the occurrence of delays. Cargo assignment to the available
transport capacity at the terminal is addressed using a Model Predictive
Control approach in this paper, taking into consideration the final des-
tination and the remaining time until due time of cargo. A cooperative
framework for transport providers and intermodal hubs is proposed in
this paper. The cooperation is based on information exchange regard-
ing the amount of cargo at risk of not reaching the destination on time.
The terminal searches for a faster connection at the terminal to allo-
cate the cargo at risk such that the final destination is reached on time.
The proposed heuristic is a step towards sustainable and synchromodal
transportation networks. Simulation experiments illustrate the validity
of these statements.

Keywords: Intermodal container terminals · Freight networks · Model
predictive control · Sustainable modal split

1 Introduction

Intermodal hubs are part of freight transportation networks whose main objec-
tive is to deliver cargo at the agreed time, and at the agreed location [1,2].
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Fig. 1. Intermodal freight network. Circles represent hubs and transport connections
are indicated by arrows.

The expected increase in transported container volume will cause the existent
infrastructure to reach its limits. In addition, the capacity of deep sea vessels has
grown from 1, 500 TEU in 1980 to about 20, 000 TEU at present. This increase
in vessel sizes leads to an increase in peak call sizes at terminals. Handling these
larger volumes of arriving load takes a significant amount of time and moreover
delays other terminal operations. As a consequence, transit times of containers
become more delayed. This on its turn affects the connecting transportation
means (barge, train and truck), which therefore have to face long waiting times
at terminals: in Rotterdam trucks may have to wait up to 6 hours and barges
have been reported to wait between 24 and up to 72 hours [3].

When looking into detail at the different economical actors present in freight
networks [4], from a control perspective, two main classes of actors appear: 1) the
hubs where cargo is stored and can face a transport modality switch towards the
final destination and 2) the transport operators which offer transport capacity
in different modalities between the existing hubs. Although all actors contribute
to the main objective each one has its own objectives and conflicting objectives
can be present. A freight network can be represented by a graph G = (V, E) [5]
where the nodes V represent intermodal hubs and the links E represent transport
connections made available by transport providers (Fig. 1). Cargo can be trans-
ported over freight networks according to the following paradigms: i) merchant
haulage in which the shipper or forwarder bears the responsibility; ii) carrier
haulage in which the transport provider organizes the transport; and iii) termi-
nal haulage in which the terminal co-determines the transport. Cargo associated
to merchant and carrier haulage waits at the terminal for some transport con-
nection to pick it up towards the final destination. The intermodal hub acts for
this type of cargo as a warehouse. For cargo in terminal haulage the terminal has
the capability to co-assign it to transport connections available at the terminal
in accordance to the delivery time and destination.

Cooperation methodologies can be developed at intermodal hubs for the ben-
efit of either the intermodal hub and the transport provider towards the so-called
synchromodal transportation [6]. In this work, freight network performance is
evaluated taking the client perspective; cargo should be delivered at the right
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time, on the agreed location in the agreed quantity. For the transport provider,
due to delays on connections, cargo can be at risk of not reaching the final des-
tination on time requiring a faster connection to respect due time. Sharing this
information with the hub, a suitable connection can be found using a larger set
of available connections. For the hub there will be an increase in the throughput
and the development of partnerships with transport providers.

A state-space model for cargo evolution over time at intermodal hubs is
proposed in this paper. The model follows closely the structural layout of the
intermodal hub, in terms of number of possible connections being served at the
hub at the same time. The sample time of the model can be chosen accordingly
to capture the meaningful arrival and departure pattern of transport connec-
tions at the hub, typically measured in hours. For that reason the model is
time-invariant and not time varying as in [7]. This makes the model suitable for
real-time decisions at the operational level. In particular, the model is used to
make predictions regarding over-due cargo. Based on this model, a framework
for cooperative relations between intermodal hubs and transport providers is
proposed in this paper. Cargo assignment at the hub is addressed using a Model
Predictive Control (MPC) approach. MPC has shown successful applications in
the process industry [8], and is now gaining increasing attention in fields like
supply chains [9], power networks [10], water distribution networks [11], and
freight networks [12]. Using mathematical models it is possible to make predic-
tions about the future behavior of cargo at intermodal hubs. In freight networks,
costs can be associated to flows and quantities of stored commodities. The MPC
controller can determine which actions have to be chosen in order to obtain the
best performance. At each time step the controller first obtains the current state
of the system it controls. Then, it formulates an optimization problem, using
the desired goals, existing constraints, disturbances and prediction information
if available.

This paper is organized as follows. Section 2 proposes a state-space model to
describe cargo evolution over time at intermodal hubs. Operations management
at intermodal hubs in respect to cargo assignment is addressed in Section 3.1.
The cooperative framework between intermodal hubs and transport providers
is proposed in Section 3.2. The performance of the proposed approach is tested
through numerical simulations in Section 4. In Section 5 conclusions are drawn
and future research topics are indicated.

2 Intermodal Hub Modeling

Intermodal hubs are part of freight networks and linked through connections
offered by transport providers (see Fig. 1). The amount of cargo at an intermodal
freight hub changes due to cargo arrivals and cargo departures. A cargo balance
at the hub is able to capture this behavior (see Fig. 2). An intermodal freight hub
can be a container terminal or a distribution center. In intermodal hubs, decisions
regarding cargo assignment to transport connections that will deliver the cargo
at a destination hub in a transport network depend on cargo properties. Common
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cargo properties are: destination, remaining time until due time, weight, volume,
dimension, safety hazard and temperature, among others. It is assumed that
cargo in intermodal hubs is categorized using three main properties:

�

�
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cargo arrival
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�� 
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Fig. 2. Cargo balance at an intermodal hub

Cargo Destination: nde is the number of available destinations in the freight
network of which the intermodal hub is part. As final destination it is con-
sidered the hub location close to the client, such that private information
regarding the client is protected. This is a fixed property;

Cargo Type: nct is the number of different cargo types at the hub, for exam-
ple, dry and liquid bulk (usually measured in tons), containers (measured
in TEU) and general cargo (measured in tons or volume). This is a fixed
property;

Remaining Time Until Due Time: ndt is used to include time as a distin-
guishing factor between cargo that has the same destination. ndt is the num-
ber of time steps until due time, Typically measured in hours. This is a time
varying property. For the sake of readability, from now on this property will
be mentioned as due time.

The number of fixed properties is given by nfp = nctnde. The complete set of
commodities is given by nfp, and for each commodity a distinction is made in
respect to due time.

The dynamics of an intermodal hub is captured using a state-space repre-
sentation in this paper. A state-space representation uses a state-space vector to
represent the state of the intermodal hub. At each time step k, the state-space
vector is updated according to the current state-space vector value, the cargo
assigned to transport connections, and the cargo arrivals over a time step. A
time step length can be chosen properly for each application, usually measured
in hours. With this model representation it is possible to create a prediction of
the cargo evolution over time at the hub. For each commodity i (i = 1, . . . , nfp)
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a state-space vector xi is defined. This vector is used for creating the hub state-
space vector x,

xi(k) =

⎡

⎢
⎢
⎢
⎢
⎢
⎢
⎣

xi1(k)
...

xij(k)
...

xindti (k)

⎤

⎥
⎥
⎥
⎥
⎥
⎥
⎦

,x(k) =

⎡

⎢
⎢
⎢
⎣

x1(k)
x2(k)

...
xnfp(k)

⎤

⎥
⎥
⎥
⎦

, (1)

where xij(k) represents the amount of cargo of commodity i and due time j at
time step k, ndti is the number of different due times considered for commodity i.
The state-space dimension is given by

nx =
nfp∑

i=1

ndti . (2)
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Fig. 3. Structural layout of a generic intermodal container terminal

The control action is the cargo assigned to different transport connections.
In contrast with [7], the proposed model follows the structural layout of the hub.
This means that the maximum number of transport connections at the terminal
is known. In the case of the intermodal terminal represented in Fig. 3, there are
a maximum of 5 transport connections available; two on barge modality, two
on train modality and one on truck modality. So, for each connection m at the
intermodal hub the cargo quantity uij that is going to be assigned per commodity
i and due time j is determined. The control action associated to connection m
is denoted by um, and all control actions per connection are merged to form the
intermodal hub control action vector u,
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um =

⎡

⎢
⎢
⎢
⎢
⎢
⎢
⎣

u11(k)
...

uij(k)
...

nnfpndt,fp(k)

⎤

⎥
⎥
⎥
⎥
⎥
⎥
⎦

, u =

⎡

⎢
⎢
⎢
⎣

u1(k)
u2(k)

...
unm(k)

⎤

⎥
⎥
⎥
⎦

, (3)

where nm is the number of available transport connections at the intermodal
hub, and ndt,fp = ndtnfp

is the number of due times for commodity nfp. For
each available connection there are nx decision variables. The control action
dimension is nu = nxnm. It is usual in freight networks to relate a due time
to cargo. If cargo is not delivered on-time then contractual penalties will be
triggered. Over-due cargo xod, defined as the amount of cargo of commodity i
that does not reach the final destination on time, can be used as an indicator of
client satisfaction and freight network performance. The increment on over-due
cargo for commodity i at each time step is the difference between the amount
of cargo of commodity i with a due time of one time step at the terminal and
the amount of cargo of commodity i with a due time of one time step assigned
to the transport connections

Δxod(k) = Adtx(k) − Bdtu(k), (4)

where the matrix pair Adt, Bdt is constant. The over-due cargo is

xod(k) =
k∑

i=1

Δxod(k). (5)

Consider the state-space vector for the over-due cargo over time:

xod(k) =

⎡

⎢
⎣

xod,1(k)
...

xod,nfp(k)

⎤

⎥
⎦ . (6)

The augmented state-space vector for the node is given by xag(k) =
[
xT(k) xT

od(k)
]T. The state-space model is based on cargo volume conservation

and on due time update and is given by

xag(k + 1) = Axag(k) + Buu(k) + Bdd(k) (7)
y(k) = xag(k) (8)

xag(k) ≥ 0, (9)

where y is the cargo amount per commodity, matrices A, Bu, and Bd are the
state-space matrices.
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3 Operations Management at Intermodal Hubs

Operations management at a hub is addressed using a MPC approach. The
solution to the optimization problem, formulated by the MPC controller, is an
optimal sequence of control actions over the prediction horizon that gives the
best predicted performance. The controller implements only the component cor-
responding to the first time step until the beginning of the next time step, in a
receding horizon fashion. At the next time step the MPC controller searches for
the solution of a new optimization problem, i.e., by obtaining new information
about the current state, available prediction information, and goals.

3.1 MPC Formulation Cargo Assignment at the Hub

The problem to solve is stated from the intermodal hub perspective as follows:
At each time step k, given a known transport capacity per transport modality

and destination, how should the existing cargo at the intermodal hub be assigned
to the transport capacity available, taking into account that:

1. cargo should be delivered on time at the agreed location and;
2. sustainable transport modalities are preferable options.

The intermodal hub dynamics are described by model (7)–(9). The cost func-
tion of the MPC controller is composed of two components:

Commodity and Due Time: different penalties can be introduced for the
combined pair commodity/due time,

fx(xag(k),u(k)) = qT
x (k) [xag(k) − Pxuu(k)] , (10)

where qT
x (k) is a time-varying penalty on the states to allow different prior-

ities over time and Pxu is the projection from the control action space into
the state space;

Transport Modality Used: different modalities can be distinguished accord-
ing to their environmental impact,

fm(u(k)) = qT
m(k)Pmuu(k), (11)

where qT
m(k) is a time-varying penalty on the connection to allow different

priorities over time and Pmu is the projection matrix from the control action-
space into the current connection space with dimension nm × nu.

For a prediction horizon Np the cost function is then defined as,

J(x̃ag,k, ũk) =
Np−1∑

l=0

fx(xag(k + l),u(k + l)) + fm(u(k + l)) (12)

where x̃ag,k is the vector composed of the state-space vectors for each time step
over the prediction horizon

[
xT
ag(k) , . . . , xT

ag(k + Np − 1)
]T

, and ũk is the vec-
tor composed of the control action vectors for each time step over the prediction
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horizon
[
uT(k) , . . . , uT(k + Np − 1)

]T. The MPC problem for a sustainable
transport modal split at the intermodal hub can now be stated as:

min
ũk

J(x̃ag,k, ũk) (13)

subject to xag(k + 1 + l) = Axag(k + l) + Buu(k + l) + Bdd(k + l) (14)
y(k + l) = xag(k + l), l = 0, . . . , Np − 1 (15)
xag(k + l) ≥ 0 (16)
u(k + l) ≥ 0 (17)
Pmuu(k + l) ≤ umax(k + l) (18)
Pxuu(k + l) ≤ xag(k + l) (19)
u(k + l) ≤ uadm(k + l) (20)

where umax is the available transport capacity with dimension nm, uadm contains
the maximum admissible cargo capacity for each commodity and due time for
all transport connections. Constraints (16)–(20) are introduced to represent the
assumptions made on the hub behavior: storage quantities are always positive
according to constraint (16); constraint (17) imposes that only loading opera-
tion is possible; the transport capacity per connection and schedule is bounded
through (18); control actions can only assign cargo available at the hub, which is
imposed by constraint (19); correct cargo assignment with respect to commodity
and due time is imposed using constraint (20).

3.2 Cooperation Between Hubs and Transport Provider

It is assumed that both the hub and transport providers are willing to coop-
erate: transport providers can reduce the amount of over-due cargo and the
hub increases the throughput. The cooperative relation between the hub and
transport providers is based on selective information exchange: i) the transport
provider p shares the amount of cargo at risk of not being delivered on time xp

ri

(per commodity and due time), after ii) the hub informs the transport provider
if a faster connection can be used at the hub to accommodate the transport
delay.

The transport provider whenever arriving at the terminal (or prior to the
arrival) announces:

– the available transport capacity per commodity according to the future
route;

– the unload operation demands;
– the amount of cargo that is in risk of not being delivered on-time to the final

destination.

The hub having access to updated information about the available transport
capacity and cargo at risk proceeds with the cooperative relation, which is com-
posed of two stages (see Algorithm 1):
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Algorithm 1. Cooperative relation between hub and transport provider
1: for k = 1 → kend do
2: transport connection p announces to the terminal:

i) available transport capacity
ii) unload operations demand
iii) cargo in danger of not being delivered on-time xp

ri

3: hub determines ũ0
k for problem (13)–(20) and the over-due cargo x̃0

od

4: hub sets accepted cargo x0
ac equal to cargo at risk xp

ri from the transport provider
5: if x0

ac > δmin then
6: hub sets l = 1
7: hub determines the optimal sequence ũl

k for problem (13)–(20) using xl−1
ac

8: hub determines the amount of over-due cargo x̃l
od

9: while (x̃l−1
ac > δmin) and (x̃0

od < x̃l
od) do

10: hub updates the amount of accepted cargo xl
ac using (21)

11: hub determines optimal sequence ũl+1
k for problem (13)–(20) using xl

ac

12: hub determines the amount of over-due cargo x̃l+1
od

13: l = l + 1
14: end while
15: end if
16: hub shares the accepted cargo xl−1

ac with the transport provider
17: disturbance d is updated in accordance to accepted cargo xl−1

ac

18: state of the hub x̃ag is updated using (7)–(9)
19: end for

first stage: solves the cargo assignment problem (13)–(20) for the cargo located
at the hub. From the optimal sequence ũ0

k the hub determines the amount
of over-due cargo x̃0

od using model (7)–(9) setting the over-due cargo to
zero. The value of x̃od is used as a performance measure. The hub starts
by accepting all cargo at risk from the transport provider, x0

ac = xp
ri, where

x0
ac is the initial accepted cargo by the hub. Whenever x0

ac is positive the
hub proceeds to the second stage looking for a connection to allocate the
accepted cargo.

second stage: the hub solves the cargo assignment problem (13)–(20) including
the accepted cargo x0

ac in the disturbance vector d. The solution found ũl
k is

used to determine the over-due cargo x̃l
od, where l = 1, 2, 3, . . . is the iteration

index. The amount of over-due cargo x̃l
od is compared with the amount of

over-due cargo from the first stage x̃0
od: i) if an equal or lower amount of over-

due cargo is achieved then the hub unloads from the transport connection
the cargo corresponding to the accepted cargo x0

ac into the terminal, ii) else
in case of a higher amount of over-due cargo, the hub updates the accepted
cargo using

xl
ac = xl−1

ac β, (21)

with 0 < β < 1. This stage proceeds until over-due cargo x̃l
od is lower or

equal to the initial over-due cargo x̃0
od or the accepted cargo xl

ac is smaller
than a threshold δmin close to zero.
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4 Numerical Experiments

4.1 Setup

Consider the intermodal container terminal A integrated in a transport net-
work composed of 4 intermodal container terminals as illustrated in Fig. 1. The
structural layout of the container terminals has been inspired in the case study
presented in [13]. The terminal offers three transport modalities: barge, train
and truck (see Fig. 3). It is assumed that there are two berth areas for barges,
two rail tracks and finally a truck gate.

Without loss of generality, an intermodal terminal with containers as the only
type of cargo to be handled is considered, nct = 1. All containers arriving at the
terminal are categorized with respect to the final destination, and for each a
distinction is made based on the due time. According to the hinterland network
nde = 4, terminal A is also an available destination. The number of commodities
handled at the terminal is nfp = nde = 4. A maximum remaining time until due
time of 72 hours is considered for all destinations. Using a time step of 3 hours,
ndti = ndt = 24 due times per destination are considered for model (7)–(9).
Concerning the cargo destination, it is assumed that cargo is equally distributed
over the 4 possible destinations. So, at the beginning of each time step the cargo
assignment will be based on the known information at that time: the intermodal
terminal state and the cargo arrival forecast or prediction.

In order to respond to the desired hinterland container flows a network of
connections and weekly schedules is created [14] (see Tables 1–2). We assume
that schedules are a result of agreements between the terminal and transport
providers in the freight network, and therefore the terminal has no permission
to change it without consent.

The focus is on the interactions between the terminal and transport providers
offering transport capacity at the terminal, supporting the outgoing cargo. In
this case study four different routes are possible: Route 1, R1: (A, B, D); Route
2, R2: (A, B, C, D); Route 3, R3: (A, C, D) and Route 4, R4: (A, C, B, D),
see Tables 1–2. For truck modality all destinations are available during opening
hours, (from 8 a.m. to 24 p.m.). Truck gates are opened for a 16 hours period
from Monday to Saturday and the maximum served capacity during the day time
is 480 TEU. The reachable time per destination for the pair transport modality

Table 1. Scheduled connections per barge modality

Berth A Berth B

Departure Route Capacity Departure Route Capacity

06 : 00 R1 140 TEU 03 : 00 R1 70 TEU

15 : 00 R2 140 TEU 12 : 00 R4 70 TEU

24 : 00 R3 140 TEU 18 : 00 R3 70 TEU
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Table 2. Scheduled connections per train modality

Rail Track A Rail Track B

Departure Route Capacity Departure Route Capacity

06 : 00 R1 40 TEU 03 : 00 R3 40 TEU

12 : 00 R2 40 TEU 09 : 00 R4 40 TEU

18 : 00 R3 40 TEU 15 : 00 R1 40 TEU

24 : 00 R4 40 TEU 21 : 00 R2 40 TEU

Table 3. Reachable time steps per destination for the pair route – transport modality

Destination
Barge Train

Truck

R1 R2 R3 R4 R1 R2 R3 R4

A − − − − − − − − 1

B 6 6 − 10 4 4 − 6 2

C − 10 6 6 − 6 4 4 2

D 12 16 12 16 8 10 8 10 4

and route is shown in Table 3. Destination A is only reachable by truck. The
terminal is able to export a maximum of 1430 TEU daily (630 TEU for barge
modality, 320 TEU for train modality and 480 TEU for truck modality). The
complete model has nx = 100 states and nu = 96 × 5 = 488 cargo assignments
to be determined at each time step.

In respect to due time, it is not equal to have a container with a due time of
4 time steps or a container with a due time of 24 time steps. A container at the
terminal with a higher due time gives more freedom for the terminal to assign
it towards the final destination. In contrast, a container with a shorter due time
creates pressure on the terminal to find an available connection such that due
time is respected. This effect can be captured by the yard pressure index defined
as,

xy
i =

ndt∑

j=1

xndt(i−1)+j · 1
j
, i = 1, . . . , nde. (22)

For testing the framework, it is defined an arrival pattern of cargo for all the
connections that pass by the terminal. In order to represent the congestion effect
at the end of the week, a peak of cargo arrivals occurs at Friday by a factor of
2. In respect to the cost function, over-due cargo has a strong penalty, while
cargo with a due time from 1 to 4 time steps have a smooth penalty to promote
the assignment of cargo, other due times have zero penalty. The truck modality
has a stronger penalty than the barge and train modality. The simulation runs
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Table 4. Over-due cargo and yard pressure for cargo assignment (in bold lowest values
per column)

Np
Over-due cargo [TEU] Yard pressure

A B C D Total A B C D Total

8 597.6 55.8 255.4 1872.5 2781.3 9375.2 7164.4 7885.8 10870.8 35296.2

12 138.8 8.8 61.4 775.9 984.9 6795.4 6025.6 5950.2 6294.4 25065.5

16 0 0 0 0 0 4282.5 4461.3 4436.6 3395.7 16576.1

24 0 0 0 0 0 1370.5 2126.0 1622.3 885.0 6003.7

32 0 0 0 0 0 1481.9 2386.5 1459.4 597.3 5925.1

for k = 120 time steps, which corresponds approximately to 2 weeks. Two case
scenarios are considered: i) cargo assignment at the terminal, and ii) cooperation
between transport provider and terminal.

4.2 Cargo Assignment at the Terminal

At each time step, the terminal is deciding which cargo to allocate to the available
transport capacity at the terminal. With the increase of the prediction horizon,
no over-due cargo occurs for a prediction horizon equal or bigger than Np = 16
(see Table 4). The existence of over-due cargo is related to an increase in yard
pressure, and occurs mainly on weekend due to the elimination of truck connec-
tions on Sunday (see Fig. 4). The yard pressure decreases with the increase of
the prediction horizon (see Table 4), and there is little difference in performance
between Np = 24 and Np = 32. Recall that the maximum due time at the ter-
minal is 24 time steps. With the increase of the prediction horizon, transport
capacity at the terminal is used close to its limit (see Fig. 5–6). Barge modality,
which is a slow transport mode, is barely used for low prediction horizons but

Table 5. Transport capacity used and modal split for cargo assignment (in bold the
highest values for each column)

Np
Used capacity [%] Modal split [%]

Barge Train Truck Total Barge Train Truck

8 38.97 90.37 86.52 65.53 27.38 32.46 40.16

12 72.90 93.14 67.04 75.88 44.23 28.89 26.87

16 86.90 93.46 65.37 81.89 48.86 26.86 24.28

24 99.65 96.17 62.59 87.56 52.40 25.86 21.74

32 98.29 95.54 61.99 87.31 51.84 26.57 21.60
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Fig. 4. Lost cargo (left) and yard pressure (right) for Np = 8

Fig. 5. Used transport capacity of barge modality for cargo assignment for barge
modality using Np = 8 (left) and Np = 32 (right)

is used close to full capacity for a prediction horizon of Np = 32 (see Fig. 5).
The increase in the use of barge modality is done mainly at the cost of the truck
modality (see Fig. 6). For the whole experiment, the used transport capacity
at the terminal is around 87% for a prediction horizon of Np = 32, this means
that there is some possibility to allow the arrival of more cargo at the terminal
(see Table 5). With higher prediction horizons, the modal split favors the barge
modality in detriment of the truck modality while the train modality remains
approximately constant.

4.3 Cooperation Between Terminal and Transport Provider

In this case scenario, it is assumed that barge connections arriving at berth A are
facing a delay (e.g., due to waiting times at seaport). Cargo being transported
by barge A with final destination D, arrive at the terminal with a remaining
time until due time of 18 hours, that is to say 6 time steps. Barge A can reach
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Fig. 6. Used transport capacity of truck modality for cargo assignment for truck modal-
ity using Np = 8 (left) and Np = 32 (right).

Table 6. Cooperation details between terminal and transport provider

Np
Total accepted Max. accepted Min. accepted Increase in used Total Computation

cargo [TEU] iteration [TEU] iteration [TEU] transport [%] iterations time [s]

8 1091.9 200 0.0 3.60 46 0.31

12 1251.7 200 0.0 6.02 41 0.31

16 1356.3 200 7.0 6.62 36 0.64

24 1373.9 200 7.0 6.64 36 1.27

32 1388.3 200 21.5 6.63 35 2.53

Table 7. Over-due cargo and yard pressure for cooperation between terminal and
transport provider (in bold lowest values per column)

Np
Over-due cargo [TEU] Yard pressure

A B C D Total A B C D Total

8 597.6 55.8 255.4 2236.52 3145.32 9737.3 7184.7 7948.8 12223.5 37094.3

12 168.0 10.8 49.0 792.6 1020.3 7234.1 6035.2 5884.6 7093.5 26247.3

16 0 0 0 0 0 5090.8 4466.0 4292.6 4057.4 17906.8

24 0 0 0 0 0 3404.1 2266.2 1838.2 1491.8 9000.3

32 0 0 0 0 0 3507.0 2397.3 1744.9 1300.8 8950.1
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Table 8. Transport capacity used and modal split for cooperation between terminal
and transport provider (in bold highest values per column)

Np
Used capacity [%] Modal split [%]

Barge Train Truck Total Barge Train Truck

8 39.06 90.10 98.44 69.13 27.38 32.46 40.16

12 72.40 93.19 87.54 81.90 40.70 26.79 32.51

16 88.42 91.01 86.73 88.51 45.99 24.20 29.80

24 99.55 95.62 85.02 94.20 48.66 23.89 27.45

32 98.19 97.61 84.67 93.94 48.12 24.46 27.42

Fig. 7. Yard pressure for cargo assignment (left) and for cooperation between terminal
and transport provider (right)

destination D in 12 or 16 time steps depending on the route used. Destination
D is reachable on 4 time steps for truck modality (see Table 3). In this case,
without cooperation between the transport provider and the terminal the cargo
will not be delivered on time. The delays on barge A are assumed to occur for
4 days (from Monday to Thursday in the first week solely), and an amount of
200 TEU is assumed to be delayed for destination D per connection. At berth A
12 connection will be affected, and a total of 2400 TEU are at risk of not being
delivered on time. The cooperation between terminal and transport provider
allowed the transhipment for the faster transport modality and a reduction of
over-due cargo when considering the hub and transport provider together (see
Table 6). For a prediction horizon of Np = 32, a total of 1388.3 TEU were
accepted for transhipment, with an increase of 2.53 s in computation time using
35 iterations. The transport provider, with the help of the terminal, reduced
the amount of cargo at risk in 57.8%. Due to the cooperation among terminal
and transport provider, the hub faces an increase of over-due cargo for lower
prediction horizon, for Np ≥ 16 no over-due cargo occurs (see Table 7). The
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Fig. 8. Yard pressure for destination A for Np = 8 (left) and Np = 24 (right)

yard pressure has increased in comparison to the cargo assignment due to the
extra cargo accepted from the delayed connection during the first week (see
Fig. 7). The use of a MPC approach allows the cargo assignment in advance
giving priority to the lower due time (see Fig. 8). For a prediction horizon of 32
time steps a transport modal split of 48% barges, 25% trains and 27% trucks
was achieved (see Table 8).

5 Conclusions and Future Research

The cargo assignment at intermodal hubs according to the terminal haulage is
addressed in this paper. A model to monitor the amount of cargo at the terminal
over time is proposed. Cargo is categorized in respect to fixed properties, and
for each fixed property a distinguish is made in respect to remaining time until
due time on destination. The model is suitable for real-time decisions supporting
the operational level. In particular, the model can be used to make predictions
about the over-due cargo. This is used to guide cooperation between the inter-
modal hub and the transport provider, using selective information exchange. The
extension of this work for a network of intermodal hubs with the presence of dif-
ferent parties is worth to consider, different network topologies and incentives
for cooperation can be tested. The development of synchromodal transportation
methodologies should be investigated further.

References

1. Stahlbock, R., Voß, S.: Operations research at container terminals: a literature
update. Operations Research Spectrum 30, 1–52 (2008)

2. Carlo, H.J., Vis, I.F.A., Roodbergen, K.J.: Transport operations in container ter-
minals: Literature overview, trends, research directions and classification scheme.
European Journal of Operational Research 236, 1–13 (2014)



494 J.L. Nabais et al.

3. Contargo, Contargo voert congestietoslag, tech. rep., Nieuwsblad Transport, July
16, 2007

4. Rodrigue, J.-P., Comtois, C., Slack, B.: The Geography of Transport Systems.
Taylor and Francis Group (2006)

5. Ahuja, R., Magnanti, T., Orlin, J.: Network Flows. Prentice Hall (1993)
6. SteadieSeifi, M., Dellaert, N., Nuijten, W., van Woensel, T., Raoufi, R.: Multi-

modal freight transportation planning: A literature review. European Journal of
Operations Research 233, 1–15 (2014)

7. Nabais, J.L., Negenborn, R.R., Botto, M.A.: Model predictive control for a sus-
tainable transport modal split at intermodal container hubs. In: Proceeding of the
10th IEEE International Conference on Networking, Sensing and Control, Paris,
pp. 591–596, April 2013

8. Maciejowski, J.: Predictive control with constraints. Prentice Hall, Harlow (2002)
9. Maestre, J., de la Pena, D.M., Camacho, E.: Distributed MPC: a supply chain

case. In: 48th IEEE Conference on Decision and Control and 28th Chinese Control
Conference, Shanghai, China, pp. 7099–7104, December 2009

10. Geyer, T., Larsson, M., Morari, M.: Hybrid emergency voltage control in power
systems. In: Proceedings of the European Control Conference, Cambridge, UK
(2003)

11. Negenborn, R.R., Overloop, P., Keviczky, T., De Schutter, B.: Distributed model
predictive control of irrigation canals. Networks and Heterogeneous Media 4, 359–
380 (2009)

12. Li, L., Negenborn, R.R., de Schutter, B.: A receding horizon approach for container
flow assignment. Journal of the Transportation Research Board 2410, 132–140
(2014)

13. Alessandri, A., Sacone, S., Siri, S.: Modelling and optimal receding-horizon control
of maritime container terminals. Journal of Mathematical Modeling and Algo-
rithms 133, 6–109 (2007)

14. Nabais, J.L., Negenborn, R.R., Botto, M.A.: A novel predictive control based
framework for optimizing intermodal container terminal operations. In: Hu, H.,
Shi, X., Stahlbock, R., Voß, S. (eds.) ICCL 2012. LNCS, vol. 7555, pp. 53–71.
Springer, Heidelberg (2012)



Reducing Port-Related Truck Emissions:
Coordinated Truck Appointments to Reduce

Empty Truck Trips

Frederik Schulte1(B), Rosa G. González2, and Stefan Voß1
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Abstract. Port-related emissions are a growing problem for urban areas
often located directly next to ports highly frequented by trucks and ves-
sels. Empty truck trips are responsible for a significant share of these
emissions. Truck appointment systems (TASs) allow scheduling of truck
arrivals and enable collaboration among truckers. Though, TASs leverag-
ing the potential to reduce avoidable emissions due to empty trips have
hardly been studied. We aim to show how a TAS following this idea may
be designed and evaluate the approach. We thus review requirements
for a collaborative TAS and develop a discrete-event simulation model
to assess coordinated truck appointments in a practical case of drayage.
The results indicate that the approach effectively reduces port-related
truck emissions, but might create congestion in the port. The consid-
ered case refers to drayage processes, but may also be transferred to
the hinterland. The developed simulation model assumes a generic truck
appointment process and may also serve to analyze diverse cases.

Keywords: Port emissions · Truck appointment system · Empty trips ·
Empty repositioning · Simulation

1 Introduction

Urban port areas increasingly struggle with port-related emissions—mainly
caused by trucks moving full and empty containers between port and hinter-
land. At many ports the empty container truck trips problem is a major cause
for those emissions [6], [14], [13]. This relates to the non-utilization of avail-
able slot capacities (i.e., the number of empty or non-empty containers a truck
can carry) of trucks in import- and export-related trips [14]. Figure 1 illus-
trates the occurrence of empty repositioning for different truck routes. Both,
not fully utilized slot capacity and empty repositioning trips, increase the num-
ber of total trips in a port region and thus cause evitable emissions. There
are few studies on TASs at ports like, e.g. [8], but these studies mostly do
c© Springer International Publishing Switzerland 2015
F. Corman et al. (Eds.): ICCL 2015, LNCS 9335, pp. 495–509, 2015.
DOI: 10.1007/978-3-319-24264-4 34



496 F. Schulte et al.

Fig. 1. Basic empty and loaded container truck movements (adapted from [22])

not focus on sharing empty truck capacities. From the perspective of a sin-
gle carrier, the problem could be modeled mathematically, but this approach
would not be as auspicious in cases of collaboration [1]. Simulation models
could be a promising alternative, but yet have not been developed for the
problem [13]. We aim to introduce and assess collaboration options regarding
the number of empty trips, emission savings, capacity utilization, and costs. We
develop a discrete-event simulation model and system-based collaborative truck
services with real-world data for drayage at the port of San Antonio, Chile. We
find that a collaborative TAS may be an effective way to reduce port-related
truck emissions, but might have a negative impact on port congestion if not
properly integrated in port operations management.

In the following, we present relevant literature, the idea of a collaborative
TAS, a discrete-event simulation model with a case study, and conclusions drawn
from the study. Section 2 reviews collaboration approaches in transport, TASs,
and emission-oriented port logistics. Section 3 introduces requirements for a
collaborative TAS and options for its application. Section 4 describes a generic
simulation model for the evaluation, complemented by a specific case study in
Section 5. Section 6 concludes and gives an outlook on future research ideas.

2 Literature Review

There is few specific literature available on TAS implementations focusing on
collaboration or emission reduction. Thus, subsequently we review collaboration
approaches in transport (Section 2.1), TAS literature (Section 2.2), and port
logistics incorporating emissions (Section 2.3).
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2.1 Collaboration in Road Transport

There are various forms of collaboration in road transport applied in industry and
discussed in literature. Agarwal et al. [1] have examined different opportunities
for collaboration in the business. This includes collaboration set-ups with freight
bundling and break-bulk terminals, the formation of alliances to reduce load imbal-
ances, and approaches of carriers to jointly reduce the cost of asset repositioning.
From the perspective of a single carrier, the problem could be modeled mathemat-
ically and the resulting linear programming model could be solved with reasonable
effort. In cases of collaboration, a game theoretic approach has been proposed, but
needs to be relaxed significantly for application [26]. Lozano et al. [19] have also pro-
posed a game theoretic approach for a related problemand have conducted numeri-
cal experiments, but have also emphasized that further practical requirements need
to be incorporated for truly realistic modeling. Besides, few studies [22],[13] have
empirically examined challenges and obstacles on the way to consequent collabora-
tion among trucking companies for efficient joint capacity utilization. The study by
[13] has analyzed factors enabling and constraining the back-loading of trucks.This
work goes back to a large survey to understand the problem of empty running in
road transport conducted inGreatBritain. IslamandOlsen [13], on the other hand,
have provided an exploratory qualitative study by means of interviewing road car-
riers from the container transport industry. According to them, part of the problem
could be addressed with a TAS supporting truck-sharing that yet needs to be eval-
uated empirically. A successful way to model port-related transport processes with
different stakeholders has been introduced by Bielli et al. [5]. The authors make use
of discrete-event simulation and an object-oriented modelling approach.

2.2 Truck Appointment Systems

As TASs define when trucks should perform a service (load a container) at
ports, these systems naturally have to be considered to plan the point in time
when a truck loads its container and, additionally, another container of another
trucking company. Zehendner and Feillet [30] have recently demonstrated the
multiple benefits a TAS can have on the service quality of trucks, trains, barges
and vessels at ports. But generally, there are few studies on TASs, and those
existing have hardly considered the impact of a TAS on empty trips at ports
and in the hinterland. Among the best described cases in literature are the ports
of Los Angeles, Hongkong, and Auckland, as exemplified below.

Giuliano and O’Brian [8] have evaluated a terminal gate appointment sys-
tem at the ports of Los Angeles and Long Beach. This study has focused on
queuing and transaction times without incorporating truck sharing options. The
authors have not observed any reduction of these figures, and thus have not found
any positive impact on truck emissions. Without explicitly considering a TAS,
Englert et al. [6] have examined the impact a potential inland port would have
on pollution and congestion caused by empty truck repositioning in the South-
ern California region of the above ports. The authors have demonstrated that
empty truck trips significantly contribute to port area emissions and could be
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reduced in a collaboratively planned dry port environment. Morais and Lord [23],
on the other hand, have provided first evidence on the quantitative impact of
truck appointments on greenhouse gas (GHG) emissions, but did not incorpo-
rate collaboration. One of the first documented cases of TASs has been stud-
ied by Murty et al. [24] in Hongkong. The authors have aimed for the efficient
utilization of scarce terminal space and have demonstrated how a TAS, as part
of an integrated decision support system, can contribute to achieve this and
related objectives. Islam and Olsen [13] have examined empty container truck
trips for the case of Auckland. The authors have conducted an interview-based
study with road carriers from the container transportation industry and elabo-
rate truck sharing options for reduced emissions of empty container trucks. Based
on this study, Islam and Olsen [14] have proposed a re-engineered container truck
hauling process and have derived requirements for a TAS incorporating truck shar-
ing options.

Other studies analyzed the impact of truck arrival information on the effi-
ciency of yard and drayage operations [25], [11], [32], [31] or impact of truck
announcements on container stacking efficiency [3]. Zhao and Goodchild [32]
present a simulation to analyze the impact on container re-handles for different
scenarios with partial and perfect information on the truck arrival sequences,
observing that partial information is enough to achieve significant benefits with
respect to stacking efficiency at the yard. Zhang et al. [31] have developed a
model that optimizes the appointment quota of each period optimized subject
to the constraints of adjustment quota. The authors have modeled a queuing
network of trucks in the terminal and demonstrated that the model can have a
positive impact on truck turn times. Van Asperen et al. [3] have focused on the
possible effects a TAS could have on stacking operations in the terminal yard.

2.3 Port Logistics Incorporating Emissions

Apart from overall efforts in sustainable port development, there are some domi-
nant issues discussed in the literature of emission-oriented port logistics. Studies
with a perspective on logistics operations typically focus on:

– Repositioning of (empty) container trucks [6], [13]

– Hinterland transport [4], [16], [17], [18]

– Terminal operations [12], [20], [28]

– Vessel emissions [10], [27], [29]

While the various kinds of vessel emissions are the topic of many studies,
perspectives and approaches differ quite significantly. For instance, [10] focus on
governance methods—such as interactive governance for multiple stakeholders
involved in causing maritime emissions—to achieve regulatory compliance. On
the other hand, there are works emphasizing operational options to effectively
reduce the quantitative emission impact of container shipping like [27]. Villalba



Reducing Port Emissions by Empty Container Trucks Coordination 499

and Gemechu [29] focus on a single port and derive strategies and policies to
reduce emissions in the port area caused by vessels visiting the port.

The repositioning and capacity utilization of (empty) container trucks is an
often discussed topic. Studies like the aforementioned ones by Englert et al. [6]
and Islam and Olsen [13] have examined the emissions impact of empty logis-
tics resources at ports. Generally, the hinterland transport is a major issue for
researchers and practitioners in attempts for more sustainable logistics in port
areas. Apart from truck emissions, noise and congestion are in the focus of related
studies. Bergqvist and Egels-Zandén [4] have examined approaches to internal-
ize external costs related to green port dues in collaborative transport systems
of hinterland logistics and ports. In the same realm, Liao et al. [18] have con-
ducted a quantitative activity-based study to analyze emissions from the port of
Taipei. They indicate that there are less emission-intensive transshipment routes
possible if planners value the emerging port of Taipei as an alternative to the
established ports in the region. In the context of hinterland transport routes,
Lättilä et al. [17] have modeled a hypothetical dry port network in Finland. Uti-
lizing an enhanced dry port concept is a promising approach to decrease both
emissions and costs. Lam and Gu [16] have reviewed mathematical models for
port hinterland intermodal container flows with sustainability aspects and con-
cluded that models should not only focus on costs, but integrate sustainability
aspects by means of multi-objective modeling. Regarding sustainable terminal
operations, the studies by Henesey et al. [12] and Lun [20] have evaluated sus-
tainable policy-making, while Rijsenbrij and Wieschemann [28] have examined
a terminal design for sustainable operations. This work describes how to bal-
ance service requirements, costs, and requirements for sustainability using an
appropriate terminal design and respective handling systems.

3 A Collaborative Truck Appointment System

TASs basically serve to define time windows in which trucks may arrive at a port
or a port area to provide a needed service. Independent from the specific focus
of these systems, they offer new opportunities for advanced decision support in
and at ports. For the problem of empty truck capacities and resulting emissions
a TAS likewise serves as a framework for implementing related planning. There
are different options to reduce empty truck capacities, but the most promising
are based on the collaboration of trucking companies. Though, the majority of
TASs discussed in Section 2.2 do not consider collaboration or capacity sharing
among trucking companies. That is, no such system has yet been implemented
and evaluated. This section intends to introduce paths for the implementation
of TASs incorporating collaboration.

The basic components of advanced truck systems for collaboration are user
profiles for trucking companies and exporters as well as a matching procedure for
specific services [14]. Truckers are thus able to announce empty capacities, and
exporters announce their transport requirements for a specific service. A trucker
obviously needs to specify the kind of empty capacity that he can offer and
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additionally has the opportunity to add preferences on the possible shared ser-
vices. Similarly, the exporter specifies a certain transport demand and provides
information such as container type, points of destination, estimated times of
arrival and departure. A basic matching procedure checks origins, destinations,
transport constraints, and time windows to propose possible services for collab-
oration. That is, we assume elementary truck movements that are defined by
origin and destination points. Furthermore, special transport vehicles and time
windows may be required by the customers. These criteria need to be considered
for all planned and demanded container moves. Thus, the matching procedure
can validate combination options for container moves based on these criteria.
The procedure is basic in a way that it provides feasible solutions that later on
need to be evaluated—either by a heuristic or mathematical optimization app-
roach as discussed in Section 4. As a next step, the generated matching options
are evaluated based on specific planning models with respect to objectives, such
as reduction of emissions and costs. From literature, at least two economically
and ecologically relevant problem classes of empty capacities in road transport
can be identified: asset repositioning and empty slot transport. The first basi-
cally refers to repositioning trucks or empty containers from a prior destination
to a new point of demand or a parking position [6]. The latter covers all kinds of
problems related to efficient capacity utilization on similar cargo routes such as
establishing break-bulk terminals and cycles for collaboration [1]. The proposed
TAS can implicitly or explicitly consider these problems. That is, the TAS can
either explicitly search a joint optimum for all participating companies and the
related problems or implicitly incorporate sub-problems by means of user prefer-
ences. In the implicit set-up, the user could thus, e.g., publish his preference for
trips that help him solving his asset relocation problem. In the explicit set-up, on
the other hand, user preferences are secondary to the overall objectives such as
total costs and total emissions. Obviously, the explicit set-up would create bet-
ter system-wide solutions, but the implicit set-up may be easier to implement in
practice. Similarly, one can choose between different approaches to finally cre-
ate a match between the users. Probably, best results could be created with a
multi-objective mixed integer programming formulation considering costs, emis-
sions, and user preferences to define a fixed plan for a specific time window. As
this leads to a complex planning approach that might cause resistance among
truckers [13], a more flexible iterative approach could be considered, too. For
instance, users could iteratively choose from a list of ranked services.

Finally, the system can be implemented in a web-based application enabling
users to dynamically interact with their mobile devices. The system then provides
all information relevant to its users such as arrival times or navigation data.

4 A Generic Simulation Approach for Collaborative
Truck Appointment Systems

Based on requirements elaborated in Section 3, we have designed a discrete-event
simulation model for a generic truck appointment process. This section introduces
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a generic simulation approach that is applied for a specific case in Section 5. The
following subsections discuss scope and objectives (Section 4.1), process defini-
tion and assumptions (Section 4.2), input and output data (Section 4.3), and an
emission-integrated matching procedure (Section 4.4) for the simulation model.

4.1 Scope and Objectives

The potential of an advanced TAS enabling collaboration between trucking com-
panies has not been evaluated to the knowledge of the authors. That is, there are
no specific planning models that have been implemented and evaluated scientifi-
cally in practice or in simulation models. With this simulation study we thus aim
to build the foundation in this direction. We want to demonstrate how planning
models could be incorporated in a respective study and discuss appropriate mod-
els. Thus, we aim to assess the current transportation impact on sustainability
and efficiency objectives. More specific, we aim to evaluate collaboration options
with a respective TAS and their impact on emissions, congestion, and costs. This
also allows a better understanding of design requirements for collaborative TASs.

For the simulation study, we refer to a conventional set-up of a working day
with high utilization. Collaboration based on truck appointments may have a
wide impact on port-related logistic processes, but the basic problems of empty
capacity sharing and repositioning of empty logistics resources re-occur within
the narrow scope of a port and also in a wider scope including the hinterland.
We can thus start with a smaller scope and extend in the next step.

4.2 Process Definition and Assumptions

The simulation process depicted in Figure 2 illustrates the basic conditions to be
considered for the evaluation of a collaborative TAS at ports. We assume that
truck drivers are equipped with mobile devices enabling them to dynamically
interact with a TAS and allowing a more flexible truck appointment process. This
assumption is made to meet flexibility requirements of truckers. Likewise one
could also imagine that the system is operated at a company office and drivers
receive orders at transshipment points. The simulated process starts when a truck
driver receives a transport order. We assume that this order already contains
the truck appointment and potential matches for a collaborative service—both
provided by the TAS. That is, as soon as a truck capacity becomes available, a
basic matching method (introduced in Section 3) generates feasible solutions for
combined trips. This first step already enables a new form of coordinated truck
appointments and is likely to improve costs and emissions. In a second step, the
generated feasible solutions can now be evaluated for heuristic improvement or
mathematical optimization as sketched in Section 4.4. After loading containers
at the first demand position, we assume that the trucker could request a new
transport and possibly transport additional containers. Finally, the truck needs
to be repositioned for a new order or parking. At various steps of this process,
the matching method can be called and transport orders updated.
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Fig. 2. Simplified Simulated Process

4.3 Input and Output Data

For the sake of realistic modeling of the above process, various types of data
sources need to be considered. These sources involve interviews with trucking
companies and port operators, observation, and the analysis of existing sec-
ondary data. All these sources serve to generate realistic input data for the simu-
lation model such as probability functions for service or demand rates. Interviews
might be especially appropriate to gain insights into the questions of how many
trucking companies are actually willing to collaborate, what kind of capacity
restrictions might exist and would have to be modeled, and how many locations
in port and hinterland need to incorporated. Also, interviews are important to
understand if there are any current policies to avoid empty trips and to esti-
mate operational costs. Additional operational information might be collected
by observations and existing documentation. This applies to transport, waiting,
loading, and documentation times as well as to the number of available trucks
and the current percentage of empty trips. The analysis of external documen-
tation by port operators or trucking companies in combination with interviews
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will also serve to gain insight into the distance of truck trips, the number of con-
tainers and their destination, operating hours at sea ports and depots as well as
the current layout in use at the port. Finally, information gained from trucking
companies about truck types in use in combination with external databases will
be used for specific calculations of truck emissions at the port and in the hin-
terland. With this input data the simulation model may provide output data on
the percentage of empty trips, emission levels, and time consumption for various
sub-processes of the simulated process.

4.4 Emission-integrated Matching Procedure

As discussed in Section 3, port-related empty trips that increase local emissions
are caused by the problem classes of asset repositioning and empty slot transport.
Respective models that address repositioning [7] and empty slot transport [1] have
been reviewed in literature. These models may as well serve as the basis for match-
ing services within a collaborative TAS. Furthermore, synchronization aspects, as
reviewedbyMankowska et al. [21], need to be considered. In order to evaluate possi-
ble synchronizedmatcheswith respect to costs andemissions and independent from
a specific problem formulation, these models need to be extended by specific emis-
sion objective functions. Considering a basic flow problem, with the set of nodes V
and the set of arcsS, a set of order routesO can be introduced to model routes asso-
ciatedwith orders during the simulated timeperiod.The set of nodes,V , represents
all kinds of locations according to Figure 1. An appropriate bi-criteria formulation
has been introduced by Kim et al. [15] and can be adapted for the case of a col-
laborative TAS. The approach basically applies a cost objective function Z1 and
a second objective function incorporating emissions Z2. Z1 thus adds up the total
transportation cost:

Z1 = min
∑

k∈O

∑

i,j∈S

Cijx
k
ij (1)

Z2 is based on the emissions induced by all considered transport operations:

Z2 = min[
∑

k∈O

∑

i,j∈S

Eijx
k
ij +

∑

k∈O

∑

i∈V

Eiy
k
i +

∑

k∈O

∑

j∈V

Ejy
k
j ] (2)

The functions use the following notation:

V = set of all nodes, i.e., origins i and destinations j in the network;
S = set of all arcs ij connecting origins and destinations in the network;
O = set of all order routes combining sets of arcs in the network;
xk
ij , ij ∈ S, k ∈ O = decision variable for transport flow from point i to j;

yki , i ∈ V, k ∈ O = decision variable for transshipment at point i;
Cij , ij ∈ S = cost for transport flow from point i to j;
Eij , ij ∈ S = emissions for transport flow from i to j; and
Ei, i ∈ V = emissions during transshipment at point i.
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For the proposed bi-objective problem formulation, costs and emissions need
to be described in an integrated objective function. Therefore, both terms are
typically normalized or scaled. That is, the terms of a multi-objective formula-
tion are divided by a factor that enables their dimensionless representation as
sum of single objectives. A common approach for this purpose uses the opti-
mal values of single-objective optimization runs as those scaling factors. That is,
in this case, Z1 and Z2 as independent objectives first. The resulting objective
function can then be implemented in the optimization module of the simula-
tion software for an optimization run based on metaheuristics. Furthermore,
additional constraints such as bounds for inventory and vehicle capacities or
emission quotas also need to be defined in the optimization module in order to
receive near-optimal coordinated order routes. The objective function serves to
evaluate potential matching options provided by the basic matching procedure
introduced in Section 3. As it evaluates matches with associated order routes,
the matching decision implicitly is a routing decision. In the basic set-up with
one container type, single-commodity flows are considered. For multi-commodity
flows this set-up can easily be extended. xk

ij serves as decision variable, deter-
mining whether an empty or full service is performed, without differentiating
transport costs of full and empty movements. Emissions are distinguished dur-
ing transport and transshipment at point i or j. The emission values at different
transshipment points may differ because of different infrastructure and loading
devices that are used. For instance, fuel based loading devices might be used at
some points, while at others electric devices are used. Truck model specific emis-
sion data during transport and transshipment is retrieved from the EMFAC2014
and CARB database, respectively [2].

5 Simulation Case Study

As discussed in the previous sections, empty trip problems in a port and in the
hinterland have a similar structure. In this section, we model and analyze the
the drayage procedures in the port San Antonio, Chile. We first introduce the
case (Section 5.1) and then present results of the simulation study (Section 5.2).

5.1 Practical Case

Figure 3 illustrates the basic conditions for the empty container truck trips prob-
lem in the case of drayage at the port of San Antonio. There are three major
types of transport locations relevant for drayage: depots, custom storage areas
(CSAs), and the terminal. In case of San Antonio, five depots, four CSAs, and
one terminal are considered in the simulated layout of the port area. Thus, pos-
sible truck routes could have all shapes depicted in Figure 1, from bi-lateral
to multiple backload. According to these basic route types, a trucker starts at
a base (typically the company’s location) and returns to this point. In between
the truck could serve the terminal, various depots, and custom storage locations.
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Fig. 3. San Antonio port and hinterland [9]

Depending on each route terminal, CSAs and depots can be understood as deliv-
ery, collection, or delivery and collection points. These transport and transship-
ment processes are usually repeated several times during a day before the trucker
returns.

Empty trips thus typically occur when repositioning to the trucker’s base
point, but are as well likely for movements between delivery and collection points.
In the considered case, an empirical analysis has shown that in only 5 % of all
drayage transports the potential to combine pick-up and delivery is leveraged
in order to reduce empty trips. Coordinated truck appointments require a sys-
tem that matches empty capacities and demand as introduced in Section 3.
Therefore, in the simulation study, we assume a TAS that seeks to leverage this
potential by coordinating container pick-ups and deliveries, reducing empty trips
and trips with empty slots. For instance, considering a simple case, a truck takes
a container from a depot to the terminal and takes another container back to the
depot. In comparison to the standard, un-coordinated case, two empty rides are
now avoided and respective costs and emissions are saved. In the initial phase,
appointments are made directly at the port with a time window of two hours.
This set-up follows practical requirements and should reduce acceptance barriers
that might exist among truckers if they are urged to accept rigid and inflexible
schedules. Also, truckers can decide among options which container to load in a
coordinated service and the system does not define a near-optimal plan in the
first phase. Since there are no coordinated TASs implemented leveraging any
kind of capacity sharing has a significant impact, and more advanced methods
should be implemented in the next step after a successful initial phase.
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5.2 Results

The case of San Antonio was implemented in a simulation model built with the
software Arena. A simulation run assumed one week of high demand in compari-
son to one of low demand. Depending on the modeled scenario different working
hours are assumed. The modeled scenarios can basically be distinguished by their
percentage of successfully coordinated pick-ups and deliveries of containers. That
is, in Scenario 1, only 5 % of all drayage trips were successfully coordinated, while
the rest of the trips involved repositioning of any empty truck to start the next
order. The scenarios thus reflect different levels of collaboration which refer to
the motivation of truck drivers as well as to operational restrictions. Next to the
number of trips, the major cost drivers are waiting and operational times, added
up to the total time in the system. Besides that, we analyzed emissions caused
during transport and transshipment. Table 1 provides the average results of 50
simulation runs for the defined scenarios.

Table 1. Simulation results averaged over 50 runs

Coordinated
Trips [%]

Time in
System [min.]

Total
Emissions
[tons/day]

Number of
Empty Trips

[-]
Scenario 1 5 150,2 6,70 504
Scenario 2 15 162,5 6,25 468
Scenario 3 40 195,1 5,70 417
Scenario 4 50 208,0 5,36 393

The values for total time in system and number of empty trucks can be
directly obtained from the simulation model. Emissions are calculated according
to the formulas introduced in Section 4.4. That is, emissions during transship-
ment and transport of times of trucks are summed up. The specific emission
rates for drayage trucks in the different situations are generated by database
query from the EMFAC2014 database [2]. This extensive database is built based
on historical data for different kinds of vehicles in different situations. Because
most of the trucks used for drayage in San Antonio were already around 15 years
old, the emission rates for trucks of that age are considered. These rates further-
more incorporate environmental temperatures and have been derived especially
for drayage trucks. Waiting times are derived based on service rates and arrival
rates per hour, while emissions for truck transport are derived on rates per kilo-
meter. Service and arrival rates are modeled as Gamma or Weibull distributions
based on empirical data. Most reliable data could be obtained for CO2 emis-
sions. Thus, the presented results only refer to CO2 emissions, but could easily
be extended when respective data becomes available.

The results clearly demonstrate that the approach effectively reduces empty
trips and thus port-related emissions. A low number of empty trips itself is no
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quality criterion for the solutions, but may provide insights about the character
of good solutions. For Scenario 4 emissions could be reduced by 20 % in com-
parison to the current situation. This obviously goes along with a reduction of
transportation costs. On the other hand, the average time in system per truck
increases significantly when more coordinated trips are made. This is intuitive
as coordination of trips means that trucks might have to wait for a second oper-
ation. In some cases, this waiting may have a significant impact on congestion
in the port areas and thus additionally increases the average time in system for
a truck. If, e.g., no operational measures allow a truck to leave the queue or the
inner port area during waiting, other trucks waiting can obviously not be served.
This effect is especially critical when a truck, due to loading restrictions, cannot
load the first available container and thus needs to wait until an appropriate
container can be provided.

More generally, these results indicate that operational costs and emissions
may be opposing planning objectives and thus need to be modeled separately
(as proposed in Section 4.4). That is, trucking companies may not be willing to
accept an emissions reducing plan because it goes along with longer truck times
in the system, causing lower cost-efficiency. Furthermore, it becomes clear that
the implementation of a collaborative TAS can have a significant positive impact
on emission and economic metrics, but needs be complemented by congestion
management approaches in order to fully leverage the potential of the approach.

6 Conclusion

Prior work, e.g, by Zehendner and Feillet [30], has demonstrated the positive
impact of TASs on various operational metrics at ports such as service quality
of various transport vehicles. Nevertheless, existing studies on TASs have rarely
drawn a connection to the important problem of port-related truck emissions
often caused by evitable empty trips. In this study, we propose a collaborative
TAS to reduce empty trips and emissions at ports. We evaluate the approach
with a simulation model based on a case study with real-world data. We found
that a collaborative TAS may be an effective tool to reduce emissions caused by
avoidable empty trips, but should be complemented by appropriate congestion
management. These findings extend work on a conceptual model for a TAS with
collaboration by Islam et al. [14], connecting decision support levels of (truck
appointment) systems to mathematical models in empty resource logistics and
developing a simulation model to evaluate a basic collaborative TAS in practice.
In addition, this study clearly quantifies the emission impact of the evaluated
approach. The results also demonstrate that low costs and low emission lev-
els may be opposing planning objectives, providing empirical evidence on the
common misconception that operational efficiency improvements naturally go
along with a reduction of emissions. Most remarkable, this is the first study to
our knowledge to operationally evaluate coordinated truck appointments in a
real-world case. The developed simulation model was designed in a generic way
for possible application at diverse international ports. Although this practical
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case considers only drayage, the results encourage the development of simi-
lar approaches incorporating port hinterland processes because of the related
problem structure. However, it has to be noted that this study only considers
drayage and does not apply a sophisticated matching procedure. Future work
should, therefore, include the application for an extended regional scope and the
development of appropriate matching models.
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Abstract. The substantial amounts of information that must be gathered, pre-
served, and used to analyse environmental and ecological impacts on seaports 
such as the international standards, deserve a direct way to manage and improve 
those impacts in a seaport through a systematic environmental management  
system (EMS). We present an artefact called the conceptual intelligent decision-
making support module (i-DMSS) to enhance cooperative seaport decision-
making (COSEADM) in environmental and ecological sustainability. Three  
interrelated activities of data collection, descriptive and normative modelling, 
incorporate processes of handling the decision-making side and processes inte-
grating engineering requirements to produce the conceptual i-DMSS module. 
We include two data-driven models to handle the decision-making side of this 
module and automatically induce domain knowledge. Besides, we deploy and 
standardise the data-driven models and use the Predictive modelling markup 
language (PMML) to show advantages of data interoperability. Finally, we of-
fer the rationale of the ontological process to anticipate and provide illustration 
of how to describe concepts in regard to COSEADM for environmental and 
ecological sustainability. This module demonstrates how the capture and in-
teroperation of information and decisional structures can be managed. 

Keywords: Cooperative decision-making · Seaports · Environmental and  
ecological sustainability · Intelligent decision support systems 

1 Introduction 

Factors driving environmental and ecological management worldwide enable connec-
tions between incentives and international standards that set the parameters in which a 
seaport can engage in partnership with other seaports.  
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Fig. 1. APPA’s approach of an Environmental 
Awareness Program [4]  

Environmental and ecological factors influencing seaport sustainability are sug-
gested in: APPA [1], Kruse [2], Ng & Song [3] and recently in Acciaro et al. [4] and 
Lam & Notteboom [5]. Figure 1 displays the generic approach to an environmental 
and ecological scheme proposed in [1] which addresses most of the main challenges 
mentioned in the literature. However, as stated by Puente-Rodríguez et al. [6a, 6b] 
key environmental and ecological aspects to be identified largely depend on the social 
and regulatory context in which the seaports operate. Essentially environmental and 
ecological factors are influenced by the fact that negative externalities of a seaport 
mainly reflect on the local level [7]. The cooperative relationship among ports usually 
incorporates controlling and policing functions within a port jurisdiction1. In this line, 
[2] states that incentives and international standards can help seaports manage contin-
ually health, safety and security environments.  

Concerning port safety and environmental regulations, the environmental protec-
tion management code (IPSEM) is the minimum distinction requirement needed for a 
port to operate under environmental standards. Regulatory measures recognised and 
implemented internationally by ports include: the International Ship and Port Facility 
Security Code (ISPS), the International Maritime Organization (IMO) and the 
World’s Customs Organization (WCO) regulations.   

According to the U.S. Environmental Protection Agency EPA, an environmental 
management system (EMS) can be seen as a systematic approach to manage envi-
ronmental programs such a as the footprint of a seaport [8]. The substantial amounts 
of information that must be gathered, preserved, and used to analyse environmental 
and ecological impacts, and to account on analyses for decision-making has served as 
the origin of initiatives such as the prototype for the environmental information man-
agement system (EIMS) conducted 
in 2006 by Cambridge Systemat-
ics, Inc., with Parsons Brinckerhoff 
and Venner Consulting, Inc. [9] 

Expected benefits of EMS for 
ports in general are summarised by 
[2, p. 1] as: 

• Demonstrate leadership in envi-
ronmental protection 

• Enhance credibility and public 
image 

• Reduce cost and improve effi-
ciency 

• Lower environmental liability and improve insurance coverage 
• Improve emergency response capability 
• Increase staff awareness, competency, involvement and morale 
• Establish common management framework to integrate other seaport objectives, 

such as safety, security, operational efficiency and community relations.   

                                                           
1 Port jurisdiction is an area endorsed and accredited in recent years at the international and 

local level, including the right of intervention on high seas against vessels having committed 
violations, such as marine pollution discharges. 
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Seaports depend on the environment in which they operate to be sustained. Even if 
ports compete rather than collaborate in many of its functions, the necessity of sea-
ports to collaborate is stronger when the function of the seaport concentrates on oper-
ating under the consideration of climate, water, air, soil and use of biodiversity as 
resources [7,10]. As a result, to integrate EMS functions among seaports such as 
plans, documents, policy, normativity and performance measurements, is of extremely 
importance and requires a systematic approach to enhance in future its practice.  
Following [5,11] and others referenced by the author, we concluded that seaports are 
able to successfully use EMS to identify and manage environmental and ecological 
challenges, setting standards and accomplishing international environmental and eco-
logical initiatives, and thus becoming leaders in EMS programmes.  

In such a context, the aim of this paper is to present an artifact, called the concep-
tual intelligent decision-making support module (i-DMSS), devoted to support coop-
erative seaport decision-making (COSEADM) for the purpose of environmental and 
ecological sustainability. This module operates on different subsets of data and con-
centrates on the analysis of influential environmental and ecological factors as well as 
on a stricter EMS framework based on international schemes, such as The Interna-
tional Organization for Standardization -ISO14001. 

To do so, the remainder of this paper is organised as follows: Section 2 presents an 
overview of the approach followed in this research. Section 3 is devoted to present the 
conceptual i-DMSS module for cooperative seaport decision-making in environmen-
tal and ecological sustainability. A case study on the application of the module is 
given in Section 4.  Finally, some concluding remarks and opportunities for further 
research are outlined in Section 5. 

2 Research Approach 

As stated previously, this paper presents an artifact called the conceptual intelligent 
decision-making support module (called i-DMSS) for cooperative seaport decision-
making (COSEADM) for the purpose of environmental and ecological sustainability. 
Envisaged results of this module will enable decision makers to determine key seaport 
partners based on EMS aims. This artefact aims at responding the following research 
question:  

How can computational intelligence support cooperative seaport decision-making 
for environmental and ecological sustainability? 

In validating our research question, we first customised a dataset with environmen-
tal and ecological factors influencing seaport sustainability as mentioned above. The-
se factors can be grouped in those addressing: 1) reducing air emissions, 2) improving 
water quality, and 3) minimising impacts of growth, the latest indicating the territorial 
extension of the seaport and its effects on neighbouring communities. We also docu-
mented the dataset with strict EMS frameworks based on international schemes, such 
as The International Organization for Standardization -ISO14001. 
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Secondly we related the data collection process with the modelling and interopera-
tion of data structures. Studies in computational intelligence present data-driven 
mechanisms as the key concept of learning from observations.  

Further, we also found the importance of a data-driven approach to develop the 
promise of our i-DMSS module for COSEADM in environmental and ecological 
sustainability as being able to: 

1. Assist in dealing with complex decision-making, especially if uncertainty of in-
puts/data for decision-making is present, 

2. Provide with a source of quantitative information and periodical results and valida-
tion, 

3. Allow for handling heterogeneous repositories and merging data with different 
goals and foci and, 

4. Allow for acquiring knowledge from the characteristics of the data. 

The originality of our i-DMSS module for COSEADM in environmental and eco-
logical sustainability is that it supports analysis of a hierarchy; from raw unstructured 
data at the lowest level to high level data that has been structured and formalised as 
one or more ontologies, i.e., use of a common terminology in which modelling and 
shared knowledge are represented.  

Also our approach use two main types of data: 1) historical, factual or declarative 
knowledge (i.e. what data is used during decision-making, e.g., port performance 
indicators and regulatory frameworks), and 2) procedural knowledge (i.e. data about 
how decisions are made, e.g., business intelligence). Both types of data are needed for 
decisions concerning seaport environmental and ecological sustainability. 

We aim to understand and model the effects observed in seaport decision-making 
for environmental and ecological sustainability, tackling the difficulty of merging 
information and finding the best possible representations (model) in order to produce 
an artefact to aid the decision-making process.  

3 Overview of the Conceptual i-DMSS Module for Cooperative 
Seaport Decision-Making in Environmental and Ecological 
Sustainability 

Before describing the structure of the proposed i-DMSS module, a distinction be-
tween: Decision support system (DSS), Decision-making support system (DMSS), 
and Intelligent Decision-making Support System (i-DMSS) is to be made. DSS is a 
computer-based information system designed for the purpose of improving the pro-
cess and outcome of decision-making. DMSS is an information system that interac-
tively supports all phases of a user’s decision-making process, whilst i-DMSS extends 
the classical DSS approach by incorporating machine learning to successfully respond 
to information without human intervention. The developments of DSS so far “have 
focused on high-level decision-making (strategic decision) but using low levels of 
representation (data, equation, etc.) because (1) the notion of data representation has 
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not been sufficiently studied and (2) high level decisions are more appealing than 
small decisions” [12, p. 27].  

The classic framework for a decision-oriented DSS development comes from the 
field of Decision Theory (Stabell, cited in [13]). Stabell’s development makes a dis-
tinction between “substance (what is used during decision-making) and procedure 
(how decisions are made)” and relies on three interrelated activities [13, p. 103]: 

1. Data collection: including data on current decision-making using various tech-
niques (e.g., historical records); 

2. Descriptive modelling: establishing a coherent description of the current decision 
process;  

3. Normative modelling: specifying a norm for how decisions should be made. 

We implemented these interrelated activities and incorporated processes of: 1) of 
handling the decision-making side, and 2) integrating engineering requirements to 
produce the conceptual i-DMSS module for seaport environmental and ecological 
sustainability. According to IEEE std 1220-2025 [14] processes integrating engineer-
ing requirements transform stakeholder’ needs and requirements into system products, 
generating information for decision makers, and providing input for the next level of 
development.  

Next section presents the conceptual design for the decision of COSEADM making 
for environmental and ecological sustainability considering environmental and eco-
logical factors and strict EMS frameworks based on international schemes. 

4 Case Study to Demonstrate the Conceptual i-DMSS Module 

To demonstrate the conceptual i-DMSS module for COSEADM in environmental and 
ecological sustainability, we identify a potential decision that port authorities may 
wish to make. In our case study, we consider the situation where we might want to 
classify subgroups of seaports who are achieving similar environmental management 
system standards to identify potential cooperation. The assumption is that a port 
would want to cooperate with other ports who shared their standards. For example, 
the ports of the United States, Canada, and Australia show similarities in their as-
sessment of policies based on environmental grounds that have led to various conse-
quences for the seaport and their transport systems. In our case study, we show an 
example of the decision that might be made with the i-DMSS module using 44 ports 
in the coastal zones of the United States. In the next subsections, we first consider the 
data collection needed to explore COSEADM for environmental and ecological sus-
tainability based on achievement of environmental and ecological standards, followed 
by discussion of the process needed to make that decision.  

4.1 Understanding the Data 

The existence of appropriate datasets is essential for a data-driven approach. A feature 
of the COSEADM for environmental and ecological sustainability is the lack of  
available datasets that combine data from multiple seaports. It is necessary to handle 
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heterogeneous repositories and merging data with different goals and foci, contrib-
uting to the identification of data-levels.  

Our dataset is comprised of three data levels: (1) A macro-level that supports a se-
mantic relationship built from computing salient factors pointing to the accomplish-
ment of cross-cutting seaport EMS programs, such as the Global Environmental Pro-
gram (GEP) that encompasses projects such the Land-Ocean Interactions in the 
Coastal Zones (LOICZ) as reported by LOICZ Inprint [15]. This level supports induc-
tive representations and complex data associations. (2) Meso-level data supports port 
performance indicators such as those identified and grouped in section 1, i.e., reduc-
tion of air emissions, water quality improvements, and minimisation of port growing 
impacts. This level provides general associations or flow relationships among micro 
data. (3) Micro-level of data lowers the analysis to measurements, for example, dis-
posal of oils and chemicals (i.e., nitrogen oxides (NOx), sulphur oxides (SOx), carbon 
dioxides (CO2) and ozone (O3).  

Data collection is possible using accessible data sources such as the following: 

• Bureau of Ocean Energy Management, Regulation and Enforcement 
(BOERMRE), http://www.boemre.gov/ld/PDFs/OCSstatusMap8e(3).pdf 

• The Environmental Protection Agency (EPA) http://water.epa.gov/scitech/ 
datait/databases/cwns/upload/apex-2.pdf  

• http://watersgeo.epa.gov/mwm/?layer=LEGACY_WBD&feature=03160205&extra
Layers=null 

• The International Maritime Organization (IMO) https://gisis.imo.org/Public/ 
PRF/Default.aspx 

• US Army Corps of Engineers (USACE) http://el.erdc.usace.army.mil/ 
odd/SiteQuery.asp 

• United States Department of Agriculture (USDA) 
• http://www.reeis.usda.gov/portal/page?_pageid=193,1&_dad=portal&_schema=P

ORTAL 
• United States Geological Survey (USGS)  
• http://gapanalysis.usgs.gov/protected-area-statistics-by-state/ 
• US County.org  
• http://uscounty.org/us-counties-descending-by-population.htm 

4.2 Descriptive Modelling 

In this subsection we show the business process essential to define how the decision 
of COSEADM for environmental and ecological sustainability is made. Figure 2 de-
picts what is needed (i.e. the preconditions) and what is to be achieved (i.e. the aims) 
comprising the module outputs.  

The preconditions include: a) the necessary data hierarchy to structure the module 
(i.e., macro-level, meso-level and micro-level data), b) the context for the decision 
(i.e., local, US seaports in coastal zones), and c) the dimension (or perspective) for a 
seaport cooperation, mainly referred to a governance perspective but it can be also 
seen from logistics operations and transportation perspectives.  
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Fig. 2. The i-DMSS General Descriptive Modelling  

 
The aims comprise the module outputs: a) specific decisions (referring to case 

studies implemented such as COSEADM for environmental and ecological sustaina-
bility (EMS leadership), b) data-driven models embedded in the module (imputation, 
computational learning) and knowledge representations dealt with (OWL descrip-
tions). The square boxes in gray underline the main components of the module pre-
sented in this paper. Other components correspond to further case studies.  

4.3 Normative Modelling 

The i-DMSS module for COSEADM in environmental and ecological sustainability 
provides two data-driven models to automatically induce domain knowledge: 1) com-
pletion of datasets through the Expectation Maximisation (EM) method of imputation, 
and 2) construction of a reliable classification process for detecting environmental and 
ecological benchmarks using Decision Trees (Random Forest) as the classification 
algorithm. Table 1 lists the two data driven models to induce domain knowledge in 
the i-DMSS module. 
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Table 1. Data-driven models to induce domain knowledge in this module. 

 

Metadata has become an essential component of data-driven DSS as a mechanism 
to capture semantic data (meaning) about raw data. The use of metadata so far has not 
delved into opportunities, such as supporting users in knowledge discovery and deci-
sion support requirements [16]. We collected a selection of important metafeatures to 
create metadata as presented in Table 2. We use metalearning to take advantage of its 
main properties. Recently, the literature identifies metalearning as a solution for the 
automatic prediction of the best classifier [17].  

Table 2. Metafeatures module - Case: US west coast, the Gulf and Atlantic coasts. 

Metafeatures level Notation Value 

Number of instances or observations Κ 44 
Number of variables or attributes m 27 
Number of output values n 1 
Dataset dimensionality dimdata 0.61 
Standard deviation of Tbase 8,215,818 
Coefficient of variation of Tbase 1.241 
Skewness of Tbase 1.641 
Kurtosis of Tbase 5.323 
Normalised class entropy 0.239 
Normalised attribute entropy 0.766 
Percentage of missing values mv.p 0.037 
Subset ratio set.r 0.3 

 
An important issue in knowledge discovery regards to finding the finest classifier. 

Using the automatic system construction wizard in Rapid Miner 5.0®, the 
metalearning classification is a straightforward process. This wizard also aids evaluat-
ing each classifier and finding the parameterisation for the dataset at hand. We chose 
Random Forest (RF) as the learning algorithm. Even though RF provides an infinite 
number of random trees not necessarily optimal, it was useful to test some of them 
and find the best leaves (rules) during the classification process. Each forest produces 
a classification for the class StatusEMS. This class introduces the notion of a seaport 
leader (L), follower (F) and average user (A) of EMS. It has been created numerically 
using a weighting criterion of 5, 3 or 1 according to the level of compliance with the 
overviewed environmental and ecological standards reported by the literature, i.e.,  
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ISO14001, EPA EMS Port Primer, IPSEM, among others, (for detailed information 
refer to our earlier paper [18]).We identify the characteristics of each of these user 
types associating to the class 26 factors driving the environmental and ecological 
management as indicated in section 1.  

An interesting classification results are tested in achieving the following parameters: 

Number of random trees (M) =3; criterion=gain ratio; min-
imal size for split=4; minimal leaf size=2; minimal 
gain=0.1; maximal depth=20; confidence level used for the 
pessimistic error calculation of pruning= 0.45, and num-
ber of alternative nodes tried when prepruning=3. As ex-
pected, the m variables selected at random from M were 
sensitive during the classification 

The algorithm identifies the most salient variables presented below. We attained an 
overall accuracy of 70.45% of the RF model, reflecting the largest cohort of average 
seaport users (A) of EMS, followed by followers and leaders. Although the overall 
accuracy does not indicate an optimal classification it allows us to identify interesting 
rules particularly useful for the decision at hand. The topology of RF is presented in 
Figure 3 to illustrate how the classification can be used to describe the distinct groups 
of seaports. For example, Rule 5 (R5) identifies 20 out of 28 (A’s) and 7 out of 9 
(F’s). This might indicate that high concentrations of ozone within the area of the 
seaport followed by none historical encountered problems at receiving ozone sub-
stances by the seaport, is an important precedent to classify the seaport among those 
that should meet additional measures and requirements that otherwise are appropriate 
for those classified as leaders in EMS programmes. We do not attempt to give a fur-
ther explanation of practical implications of the RF classification as it implies the 
elaboration of a different paper. However, for an understanding of a similar RF classi-
fication refers to our earlier paper [18]. 
   
O3: (ordinal)/ O3cont (nominal): fourth-highest daily maximum 8-hour average of 
ozone concentrations (03 air pollutants) measured ppb (parts per billion) within an 
area of a state by analysers of CASTNET in 2008 (nominal)  
Inadequacies: yes/no historical problems encountered at the port reception facility 
and informed to IMO (International Maritime Organization) 
GAPStatus3: current GIS acres calculated for a US state under the protection laws 
for conversion of natural land and water cover for the majority of area, according to 
the GAP analysis program in the US Geological survey (USGS) and coded 3; and 
subject to extractive uses of either broad, low intensity type (i.e., logging) or localised 
intense type (i.e., mining). GAP status3 confers protection to federally listed endan-
gered and threatened species throughout the area.  
Type: Type of port, i.e., deepwater, seaport, river-based 
NMS: yes/no existence of national marine sanctuaries (NMS) where the port is  
relatively close located. 
LandFarms: land in farms given in acres by state and country where the port is  
located or closely located 
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4.4 Data Interoperability 

A data-driven model for the i-DMSS module automatically determines critical data 
using packages of statistical software as it has been demonstrated. However, the  
 

 

Fig. 3. Random Forest Output. EMS Seaport Classification 
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necessity to operationally deploy the DM model in a standard language prevails. The 
PMML technology allows a blend of several independent data mining (DM) solutions 
resulting in a PMML file containing multiple models. “This is the power of PMML: 
enabling true interoperability of models and solutions between applications. PMML 
also allows [shielding] end users from the complexity associated with statistical tools 
and models [19, p. 5]”. The example we provide required the manual identification, 
collection and integration of data from different sources and the manual application of 
DM algorithms using different tools. The i-DMSS that we envisage should provide an 
automated solution to time-intensive and error-prone to linked activities inducing 
knowledge discovery. 

Taking into consideration that RapidMiner 5.3® does not support PMML for the 
RF algorithm as of the time of this paper, it is necessary to export the resulting model 
object to R by simply invoking the pmml package. Figure 4 shows the process fol-
lowed in RapidMiner 5.3® and Figure 5 shows the standard procedure used in R to 
provide pmml transformations contained in the RF model. The pmml package needs 
two parameters which are ntree=3 and the transformation object responsible for the 
continuous normalisation performed on the data, in this case, transform = 
MinMaxXform [0,1]. Listing 1 shows an extraction of the pmml code for RF in R. 
The generic usage of the pmml representation for RF in R 2.13.1 version is as follows 
[20]: 

model refers to a RF object created in R as in the example (Figure 6) provided in 
[21, p. 250] 

model.name refers to the name given to the model in the pmml code.  

app.name refers to the name of the application that generated the pmml code. The 
example shows its use in Rattle. 

description refers to descriptive text for the Header element of pmml. 

transforms refers to data transformations represented in the package pmml Transfor-
mations as explained previously. 

4.5 Knowledge Representation within the i-DMSS Module  

Additionally to handle heterogeneous data sources and types, we propose the use of 
an ontology-based approach to further look at how the knowledge needed by the con-
ceptual i-DMSS module for COSEADM in environmental and ecological sustainabil-
ity can be represented. We give an illustration using the common knowledge repre-
sentation known as Ontology Web Language (OWL) of how to describe patterns of 
port productivity involving environmental and ecological planning, impacts and emis-
sions, relative to the decision of COSEADM for environmental and ecological sus-
tainability. The OWL has been standardised by the World Wide Web Consortium 
(W3C). Despite its name OWL is not confined to the web but has many applications 
in modelling information [22].  
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Ontology also provides a shared conceptualization of common terms between varia-

bles (attributes) to make efficient decision support processes. The illustration of the onto-
logical description is provided as a first step to guide future development of a semantic 
model towards the COSEADM for environmental and ecological sustainability.  

 
 

 

Fig. 4. Computing output RF exported to PMML version 4.0 

 

 

Fig. 5. RF object created in R using Rattle (taken from [Williams (2011, p. 250]. 
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Fig. 6. Standard Procedure of PMML code output for R. Taken from Jena et al. (2013) 

 
 
 
 

4.6 Illustration: Description of Port Environmental Performance 

Taking into account that port environmental performance becomes a seaport function of 
growing public interest, environmental and ecological factors are criteria that will enter 
into operational choices, capital investments, and cargo routing decisions. The choice of 
port environmental metrics should be dictated in large part by their intended use [23]. 
Therefore, traditional factors, such as efficient handling of containers require far more 
than just quayside space and labour. In these circumstances, seaports that commonly 
compete for vessel calls (named as “Calls”) find themselves compelled to cooperate 
with other ports to reduce their air emissions through a number of port reception facili-
ties in which final disposal of residues/wastes occur for the sake of environment, safety 
of workers and population (Facilities) [5]. Listing2 shows the ontological description for 
port environmental performance combining the criteria above mentioned. 

4.7 Challenges in the Development of the i-DMSS Module 

In defining the i-DMSS modular development some considerations need to be made. 
The i-DMSS module provides a guide to describe the decision at hand and challenges 
simultaneously decision makers and developers to incorporate the decision-making 
side and engineering requirements. In this sense, we believe this paper fills the gap in 
the literature presented in [24, 25]. Due to the complexity of the necessities identified, 
the i-DMSS module is required to overcome current concerns about its update and 

Listing 1. Extraction of the pmml code 
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data management as well as the limitations and complications that may rise adopting 
an easy-to-use platform [24].     
 

OWL: 
Class (PortEnvironmentalPerformance) Partial 
DataLevels 
restriction (hasA amongst other things some values From Calls) 
restriction (hasA amongst other things some values From Facilities) 

Paraphrase: 
PortEnvironmentalPerformance has amongst other things, both has some values from calls 

service of vessels of 10,000 DWT or greater (Calls) and also some values from port reception 
facilities in which final disposal of residues/wastes occur for the sake of environment, safety 
of workers and population (Facilities). 

Listing 2. Ontological description of port environmental performance towards the COSEADM 
for environmental and ecological sustainability. 

5 Conclusions and Future Work 

The conceptual i-DMSS module for COSEADM in environmental and ecological 
sustainability demonstrates how capturing and interoperate information can be man-
aged. The intelligence has been tackled via data mining for the classification of a 
seaport leadership in EMS programmes. Using a case study of 44 ports in the coastal 
zones of the United States, data structures and a hierarchy of data levels exemplify. 
The fact that Random Forest (RF) was observed to perform well on our dataset indi-
cates that this learning algorithm is appropriate for the decision at hand. Using the 
rationale of ontologies, we provide illustration of how to describe concepts in regard 
to this decision. We are required to overcome current concerns about its update and 
data management as well as the limitations and complications that may rise adopting 
an easy-to-use platform for the i-DMSS module.  
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Abstract. This paper studies the computation of so-called order-up-
to levels for a stochastic programming inventory problem of a perish-
able product. Finding a solution is a challenge as the problem enhances
a perishable product, fixed ordering cost and non-stationary stochas-
tic demand with a service level constraint. An earlier study [7] derived
order-up-to values via an MILP approximation. We consider a compu-
tational method based on the so-called Smoothed Monte Carlo method
using sampled demand to optimize values. The resulting MINLP app-
roach uses enumeration, bounding and iterative nonlinear optimization.

Keywords: Inventory control · Perishable products · MINLP · Chance
constraint · Monte carlo

1 Introduction

The basis of our study is a Stochastic programming (SP) model published in [7]
for a practical production planning problem over a finite horizon of T periods
of a perishable product with a fixed shelf life of J periods. The static dynamic
uncertainty YS policy in [7] provides the decision maker with a list of order
timings Y and order-up-to levels S. They generate the values for the policy
using an approximation based on MILP. The approximation has problems with
fulfilling the so-called service level constraints for some of the tested instances.
The question in the current paper is how to generate optimal timing and order-
up-to values based on Monte Carlo samples of demand; we call this a sample-
based approach.

The considered problem has uncertain and non-stationary demand such that
one produces to stock. Any unmet demand is backlogged. Mathematically this
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means that negative inventory may occur. To keep waste due to out-dating low,
one issues the oldest product first, i.e. FIFO issuance. The model assumes a
zero lead time. The investigated model aims to guarantee the customer that the
probability of not being out-of-stock is higher than a required service level α in
every period t ∈ {1, 2, ..., T}. I.e. the out of stock probability is less than 1 − α.
The latter implies being mathematically confronted with a chance constraint.
This leads to challenging optimization problems, e.g. [2].

Due to dealing with a perishable product, the inventory consists of items of
different ages j = 1, . . . , J − 1. Depending on its value at moment t, an order
policy should advice the decision maker on the order quantity Qt. The static
dynamic uncertainty YS policy provides a list of order moments Y ∈ {0, 1}T
called an order timing vector, or alternatively it provides at each order the so-
called replenishment cycle Rt up to the next order takes place. Given the order
timing, we derive theoretical results about the order quantity for the given service
level constraints. Besides it provides a list with order-up-to levels St. The values
generated by the presented MILP model of [7] unfortunately do not exactly
fulfil the service level (chance) constraints for all instances. Therefore, our first
research question is how to generate values for St such that the chance constraints
are fulfilled for all instances and expected costs are minimized. Following the
concept of Monte Carlo estimation, we present a sample-based model to generate
the values St. It is known from literature that the corresponding sample-based
model called MC-MILP for most instances cannot be solved in reasonable time,
e.g. [8]. Therefore, we investigate the possibility to use an equivalent MINLP
model based on the Smoothed Monte Carlo method, see [3]. A specific algorithm
is designed that uses enumeration and bounding for the integer part Y of the
problem leaving us with iteratively solving an NLP problem in the continuous
variables S.

We present a more flexible variant of the YS policy that we call YQ(X) policy.
It also fixes the best order moments Y but in the order quantity Qt takes the
distribution X of the age of items in stock into account. The second question
is how to determine the order quantity. The YQ(X) policy is more difficult to
implement for decision support in practice than the YS policy. Our third question
is for which cases the YS policy is doing much worse than the YQ(X) policy. We
measure how well required service levels are met and estimate the expected cost
of all generated policies for the instances provided by [7].

This paper is organised as follows. Section 2 describes the underlying SP
model with chance constraints. Section 3 focuses on the properties of the optimal
order quantities considering the corresponding basic order-up-to levels and the
concept of approximating the chance constraints by samples. Section 4 describes
the MC-MILP and MINLP models for generating values for the quantities St for
the YS policy. Section 5 provides the elaboration of a sample-based algorithm
to optimize the YQ(X) policy. In Section 6, we measure numerically for which
characteristics of the instances the YS policy provides good enough performance
compared to the YQ(X) policy. Section 7 summarizes our findings.
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2 Stochastic Programming Model

The stochastic demand implies that the model has random (denoted in bold)
inventory variables Ijt apart from the initial fixed levels Ij0. If the order decision
Qt depends on the inventory levels at the beginning of the period, then Qt is
also a random variable. In the notation, P (.) denotes a probability to express
the chance constraints and E(.) is the expected value operator for the expected
costs. Moreover, we use x+ = max{x, 0}. A formal description of the SP model
presented in [7] is given.

Indices
t period index, t = 1, . . . , T , with T the time horizon
j age index, j = 1, . . . , J , with J the fixed shelf life

Data
dt Normally distributed demand with expectation μt > 0 and variance

(cv × μt)2 where cv is a given coefficient of variation.
k fixed ordering cost, k > 0
c unit procurement cost, c > 0
h unit inventory cost, h > 0
w unit disposal cost, is negative when having a salvage value, w > −c
α required service level, 0 < α < 1

Variables
Qt ≥ 0 ordered and delivered quantity at the beginning of period t
Ijt Inventory of age j at end of period t, initial inventory fixed Ij0 = 0,

I1t ∈ R, Ijt ≥ 0 for j = 2, . . . , J .
The total expected costs over the finite horizon is to be minimized.

E

⎛

⎝
T∑

t=1

⎛

⎝g(Qt) + h

J−1∑

j=1

I+
jt + wIJt

⎞

⎠

⎞

⎠ =
T∑

t=1

E

⎛

⎝g(Qt) + h

J−1∑

j=1

I+
jt + wIJt

⎞

⎠ ,

(1)
where procurement cost is given by the function

g(x) = k + cx, if x > 0, and g(0) = 0. (2)

The chance constraint expressing the required service level is

P (I1t ≥ 0) ≥ α, t = 1, . . . , T. (3)

Due to FIFO issuing, if the freshest inventory is negative, no older items are in
stock. The inventory dynamics of items of different ages is described by

I1t = Qt − (dt −
J−1∑

j=1

Ij,t−1)+, t = 1, . . . , T (4)
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for the freshest inventory and

Ijt =

⎛

⎝Ij−1,t−1 − (dt −
J−1∑

i=j

Ii,t−1)+

⎞

⎠

+

, t = 1, . . . , T, j = 2, . . . , J (5)

for older items. These dynamic equations describe the FIFO issuing policy and
imply that I1t is a free variable, whereas Ijt is nonnegative for the older vintages
j = 2, . . . , J . Notice that the oldest inventory IJt perishes and becomes waste.
Let

X = (I1,t−1, . . . , IJ−1,t−1) (6)

be the inventory with its age distribution at the beginning of the period. An order
policy is a set of rules Qt : RJ−1 → R, t = 1, . . . , T which given the inventory
state X at the beginning of the period specifies the amount to be ordered by
function Qt(X). [6] show that a straightforward dynamic programming approach
to optimize the function Qt(X) provides not necessarily optimal solutions due
to the service level constraint.

For a nonperishable product, a common way to deal with the planning is to
define so-called order-up-to levels St, e.g. [10]. The decision maker replenishes at
order moment t the inventory up to a level St. This means a vector S is provided
to the decision maker and the order quantity is defined by

Qt(X) = (St −
J−1∑

j=1

Xj)+, t = 1, . . . , T. (7)

Considering a fixed timing vector Y combined with order-up-to levels St is called
an YS policy in [7]. The question is how to generate good values for St in case
we are dealing with a perishable product and part of the inventory will become
waste. We deal with this question in Sections 3 and 4.

Order policies that take the age distribution into account have been studied
for stationary demand, see [11]. However, following this concept in a replenish-
ment cycle environment with non-stationary demand requires a time dependent
rule Qt(X). Considering a fixed timing vector Y combined with age dependent
order quantities Qt(X) is called an YQ(X) policy here. The decision maker needs
an information system that advices on the order quantity Qt(X); this is prac-
tically more complicated than the YS policy. In Section 5, we investigate how
order quantities can be derived using sampled demand. As the YQ(X) policy is
wider than the YS policy, it should provide lower expected cost than the case
where the age distribution is not taken into account.

First we study the implications of order quantities to fulfil the service level
constraint when the order moments are fixed beforehand by vector Y .

3 Replenishment Cycles, Basic Order-Up-To Levels
and Estimating the Service Level

In the policies under consideration, the decision maker is provided an order
timing vector Y , i.e. Yt = 0 ⇒ Qt = 0. We first focus on the concept of replen-
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ishment cycles in Section 3.1 and determine in which cases the so-called basic
order-up-to level is the optimal quantity in Section 3.2. For the other order
moments, we study the mathematical implications of estimating the service level
by a Monte Carlo sampling approach in Section 3.3.

3.1 Replenishment Cycles and Limits on Timing Vector Y

Literature on inventory control e.g. [10] applies the concept of a replenishment
cycle, i.e. the length R of the period for which the order of size Qt is meant.
For stationary demand, the replenishment cycle is fixed, but for non-stationary
demand the optimal replenishment cycle Rt may depend on order moment t. In
our case, replenishment cycle Rt for order moment t is the number of periods
such that Yt = Yt+Rt

= 1 and no orders take place in between, i.e. Yp = 0, p =
t+1, .., t+Rt−1. Notice that for the perishable case with shelf life J , practically
the replenishment cycle cannot be larger than the shelf life J ; so Rt ≤ J .

Lemma 1. Let Y be an order timing vector of the SP model, i.e. Yt = 0 ⇒
Qt = 0. Y provides an infeasible solution of the SP model, if it contains more
than J − 1 consecutive zeros.

This means that a feasible order timing vector Y does not contain a consecutive
series with more than J − 1 zeros.

Let FT be the set of all feasible order timing vectors Y of length T . The
number of elements |FT | of the set FT of feasible order timings of T periods
and a shelf life of J + 1 < T follows the recursive rule |FT+1| = 2|FT | − |FT−J |
with the initial terms |Ft| = 2t−1 for t < J + 1 and |FJ+1| = 2J − 1 as shown
in [1]. FT is exponential in the horizon T . However, in a practical situation, as
explained in [7], one cannot plan far ahead, because the forecasts of demand on
which he distribution of dt is based, is not known. Therefore, we will focus on
the provided instances in that paper with T = 12.

3.2 Optimal Order Quantities and Basic Order-Up-To Level

A concept that uses the replenishment cycle is that of the basic order-up-to level.
In this context, we define the basic order-up-to level ŜR,t as the inventory that
should be available at the beginning of period t to cover demand of R periods.

Definition 1. Let dt + ..+dt+R−1 be the stochastic demand during the replenish-
ment cycle of length R with cumulative distribution function (cdf) GR,t. The basic
order-up-to level ŜR,t with probability α to fulfil demand is defined by G(ŜR,t) = α

such that ŜR,t = G−1
R,t(α).

For the SP problem describing the inventory development of a perishable prod-
uct, to have ŜR,t in stock at the beginning of period t, i.e.

∑
j Xt + Qt ≥ ŜR,t,

may not be sufficient, because products in stock may perish during the replenish-
ment cycle. However, for some of the order moments it may be sufficient and also
defines the optimum order quantity. First consider an order moment following a
replenishment cycle of the length of the shelf life J .
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Lemma 2. Let Y be an order timing vector of the SP model with corresponding
cycle Rt and X defined by (6). For an order moment t having Yt−J = 1, Rt−J = J ,
the optimal order quantity is Qt = ŜRt,t.

Proof. The cost minimisation aims at a value of Qt as low as possible. Con-
straints (4) and (5) define that after J periods no (non-perished) inventory is
left over from order Qt−J , so Xtj = 0 for j = 1, . . . , J − 1. To fulfil chance
constraint (3), the order quantity should fulfil Qt ≥ ŜRt,t. Minimising its value
implies Qt = ŜRt,t.

��
Second, we may have replenishment cycles of just one period where during the
cycle, no products can perish.

Lemma 3. Let Y be an order timing vector of the SP model and X defined by (6).
For an order moment t having Yt+1 = Yt = 1 the optimal order quantity is Qt =
Ŝ1,t − ∑

j Xj.

Proof. For one period demand, chance constraint (3) translates to P (Qt +∑
j Xj ≥ dt) = α ⇒ Qt ≥ Ŝ1,t − ∑

j Xj . Minimising its value implies
Qt = Ŝ1,t − ∑

j Xj .
��

Independently of the order timing, the best order quantity at a negative stock
level always has an order-up-to character.

Lemma 4. Let Y be an order timing vector of the SP model with corresponding
replenishment cycles Rt and X defined by (6). If for Yt = 1, X1 ≤ 0 the optimal
order quantity is Qt = ŜR,t − X1.

Proof. No old stock is available that can perish during the replenishment cycle.
The chance constraint (3) translates to Qt + X1 ≥ ŜRt,t. Minimising the value
of Qt implies Qt = ŜRt,t − X1.

��
Given an order timing vector Y , the theoretical properties give us a hand to
determine the optimal order quantities for some of the order moments. The
question now is how to deal with the chance constraint and the order quantities
for the other order moments. A usual way to deal with that is using samples of
the demand series.

3.3 Monte Carlo Estimation of the Service Level

Let for an order period t, d be the stochastic demand vector (dt, . . . ,dt+R−1)
during replenishment cycle R, X the starting inventory and Q the order quantity.
Let f(Q,X, d) = I1,t+R−1 define the end inventory of items with age one period
given a realisation d of d following the inventory dynamics with possible perishing
according to (4) and (5). Consider the indicator function δ : R × R

R → {0, 1}

δ(Q, d) =
{

1 if f(Q,X, d) ≥ 0
0 otherwise (8)
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translating the service level in constraint (3) for period t + R − 1 to

a(Q) = P (I1,t+R−1 ≥ 0) = Edδ(Q, d). (9)

The generic concept of his translations is given in handbooks like [4]. Using
sample paths d1, . . . , dN of d to estimate a probability like (9) was called by
von Neumann the Monte Carlo method. The idea is that given N sample paths
d1, . . . , dN of d, the probability (service level) (9) is estimated by

â(Q) =
1
N

N∑

r=1

δ(Q, dr). (10)

As is know from handbooks on statistics (e.g. [5]), considering a set of inde-
pendent random samples dr provides the unbiased estimator (10) of a(Q) with
standard deviation

σ(â(Q)) =

√
1
N

(a(Q) − a(Q)2). (11)

The latter is of importance in Monte Carlo approaches to set the number of
samples for a desired probabilistic accuracy. Following the usual idea that the
binomial distribution is practically normal for a large number of samples, a rule
of thumb is to have an accuracy of 2σ. For the particular application aiming at
α = 0.90, 0.95, 0.98, a sample size of N = 5000 gives a rule of thumb accuracy
of about 0.005 of the estimator â(Q).

The next question is how to use the theoretical findings of Section 3.2 and
the estimation method of Section 3.3 in order to find policies where the order
timing Y is provided to the decision maker. This means, we should find the best
order timing and a way to deal with the order quantity.

4 Fixed Timing Y , Order-Up-To Level St

In the YS policy, the decision maker is provided a list of order-up-to levels St

for each order moment and orders according to (7). Lemmas 2 and 3 are helpful
to define the order-up-to level St = ŜR,t for specific moments. Sample-based
estimation can be used for the service level in each period, for this policy defined
as a vector a(S) = (a1(S), . . . , aT (S)).

Specifically, for the YS policy, one can write the problem of finding the (dis-
crete) timing Y and (continuous) order-up-to levels S as a Monte Carlo based
Mixed Integer Linear Programming (MC-MILP) model. Such a model is given
in Section 4.1. When using samples to measure a probability (service level) as
function of a continuous variable, the resulting function is piecewise constant
in the continuous variable, here S. To be more precise, the implicit equivalent
of estimator (10) is a function ât(S) : RT → {0, 1

N , 2
N , . . . , 1}. We will discuss

the so-called smoothed Monte Carlo method, such that finding the optimal and
feasible S given a timing vector Y becomes a Nonlinear Programming (NLP)
problem.
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4.1 MC-MILP Optimization of the YS Policy

The sample-based approach for the YS policy can be handled by adding to the
SP model a sample index r = 1, .., N to the variables, Ijtr and Qtr such that one
has replicas of the same variables that describe the actions of the model under
each sample r. Furthermore, for the chance constraints one adds a binary variable
δtr ∈ {0, 1} representing the indicator value that specifies whether demand is
fulfilled in period t in sample r

− I1tr ≤ mt(1 − δtr) r = 1, . . . , N, t = 1, . . . , T (12)

where mt is an upper bound on the value of the out of stock −I1t. This defines
a function ât(S) : Rn → {0, 1

N , 2
N , . . . , 1} representing the reached service level

under the set of samples. The corresponding chance constraints read

ât(S) :=
1
N

N∑

r=1

δtr ≥ α, t = 1, . . . , T. (13)

The objective (1) is extended towards

min
1
N

T∑

t=1

⎛

⎝kYt +
N∑

r=1

(cQtr + h

J−1∑

j=1

I+jtr + wIJtr)

⎞

⎠ , (14)

with order quantity

Qtr = (St −
J−1∑

j=1

Ij,t−1,r)+, r = 1, . . . , N, t = 1, . . . , T (15)

and the conventional order relation

St ≤ MYt, t = 1, . . . , T (16)

with a big-M value. The constraints (4) and (5) are extended to each sample

I1tr = Qtr − (dtr −
J−1∑

j=1

Ij,t−1,r)+, r = 1, . . . , N, t = 1, . . . , T (17)

and

Ijtr = (Ij−1,t−1,r−(dtr−
J−1∑

i=j

Ii,t−1,r)+)+, r = 1, . . . , N, t = 1, . . . , T, j = 2, . . . , J.

(18)

Notice that the values that we intend to find, i.e. Yt and St are independent of
the sample r and the other variables that describe the simulation or evaluation
part Qrt, Ij,t,r and δtr depend on the sample.
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Solving the MC-MILP model is in most cases practically impossible due to
the large number of binary variables δ and many solutions δ that represent the
same obtained service levels a(S). The number of samples N = 5000 mentioned in
Section 3.3, implies defining for each periodN = 5000 binary variables δrt. Instead,
wewill investigate a smoothedMonteCarlo approach as suggested in [3] to estimate
the service levels in the MC-MILP model.

4.2 MC Smoothing Approach to the YS Policy

First of all, consider the MC-MILP problem from the point of view of a NLP
problem in the continuous variables S when order timing Y is given. The function
ât(S) : Rn → {0, 1

N , 2
N , . . . , 1} in (13) and objective (14) are evaluated by using

N sample paths following the dynamics (16), (17) and (18). The difficulty of
applying an NLP solver for this problem is that (13) is piecewise constant, i.e.
changing the values of S a bit may not change the evaluated value of ât(S).

Fig. 1. Illustration of SMC from [3], where the estimated probability on the y-axis
depends on varying one parameter on the x-axis

[3] show that one can make the reached service level practically a continuous
function by following the MC smoothing approach. Let zrt =

∑J
j=1 Ijtr represent

the total amount of product left over at the end of period t in sample r. One can
measure, how close ât(S) is to change value by the value of the least nonnegative
total inventory p

[in]
t (S) = minr{zrt|zrt ≥ 0} and the least negative inventory

p
[out]
t (S) = minr{−zrt|zrt < 0}. The suggested smoothing function ot(S) is

ot(S) =
1

2N

(
2p

[in]
t (S)

p
[in]
t (S) + p

[out]
t (S)

− 1

)

. (19)

It is proven in [3], that ât(S)+ot(S) is continuous in the interesting values of S,
as illustrated in Figure 1. Moreover, the function ât(S)+ ot(S) deviates at most
1

2N from the reached service level ât(S). This deviation is much smaller than the
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possible estimation error. Using ât(S) + ot(S) defines the problem NLPS(Y )
where constraint (13) in MC-MILP is replaced by

ât(S) + ot(S) ≥ α, t = 1, . . . , T (20)

as a smooth optimization problem that in principle can be solved by a nonlinear
optimization routine. Notice again that only values St have to be determined
for Yt = 1 and ∃i = 1, . . . , J − 1, Yt−i = 1. For the chance constraints, one
only has to focus on the last period of the replenishment cycle t + Rt − 1; the
demand in between will have a higher probability to be fulfilled. As starting
point for the variables St in the nonlinear optimization the values ŜRt,t can be
used. Algorithm 1 provides a list of order timing Y ∗ and order-up-to levels S∗

that fulfils the chance constraints arbitrarily close if the number of samples N
increases. One can use a lower bound on cost to decide that Y cannot be optimal.
A lower bound LBc(Y ) on the cost contains the necessary minimum procurement
cost k

∑
Yt + c

∑
E(dt). Moreover, the expected inventory at the beginning of a

period where no order takes place is at least Ŝ1,t and the corresponding inventory
cost can be added to the lower bound LBc(Y ). In an enumeration of Y , if LBc(Y )
is greater than the best feasible objective value CU found so far, Y cannot be
the optimal timing.

Algorithm 1. YSsmooth in: samples dtr, cost data, α, ŜR,t, out: Y ∗, S∗

Set the best function value CU := ∞
Generate a set of feasible order timing Y
for all Y

if for the lower bound on cost LBc(Y ) < CU

solve NLPS(Y ) using ŜR,t values → S and cost C
if C < CU

save the best found values CU := C, S∗ := S, Y ∗ = Y

5 YQ(X): Timing Y , Stock-Age Dependent Qt(X)

The YQ(X) policy fits nearly directly to the results found in Section 3. The decision
maker is provided with an order timing vector Y . For each order moment (Yt = 1),
the suggested order quantity Qt depends on the age distribution X of the items in
stock. For the order moments fulfilling the conditions of Lemmas 2 and 3, the order
quantities are provided by using the pre-calculated basic order-up-to levels ŜR,t.
For the other order moments, Lemma 4 tells us what to do when confronted with
a negative inventory X. For a positive inventory X, the sample-based estimation
of Section 3 can be used. At an order moment, i.e. Yt = 1 where the inventory
position is positive and Rt > 1, the order quantity may be larger than the basic
order-up-to level
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Qt(X) ≥ (ŜRt,t −
J−1∑

j=1

Xj)+ (21)

due to the expected out dating of inventory during the replenishment cycle. To
compute the optimal order quantity for this case, we have to investigate the
total inventory at the end of the replenishment cycle as function of the starting
inventory X, the order quantity Q and the demand dt, . . . , dt+R−1 during the
replenishment cycle.

Definition 2. The function Z : R × R
J × R

R → R is defined as the trans-
formation z = Z(Q,X, d) giving the total inventory z =

∑J
j=1 Ij,R−1 following

the dynamics (4), (5) with starting inventory X, order quantity Q and demand
vector (d1, . . . , dR−1).

This definition facilitates writing the order quantity we are looking for as the
minimum value Qt for which the chance constraint holds; this is the value of
Qt for which P (Z(Qt,Xt,dt, . . . ,dt+R−1) ≥ 0) = α. The following property of
function Z is useful.

Lemma 5. Let function Z be defined by Definition 2, R ≤ J , values for Q,X, d
given. Let Z(Q,X, d) = z, then ∀q ∈ R, Z(Q + q,X, d) = z + q.

Proof. Due to R ≤ J following the equations (4), (5), non of the order quantity
Q will be wasted (outdated). An additional amount q will be added to the total
end inventory z. ��
Theorem 1. Let function Z be defined by Definition 2, R ≤ J , starting inven-
tory X given, z = Z(0,X,dt, . . . ,dt+R−1) with cdf Γ . The optimal order quantity
in period t is Qt = (−Γ−1(1 − α))+.

Proof. If Γ−1(1 − α) > 0, the current stock is enough to fulfil demand with α
probability: P (z ≤ 0) < (1−α) → P (z ≥ 0) > α. So in that case, Qt = 0 is opti-
mal. For a value Qt = −Γ−1(1 − α) ≥ 0, we have P (Z(0,X,dt, . . . ,dt+R−1) ≤
−Qt) = 1 − α. This implies P (Z(0,X,dt, . . . ,dt+R−1) + Qt ≥ 0) = α. Using
Lemma 5, this translates to P (Z(Qt,X,dt, . . . ,dt+R−1) ≥ 0) = α. So the order
quantity Qt is the minimum value for which the end inventory has a probability
of α to be positive. Therefore it is the optimal value.

��
Lemmas 2 and 3 discussed the cases where Qt = ŜRt,t −

∑J−1
j=1 Xj is the optimal

solution. A possible deviation from this value in other cases is due to the waste
that can occur during the replenishment cycle. Taking this value as benchmark
provides a corollary which follows directly from Theorem 1 and Lemma 5.

Corollary 1. Let function Z be defined by Definition 2, R ≤ J , starting inven-
tory X given, z = Z(ŜRt,t − ∑J−1

j=1 Xj ,X,dt, . . . ,dt+R−1) with cdf Γ . The opti-

mal order quantity is Qt =
(
ŜRt,t − ∑J−1

j=1 Xj − Γ−1(1 − α)
)+

.
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Algorithm 2. YQ (in: drt,cost data, α, ŜR,t), out: Y ∗

CU := ∞
Generate a set of feasible order timing Y
for all Y

if for the lower bound on cost LBc(Y ) < CU

Determine C by simulating N sample paths
During the simulation
if Yt = 1

if starting inventory X not positive or Rt = 1 take Qt = ŜRt,t −∑J−1
j=1 Xj

else simulate the replenishment cycle with N paths from X
Determine the order quantity Qt from (23)

if C < CU

CU := C, Y ∗ = Y

In other words, Lemmas 2 and 3 discuss cases where the choice Qt = ŜRt,t −
∑J−1

j=1 Xj gives Γ−1(1 − α) = 0. Notice, this is also the case if the starting
inventory is non-positive, X1 ≤ 0, as no waste can be generated. In other cases,
waste can be generated and Γ−1(1 − α) < 0. No analytical form is available to
evaluate its value. To estimate the quantile Γ−1(1−α), Monte Carlo simulation
can be used as discussed in Section 3.3. Let D be an N ×T matrix with samples
dr,t. For a starting inventory X, giving the order quantity Q = ŜRt,t−

∑J−1
j=1 Xj ,

one can evaluate zr = Z(Q,X, dr,t, . . . , dr,t+R−1) being the total inventory of
sample r at the end of the cycle. The adjusting amount −Γ−1(1−α) is estimated
by

At(X) = (−quantile({zr, r = 1, . . . , N}, 1 − α))+, (22)

where quantile({}, α) is the α sample quantile of set {}.
The order quantity for any starting inventory according to Corollary 1, can

be approximated by

Qt(X) = ŜRt,t −
J−1∑

j=1

Xj + At(X). (23)

This way of approaching the chance constraint is slightly stricter than the orig-
inal service level constraints. It forces an α probability on positive inventory
from any starting inventory X. This is also called a conditional service level
constraint, see [9].

The order quantities for the YQ(X) policy are now defined either by the
theoretical results, or by the sample-based estimation in (22) and (23). The
next question is to generate the best advice for the order timing Y . Algorithm
(2) enumerates the possible timing vectors. Here one can make use of Lemma
1 and leave out those with too large periods between two orders. For each
vector Y , the average cost is evaluated for a large simulation run that uses
different random numbers than the ones in matrix D that are used to determine
the order quantities by (22) and (23).

The YQ(X) policy has the advantage that it takes the age distribution into
account. However, for the decision maker the required use of tables and possibly
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interpolation is more hassle than using a simple order-up-to strategy with a list
of order-up-to levels of the YS policy. One question is in which cases the policy
YQ(X) performs significantly better than the YS policy. The theoretical results
already showed that in fact the YQ(X) policy works with basic order-up-to levels
ŜR,t for many cases. If costs and demand data are such that we order each period,
or alternatively order every J periods, then in fact the YQ(X) policy works with
order-up-to levels all the time according to Lemmas 2 and 3.

6 Numerical Study

Not taking the age distribution into account (YS policy) provides an easy to
interpret policy. The developed method of Algorithm 1 aims to generate better
solutions for the YS policy than the MILP approximation of [7] . Taking the age
distribution into account (YQ(X) policy) should even lead to smaller expected
costs. We used the experimental design of [7] to investigate the quality of the
described policies in terms of how well the required service level is met and what
are the expected costs. For which instances does it pay the trouble to take the
age distribution into account?

Table 1. Base case with expected demand μt. Average cost and reached service level
α̂ measured by simulating with 5000 runs

demand MILP [7] YS Policy YQ(X) Policy
t\Cost 28882 28649 28205

μt St α̂ St α̂ Y α̂
1 800 1129 94.7% 1129 94.7% 1 1
2 950 1550 99.5% 1550 99.5% 0 98.7%
3 200 0 95.4% 0 95.4% 0 95.2%
4 900 2350 1 2340 1 1 1
5 800 0 98.7% 0 98.5% 0 98.7%
6 150 0 95.3% 0 94.7% 0 95.3%
7 650 1874 1 1874 1 1 1
8 800 0 95.3%. 0 95.3% 0 96.1%
9 900 1271 95.2% 1278 95.2% 1 94.9%
10 300 1333 1 1426 1 1 1
11 150 0 1 0 1 0 1
12 600 0 88.5% 0 95.1% 0 95.1%

We start with the base case with k = 1500, c = 2, h = .5, w = 0 α = 95%
from [7] and compare the implications of the reported St values by the MILP
approach in that paper. The expected demand μt given in Table 1 for a time
horizon of T = 12, and its variance is given by (cv×μt)2 with variation coefficient
cv = 0.25. The starting inventory is zero.

Algorithm 1 is used to generate the order-up-to levels St of the YS
policy. Algorithm 2 generates the timing for the YQ(X) policy. With respect
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to efficiency, both algorithms required the order of magnitude of 5 minutes in
a Matlab implementation. Taking into account the zero starting inventory (the
first period we have to order), the number |FT | of feasible timings Y in this case
is 927. Both algorithms also remove more than 200 vectors due to cost bounding.

It is interesting to see that the YS policy (also elaborated in the MILP model)
starts by choosing Q1 = S1 = Ŝ1,1 and the YQ(X) policy chooses Q1 = Ŝ3,1, so
aiming at covering demand of three periods. Although these numbers are exact,
the numerical estimation of the service level via the simulation gives an error
within the accuracy as α̂1 = 94.7% instead of the used α = 95%. For this specific
case, notice that the YS and YQ(X) policies differ in number of orders in the
time horizon and both provide a fulfilment of the service level constraints up to
the simulation accuracy. This is in contrast to the reported result of the MILP
model in [7], where for the last period the α probability was not reached. The
YQ(X) policy is 2.4% cheaper than the YS policy for this case.

The illustrative case has been designed such that there is a large difference in
cost between the YS and YQ(X) policy. To investigate the question when a large
difference occurs, we repeated all 81 experiments of [7] and found the following
tendency with respect to the disadvantage of using the more practical YS policy
instead of taking the age distribution into account

– No disadvantage if cost structure implies ordering every period, or for a cycle
that has the length of the shelf life.

– The disadvantage does not necessarily grow with the forecast error, i.e. larger
uncertainty in demand.

– The disadvantage is less when the demand pattern is more stationary.

7 Conclusions

We investigated how order policies can be generated for a specific chance con-
strained inventory model where the order moments should be fixed in advance
for a finite horizon. Focus is on the idea that the chance constraints of the model
can be approximated by an approach using Monte Carlo (MC) sampling.

Several theoretical properties have been derived for the optimal order quanti-
ties. For those order moments where the analytical results do not apply, sample-
based estimation of the service level can be used. For the YQ(X) policy, the
order quantity is minimized such that from each starting inventory for a simu-
lated replenishment cycle the chance constraint is just fulfilled. We derived an
algorithm to determine the optimal order timing for this order policy.

When investigating the possibility of generating order-up-to levels for a so-
called YS policy, one can in principle formulate a MC-MILP problem that is
usually unsolvable. We show that such a problem can be approximated arbi-
trarily near by using the smoothed Monte Carlo method to construct a MINLP
problem that is integer in the timing variables Y and continuous in the order-up-
to variables S. For each timing vector Y to be evaluated, a continuous NLPS(Y )
problem should be solved. A specific algorithm based on enumeration and bound-
ing has been derived to solve the problem.
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The YQ(X) policy is more complicated for providing decision support to the
decision maker. The derived algorithms and theoretical results have been used
to investigate the question for which instances the easier YS policy provides
(nearly) the same performance as the more complicated YQ(X) policy. Mainly
a wide variation in the demand pattern over the planning horizon provides an
advantage for the YQ(X) policy that takes the age distribution into account in
the determination of the order quantity.
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Abstract. This paper investigates transport services pricing problems
faced by intermodal freight transport operators with fixed transport
capacities in an intermodal freight transport network. We first present
an optimal intermodal freight transport planning model to minimize
the total transport cost. This model captures modality change phenom-
ena, due time requirements, and the possibility to subcontract transport
demands. A cost-plus-pricing strategy is proposed to determine the ser-
vice price as the sum of the operational cost and the targeted profit
margins of transport operators under different transport scenarios, i.e.,
self-transporting, subcontracting, and a combination of them. For the
reference transport demand specified by a customer, a list of service pack-
ages with different due times, demand sizes, and the determined service
prices will be offered to the customer. Based on the urgency of delivering
containers and the prices of different service packages, the customer will
make the final selection decisions. A case study is given to illustrate the
planning model and our proposed pricing strategy.

Keywords: Intermodal freight transport planning · Cost-plus-pricing
strategy · Subcontracting · Transport service packages

1 Introduction

Port-hinterland freight transport has been facing challenges from increasing
cargo volumes, limited capacities of transport infrastructures, traffic congestion
on freeways around the port area, traffic emission issues, etc. The concept of
intermodal freight transport provides an innovative solution for realizing effi-
cient and sustainable hinterland transport systems for the deepsea ports, for
instance the Port of Rotterdam [1]. Cranic and Kim [2] define intermodal freight
transport as “the transportation of a load from its origin to its destination by
a sequence of at least two transportation modes, the transfer from one mode to
the next being performed at an intermodal terminal.” By integrating and coor-
dinating the use of different transport modes available in an intermodal freight
c© Springer International Publishing Switzerland 2015
F. Corman et al. (Eds.): ICCL 2015, LNCS 9335, pp. 541–556, 2015.
DOI: 10.1007/978-3-319-24264-4 37
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transport network through an efficient ICT system, intermodal freight transport
provides the opportunity to obtain an efficient use of the physical infrastructure
as well as providing cost and energy efficient transport services. Apart from inter-
modal freight transport, a number of innovative concepts have been introduced
in both the freight transport organization and the supply chain management,
such as mode-free booking, extended gateway, synchromodal freight transport,
and terminal haulage [1,3–5].

The topic of intermodal freight transport has been studied intensively in lit-
erature [2,6–11]. Quite a lot of research efforts have been investigating transport
planning problem at the strategic, tactical, and operational decision-making lev-
els. However, a successful implementation of intermodal freight transport and
also other innovative concepts does not only depend on efficient transport plan-
ning, but also on an appropriate pricing strategy for intermodal freight services.
Pricing intermodal freight transport services involves determining how much cus-
tomers should be charged for each service with particular service-related char-
acteristics i.e., origin, destination, the number of containers that have to be
transported, and the due time for completing the movement. The pricing strat-
egy will greatly affect the competitiveness of intermodal freight transport, and it
also plays an important role in mode choice. Macharis and Bontekoning [6] point
out that the pricing for intermodal transport is complicated since several actors
are involved relating to different parts of the chain. It requires an accurate cost
calculation and insight in the market situation.

The pricing strategies for intermodal freight transport services are often ana-
lyzed at two levels, the individual player in the intermodal chain, and the whole
door-to-door intermodal freight transport service [11]. At the first, individual
player level, pricing strategies for rail haul and drayage operators are evalu-
ated in [12] and [13], respectively. Liu and Yang [14] combines slot allocation
and dynamic pricing strategy in container intermodal transport. At the second,
whole door-to-door service level, Tsai et al. [15] developed pricing strategies
based on minimum logistics cost and logit demand functions for the whole inter-
modal transport chain. Li and Tayur formulated in [16] a medium-term planning
model to jointly consider transport planning and service pricing in intermodal
freight transport. Dandotiya et al. [17] developed a joint optimization model for
the rail-truck terminal location policy and the pricing strategy for the Delhi-
Mumbai freight corridor in India. This study aims to enhance the utilization
of the railway infrastructure and shows the interrelation between terminal loca-
tions and the price sensitivities of customers while allowing for adequate profit
for the railway. A bi-level programming model was proposed by Ypsilantis and
Zuidwijk to jointly design the extended gateway services and determine the
pricing scheme for profit maximization in [18]. This paper pointed out that for
the port-to-door service the corresponding transport service price depends on
the best alternative transport service offered by the competition and does not
depend on the container transport routing in the network, while for the price of
the port-to-port service this is not the case. The best alternative transport service
is chosen from the shippers’ perspective by evaluating a trade-off among major
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decision factors, such as transport cost, and transport time. Most of the research
work on pricing strategy for intermodal freight transport in the literature is per-
formed at the tactical level [8]. The research presented in the current paper
combines the intermodal transport planning operation and the pricing strategy
so that the pricing problem is considered in a more detailed level. Moreover,
even through there are many cost-related pricing strategies, such as cost-plus
pricing, market penetration pricing, discount pricing [12], the current paper will
focus on using the basic concept of the cost-plus pricing strategy.

In the current paper we will consider an intermodal freight transport operator
that provides port-to-port services in an intermodal freight transport network
connecting deep-sea ports and inland terminals. The main contributions of this
paper are a new intermodal freight transport network model for minimizing the
transport cost of the intermodal freight transport operator and a cost-plus service
pricing strategy for facilitating transport operators with given transport capac-
ity in an intermodal freight transport network.This paper considers performing
off-line pricing where all transport demands in the planning period are assumed
to be known when the transport planning and pricing decisions are being made.
It is noteworthy that some transport demands might be rejected by the operator
in case that the determined prices of transport services for serving these trans-
port demands are higher than the market prices. The proposed pricing strategy
considers the operational cost and the targeted profit margins of intermodal
freight transport operators, and also the market price for transporting freight.
Therefore, an optimal intermodal freight transport planning model is first devel-
oped for representing the characteristic behaviors of the network (e.g., modality
changes at intermodal terminals), to guarantee the due time requirements of
transport demands, and to capture the possibility of using subcontracted trans-
port services from other transport operators. The introduction of subcontracted
transport services in the intermodal container transport network model was first
proposed and investigated in [19,20]. The network modeling approach in the cur-
rent paper is based on the multi-node method that has been proposed and used
in [21–23], which works at the tactical container flow level, while extensions are
made in this paper to enable the network model to be capable of directly captur-
ing the due time requirements of transport demands and the possibility of doing
subcontracting at the operational container transport planning level. After that,
the proposed cost-plus-pricing strategy determines intermodal freight transport
service prices by adding up the transport operator’s operational cost and the
targeted profit margins while taking into account different transport scenarios,
i.e., self-transporting, subcontracting, and a combination of these two. Moreover,
for a reference transport demand a list of transport service packages with differ-
ent due times, demand sizes, and the determined prices will be provided to the
customer. The customer can make the final transport service selection according
to his transport urgency and the service prices of different service packages.

The remainder of the paper is organized as follows. Section 2 briefly intro-
duces intermodal freight transport networks and presents an optimal intermodal
freight transport planning model. Our proposed cost-plus service pricing strategy
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Fig. 1. A graph representation of an intermodal freight transport network. Each
doubled-headed arc in the figure represents two directed links with opposite directions.

is explained in detail in Section 3 under different transport scenarios. A simple
case study is given in Section 4 to illustrate our proposed pricing approach.
Conclusions and directions for future work are given in Section 5.

2 Planning Intermodal Freight Transport

2.1 Intermodal Freight Transport Networks

An intermodal freight transport network is a network of interconnected single-
mode transport networks, for instance the road network, the railway network,
the inland waterway network. The interconnected network consists of a set of
intermodal terminals and a set of transport connections with different modal-
ities among these terminals. Intermodal terminals function as the connecting
points for multiple single-mode transport networks, and as the switching points
for containers to switch from one modality to another. Unquestionably, certain
amounts of transfer time and transfer cost will occur when containers switch
among modalities.

By representing intermodal terminals and transport connections as nodes and
links, an intermodal freight transport network can be abstracted as a directed
graph. Figure 1 shows a graph representation of an intermodal freight transport
network with 4 intermodal terminals, 8 freeway connections, 2 railway connec-
tions, and 4 inland waterway connections. Adopting the multiple node method
used in [24], in [21] an intermodal terminal is modeled as a set of multiple nodes
that correspond to each single-mode terminal and the storage yard at this inter-
modal terminal respectively. The use of multiple nodes enables the analysis of
modality change phenomena at intermodal terminals in the same way as the
transport connections. This paper will also adopt the multiple node method as
used in [21].

Briefly speaking, an intermodal freight transport network can be modeled as
a directed graph G (V ,E ,M ). The node set V is generated using the multiple
node method and on the basis of the structure of the physical network and
the possibility of changing modalities at intermodal terminals. The node set
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Fig. 2. The intermodal freight transport network model for the network shown in
Figure 1. Each doubled-headed arc in the figure represents two directed links with
opposite directions.

V = Vtruck ∪ Vtrain ∪ Vbarge ∪ Vstore is a finite nonempty set with the sets Vtruck,
Vtrain, Vbarge, and Vstore representing truck terminals, train terminals, barge
terminals, and storage yards shared by different single-model terminals inside
each intermodal terminal of the network, respectively. The modality change set
M is constructed according to the available modalities in this network. This
paper formulates the network model for three modalities (i.e., trucks, trains,
and barges), but the network model can be extended to include more modalities.
The mode change set M = M1 ∪ M2 indicates modalities and modality change
types in the network with M1 = {truck, train,barge, store} and M2 = {m1 →
m2|m1,m2 ∈ M1 and m1 �= m2}. Note that the storage is considered as one
type of virtual modality. The link set E ⊆ V × V × M represents all available
connections among nodes. The symbol lmi,j is used to denote link (i, j,m) ∈ E .
All links in the network are categorized as either transport links or transfer links
depending on whether a modality change happens on this link or not. Figure 2
gives the intermodal freight transport network model of the network shown in
Figure 1. The dotted blue arcs, the solid black arcs, the dashed red arcs, and the
dash-dotted green arcs indicate 4 transport links of the inland waterway network,
8 transport links of the road network, 2 transport links of the railway network,
and 30 transfer links among nodes with different modalities in the intermodal
freight transport network, respectively. The dashed green nodes indicate the
storage nodes.

With the above multi-node method based network model, the paper [21]
develops a generic intermodal freight transport network model in a discrete-
time formulation from an aggregated container flow perspective for optimal con-
tainer flow assignment. The optimal intermodal freight transport planing model
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proposed below is also in a discrete-time formulation but considers individual
containers in the planning, and is therefore able to directly capture the due time
requirements of transport demands ordered in the form of mode-free booking [3].

2.2 Optimal Intermodal Freight Transport Planning Model

This section presents an optimal intermodal freight transport planning model
for an intermodal freight transport operator. The transport operator has a fixed
transport capacity on each link of the intermodal freight transport network and
provides intermodal freight transport services to shippers. Shippers order trans-
port services in a mode-free booking fashion, in which shippers only specify the
characteristic information of their containers (i.e., the origin, the destination,
the size, and the due time) while leaving the freedom to transport operators
to choose appropriate modes of transport for transporting containers under the
up-to-date network conditions. In order to guarantee the reliability of transport
services, the transport operator strives to complete shippers’ orders before their
specified due times with the lowest total transport cost possible. Therefore, we
choose to consider the due time requirements as hard constraints in the plan-
ning. Meanwhile, in practice there are situations that the transport operator does
not have enough transport capacity available when some orders from a valued
long-term business partners arrive. It is then really important for the transport
operator to accept and finish these orders in order to establish a stable coopera-
tion with the business partner. Therefore, we assume that the transport operator
can subcontract a part or even the whole order to other transport operators in
order to serve the order at the price of making less profit.

An order can be interpreted as a transport demand in the transport plan-
ning, and it is defined as a group of containers sharing the origin and destination
nodes (e.g., (o, d)) and also a given due time (e.g., To,d). The number of contain-
ers corresponding to transport demand (o, d,To,d) (, which belongs to the set of
all transport demands Oodt ⊆ V × V × T ) can be indicated by do,d,To,d

. The
due time To,d is actually the latest time point for finishing transport demand
(o, d,To,d), for instance 5:00 pm on April 20, 2015. The proposed optimal inter-
modal freight transport planning model is a discrete-time model with a time
step of Ts (h). The planning horizon of the intermodal freight transport is N ·Ts

(h) with N ∈ N\{0}. The planning horizon should be large enough to include
the due time of all transport demands. The objective, the constraints, and the
optimization formulation of the proposed planning model will be explained in
detail in the following subsections.

2.2.1 The Objective of the Planning Model
For an intermodal freight transport operator with fixed transport capacities on
transport connections in the network, the optimal transport planning consists
in determining container routings and making subcontracting decisions by min-
imizing the total delivery cost while fulfilling the due time requirements of all
transport demands in the network. In this optimal intermodal freight transport
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planning model, the total transport cost Jtotal is the sum of the storage cost, the
transport/transfer cost, and subcontracting cost of transport demands in the
network and is defined as follows:

Jtotal =
∑

(o,d,To,d)∈Oodt

⎡

⎣
N∑

k=1

⎡

⎣
∑

i∈V

xi,o,d,To,d
(k)TsCi,store +

∑

(i,j,m)∈E

xm
i,j,o,d,Tod

(k)TsC
m
i,j,tran

⎤

⎦

+ dsub
i,o,d,To,d

(1)Csub
i,o,d,To,d

]
, (1)

where

- The value of xi,o,d,To,d
(k) (TEU) is the number of containers corresponding

to transport demand do,d,To,d
and staying at node i at time step k. The

container storage cost at node i ∈ V is given as Ci,store (e/TEU/h).
- The value of xm

i,j,o,d,Tod
(k) (TEU) is the number of containers corresponding

to transport demand do,d,To,d
and traveling on link lmi,j at time step k. The

container transport/transfer cost on link (i, j,m) ∈ E is given by Cm
i,j,tran

(e/TEU/h).
- The value of dsubi,o,d,To,d

(k) (TEU) is the number of containers correspond-
ing to transport demand do,d,To,d

that have to be subcontracted to other
transport operators at time step k. The value of dsubi,o,d,To,d

(k) corresponds to
a planning decision when i = o and k = 1, and otherwise it is zero. Here
we assume that the subcontracting decision is made about each transport
demand only at the time when the demand enters the network. The price
that has to be paid for subcontracting one TEU of the transport demand
do,d,To,d

is Csub
i,o,d,To,d

(e/TEU).

2.2.2 The Constraints of the Planning Model
The transport planning has to be performed with respect to multiple con-

straints on network dynamics, transport capacity, due time requirements, and
subcontracting decisions. For each transport demand do,d,To,d

, the network
dynamics include node dynamics and link dynamics, and can be formulated
as:

xi,o,d,To,d
(k + 1) = xi,o,d,To,d

(k) +
∑

(j,m)∈N in
i

qm,out
j,i,o,d,To,d

(k)

−
∑

(j,m)∈N out
i

qm,in
i,j,o,d,To,d

(k) − douti,o,d,To,d
(k)

+ dini,o,d,To,d
(k) − dsubi,o,d,To,d

(k), (2)

xi,o,d,To,d
(k), dini,o,d,To,d

(k), douti,o,d,To,d
(k), dsubi,o,d,To,d

(k) ∈ N\{0}
∀(o, d,To,d) ∈ Oodt, ∀i, j ∈ V , ∀m ∈ M , ∀k,
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qm,out
i,j,o,d,To,d

(k) = qm,in
i,j,o,d,To,d

(k − Tm
i,j), (3)

xm
i,j,o,d,Tod

(k + 1) = xm
i,j,o,d,Tod

(k) +
(
qm,in
i,j,o,d,To,d

(k) − qm,out
i,j,o,d,To,d

(k)
)

, (4)

where

- The value of qm,out
i,j,o,d,To,d

(k) (TEU) is the number of containers corresponding
to transport demand do,d,To,d

and leaving link lmi,j to node j at time step k.
The set N in

i is defined as

N in
i = {(j,m) | lmj,i is an incoming link for node i}.

- The value of qm,in
i,j,o,d(k) (TEU) is the number of containers corresponding to

transport demand do,d,To,d
and entering link lmi,j from node i at time step k.

The set N out
i is defined as

N out
i = {(j,m) | lmi,j is an outgoing link for node i}.

- The transport time on each link lmi,j is given by Tm
i,jTs (h). Here the transport

time on each link is assumed to be constant.
- The value of dini,o,d,To,d

(k) (TEU) is the number of containers corresponding
to transport demand do,d,To,d

and entering node i from the outside of the net-
work at time step k. The value of dini,o,d,To,d

(k) equals do,d,To,d
−dsubi,o,d,To,d

(k)
when i = o and k = 1, and otherwise it is zero.

- The value of douti,o,d,To,d
(k) (TEU) is the number of containers corresponding

to transport demand do,d,To,d
and arriving at the final destination node i at

time step k. The value of douti,o,d,To,d
(k) equals

∑
(j,m)∈N in

i
qm,in
i,j,o,d,To,d

(k) when
i = d (here, we assume that containers coming from each transport demand
will immediately leave the network once they arrive at their destinations),
and otherwise it is zero.

The transport capacity of an intermodal freight transport operator on each link
lmi,j , Cm

i,j (TEU), is the maximum number of containers that can traverse within
this link. The transfer capacity on each transfer link is basically determined by the
equipment capacity and the operation of the intermodal terminal to which this
link physically belongs. The transport/transfer capacity constraint on each link
lmi,j applies for the combination of all transport demands do,d,To,d

∈ Oodt, and can
be formulated as follows:

∑

(o,d,To,d)∈Oodt

xm
i,j,o,d,Tod

(k) ≤ Cm
i,j . (5)

The due time requirements set the latest times before which the transport
demands should be completed. It means that after the set due time of one trans-
port demand its corresponding container flow at the nodes and on the links of the
intermodal freight transport network should be zeros. Considering the network
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dynamics (2)–(4), the due time requirements can be simplified by only requiring
the container flow of each transport demand in the network to be zeros at its
due time. The due time requirements of all transport demands do,d,To,d

∈ Oodt

are considered as hard constants in the transport planning, and can be formu-
lated as:

xi,o,d,To,d
(ko,d) = 0, ∀i ∈ V ,∀(o, d,To,d) ∈ Oodt, (6)

xm
i,j,o,d,To,d

(ko,d) = 0, ∀(i, j,m) ∈ E ,∀(o, d,To,d) ∈ Oodt, (7)

where

- The time step ko,d corresponds to the due time of transport demand
(o, d,To,d) that is assumed to be a multiple of Ts. The relation ko,dTs = To,d

holds.

This model allows the intermodal freight transport operator to subcontract
transport demands to other operators in case of lacking transport capacity or
for reducing the total transport cost for serving these transport demands. It
is assumed that there is unlimited transport capacity from other operators for
serving subcontracted transport demands. However, for each transport demand
(o, d,To,d) ∈ Oodt the number of containers subcontracted to other operators
should not be larger than the size of this transport demand. Moreover, recalling
the assumption that the subcontracting decision for each transport demand is
only made when it enters the intermodal freight transport network at the origin
node, the relation is guaranteed by the following constraints:

dsubi,o,d,To,d
(1) ≤ do,d,To,d

, ∀(o, d,To,d) ∈ Oodt (8)

2.2.3 The Optimization Formulation
The optimal intermodal freight transport planning problem can be formu-

lated as the following optimization problem:

min
x̃1,x̃2,q̃out,q̃in,d̃sub

J(x̃1, x̃2, q̃
out, q̃in, d̃sub) (9)

subject to (2) − (8),

where

- x̃1 contains all xi,o,d,To,d
(k), for i ∈ V , (o, d,To,d) ∈ Oodt, k = 1, · · · , N .

- x̃2 contains all xm
i,j,o,d,Tod

(k), for (i, j,m) ∈ E , (o, d,To,d) ∈ Oodt, k =
1, · · · , N .

- q̃out contains all qm,out
i,j,o,d,To,d

(k), for i ∈ V , (j,m) ∈ N out
i , (o, d,To,d) ∈

Oodt, k = 1, · · · , N .
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- q̃in contains all qm,in
i,j,o,d,To,d

(k), for i ∈ V , (j,m) ∈ N in
i , (o, d,To,d) ∈

Oodt, k = 1, · · · , N .
- d̃sub contains all dsubi,o,d,To,d

(1), for (o, d,To,d) ∈ Oodt.

This problem (9)-10 is a linear integer optimization problem, which can be solved
very efficiently using state-of-the-art solvers such as the intlinprog solver in Mat-
lab, and CPLEX.

3 Pricing Intermodal Freight Transport Services

In this paper, we use a cost-plus-pricing strategy to determine the price of inter-
modal freight transport services. Before introducing the pricing strategy, some
important assumptions and issues are listed as follows:

– For an intermodal freight transport service offered by the intermodal freight
transport operator, there is always an market price for it and this market
price is known to both transport operators and shippers. Therefore, the
determined intermodal freight transport service price should not be more
expensive than the corresponding market price.

– The intermodal freight transport operator has different targeted profit mar-
gins for different types of transport services, Mself for the self-operated ser-
vices and Msub for the subcontracted services. These two profit margins are
preset by the transport operator according to its marketing objectives.

– For subcontracted intermodal freight transport services, the targeted profit
margin Msub is smaller than Mself . Because when the order is carried out by
a subcontractor, the main job is done by the subcontractor and the transport
operator will have less space to make profit.

– The intermodal freight transport service price is determined and charged
at the moment when the order is made by the customer even if the actual
execution of the container delivery changes later. For instance, the shipper
pays the service price (determined by the operator) of finishing one order
when the order is made. This order was planned to be served by trains
at the beginning. But some or all containers of this order might be finally
moved by trucks instead of the preplanned trains in case of unexpected
situations during the container delivery process e.g., train cancellation due to
bad weather conditions. In this case the actual operational cost of serving this
order will increase since road transport is typically expected to be expensive
than railway transport. However, the operator will not be able to charge the
shipper any extra costs on this order.

– This paper works for the case of determining off-line pricing. It means that
all transport demands in the planning period are known by the operator
when he or she plans the freight transport and determines the service price.

With the above mentioned assumptions, our proposed cost-plus-pricing strat-
egy determines the price of intermodal freight transport services as the sum of
the operator’s operational cost and the targeted profit margins. The operational
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cost includes the transport cost and the other related cost (e.g., the administra-
tion cost). The intermodal freight transport operator provides transport services
by using its own transport capacity and subcontracting one part or the full order
to other transport operators to serve the order with a predetermined negotiated
price when necessary. The corresponding cost calculation and targeted profit
margins are different from that of self-operated transport services. Therefore,
the proposed pricing strategy should be tailored to take into account different
transport scenarios, i.e., self-transporting, subcontracting, and a combination of
them.

The optimal intermodal freight transport planning decisions for all transport
demands are made by solving problem (9)–(10) in order to minimize the total
transport cost. The operational cost and also the corresponding transport service
price of each individual transport demand are then calculated and determined
according to the transport cost, the other related cost, and the profit margins
associated with it. The proposed pricing strategy will be subsequently illustrated
for one transport demand in detail. For the sake of notation simplicity, the
subscripts o, d,To,d for J , Cself

other, Csub
other, Mself , Msub, P , and Pmarket are omitted

in the rest of this paper. For one order or transport demand (o, d,To,d) with a
size of do,d,To,d

, the operational cost is calculated as

Cself
cost =

J

do,d,To,d

+ Cself
other, for the selfoperated case (10)

Csub
cost = Csub

i,o,d,To,d
+ Csub

other, fort the subcontracted case (11)

where

- The total transport cost J (e) for transport demand (o, d,To,d) is obtained
by solving the planing problem (9)–(10).

- The other cost is assumed to be proportional to the size of the order, but
will be different for the self-operated transport service and the subcontracted
transport service.

The profit margins for self-conducted transport services and subcontracted
transport services are set as Mself and Msub, respectively. There are three trans-
port scenarios and the corresponding prices P (e/TEU) are calculated as follows:

– Scenario 1: The order is completely served by the intermodal freight operator
itself, i.e., dsubi,o,d,To,d

(1) = 0. The price is:

P = Cself
cost (1 + Mself) . (12)

– Scenario 2: The order is served by both the intermodal freight operator and
subcontractors, i.e., 0 < dsubi,o,d,To,d

(1) < do,d,To,d
. The price is:

Pmax = ρself

⎛

⎝
J − Csub

i,o,d,To,d
dsubi,o,d,To,d

(1)

do,d,To,d
− dsubi,o,d,To,d

(1)
+ Cself

other

⎞

⎠ (1 + Mself) + ρsubCsub
cost (1 + Msub)

(13)
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where ρself and ρsub are the percentage of the self-operated containers in
the transport demand (o, d,To,d) and that of the subcontracted containers.

– Scenario 3: The order is served by subcontractors, i.e., dsubi,o,d,To,d
(1) =

do,d,To,d
. The price is:

P = Csub
cost (1 + Msub) . (14)

The market price of the transport service to serve the order or transport
demand (o, d,To,d) is Pmarket. In case that the determined price P > Pmarket,
the order is not in this transport operator’s targeted marketing areas and the
transport operator will either recommend another related service packages (e.g.,
service packages with a longer due time) or decline the order.

Considering the practical booking process, the intermodal freight transport
operator will provide several service packages to customers according to their
inexplicit reference order information and let the customers select the final ser-
vice package. The transport service booking procedure is as follows: the cus-
tomers first specify the reference size of the order in number of containers, the
origin and destination pair of the order, and a reference due time. The transport
operator will provide the customers with a list of transport service packages with
different due times, demand sizes, and determined prices by solving the trans-
port planing problem (9) in multiple times. Generally speaking, a shorter due
time or a bigger order size would leads to a higher price. Taking into account
the urgency to finish the order and also the price, the customers will determine
which transport service package will be selected.

4 Case Study

The case study considers a simple intermodal freight transport network, con-
sisting of three different types of transport networks that are connected at four
intermodal terminals. Figure 1 shows the network topology and the four nodes
1, 2, 3, and 4 represent Rotterdam, Tilburg, Nijmegen, and Venlo, respectively.
The corresponding network model is given in Figure 2. The network parameters,
i.e., transport time, transport cost, transport capacity on links and storage cost
and storage capacity at nodes are given in Table 1 and Table 2, respectively.
The network is considered to be initially empty. Profit margins for self-operated
transport services and subcontracted transport services are Mself = 5% and
Msub = 2%. The other costs for the self-operated transport service and the
subcontracted transport service are Cself

other = 0.5 (e/TEU), and Csub
other = 0.001

(e/TEU).
This case study assumes that transport capacity from subcontracting inter-

modal freight transport services is unlimited. The intermodal freight transport
is planned for a period of N = 24 hours for different transport demand scenarios
by solving the linear integer optimization problem (9). In this paper, we use the
dual simplex algorithm in the intlinprog solver in Matlab to solve the optimiza-
tion problem (9). The simulation experiments are done in a desktop computer
with an Intel R© CoreTM i5-2400 CPU with 3.10 GHz and 4 GB RAM.
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Table 1. Network parameters: links. The symbols in the second column, e.g., 1r,
correspond to the lables of nodes in the intermodal freight transport network model
presented in Figure 2.

Link type OD pair Transport time (h) Transport cost (e/h/TEU) Transport capacity (TEU)

Road

1r-2r 2 5 20

2r-3r 1 5 20

2r-4r 1 5 20

3r-4r 1 5 20

Rail 1t-2t 2 2 30

Water
1w-3w 6 1 50

1w-4w 10 1 50

Modality – modality any 2 2 1000

Modality – storage any 1 1 1000

Table 2. Network parameters: nodes. The symbols in the first row, e.g., 1s, correspond
to the lables of nodes in the intermodel freight transport network model in Figure 2.

1s 1w 1r 1t 2r 2t 2s 3w 3r 3s 4w 4r 4s

Storage cost

(e/h/TEU)
0 0 0 0 0 0 0 0 0 0 0 0 0

Storage

capacity
1000 10 10 10 10 10 1000 10 10 1000 10 10 1000

Table 3. Transport demand and subcontracting information. The symbol “/” in the
table means either. For instance, the notation “100/200“ means that the size of the
transport demand could either be 100 TEUs or 200 TEUs.

Origin Destination
Number
(TEU)

Due time
(h)

Subcontracting
cost (e/TEU)

Subcontracting
capacity (TEUs)

1w 4r 100/200 6/12 20/15 unlimited

Table 4. A list of four transport service packages with different operational costs and
determined service prices for serving different transport demands (i.e., the number of
containers, and the due time)

Demand
(TEU)

Due time (h)
Subcontracting
cost e/TEU

Demand served (TEU)
overall/itself/subcontract

Total transport
cost e

Operational cost
e/TEU

Price
e/TEU

100

6 20
100 1940 –

19.99620 340 17.5
80 1600 20.001

12 15
100 1300 13.5

14.175100 1300 13.5
0 0 15.001

200

6 20
200 3940 –

20.19820 340 17.5
180 3600 20.001

12 15
200 2740 –

14.569130 1690 13.5
70 1050 15.001
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The reference transport demand information (i.e., origin, destination, the
number of containers, and due time) and the corresponding subcontracting infor-
mation (i.e., subcontracting cost, and subcontracting capacity) are presented in
Table 3. A list of four transport service packages is provided to the customer in
Table 4. This table presents the operational cost of the four different transport
service packages and their corresponding intermodal freight transport service
price resulted from the proposed pricing strategy in Section 3. It is clear from
Table 4 that the demand size and the due time in the transport service pack-
ages influence the determined transport service price from the proposed pricing
strategy. For transport service packages designed for transport demands with the
same size the determined transport service prices decrease significantly as the due
times become longer. For instance, for transport service package of 100 TEU the
corresponding service price drops 29.1% from 19.996 (e/TEU) for a due time of
6 hours to 14.175 (e/TEU) for a due time of 12 hours. Meanwhile, the enlarge-
ment of the size of transport demand may require more expensive transport
service packages. This is because the transport operator may encounter a lack of
transport capacity and has to do subcontracting, which is typically expensive.
For example, for transport service packages tailed to transport demands with
a due time of 12 hours the corresponding transport service prices are 14.175
(e/TEU) and 14.569 (e/TEU) for the size of 100 TEU and 200 TEU, respec-
tively. There is a 2.8% rising in the service price. The case study shows that the
transport demand with a larger size and/or a shorter due time might require an
higher priced service packages.

5 Conclusions

This paper proposes a cost-plus-pricing strategy to determine the price of inter-
modal freight transport services by adding together the operational cost of the
transport operator and also its targeted profit margins under different transport
scenarios, i.e., self-transporting, subcontracting, and a combination of them. The
transport cost is one important part of the transport operator’s operational cost
and is minimized by optimizing transport planning based on a discrete-time net-
work model. It assumed that the reference transport demand information such
as origin, destination, the number of containers, and due time are given by the
customers, and that the transport operator will provide a list of transport ser-
vice packages with different due times, demand sizes, and also the determined
prices to the customer. Based on the urgency of delivering containers and the
prices of different service packages, the customer will make the final selection
decisions. The simulation results indicate that a shorter due time or a lack of
capacity could result in the requirement of transport service with a higher price.

For the future work, we will investigate the application of the proposed pric-
ing strategy for performing on-line dynamic pricing. For the case of dynamic
pricing, only transport orders that have already been confirmed earlier are known
when the current transport planning and pricing decisions are being made, and
other transport orders will arrive later and the transport planning and pricing
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decisions for the newly arrived orders have to be adjusted accordingly by then.
In addition, an integrated approach including joint consideration of intermodal
freight transport planning and service pricing will be implemented to investigate
the effect of demand response to the transport service price.
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Abstract. Today’s company competiveness is favoured by product customisa-
tion and fast delivery. A strategy to meet this challenge is to manufacture  
standard items to stock for product customisation. This configures a hybrid  
environment of make-to-stock and make-to-order. To explore the advantages of 
this requires good understanding of production control. Thus, we study produc-
tion under hybrid MTS-MTO, organising the system in two stages. The 1st 
manufactures items to inventory, which are then customised in the 2nd. We ana-
lyse how the percentage of tardy orders is affected by the inventory of items re-
quired to achieve a given fill rate. The impact of two mechanisms for releasing 
orders to both stages is also analysed. Results of a simulation study indicate that 
most of the reduction on the percentage of tardy orders is achieved by a moder-
ate increase in the stock level of semi-finished products. Moreover the percent-
age of tardy orders decreases if suitable controlled release of orders is  
exerted. 

Keywords: Make-to-Stock/ Make-to-Order (MTO-MTS) · Base-stock · 
CONWIP · DBR, simulation 

1 Introduction 

For many manufacturing companies, the possibility of having competitive advantage in 
relation to their competitors frequently resides in having shorter delivery times and 
higher delivery reliability of orders [1]. This requires firmly controlling the internal 
throughput times and schedule adherence, while at the same time, devising low inventory 
levels and adequate resources’ utilisation. This well-known dilemmatic problem can be 
solved by the Production Logistics function of a company, which organizes and manages 
the entire material flow, from the acquisition of raw materials to the delivery of end 
products to customers. Organizing production in a hybrid make-to-stock/make-to-order 
(MTS-MTO) manufacturing environment is a strategy that contributes to solve the di-
lemma. In fact it allows companies to exploit the benefits of delayed differentiation, re-
ducing delivery times and inventory costs in comparison to the pure MTO and MTS 
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strategies, respectively. It also allows customers to get what and when they want and 
companies to avoid the costs of shortages and overages. Its application is widely seen as 
a growing trend in manufacturing [2].  

This type of production is common, for example, in the aluminium profiles manu-
facturing. Companies of this industrial sector instead of making-to-stock, start the 
production of standard and regular aluminium profiles without confirmed orders, 
holding a stock of semi-finished products. These are then assigned to customer orders 
and customized according to specifications. This, for example, can be for a specific 
surface finishing material or and profiles machining to fit the required application. 
This customization process is also common in other industries for several different 
types of products. 

In this paper, we focus on the above dilemma in the context of the hybrid MTS-
MTO manufacturing environment. The paper specifically deals with a two-stage 
manufacturing system with unidirectional production flows. In the MTS stage, stan-
dard semi-finished products are firstly manufactured and stocked as intermediate 
inventory. In the MTO stage, semi-finished components are assigned to customer 
orders for customisation according to specific requirements. The intermediate inven-
tory acts as a buffer or decoupling point between the two stages. High inventory of 
semi-finished products means high holding costs, whereas low inventory may in-
crease the waiting time of customer orders for semi-finished components, and thus the 
delivery time. Therefore, in addition to inventory decisions at the MTS stage, order 
release and dispatching decisions at the MTO stage should determine the company 
capability to quote short and reliable delivery times to their customers, and thus to 
remain competitive in the market. In spite of this, most research on inventory location 
ignores the intricacies of scheduling, typically assuming that orders are processed in 
the sequence in which they arrive to the production system [3]. Thus, in this paper, we 
investigate how materials flow’s control strategies impacts system performance. The 
release of orders to the MTS stage is based on inventory replenishment. Two alterna-
tive mechanisms have been studied, namely Base-stock [4, 5] and CONstante Work-
In-Process (CONWIP) [6]. The release of orders to the MTO stage is based on the 
capacity availability at the bottleneck workstation. Here Drum-Buffer-Rope (DBR) 
[7, 8] was applied. The objective is to satisfy the MTO demand within competitive 
delivery times, while keeping work-in-process (WIP) low at the MTS stage and 
avoiding stock-outs of semi-finished products at the intermediate buffer. The con-
trolled release of orders to the MTO stage must ensure that orders are not released too 
early or too late, and maintaining the workload at workstations low and stable. Inven-
tory replenishment at the MTS stage ensures that the semi-finished products’ buffer is 
filled to the required level, without a rigid order release plan.  

Research efforts are restricted in the area of materials flow control for the hybrid 
MTS-MTO manufacturing. Most of the research literature in two-stage production 
systems assume that the semi-finished products inventory is managed according to a 
base-stock policy. Under this policy, each demand arrival triggers the immediate re-
lease of raw materials to the MTS stage and the immediate release of orders to the 
MTO stage as soon as semi-finished products become available at the intermediate 
buffer (see e.g. [3, 9, 10, 11, 12]). 
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This research work gives a contribution to fill the research gap in the area, using 
discrete event simulation to model and analyse the performance of a two-stage manu-
facturing system when operated under the above-referred materials flow control 
mechanisms. In particular the following research question is addressed: How con-
trolled release of orders to both stages of the production system impacts system per-
formance? 

The remainder of the paper is organized as follows. In Section 2, we present the 
simulation study carried out, including the simulation model, the experimental set-up 
and the performance measures considered. In Section 3, we discuss the results of the 
simulation study, and finally, in Section 4 of the paper, we summarize key results and 
managerial implications. 

2 Simulation Study 

Simulation will next be used to model building and experimentation towards answer-
ing the above research question. A discrete event simulation model was developed 
using Arena® software. 

2.1 Manufacturing System 

In this study, we consider a hypothetical two-stage manufacturing system with an 
intermediate buffer of semi-finished products (see Figure 1). Stage one consists of 
workstations 1, 2 and 3, and manufactures standard components from raw materials. 
Stage two consists of workstations 4, 5 and 6, and manufactures end products to order 
from the components made at stage one, i.e., according to the customer specifications. 
Production flows at the system are unidirectional with each production order having 
exactly the same routing. 

 

Fig. 1. Two-stage manufacturing system 

Whenever a customer order arrives at the production system, a standard component 
from the intermediate buffer is allocated to the order. We assume that each customer 
order requires just one unit of the standard components. However, when a customer 
order arrives and finds the intermediate buffer empty, the order is backordered. Back-
orders are filled after the standard components are made available at the intermediate 
buffer following processing at stage one. The first stage is capable of manufacturing 
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two different types of standard components or semi-finished products that are then 
customised in the second stage into, virtually, an infinite number of end products. 

As customer orders arrive to the production system, their operation times are iden-
tified and due dates established. It is assumed that all orders are accepted and enough 
raw materials inventory is always available in the beginning of the first stage. Orders 
inter-arrival times follow an exponential distribution, due dates are market driven and 
set by adding a uniformly distributed time allowance to the time of order arrival. In 
this study, the allowance varies between 25 and 45 time units. This leads to approxi-
mately 12% of orders being tardy when immediate release of orders to the second 
stage is used, for a fill rate level of 80%. This has been verified through preliminary 
simulation tests. This fill rate level means that 80% of arriving customer orders are 
filled from the semi-finished products inventory and then made immediately available 
for release into the second stage. 

In the simulation model, operations’ processing times follow an exponential distri-
bution, with a mean of one time unit. The arrival rate combined with the routings and 
processing times ensures that utilisation is 90% at all workstations, except at work 
stations four and six. These have 20% of protective capacity. Protective capacity is 
defined as a given amount of extra capacity at non-constraints above the system  
constraint’s capacity, used to protect against statistical fluctuations [13]. Workstations 
with protective capacity are non-bottleneck. This means that on stage one the bottle-
neck will shift across workstations 1 to 3, since utilisation is equal across worksta-
tions, while on stage two workstation five (WS5) is the bottleneck for most of the 
time. Additionally, following assumptions are adopted:  

• Workstations operate asynchronously, so production orders can be loaded when-
ever material or inventory is available and the required production authorisations 
have been received. These take the form of available production control cards 
when required by the production control mechanism. 

• Workstations capacity remains constant over time and no breakdowns have been 
modelled. 

• Set-up times are assumed to be sequence-independent and included in the opera-
tion processing times. 

• Distances and transportation times between workstations and between production 
stages are assumed to be negligible. 

• Information of production control events and production control cards are transmit-
ted instantly. 

The simulation model presented here was kept simple in order to ensure easy and 
correct interpretation of the effect of combining MTO and MTS and getting results 
that may contribute for the understanding of the behaviour of more complex produc-
tion systems. 

2.2 Materials Flow Control 

Materials Flow Control addresses two main functions: order release and priority dis-
patching. Order release determines the time and the orders to be released into each 
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production stage. Release decisions are usually based on the orders’ urgency and on 
their influence on the current shop floor situation [14]. Priority dispatching deter-
mines which orders in queue should be selected next for processing once a work-
station becomes idle. 

In the manufacturing system considered, an arriving customer order will consume a 
standard component from the intermediate buffer of semi-finished products and im-
mediately flows into a pre-shop pool, waiting its release to the second stage of proc-
essing for customisation. This means that orders are not immediately released to the 
shop as they seize the semi-finished products that they need. Rather, they must wait 
for capacity availability at the second stage. The use of a pre-shop pool is expected to 
reduce the level of work-in-process (WIP) and allow better control over the flow of 
production orders through the shop. Orders in the pool are sequenced according to 
their urgency, i.e., due date, and released under the drum-buffer-rope control mecha-
nism (DBR), see Figure 1. 

There are three major components of DBR: the drum; the buffer; and the rope. The 
drum represents the bottleneck workstation (WS5 in our manufacturing system), 
which defines the overall pace of the system, the buffer is a time mechanism that 
protects the bottleneck against starvation and the rope drives the release of orders to 
the shop. For this purpose, production authorisation cards are used, which are attached 
to production orders at the beginning of stage two and detached from the order after 
processing at the bottleneck workstation. Cards are not part number specific and can 
be acquired by any order waiting release in the pre-shop pool. Detached cards are sent 
back to the first workstation of the second stage, where they can be attached to new 
production orders entering the system. In our study we consider that one order re-
quires just one production authorisation card from each pair of workstations in the 
routing of the order. 

When a customer order arrives at the production system or when a semi-finished 
product is consumed from the intermediate buffer, depending on the mechanism ap-
plied (Base-stock or CONWIP, see section 2.3), a MTS order is also released to the 
first stage for the replenishment of the standard component that will be (or was) con-
sumed from the semi-finished product buffer.  

The role of priority dispatching is a very modest one when order release control is 
applied, because the choice among jobs is limited due to short queues [15]. Thus in 
this study shop floor dispatching at both stages is based on first-come-first-served 
(FCFS) priority dispatching rule that supports the natural flow of the orders through 
the shop, stabilizing operation throughput times. 

2.3 Experimental Design and Performance Measures 

The experimental factors and simulated levels of the study are summarised in Table 1. 
Thirty simulation cases are tested (2 production control strategies; 5 card counts; and 
3 levels of the fill rate), and each test case runs 100 replicates. The time horizon for a 
simulation case is 200 000 time units and only data of the last 190 000 time units are 
collected, i.e., a warm-up period of 10 000 time units is considered. 
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Table 1. Experimental factors and levels 

Experimental factor Levels 

Materials Flow Control Strategies B-DBR C-DBR 
Card counts 10, 12, 15, 18 and infinity 
Fill rate 80% 90% 99% 

 
Two materials flow control strategies are applied to release orders to the shop, 

namely, B-DBR and C-DBR. The former combines Base-stock with DBR (B-DBR) to 
release orders to first and second stages, respectively. The latter combines CONWIP 
with DBR (C-DBR) for the same purpose.     

Under Base-stock control, demand information is instantaneously transmitted to all 
workstations of the first stage when a customer order arrives to the manufacturing 
system. The idea is that all workstations know about each customer order as it arrives 
to the system and start immediately to manufacture a replacement item. For that, 
Base-stock maintains a certain amount of inventory in the input buffer on each work-
station. This amount of inventory is called base stock level. Thus the particularity of 
this mechanism is their immediate reactivity to demand. In our study all base stock 
levels are zero, except for the semi-finished products. This complies with previous 
studies e.g. [16]. 

Under CONWIP control, each time a semi-finished product is seized by a customer 
order, the release of a new job (i.e., MTS order) to the first stage is authorized. 
CONWIP uses cards from a single card type to control the total amount of work-in-
process (WIP) permitted in the first processing stage. Cards are attached to the order 
at the beginning of the first stage and detached from the order (i.e., semi-finished 
product) when it is seized by an arriving customer order. 

The mechanism applied to release orders to the second stage of processing, DBR, 
was tested at 5 card counts, including infinity. Card counts are sets of cards to operate 
the manufacturing system. When infinity is assumed, this means that the number of 
cards in the set imposes no restriction on the number of jobs, and thus on the work-
load, that can be released to the shop.  

The order fill rate, defined as the percentage of orders that is immediately filled 
from the semi-finished products buffer when a customer order arrives, was tested at 
three levels: low (80%), medium (90%) and high (99%). Note that the fill rate is ex-
pected to approach 100% as the semi-finished products inventory increases and tends 
to infinity. The inventory replenishment mechanisms used aim at determining the 
base-stock level or the number of CONWIP cards, depending on to the mechanism 
applied at first stage, to achieve the desired fill rate, i.e., 80%, 90% or 99%. This was 
determined through exhaustive searching using pre-test simulation runs.  

We use three types of criteria to evaluate the system’s performance: (1) the ability 
to deliver orders on time, (2) the ability to provide short delivery times, and (3) the 
ability to keep the inventory levels low. To measure performance with regard to the 
first, the percentage of tardy orders (Ptardy) and the standard deviation of lateness 
(SDlateness) are recorded. To measure performance with regard to the second, the shop 
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throughput time (TT) and the total (or system) throughput time (TTT) are used. The 
shop throughput time refers to the time that elapses between order release to the sec-
ond stage and order completion. The total throughput time is the shop throughput time 
plus the pool delay and plus the time that orders wait for semi-finished products 
availability. To measure performance with regard to the third, work-in-process (WIP) 
at stage one and the average inventory of semi-finished products (SFPI) at the inter-
mediate buffer are used. 

3 Simulation Results and Discussion 

This section discusses the results of the simulation study described in the previous 
section. Comparisons between materials flow control strategies are based on the Stu-
dent paired t-test with α=0.05. 

The overall results are summarised in Table 2. In what concerns the C-DBR strat-
egy only the results of an infinity number of cards are shown as it was observed that 
there are no statistical performance differences between the two materials flow con-
trol strategies, i.e. C-DBR and B-DBR, for TT, TTT, SDlateness and Ptardy.  

Figure 2 plots the percentage of tardy orders against the shop throughput time for 
different combinations of the experimental factors under the B-DBR strategy. By 
comparing plotted curves we can determine performance differences for different 
values of card counts. A marker on a curve is the result of simulating DBR at a spe-
cific card count. Five card counts have been simulated, including infinity. Infinity 
means unrestricted release of orders to the second stage of shop and refers to the 
rightmost mark on each curve.  

From Figure 2 it can be observed that increasing the fill rate from 80% to 99%, 
leads to a lower percentage of tardy orders. A higher fill rate means a higher probabil-
ity of orders being filled from the intermediate buffer of semi-finished products, and 
therefore, the time that orders wait for semi-finished products availability tends to be 
lower.  This makes the total throughput time lower and percentages of tardy orders 
also lower (see Table 2). Note that a lower percentage of tardy orders may result from 
a lower average lateness (as a results of lower total throughput times), but also from a 
lower variance of the lateness. In this case it results from both, as can be observed 
from Table 2. However, the lower percentage of tardy orders is obtained at the cost of 
having a higher inventory of semi-finished products between production stages and a 
higher WIP at the MTS stage, as Table 2 shows.  

Increasing the fill rate from 80% to 99% allows a reduction on the total throughput 
time in more than 13% and on the percentage of tardy orders in more than 38%, under 
unrestrictive release, depending on the materials flow control strategy. However, this 
requires increasing the average inventory of semi-finished products in more than 
231%, and WIP at stage one in more than 87%, depending on the materials flow con-
trol strategy. Most of the reduction on the percentage of tardy orders is achieved when 
the fill rate increases from 80% to 90%. This requires a moderate increase in WIP and 
in the stock level of semi-finished products, sees Table 2.  
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Table 2. Performance Results 

Control strategy 
DBR 

card counts 

Fill 
rate WIP SFPI TT TTT SDlateness Ptardy 

C-DBR 
 

infinity 
 

80% 41.00 15.91 15.24 18.48 15.24 12.17 

90% 51.00 24.78 15.48 16.81 13.41 8.95 

99% 80.00 52.69 15.75 15.87 12.29 7.23 

B-DBR 

infinity 

80% 42.69 15.38 

15.36 18.34 14.87 11.94 

18 13.58 18.40 14.71 11.70 

15 12.86 18.54 14.87 11.69 

12 11.88 18.89 14.95 12.21 

10 11.01 19.53 15.42 13.53 

B-DBR 

infinity 

90% 51.23 23.93 

15.51 16.88 13.36 9.13 

18 13.60 16.93 13.33 8.68 

15 12.88 17.11 13.45 8.74 

12 11.90 17.42 13.54 9.28 

10 11.07 18.24 14.07 10.78 

B-DBR 

infinity 

99% 80.12 52.85 

15.79 15.92 12.40 7.34 

18 13.71 16.02 12.29 6.84 

15 12.94 16.14 12.34 6.87 

12 11.91 16.47 12.48 7.42 

10 11.09 17.40 13.13 9.01 

 

 
 

Fig. 2. Performance results for the percentage of tardy orders under the B-DBR strategy  
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Figure 2 also shows that when card counts are reduced, i.e. moving from right to 
left along the curve, the percentage of tardy orders decrease. Thus we may conclude 
that controlled release of orders allows improving performance. However, card counts 
cannot be set excessively low in order to avoid deteriorating performance. We also 
may observe in Table 2 that C-DBR performs slightly better than B-DBR in what 
concerns WIP at stage one, but only when the fill rate is low. This may be attributed 
to the CONWIP part of this control strategy, which only releases an MTS order to the 
first stage when a semi-finished product is consumed by a customer order, therefore 
avoiding increasing WIP. On the contrary, Base-stock releases MTS orders as soon as 
customer orders arrive to the manufacturing system.  

4 Conclusions and Managerial Implications 

This study investigates the impact of two materials flow control strategies in the hy-
brid MTS-MTO manufacturing. The study also analyses how the percentage of tardy 
orders is affected by the semi-finished products inventory between the MTS and the 
MTO stages of manufacturing required to achieve a given fill rate. Results led us to 
conclude that: (1) controlled release of orders to both stages contributes to reduce the 
percentage of tardy orders; (2) CONWIP may result in a lower work-in-process at 
stage one, but only when a low fill rate is allowed; (3) A trade-off exists between the 
percentage of tardy orders and the semi-finished products inventory required  
to achieve a given fill rate. However, most of the reduction on the percentage of tardy 
orders is achieved for a moderate increase in the stock level of semi-finished  
products. 

Our future research work will extend the study to other materials flow control 
strategies and shop configurations in context of this hybrid production environment. 
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Abstract. Supply chains are becoming more complex and vulnerable due to 
globalization and interdependency between different risks. Existing studies 
have focused on identifying different preventive and reactive strategies for mit-
igating supply chain risks and advocating the need for adopting specific strategy 
under a particular situation. However, current research has not addressed the is-
sue of evaluating an optimal mix of preventive and reactive strategies taking in-
to account their relative costs and benefits within the supply network setting of 
interconnected firms and organizations. We propose a new modelling approach 
of evaluating different combinations of such strategies using Bayesian belief 
networks. This technique helps in determining an optimal solution on the basis 
of maximum improvement in the network expected loss. We have demonstrated 
our approach through a simulation study and discussed practical and managerial 
implications. 

Keywords: Supply chain risks · Preventive and reactive strategies · Bayesian 
belief networks · Network expected loss · Simulation study 

1 Introduction 

Supply chains have become complex because of the globalization and outsourcing in 
manufacturing industries. Supply chain risk is characterized by both the probability of 
an event and its severity given that an event occurs. Supply chain risk management 
(SCRM) is an active area of research that deals with the overall management of risk 
events ranging across the entire spectrum of the supply chain including external risk 
factors. “SCRM aims to identify the potential sources of supply chain risk and im-
plement appropriate actions to avoid or contain supply chain vulnerability” [1]. Vul-
nerability is defined as an exposure to serious disturbances from risks within the sup-
ply chain as well as risks external to the supply chain [2]. Supply chain risk is an 
event that may cause disruption to the flow of activities within the supply chain. Re-
cently, there has been a shift in the interest of researchers towards exploring impact of 
disruption on global supply chains. Global sourcing and lean operations are the main 
drivers of supply chain disruptions [3]. 
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Bayesian belief network (BBN) is a an acyclic directed graphical model compris-
ing nodes representing uncertain variables and arcs indicating causal relationships 
between variables whereas the strength of dependency is represented by the condi-
tional probability values. BBNs have started gaining the interest of researchers in 
modelling supply chain risks [4]. BBNs offer a unique feature of modelling risks 
combining both the statistical data and subjective judgment in case of non-availability 
of data [5]. Researchers have used the BBNs to model specific domains of supply 
chain risks and validated these models through case studies. 

1.1 Research Problem and Contribution 

It is extremely important to consider the interdependency between risks in modelling 
supply chain risks. However, capturing the probabilistic interaction between risks and 
resulting losses is not sufficient for managing risks as risk management process ne-
cessitates selecting cost-effective strategies. Selection of optimal mix of risk mitiga-
tion strategies has never been explored within the realm of interconnected risks across 
different segments of a supply network. This paper bridges the research gap and pre-
sents a new modelling approach of evaluating mix of preventive and reactive strate-
gies taking into account the supply network configuration, interdependency between 
risks and associated costs and benefits of different combinations of risk mitigation 
strategies. The technique will help researchers develop robust models of managing 
supply chain risks and benefit practitioners in understanding interaction between risks 
and selecting optimal mix of risk mitigation strategies. 

1.2 Outline 

We present brief overview of the research conducted in SCRM in Section 2. New 
modelling approach of evaluating risk mitigation strategies is described in Section 3. 
Application of the proposed method is demonstrated through a simulation study in 
Section 4. Furthermore, results are also discussed in detail followed by the explication 
of managerial implications. Finally, conclusion and future research agenda are pre-
sented in Section 5.  

2 Literature Review 

2.1 Supply Chain Risk Management 

Risk management is an established field in some areas of organizational life like fi-
nance but it is still a developing theme within the realm of Supply chain management 
[6]. Despite the ongoing debate on the objective and subjective nature of risk, there is a 
consensus among researchers on treating the risk management as a process comprising 
three stages of risk identification, risk estimation and risk evaluation [7]. “SCRM is the 
management of supply chain risks through coordination or collaboration amongst the 
supply chain partners so as to ensure profitability and continuity” [8]. 
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Simulation has been extensively used by researchers in modeling supply chain 
risks. It provides a systematic approach for understanding the interactive impact of 
factors for different scenarios. Simulation techniques used in the realm of supply 
chain risk management include agent-based modeling, Monte Carlo simulation, dis-
crete event simulation, system dynamics modeling and Petri-Net simulation [9]. Re-
searchers have also used mixed methods in their research. Analytical hierarchy pro-
cess has been considered as an effective technique for modelling and managing sup-
ply chain risks [10]. 

The major limitation of existing models is their lack of capturing the holistic nature 
of supply chain risks. Many techniques are not able to account for risk propagation 
[11]. Furthermore, existing methods and models have not taken into consideration the 
network configuration of a supply chain. The limited focus of these models in solving 
specific problems results in evaluating locally optimal solutions. BBNs present a use-
ful technique of capturing interaction between risk events and performance measures 
[4]. Another advantage of using BBNs for modelling supply chain risks is the ability 
of back propagation that helps in determining the probability of an event that may not 
be observed directly. There are certain problems associated with the use of BBNs. 
Firstly, with the increase in number of nodes representing supply chain risks, a con-
siderable amount of data is required in populating the network with (conditional) 
probability values and it might not be feasible to elicit huge data from the experts. 
Secondly, there are computational challenges associated with the increase in number 
of nodes. 

2.2 Bayesian Belief Network Based Models 

Lockamy and McCormack [12] developed a model for benchmarking supplier risks 
incorporating risk events related to supplier network, internal operations and external 
factors. They used surveys and interviews for collection of data from both the internal 
and external company sources and applied the model on a group of 15 automotive 
casting suppliers for a major automotive company in US. Dogan and Aydin [13] de-
veloped a supplier selection model combining Total Cost of Ownership and BBN 
methods and applied the model in automotive industry to help Tier-1 suppliers select 
their own suppliers. They found the method to be suitable in dealing with incomplete 
or uncertain information of buyers about the suppliers.  

Badurdeen et al. [4] developed supply chain risk taxonomy and a risk network map 
capturing interdependencies between risks and applied the model on the Boeing 
company and its Tier 1 Suppliers. Their model presents an effective tool to capture 
the interaction of risk factors and helps in identifying key suppliers. Risk propagation 
across multiple tiers is not explored in their study. Furthermore, modelling of 
resulting losses and mitigation strategies with associated costs is not considered and 
therefore, risk management process is not explored through BBNs comprehensively. 

Garvey et al. [11] presented a Bayesian network approach of modelling risk propa-
gation in a supply network. Their proposed model takes into consideration the inter-
dependencies between risks and the structure of a supply network. They introduced 
different risk measures on the basis of this model and conducted a simulation study in 
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order to demonstrate the use of risk measures in a supply network setting. However, 
evaluation of their proposed risk measures is not feasible in case of a complex net-
work structure. Furthermore, they did not focus on the risk evaluation stage of risk 
management process. 

2.3 Limitations and Research Gap 

Most of the existing studies in SCRM have focused on specific domains in supply 
chain without considering the holistic view. Qualitative techniques are not able to 
capture the interaction of risks exclusively whereas many quantification methods treat 
risks as independent [4], [13]. Limited studies have considered modelling interde-
pendency between risks and resulting losses. However, it is not sufficient to model the 
probabilistic interaction between risks and resulting losses. Risk evaluation is an 
equally important stage of the risk management process that necessitates evaluating 
the costs and benefits associated with different combinations of risk mitigation strate-
gies. Risk evaluation has gained limited attention of the researchers in SCRM and no 
study has focused on integrating the probabilistic interaction between risks, resulting 
losses and impact of mitigation strategies. It is, therefore, important to investigate an 
effective approach of not only assessing risks but also evaluating different mitigation 
strategies within a framework of interconnected risks and mitigation strategies.  

3 New Modelling Approach 

Based on the efficacy of BBNs in capturing interdependencies between risks, we con-
sider BBN based modeling of a supply network as an effective approach. Such a 
modeling technique can help managers visualize supply chain risks and take effective 
mitigation strategies [5], [9]. BBNs have been already explored in the literature of 
SCRM, however, our proposed BBN based modelling approach is unique in terms of 
introducing new risk measures that capture the impact of loss propagation across the 
entire network and demonstrating the efficacy of BBNs in evaluating risk mitigation 
strategies. 

3.1 Framework 

We follow the butterfly view of supply chain risks ranging from the causes to actual 
risk events to consequences [14]. Furthermore, we classify risks as process, upstream, 
downstream and external risks. Process risks relate to the risks directly associated 
with the main focal firm and comprise inventory, operational, quality and manage-
ment risks. Downstream and upstream risks arise from the interaction between the 
focal firm and its customers and suppliers respectively. External risks are driven by 
external events like weather, earthquakes, political and market forces [15]. Supply 
chain risks can be considered as an interconnected web of events spanning across the 
entire network as shown in Fig. 1.  
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3.2 Assumptions 

Our model is based on following assumptions: 

1. Entire structure of the supply network is known 
2. Risk triggers, events and consequences can be assigned to different locations and 

links between the locations and furthermore, all stakeholders agree to share such 
information 

3. All random variables are represented by binary states 
4. Conditional probability values and resulting losses can be elicited from the stake-

holders and the resulting Bayesian network represents close approximation to the 
actual perceived risks and interdependency between different risks 

5. Each mitigation strategy comprises three states including options of taking no ac-
tion, adopting preventive strategy and implementing reactive strategy 

6. Costs associated with the implementation of either strategy at important nodes are 
known 

3.3 Model and Risk Measures 

A discrete supply chain risk diagram , , ,  is a four-tuple consisting of 

• a directed acyclic graph , , , with nodes, , representing discrete 
risk events, , discrete risk mitigation strategies, ,  and loss functions, , and 
directed links, , encoding dependence relations 

• a set of conditional probability distributions, , containing a distribution, | ,  for each risk event,  
• a set of loss functions, , containing one loss function, , for each node  

in the subset  of loss nodes. 

 ∏ | ∑  (1) 

where  is the expected loss across entire supply network 

Definitions. Following terms relate to the combination of risk mitigation strategies 
corresponding to two different configurations of the supply network: 

• Standard Configuration (SC). Supply network is considered to be in its standard 
configuration when risk mitigation strategies selected in the Bayesian network re-
flect real-time profile of these strategies in the supply network. 

• Contingency Configuration (CC). Supply network is considered to be in its contin-
gency configuration when the combination of risk mitigation strategies satisfies the 
objective function.  
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Risk Measures. We introduce two risk measures in order to evaluate the relative 
contribution of each risk factor towards the loss propagation across entire network.  

• Loss Propagation Containment Measure (LPCM). Loss propagation containment 
measure is the ratio between relative improvement in the network expected loss 
corresponding to complete mitigation of the risk factor and network expected loss 
for the standard configuration. 

 
|

 (2) 

 .  1/ ∑  (3) 

• Loss Propagation Spread Measure (LPSM). Loss propagation spread measure is 
the ratio between range of network expected loss corresponding to the two extreme 
states of the risk factor and network expected loss for the standard configuration. 

 
| |

 (4) 

 .  1/ ∑  (5) 

3.4 Modelling Process 

Following steps must be followed in developing the Bayesian network based model of a 
given supply network and evaluating the optimal combination of mitigation strategies: 

1. Define the boundaries of supply network and identify stakeholders 
2. Following the supply network process flow, classify risks as triggers, risk events 

and consequences on the basis of input received from each stakeholder 
3. Refine the qualitative structure of the resulting network involving all stakeholders 
4. Elicit (conditional) probability values, loss values resulting from risks and costs as-

sociated with implementing different mitigation strategies and populate the Bayes-
ian network with all values 

5. Define the objective function 
6. Run the model and export array of values corresponding to different combinations 

of strategies to Microsoft Excel 
7. Repeat the previous step for instantiation of each risk factor to the extreme states 
8. Analyze the results and select optimal combination of strategies satisfying the ob-

jective function 
9. Validate the model output involving stakeholders 

4 Simulation Study 

We demonstrate our proposed method through a simple supply network [11] as  
shown in Fig. 2. The model was developed in GeNIe software. The supply network 
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comprises a raw material source, two manufacturers, a warehouse and retailer. Risks 
are represented by oval shaped nodes whereas resulting losses and control strategies 
are represented by diamond and rectangular shaped nodes respectively. Each risk 
factor is represented by a unique number appearing at top of the node. Though each 
domain of the supply network may comprise a number of triggers, risk events and 
consequences, we consider limited risks for the sake of simplicity. Furthermore, we 
consider the significance of losses and mitigation strategies at the interface of differ-
ent domains. However, it is equally important to consider internal risks and related 
mitigation strategies in managing supply chain risks.  

 
 

 
 
 

Fig. 2. Bayesian network based model of a supply network (adopted from Garvey et al. [11]) 

Each control node comprises three states; no mitigation strategy, preventive strategy 
and reactive strategy. (Conditional) probability values of risks (given no mitigation strat-
egy) for the network are shown in Table 1. Loss values and costs associated with each 
strategy are shown in Table 2. We also assume that under standard configuration,  
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‘no mitigation strategy’ is selected for all the control nodes. Conditional probability val-
ues of risks (given preventive or reactive strategy) are given as follows: 

 | 0.0001 (6) 

 | 0.9999 (7) 

 | |  (8) 

 | |  (9) 

Table 1. (Conditional) probability values ( | 1 |  

 
|  

R1 R2 R3 R4 R5 R6 
R1 R2 R3 R4 T T T T T T 

    0.4      
T     0.8     
F     0.3     
      0.2    
       0.3   
 T  T     0.7  
 T  F     0.4  
 F  T     0.6  
 F  F     0.1  
 T T       0.9 
 T F       0.6 
 F T       0.5 
 F F       0.2 

 

 
|

R7 R8 R9 R10 R11 R12 
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          0.4   
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            0.2 
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Table 2. Loss values and costs for different mitigation strategies 

Risk 
Loss (no

mitigation 
strategy) 

Loss (preventive 
strategy) [Cost] 

Loss (reactive 
strategy) [Cost] 

R2 500 500 [300] 250 [100]
R5 100 100 [70] 50 [30]
R6 220 220 [130] 110 [70]
R9 940 940 [600] 470 [300]

R11 30 30 [25] 15 [10]

4.1 Problem Statement 

Given different options of preventive and reactive strategies and associated costs 
available at different nodes of the supply network, what is the optimal combination of 
these strategies yielding maximum improvement in the network expected loss taking 
into consideration the associated mitigation cost? 

Objective Function. In this study, we aim to maximize the improvement in network 
expected loss keeping in view the costs associated with different mitigation strategies. 

        (10) 

where  is the combination of different states of  mitigation strategies under 
standard configuration  is a set of all possible orderings of different states of  mitigation strategies …   

 is the cost of implementing  combination of mitigation strategies 

4.2 Results and Discussion 

Once the Bayesian network was updated, array of network expected loss values was 
exported to Microsoft Excel. Because of availability of three options at each of the 
five control nodes, there were 243 different combinations of control strategies. Under 
standard configuration with no mitigation strategy selected at any control node, the 
network expected loss was 747.52 units. Risk measures of all risk factors are shown 
in Table 3. Risk spectrum representing the graphical dimension of risk measures is 
shown in Fig. 3. R9 is the most important risk factor having maximum values of 
LPCM and LPSM. As risk factors appearing at the interface of different supply net-
work domains were considered important in our model, and therefore assigned loss 
values and control strategies, high values of LPCM and LPSM could be observed for 
all these risk factors. If other risk factors were also assigned loss values, the resulting 
risk measures would be higher in magnitude. Furthermore, external risk triggers af-
fecting multiple organizations within the network would also result in achieving high 
values of the risk measures. Without considering the cost factor, it seems viable to 
implement a control strategy for mitigating R9, however, it might not be feasible after 
capturing dynamics of all significant factors. 
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Table 3. Risk measures of risk factors under standard configuration 

Risk  
Standard Configuration 

Expected Loss 
(True) 

Expected Loss 
(False) 

LPCM LPSM 

R1 963.72 603.39 0.1928 0.4820 
R2 1107.85 387.19 0.4820 0.9641 
R3 834.42 725.80 0.0291 0.1453 
R4 834.21 710.37 0.0497 0.1657 
R5 1053.26 567.96 0.2402 0.6492 
R6 1068.74 473.88 0.3661 0.7958 
R7 760.79 738.68 0.0118 0.0296 
R8 871.34 687.09 0.0808 0.2465 
R9 1431.92 352.66 0.5282 1.4438 
R10 753.40 743.60 0.0052 0.0131 
R11 964.46 518.39 0.3065 0.5967 
R12 812.38 731.31 0.0217 0.1085 

 747.52   

 

Fig. 3. Risk spectrum of the supply network under standard configuration 

Network expected loss is an important parameter that reflects the risk level of the 
supply network under given conditions. Variation of network expected loss with all 
combinations of control strategies is shown in Fig. 4. Generally, network expected 
loss decreases with the increase in mitigation cost. However, corresponding to differ-
ent cost regimes, it might not be viable to implement costly strategies because of the 
interdependent nature of these strategies with risks across the network. For each cost 
value, the optimal combination of strategies is represented by a solid circle whereas 
hollow circles represent inefficient solutions. This model helps in identifying ineffi-
cient solutions as well. 
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Fig. 4. Variation of network expected loss with different combinations of risk mitigation strate-
gies and associated cost 

Average LPCM is a measure of relative percentage improvement in the network 
expected loss with the overall average improvement in the state of each risk factor. 
Average LPCM decreases with the increase in mitigation cost as shown in Fig. 5. It 
means that because of the implementation of control strategies, the risk condition of 
individual risk factors improves and therefore, the relative margin of improvement for 
the network expected loss is reduced. Each combination of control strategies repre-
senting minimum value of average LPCM corresponding to specific mitigation cost is 
shown in solid circle. Implementing preventive strategies at all control nodes of the 
network results in achieving average LPCM of 0 at the cost of 1125 units. It is also 
interesting to observe wide variation of optimal points with the increase in mitigation 
cost. 

Average LPSM is a measure of relative percentage variation in the network ex-
pected loss with the overall average variation in the state of each risk factor. In gen-
eral, average LPSM also decreases with the increase in mitigation cost as shown in  
Fig. 6. In case of implementing reactive strategies, LPSM decreases as the resulting 
loss is reduced, however, choice of a preventive strategy reduces the probability of 
risk event without affecting the value of resulting loss and therefore, LPSM is not 
reduced. It can be observed that average LPSM starts increasing after a certain value 
of mitigation cost (approx. 640 units) because of incorporating preventive strategies 
in the portfolio of mitigation strategies. Each combination of control strategies repre-
senting minimum value of average LPSM corresponding to specific mitigation cost is 
shown in solid circle. Similar to the case of average LPCM, it is also interesting to 
observe wide variation of optimal points with the increase in mitigation cost. 
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Fig. 5. Variation of average LPCM with different combinations of control strategies and  
associated cost 

 

Fig. 6. Variation of average LPSM with different combinations of control strategies and  
associated cost 

As our objective function necessitated selection of an optimal combination of 
strategies resulting in the maximum value of relative improvement of network ex-
pected loss taking into account the associated cost of mitigation strategies, it is im-
portant to consider the variation of this function with different combinations of con-
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trol strategies as shown in Fig. 7. The graph reveals that the maximum value of objec-
tive function is achieved at the mitigation cost of 300 units. However, there are two 
other inefficient solutions and without the help of this modelling technique, the rela-
tive impact of each specific combination of strategies might not be appreciated. Com-
binations of optimal and inefficient strategies are presented in Table 4. It is interesting 
to find that one of the inefficient solutions requires implementing a strategy at the 
most important risk factor R9, however, keeping in view the interdependency between 
different factors, such a solution is not viable.  Furthermore, it is important to consid-
er that a decision maker might not treat the expected loss and mitigation cost equally 
in evaluating the optimal choice of strategies. Expected loss may be assigned more 
weightage keeping in view the reputational risks and other non-monetary factors. 

 

 

Fig. 7. Cost and benefit analysis of various mitigation strategies 

Table 4. Combinations of optimal and inefficient strategies  

Risk 
Portfolio of Risk Mitigation Strategies 

Optimal Inefficient 1 Inefficient 2 
R2 Reactive No Preventive 
R5 Preventive No No 
R6 Preventive No No 
R9 No Reactive No 

R11 No No No 
 357.62 575.56 387.26 
Total Cost 300 

 
Risk measures of all risk factors under contingency configuration are shown in Ta-

ble 5 and risk spectrum representing the graphical dimension of risk measures is 
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LPCM values are 0. LPCM and LPSM values for R3 and R4 are all 0 because their 
impact is blocked by their descendant nodes. Although no mitigation strategy is im-
plemented at R9, its LPCM and LPSM values have decreased because of the impact 
of strategies implemented at R5 and R6. R9 still remains a critical risk factor, howev-
er, keeping in view the relative costs of implementing strategies, it is not viable to 
protect this node. 

Table 5. Risk measures of risk factors under contingency configuration 

Risk 
Contingency Configuration 

Expected Loss 
(True) 

Expected Loss 
(False) 

LPCM LPSM 

R1 432.62 307.62 0.0669 0.1672 
R2 482.62 232.62 0.1672 0.3344 
R3 357.62 357.62 0.0000 0.0000 
R4 357.62 357.62 0.0000 0.0000 
R5 615.36 357.60 0.0000 0.3448 
R6 672.86 357.59 0.0000 0.4218 
R7 364.48 353.05 0.0061 0.0153 
R8 421.65 326.37 0.0418 0.1275 
R9 1088.45 135.83 0.2967 1.2744 
R10 363.98 353.38 0.0057 0.0142 
R11 527.93 213.83 0.1924 0.4202 
R12 391.16 349.24 0.0112 0.0561 

 357.62   
 
Evaluation of risk mitigation strategies through our proposed approach results in an 

optimal mix of preventive and reactive strategies. As our approach incorporates inter-
dependency between supply network elements, risks and mitigation strategies and 
follows rigorous technique of BBNs, the resulting solution can be considered as via-
ble. However, it is assumed that all the stakeholders would be willing to share their 
private information and furthermore, elicited values would truly reflect the real-time 
risk scenario. Besides the limitations associated with modelling huge supply net-
works, these assumptions are deemed as challenges to our proposed approach.    

4.3 Managerial Implications 

The proposed modelling approach can help supply chain managers visualize interde-
pendency between supply chain risks across the supply network. Stakeholders can iden-
tify important triggers and risk events and evaluate the impact of different risk mitiga-
tion strategies on the entire web of interconnected risks. Furthermore, if stakeholders 
consider only their domain of the supply network, they might implement strategies 
yielding sub-optimal solutions and therefore, it is extremely important to involve all 
stakeholders in this modelling process for achieving the global optimal solution. Causal 
mapping (qualitative modelling of BBNs) is beneficial to the managers in identifying 
important risks and understanding the dynamics between these risks. It is also important 
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to realize that crucial decision of selecting an optimal mix of preventive and reactive 
strategies can only be made after following the proposed rigorous approach of model-
ling interdependency between risks and mitigation strategies. 
 

 

Fig. 8. Risk spectrum of the supply network under contingency configuration 

5 Conclusion and Future Research 

Generally, available models in the field of Supply chain risk management address 
specific problems, whereas, few models capturing interdependency between risks do 
not cover all stages of risk management process. We have bridged this important re-
search gap and proposed a new approach of modelling interdependency between risks 
and evaluating different control strategies (preventive and reactive). Optimal combi-
nation of strategies can only be selected after adopting a rigorous modelling approach 
of capturing supply network configuration, probabilistic interdependency between 
risks, resulting losses and costs associated with different risk mitigation strategies. 
Our proposed risk measures are easy to compute and reflect the contribution of risk 
factors towards the network expected loss. We have also demonstrated use of our 
proposed method through a simple simulation study. 

Our model is based on a number of assumptions. Firstly, the method may be feasi-
ble for a limited network and in case of a large network, elicitation of (conditional) 
probability values may be cumbersome. However, this problem can be tackled with 
introducing some assumptions in the model itself like Noisy-OR function. Secondly, 
we assume that stakeholders would be willing to share true information of the risks 
and loss values, however, it might not be in the best interest of stakeholders to share 
private information and therefore, they would need to be incentivized for developing 
the model and sharing real data.  
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We have also assumed binary states for all the risk factors. However, future research 
may focus on representing risks by continuous variables. Furthermore, a control strategy 
may also be represented by a continuum of control levels and associated costs. Our 
proposed method can help researchers develop robust models for managing supply 
chain risks. Supply chain managers can visualize the interaction between different risks 
and appreciate the importance of key risk factors. In future, the proposed method may 
be applied in modelling real supply networks in order to evaluate its efficacy. 
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Abstract. The Mexican government studies the possibility of building a new in-
ternational airport (NAICM) in ZFLT or Tizayuca. The aim of this paper is to 
determine which the best location site of the NAICM is (ZFLT or Tizayuca) 
considering the maximization of the sum of expected air pax demand as main 
factor. To solve such problem, we propose: a mathematical formulation with the 
objective of maximizing the sum of expected air pax demand and a methodolo-
gy to estimate air pax demand at each demand point based on an index to meas-
ure wealth. Results indicate that Tizayuca is the place where the NAICM should 
be located for a catchment area smaller than 500km or 4 hours travel time, and 
ZFLT is the place where the NAICM should be constructed for a catchment 
area longer than 500km or 4 hours travel time. 

Keywords: Airport site selection · Facility location model · Maximum coverage 
location model · Pax demand estimation · Decay function 

1 Introduction 

The lack of capacity to meet demand requirements at major airports in the world, is a 
serious problem facing aviation worldwide [1]. Air passenger (pax) demand is not 
fully satisfied. This results in airport congestion and delay operations. The capacity of 
the current Mexico City airport (AICM) was increased by building terminal 2. How-
ever, it did not solve the problem. Therefore, the Mexican government has studied the 
possibility of building a new international airport for Mexico City (NAICM) in two 
places: Zona Federal del Lago de Texcoco (ZFLT) and Tizayuca, 15.3 km and 59.5 
km far from AICM respectively [2]. The Mexican government choose these sites for 
their technical and aeronautical advantages, project cost-benefit, minimum environ-
mental impact, and economic benefits that result indirectly from the project [2]. Since 
both sites are suitable to locate the new airport, the maximization of the total expected 
pax demand is perhaps the decision that the Mexican government should take before 
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investing in such infrastructure. Therefore, this paper aims to: first, propose a mathe-
matical formulation for solving the problem of airport site selection decision with the 
objective of maximizing the sum of expected pax demand, second propose an ap-
proach to estimate pax demand at each demand point based on the development of a 
wealth index (WI), and fourth, answer, which of the two proposed sites is the best 
option for the construction of the NAICM from the perspective of maximizing the 
sum of expected pax demand. 

This paper proposes to estimate pax demand at each demand point by considering 
the economic factors that compose the Marginalization index (MI) per demand point 
[3], the total population per demand point, and distances from each demand point to 
each possible airport location site. 

Location problems show up from the need to place facilities such as distribution 
centers (DCs), manufacturing plants, landfills, fire and police stations, ambulance, 
airports, etc. [4] classified location problems as: continuous models, network models, 
and discrete models. Continuous models determine Cartesian coordinates for a num-
ber of facilities with the objective of minimizing the sum of distances between facili-
ties and demand points [5]. In network models, the demand occurs only at the facili-
ties of a network and facilities can only be located within the network. In discrete 
models, the demand usually arise at demand points and facilities can only be located 
in a finite set of candidate sites. In this case study, discrete models are suitable to lo-
cate the NAICM because the geographical location of the NAICM is only possible at 
two candidate sites (ZFLT or Tizayuca). 

In literature, four fundamental types of discrete facility location models can be used 
to select the potential of an airport site: the p-median problem (PMP), the uncapaci-
tated facility-location problem (UFLP), the p-centre problem, and location covering 
problems. All these models take into account quantitative criteria. The PMP involves 
location of p number of facilities on a network in such a way that the total weighted 
distance of serving all demand is minimized [6]. The UFLP is to minimize costs of 
serving and satisfying all demand from an undetermined number of facilities [7]. The 
p-centre problem minimizes the distance needed to supply all demand points with p 
facilities [8]. Finally, location covering problems can be used to minimize the number 
of sites needed to cover all demand points (set covering location problem) or to max-
imize the total number of demand points covered with p facilities (maximum covering 
location problem).  

Maximizing the sum of expected pax demands means covering as many demand 
points as possible to meet demand. Therefore, from the analysis of the facility location 
problems (FLPs) literature, and because the aim of this paper is to design a mathemat-
ical formulation that maximize covered demand, the maximum coverage location 
model (MCLM) is chosen as the most suitable covering problem to locate the 
NAICM, in ZFLT or Tizayuca, from a perspective of maximizing the sum of expected 
pax demand. The application and adaptation of the MCLM to answer such question is 
the first contribution of this paper.  

An approach to estimate demand at airports, coming from demand points, is pro-
posed, and is the second contribution of this paper. This approach is based on a decay 
function whose variables are WI, population (Pop), and distances (d) from demand 
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points to each possible site for airport location, and is the third contribution of this 
paper. In this paper, WI is proposed as an opposite index to the MI. As a consequence, 
WI measures household economic status, economic growth, and human well-being per 
demand point, and is the fourth contribution of this paper. Therefore, the proposed pax 
demand estimation approach considers the more developed demand points have better 
economy and purchasing power. This is consistent with the economic theory and is 
called wealth effect [20]. 

The paper is organized as follows: Section 2 describes a brief review on previous 
works for airport site selection using optimization. In Section 3, the mathematical 
formulation for problem of airport site selection decision is developed. In Section 4, 
an approach to estimate demand at airport site locations coming from each demand 
point is proposed. In Section 5, experimental data from 2010 is presented for the 
NAICM case study. In Section 6, the approach to estimate demand at airport site loca-
tions coming from each demand point and the mathematical formulation for airport 
site selection are used to locate the NAICM. The model is solved by the state-of-the-
art commercial software CPLEX. Results are shown. Finally, conclusion and refer-
ences are included. 

2 Mathematical Programming Models for Airport Site 
Selection 

Studies that addressed the problem of airport site selection are presented by [9], [10], 
[11], [12], [13], [14], [15], [16], and [17]. 

[9] Study the airport site selection problem of the new airport in Mexico City. 
However, contrary to our paper, [9] do not consider wealth index per demand point as 
decision factors. [10] Study the airport site selection problem of an airport in The 
Netherlands. [11] Study the airport site selection problem of a new airport in Sydney. 
[12] Study the airport site selection problem considering capacity and demand con-
straints. [13] Study the airport site selection problem considering government regula-
tions, demography and status of the local economy. [14] Study the airport site selec-
tion problem considering demographic, social and political factors. [15] Study the 
airport site selection problem based on social, political, and environmental factors. 
[16] Study the airport site selection problem by translating the opinions of manag-
ers/experts into quantitative data. Finally, [17] Study the airport site selection problem 
by translating the opinions of specialists to quantitative data. 

For all above airport site selection problem studies, the lack of considering the 
maximization of the expected pax demand as main aim for airport site selection is 
detected.  

3 Mathematical Formulation for Airport Site Selection 

In this paper, the MCLM is applied to select the location of airports within a set of 
potential sites for airport location. Therefore, the MCLM locates p number of airports 
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to maximize the number of covered pax demand (p is a parameter in the model). The 
model distinguishes between big and small demands and allow some demand points 
to be uncovered what can happen when the number of airports needed to cover all 
demand points exceeds p. This depends on minimal travelling distance (d) or travel-
ling time (t) between each site for airport location (L) and each demand point (M). 

Let A be a set of airport location sites (1, 2, …, A) and V be a set of demand points 
(1, 2,…, V). Yi‘s are decision variables; they indicate if Mi is covered by Lj. aij´s are 
parameters that indicate Lj covering ratio or catchment area. In other words, aij indi-
cates if dij between Lj and Mi is larger or shorter than the distance covered (Dc). Dc is 
a parameter in the model that can be changed by a parameter that expresses the time 
coverage (Tc). In both cases, they express the Lj covering ratio or catchment area 
where Mi´s inside this ratio are covered by Lj (aij‘s = 1), and Mi´s outside this ratio are 
not covered by Lj (aij‘s = 0). Finally, Xj‘s are decision variables; they locate p number 
of airports at the best possible Lj´s to maximize the number of covered pax demand. 

Dc or Tc are determined by the airport catchment area which is the area and Pop 
attended by the airport. 

1 if  between  and  is smaller or equal to 
=           ,

0 otherwise

ij i j
ij

d M L Dc
a i V j A

 ∀ ∈ ∀ ∈


 

1 if  is covered
=           

0 otherwise
i

i

M
Y i V


∀ ∈


 

1 if airport is located at airport location site 
=           

0 otherwise

j
j

L
X j A

 ∀ ∈
  

The MCLM mathematical formulation for a given integer value of p > 0 is the fol-
lowing: 
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 [ ]0,1            jX j A∈ ∀ ∈  (5) 

The objective function maximizes the total number of covered pax demand (Equa-
tion 1).Where Di is the pax demand at each Mi. Equation (2) states that demand Di at 
Mi cannot be covered unless one of the potential sites for airport location Lj that covers 
Mi is selected to build an airport. Mi´s that can be covered by Lj are located in a shorter 
distance than Dc (aij = 1) or shorter time than Tc. Constraints (Equation 3) indicates 
that no more than p airports are located. Finally, constraints (4) and (5) are the inte-
grality constraints on the decision variables. 

4 Pax Demand Estimation 

In this section, we propose an approach to estimate pax demand at Lj´s, coming from 
each Mi´s. In this approach WI and the Decay function are calculated for each Mi un-
der certain assumptions. 

4.1 Marginalization Index 

The MI is calculated using the statistical method of principal component analysis 
(PCA). This technique uses an orthogonal transformation to convert a set of variables 
that are possibly correlated into a set of values of linearly uncorrelated variables 
called principal components. The method is used for data analysis, factor analysis, 
and to design predictive models. [18] explains in detail the PCA methodology applied 
to calculate the MI for the states, districts, and municipalities in Mexico every five 
years. 

The MI is a reliable indicator of socioeconomic status of a country at location lev-
el. This index is a measure to differentiate states, municipalities and/or districts in any 
country according to the economic shortcomings faced by the Pop. In Mexico, the MI 
socioeconomic indicators are [18]: 

• Percentage of the Pop aged 15 years or more illiterate.  
• Percentage of the Pop aged 15 years or more without complete primary school. 
• Percentage of the Pop living in households without drain or toilet. 
• Percentage of the Pop living in households without electricity. 
• Percentage of the Pop living in households without piped water. 
• Percentage of households with some level of overcrowding. 
• Percentage of the Pop living in households with dirt floors. 
• Percentage of the Pop living in towns with less than 5,000 inhabitants. 
• Percentage of the Pop employed with income up to 2 minimum wages. 

The MI is calculated in a range of qualification [0, 100] where zero represents no 
presence of deficits that measures the socioeconomic indicators, and 100 when the en-
tire Pop in a location of analysis suffers deprivation of such socioeconomic indicators. 
In other words, locations that have a high socioeconomic status have a near zero MI.  
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Scale effects and transformed variables are eliminated for the calculation of MI, so 
that variables that have great variance are not predominant in determining the MI due 
to standardization of socioeconomic indicators values by using the mean and standard 
deviation [19]. That is why the MI measures socioeconomic disparities between 
states/municipalities/districts of a country, and what makes MI a reliable and accepted 
index to measure marginalization [19].  

MI is a household characteristic that allows for the identification of unequal access 
for poor people to the economic markets in comparison with the wealthy. It is an im-
portant index, especially in countries without reliable data on income expenditures 
which are the normal indicators of household economic status. Therefore, the MI 
allows identifying how much household economic status is at each demand point. 

4.2 Wealth Index 

In this paper, the WI is calculated as the complement to 100 of the MI. For the WI, 
zero represents the presence of deficits that measures each of the socioeconomic indi-
cators that calculate the MI and 100 when all the people living in a location of analy-
sis do not suffer deprivation of such socioeconomic indicators. Therefore, the WI 
represents the purchasing power of states/municipalities/districts of a country. The 
purchasing power of a location of analysis is high as its WI gets close to 100. This is 
consistent with the economic theory and is called wealth effect. This effect relates the 
evolution of wealth with the expansion of private consumption. The sense of larger 
(smaller) household wealth supposedly leads to increase (reduce) consumption levels 
affecting positively (negatively) the aggregate demand function [20]. 

4.3 Decay Function for Pax Demand Estimation 

Pax demands at Lj coming from Mi is estimated as follows: 

           ,i i
ij

ij

PopWI
W i V j A

d
= ∀ ∈ ∀ ∈                 (6) 

Where:   
Wij =  Lj attractiveness of passenger demand at Mi per km [person/km] 
Popi =  Mi population     [person] 
WIi =  Mi wealth index     [-] 
dij =  distance from Mi to Lj    [km] 
 
Equation 6 calculates a factor Wij which indicates how attractive Lj is to Mi´s. Equ-

ation 6 considers that the farther is Mi from Lj the less attractive is Lj to Mi and de-
mand grows as Pop grows what proves this equation to be consistent with literature 
[21]. Now, the argument is that Lj´s vary in attractiveness to Mi´s. Therefore, in this 
paper, we set Equation 7 to be the probability (Pij) that a Mi demands air pax services 
at Lj where Wij is the attractiveness of Lj which depends on Popi, WIi, and distance 
between Lj and Mi. 
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Pax demand (hij) at Lj coming from Mi is estimated by Equation 8 which multiplies 
Pij by the total number of passengers (Hi) that are currently transported through the 
airports in the region of Lj. 

           ,ij i ijh H P i V j A= ∀ ∈ ∀ ∈  (8) 

Where:   
hij =  pax demand at Lj coming from Mi   [persons] 
Hi =  total number of passengers that are currently transported through the 

airports that are in the region of Lj.    [persons] 

5 NAICM Case Study Experimental Data  

In this case study, data is obtained for the Federal District (Mexico City) and the 31 
States of Mexico. In the case of Mexico City, data are obtained for its 16 districts, and 
in the case of the State of Mexico data are obtained for 8 regions which include its 
125 municipalities. Therefore, 55 Mi´s are considered in this case study. Mexico City 
and the State of Mexico together form the Metropolitan Area of the Valley of Mexico 
(ZMVM) with more than 20% of the total country Pop. The ZMVM has the largest 
number of businesses, commercial activities and Pop throughout the country. Hence, 
this breakdown is necessary because the districts and municipalities that are part of 
the ZMVM have more impact than other municipalities in the rest of the country for 
the construction of NAICM. Pop and MI indicators data at state, municipal, and dis-
trict levels [18] are constructed based on information provided by the Population and 
Housing Census 2010 “Censo nacional de población y vivienda 2010” [22]. 

The road distances (dij) from the 55 Mi´s to two Lj´s (Tizayuca and ZFLT) are cal-
culated using the software Google Maps [23] Table 1 shows the data base used in this 
case study. Demand point M3 is the richest district or municipality in Mexico fol-
lowed by M11; M35 is the poorest state in Mexico followed by M29; M19 is the de-
mand point with most Pop followed by M43; M12 and M10 are the districts or muni-
cipalities with less Pop in the sample; M15 is the nearest demand point to AICM; M2 
is the nearest demand point to Tizayuca; M10 is the nearest demand point to ZFLT; 
M26 is the farthest state from AICM, Tizayuca and ZFLT.  

Finally, the total number of passengers (Hj) that are currently transported through 
the AICM, which is the nearest airport to ZFLT and Tizayuca, is 24,130,535 pax [24]. 

 



 Site Selection of the New Mexico City Airport 593 

Table 1. Data base used in this case study 

 

Demand Point (M ) Code
AICM
(d ij )

Tizayuca
(d ij )

ZFLT
(d ij )

MI WI Pop

Alvaro Obregon M1 20.7 71.4 42.9           6.26 93.74        727034
Azcapotzalco M2 16.9 62.6 42.1 5.18          94.82        414711
Benito Juarez M3 13.3 64.3 37.1 1.21          98.79        385439

Coyoacan M4 19.6 70 40.8 3.86          96.14        620416
Cuajimalpa de Morelos M5 26.6 89.7 48.8 6.98          93.02        186391

Cuauhtemoc M6 11.9 58.1 32.2 4.60          95.40        531831
Gustavo A. Madero M7 11.2 50.1 29.6 7.15          92.85        1185772

Iztacalco M8 6.2 66.3 27.8 5.86          94.14        384326
Iztapalapa M9 11 67.6 29.9 8.89          91.11        1815786

La Magdalena Contreras M10 26.6 76.4 20.6 7.86          92.14        239086
Miguel Hidalgo M11 18.5 70.1 40.7 3.56          96.44        372889

Milpa Alta M12 39.1 113 75.3 15.07        84.93        130582
Tlahuac M13 17 73.2 35.6 9.10          90.90        360265
Tlalpan M14 30 80.1 52.2 7.40          92.60        650567

Venustiano Carranza M15 2.7 62.7 23.8 6.11          93.89        430978
Xochimilco M16 23.5 80.3 45.5 9.10          90.90        415007

Toluca de Lerdo M17 71.5 130 93.7 12.38        87.62        2003879
Zumpango de Ocampo M18 56.2 13.1 59.2 9.35          90.65        4550642

Texcoco de Mora M19 24.6 55.6 23 10.67        89.33        6572778
Tejupilco de Hidalgo M20 21.3 72.8 40 32.31        67.69        197331

Atlacomulco de Fabela M21 25.4 68.2 48.3 28.65        71.35        1197326
Coatepec Harinas M22 143 202 166 26.22        73.78        392559

Valle de Bravo M23 147 206 169 26.17        73.84        119709
Jilotepec de Molina Enríquez M24 102 98.1 105 24.60        75.40        141638

Aguascalientes M25 512 489 513 15.24        84.76        1184996
Baja California M26 2845 2772 2781 10.35        89.65        3155070

Baja California Sur M27 1676 1669 1679 20.14        79.86        637026
Campeche M28 1143 1168 1164 43.93        56.07        822441
Chiapas M29 828 854 850 84.14        15.86        4796580

Chihuahua M30 1438 1417 1441 23.59        76.41        3406465
Coahuila M31 1054 1033 1067 10.35        89.65        2748391
Colima M32 670 663 673 18.06        81.94        650555

Durango M33 952 931 955 35.80        64.20        1632934
Guanajuato M34 329 308 332 35.97        64.03        5486372

Guerrero M35 323 376 344 88.72        11.28        2665018
Hidalgo M36 95 38.3 94.9 48.79        51.21        3388768
Jalisco M37 552 545 555 17.08        82.92        7350682

Michoacán M38 377 371 380 45.90        54.10        4351037
Morelos M39 140 193 155 28.87        71.13        1777227
Nayarit M40 793 786 796 37.28        62.72        1084979

Nuevo León M41 914 893 917 5.16          94.84        4653458
Oaxaca M42 456 481 477 80.48        19.52        3801962
Puebla M43 124 150 146 49.88        50.12        5779829

Querétaro M44 219 213 222 29.04        70.96        1827937
Quintana Roo M45 1419 1444 1440 25.76        74.24        1325578

San Luis Potosí M46 421 400 424 46.72        53.28        2585518
Sinaloa M47 1296 1289 1299 29.13        70.87        2767761
Sonora M48 2000 1993 2003 19.67        80.33        2662480

Tabasco M49 797 822 818 44.76        55.24        2238603
Tamaulipas M50 753 700 756 19.28        80.72        3268554

Tlaxcala M51 112 129 123 31.48        68.52        1169936
Veracruz M52 526 551 547 57.63        42.37        7643194
Yucatán M53 1379 1404 1400 43.70        56.30        1955577

Zacatecas M54 607 586 610 36.89        63.11        1490668



594 R.B. Carmona-Benítez et al. 

Table 2. AICM, Tizayuca and ZFLT catchemtn areas 

 

AICM Tizayuca ZFLT AICM Tizayuca ZFLT AICM Tizayuca ZFLT AICM Tizayuca ZFLT

M1 1 1 1 1 1 1 M1 1 1 1 1 1 1
M2 1 1 1 1 1 1 M2 1 1 1 1 1 1
M3 1 1 1 1 1 1 M3 1 1 1 1 1 1
M4 1 1 1 1 1 1 M4 1 1 1 1 1 1
M5 1 1 1 1 1 1 M5 1 1 1 1 1 1
M6 1 1 1 1 1 1 M6 1 1 1 1 1 1
M7 1 1 1 1 1 1 M7 1 1 1 1 1 1
M8 1 1 1 1 1 1 M8 1 1 1 1 1 1
M9 1 1 1 1 1 1 M9 1 1 1 1 1 1
M10 1 1 1 1 1 1 M10 1 1 1 1 1 1
M11 1 1 1 1 1 1 M11 1 1 1 1 1 1
M12 1 1 1 1 1 1 M12 1 1 1 1 1 1
M13 1 1 1 1 1 1 M13 1 1 1 1 1 1
M14 1 1 1 1 1 1 M14 1 1 1 1 1 1
M15 1 1 1 1 1 1 M15 1 1 1 1 1 1
M16 1 1 1 1 1 1 M16 1 1 1 1 1 1
M17 1 1 1 1 1 1 M17 1 1 1 1 1 1
M18 1 1 1 1 1 1 M18 1 1 1 1 1 1
M19 1 1 1 1 1 1 M19 1 1 1 1 1 1
M20 1 1 1 1 1 1 M20 1 1 1 1 1 1
M21 1 1 1 1 1 1 M21 1 1 1 1 1 1
M22 1 1 1 1 1 1 M22 1 1 1 1 1 1
M23 1 1 1 1 1 1 M23 1 1 1 1 1 1
M24 1 1 1 1 1 1 M24 1 1 1 1 1 1
M25 0 0 0 0 0 0 M25 0 0 0 1 1 1
M26 0 0 0 0 0 0 M26 0 0 0 0 0 0
M27 0 0 0 0 0 0 M27 0 0 0 0 0 0
M28 0 0 0 0 0 0 M28 0 0 0 0 0 0
M29 0 0 0 0 0 0 M29 0 0 0 0 0 0
M30 0 0 0 0 0 0 M30 0 0 0 0 0 0
M31 0 0 0 0 0 0 M31 0 0 0 0 0 0
M32 0 0 0 0 0 0 M32 0 0 0 0 0 0
M33 0 0 0 0 0 0 M33 0 0 0 0 0 0
M34 0 1 0 1 1 1 M34 1 1 1 1 1 1
M35 0 0 0 1 1 1 M35 1 1 1 1 1 1
M36 1 1 1 1 1 1 M36 1 1 1 1 1 1
M37 0 0 0 0 0 0 M37 0 0 0 1 1 1
M38 0 0 0 1 1 1 M38 1 1 1 1 1 1
M39 1 1 1 1 1 1 M39 1 1 1 1 1 1
M40 0 0 0 0 0 0 M40 0 0 0 0 0 0
M41 0 0 0 0 0 0 M41 0 0 0 0 0 0
M42 0 0 0 0 0 0 M42 1 0 1 1 1 1
M43 1 1 1 1 1 1 M43 1 1 1 1 1 1
M44 1 1 1 1 1 1 M44 1 1 1 1 1 1
M45 0 0 0 0 0 0 M45 0 0 0 0 0 0
M46 0 0 0 0 1 0 M46 1 1 1 1 1 1
M47 0 0 0 0 0 0 M47 0 0 0 0 0 0
M48 0 0 0 0 0 0 M48 0 0 0 0 0 0
M49 0 0 0 0 0 0 M49 0 0 0 0 0 0
M50 0 0 0 0 0 0 M50 0 0 0 0 0 0
M51 1 1 1 1 1 1 M51 1 1 1 1 1 1
M52 0 0 0 0 0 0 M52 0 0 0 1 1 1
M53 0 0 0 0 0 0 M53 0 0 0 0 0 0
M54 0 0 0 0 0 0 M54 0 0 0 0 1 0

Tc = 4 and s = 80 Tc = 4 and s = 100 Tc = 6 and s = 80 Tc = 6 and s = 100
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Table 3. AICM, Tizayuca and ZFLT catchemtn areas 

 

AICM Tizayuca ZFLT AICM Tizayuca ZFLT AICM Tizayuca ZFLT AICM Tizayuca ZFLT

M1 1 1 1 1 1 1 M1 1 1 1 1 1 1
M2 1 1 1 1 1 1 M2 1 1 1 1 1 1
M3 1 1 1 1 1 1 M3 1 1 1 1 1 1
M4 1 1 1 1 1 1 M4 1 1 1 1 1 1
M5 1 1 1 1 1 1 M5 1 1 1 1 1 1
M6 1 1 1 1 1 1 M6 1 1 1 1 1 1
M7 1 1 1 1 1 1 M7 1 1 1 1 1 1
M8 1 1 1 1 1 1 M8 1 1 1 1 1 1
M9 1 1 1 1 1 1 M9 1 1 1 1 1 1
M10 1 1 1 1 1 1 M10 1 1 1 1 1 1
M11 1 1 1 1 1 1 M11 1 1 1 1 1 1
M12 1 1 1 1 1 1 M12 1 1 1 1 1 1
M13 1 1 1 1 1 1 M13 1 1 1 1 1 1
M14 1 1 1 1 1 1 M14 1 1 1 1 1 1
M15 1 1 1 1 1 1 M15 1 1 1 1 1 1
M16 1 1 1 1 1 1 M16 1 1 1 1 1 1
M17 1 1 1 1 1 1 M17 1 1 1 1 1 1
M18 1 1 1 1 1 1 M18 1 1 1 1 1 1
M19 1 1 1 1 1 1 M19 1 1 1 1 1 1
M20 1 1 1 1 1 1 M20 1 1 1 1 1 1
M21 1 1 1 1 1 1 M21 1 1 1 1 1 1
M22 1 1 1 1 1 1 M22 1 1 1 1 1 1
M23 1 1 1 1 1 1 M23 1 1 1 1 1 1
M24 1 1 1 1 1 1 M24 1 1 1 1 1 1
M25 1 1 1 1 1 1 M25 1 1 1 1 1 1
M26 0 0 0 0 0 0 M26 1 1 1 0 0 0
M27 0 0 0 0 0 0 M27 1 1 1 0 0 0
M28 0 0 0 0 0 0 M28 1 1 1 0 0 0
M29 0 0 0 0 0 0 M29 1 1 1 1 1 1
M30 0 0 0 0 0 0 M30 1 1 1 0 0 0
M31 0 0 0 0 0 0 M31 1 1 1 0 0 0
M32 0 0 0 1 1 1 M32 1 1 1 1 1 1
M33 0 0 0 0 0 0 M33 1 1 1 1 1 1
M34 1 1 1 1 1 1 M34 1 1 1 1 1 1
M35 1 1 1 1 1 1 M35 1 1 1 1 1 1
M36 1 1 1 1 1 1 M36 1 1 1 1 1 1
M37 1 1 1 1 1 1 M37 1 1 1 1 1 1
M38 1 1 1 1 1 1 M38 1 1 1 1 1 1
M39 1 1 1 1 1 1 M39 1 1 1 1 1 1
M40 0 0 0 1 1 1 M40 1 1 1 1 1 1
M41 0 0 0 0 0 0 M41 1 1 1 1 1 1
M42 1 1 1 1 1 1 M42 1 1 1 1 1 1
M43 1 1 1 1 1 1 M43 1 1 1 1 1 1
M44 1 1 1 1 1 1 M44 1 1 1 1 1 1
M45 0 0 0 0 0 0 M45 1 1 1 0 0 0
M46 1 1 1 1 1 1 M46 1 1 1 1 1 1
M47 0 0 0 0 0 0 M47 1 1 1 0 0 0
M48 0 0 0 0 0 0 M48 1 1 1 0 0 0
M49 0 0 0 1 0 0 M49 1 1 1 1 1 1
M50 0 0 0 1 1 1 M50 1 1 1 1 1 1
M51 1 1 1 1 1 1 M51 1 1 1 1 1 1
M52 1 1 1 1 1 1 M52 1 1 1 1 1 1
M53 0 0 0 0 0 0 M53 1 1 1 0 0 0
M54 1 1 1 1 1 1 M54 1 1 1 1 1 1

Tc = 10 and s = 80 Tc = 10 and s = 100Tc = 8 and s = 80 Tc = 8 and s = 100
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5.1 Possible Location Sites Catchment Areas 

aij´s are parameters that form a matrix that indicates Lj covering ratio or catchment 
area. aij is equal 1 if tij from Mi to Lj by road vehicle is shorter than Tc, aij is equal 0 
otherwise. tij is calculated using the average velocity formula (Equation 9). 

 /           ,ij ijt d s i V j A= ∀ ∈ ∀ ∈  (9) 

Where:   
s =  vehicle average speed    [km/hr] 
 
The traffic regulations issued by the Ministry of Communications and Transporta-

tion indicates that speed ranges for highways are from 80 km/hr to 100 km/hr in  
Mexico [25].  

The Ministry of Social Development sets that the catchment area of the NAICM 
must be larger than a radius of 500 km or a travel time longer than 4 hours [26]. 
Therefore, in this paper, twenty four matrixes are calculated to indicate the catchment 
area of the AICM, the ZFLT and Tizayuca for two average speeds (s), 80 km/hr and 

100 km/hr, and for four different tij´s: 4, 6, 8, and 10 hrs (Table 2 and Table 3). 

6 NAICM Site Selection from the Perspective of Maximizing 
the Sum of Expected Pax Demand 

6.1 Pax Demand Estimation at Possible Location Sites 

Table 4 shows the results of the pax demand estimation at the possible location sites 
for the NAICM. Equation 6 calculates Wij, Equation 7 calculates Pij, and Equation 8 
calculates hij using the case study data base (Table 1).  

Table 4 results indicate that AICM attractiveness of pax demand is highest at M19, 
M9 and M15. Tizayuca and ZFLT attractiveness of pax demand is highest at M18, 
M19 and M9. AICM, Tizayuca and ZFLT attractiveness of pax demand is the lowest 
at M27, M28, and M23. 

Table 4 results point out that M19, M9 and M25 are the demand points with the 
highest probability to demand air pax services at AICM. M18, M19 and M36 are the 
demand points with the highest probability to demand air pax services at Tizayuca. 
M19, M18 and M9 are the demand points with the highest probability to demand air 
pax services at ZFLT. These results are because these Mi´s are close to AICM, Ti-
zayuca and ZFLT and their Pop are big. M27, M26, M29, and M45 are the demand 
points with the lowest probability to demand air pax services at AICM, Tizayuca, and 
ZFLT. These demand points are the states farthest from AICM, Tizayuca, and ZFLT. 

Table 4 results identify that the current location of the AICM benefits the Pop and 
the economy of in first place Mexico City, in second place the State of Mexico, and in 
third place the State of Puebla. The pax demand estimation approach calculates 
14,010,440 pax demand coming from Mexico City, 7,531,489 pax demand coming 
from the State of Mexico, and 462,781 pax demand coming from Puebla. Contrary, 
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6,013 pax demand coming from the State of Baja California Sur which is the state that 
demands less air pax services from the AICM. 

Table 4. Pax demand estimation approach results  

 

Code
 AICM 

Wij 
 Tizayuca 

Wij 
 ZFLT

Wij 
 AICM

 Pij 
 Tizayuca

 Pij 
 ZFLT

 Pij 
 AICM

hi 
 Tizayuca

hi 
 ZFLT

hi 

M1 3,292,410.35   954,522.33           1,588,645.55   0.00% 1.31% 2.16% 652,180.52    316,419.34       521,674.14    

M2 2,326,749.56   628,148.04           934,015.86      1.91% 0.86% 1.27% 460,896.60    208,227.91       306,709.02    

M3 2,862,942.36   592,179.37           1,026,337.83   2.35% 0.81% 1.40% 567,108.91    196,304.48       337,025.40    

M4 3,043,235.44   852,105.92           1,461,946.44   2.50% 1.17% 1.99% 602,822.45    282,468.82       480,069.11    

M5 651,828.95      193,295.99           355,300.20      0.54% 0.27% 0.48% 129,118.21    64,076.65         116,672.30    

M6 4,263,675.72   873,282.98           1,575,706.24   3.50% 1.20% 2.14% 844,574.64    289,488.91       517,425.18    

M7 9,830,579.24   2,197,654.44        3,719,678.63   8.07% 3.02% 5.06% 1,947,300.50 728,511.38       1,221,455.70 

M8 5,835,246.45   545,679.16           1,301,385.90   4.79% 0.75% 1.77% 1,155,880.86 180,889.89       427,344.77    

M9 15,039,990.37 2,447,335.71        5,533,106.82   12.35% 3.36% 7.53% 2,979,212.12 811,279.46       1,816,943.21 

M10 828,199.30      288,352.11           1,069,422.39   0.68% 0.40% 1.46% 164,054.72    95,587.27         351,173.37    

M11 1,943,920.75   513,017.60           883,600.34      1.60% 0.70% 1.20% 385,063.56    170,062.75       290,153.74    

M12 283,646.81      98,146.82             147,285.40      0.23% 0.13% 0.20% 56,186.47      32,535.18         48,365.09      

M13 1,926,442.92   447,397.94           919,930.61      1.58% 0.61% 1.25% 381,601.45    148,310.17       302,083.75    

M14 2,008,105.16   752,099.31           1,154,083.42   1.65% 1.03% 1.57% 397,777.60    249,317.13       378,974.08    

M15 14,986,860.90 645,367.22           1,700,190.10   12.30% 0.89% 2.31% 2,968,687.91 213,935.98       558,302.77    

M16 1,605,229.42   469,774.49           829,074.53      1.32% 0.65% 1.13% 317,973.54    155,727.88       272,248.74    

M17 2,455,690.66   1,350,629.86        1,873,872.81   2.02% 1.86% 2.55% 486,438.04    447,727.00       615,336.12    

M18 7,339,975.02   31,489,053.13      6,968,016.82   6.03% 43.26% 9.48% 1,453,946.58 10,438,462.52  2,288,134.19 

M19 23,868,001.28 10,560,302.73      25,528,383.98 19.59% 14.51% 34.74% 4,727,917.84 3,500,687.17    8,382,925.82 

M20 627,067.89      183,469.04           333,913.65      0.51% 0.25% 0.45% 124,213.39    60,819.06         109,649.45    

M21 3,363,213.31   1,252,575.05        1,768,646.34   2.76% 1.72% 2.41% 666,205.60    415,222.32       580,782.20    

M22 202,527.50      143,373.43           174,466.46      0.17% 0.20% 0.24% 40,117.87      47,527.57         57,290.72      

M23 60,127.31        42,906.38             52,300.08        0.05% 0.06% 0.07% 11,910.38      14,223.25         17,174.13      

M24 104,696.87      108,859.13           101,705.53      0.09% 0.15% 0.14% 20,738.99      36,086.25         33,397.72      

M25 196,174.32      205,401.33           195,791.91      0.16% 0.28% 0.27% 38,859.39      68,089.51         64,293.50      

M26 99,425.34        102,043.68           101,713.44      0.08% 0.14% 0.14% 19,694.77      33,826.97         33,400.32      

M27 30,354.35        30,481.66             30,300.11        0.02% 0.04% 0.04% 6,012.77        10,104.52         9,949.85        

M28 40,344.36        39,480.82             39,616.50        0.03% 0.05% 0.05% 7,991.65        13,087.69         13,009.13      

M29 91,878.73        89,081.49             89,500.69        0.08% 0.12% 0.12% 18,199.89      29,530.06         29,389.94      

M30 181,017.69      183,700.38           180,640.83      0.15% 0.25% 0.25% 35,857.08      60,895.75         59,318.24      

M31 233,772.14      238,524.52           230,923.93      0.19% 0.33% 0.31% 46,307.00      79,069.68         75,830.03      

M32 79,559.80        80,399.80             79,205.15        0.07% 0.11% 0.11% 15,759.69      26,652.13         26,009.12      

M33 110,123.69      112,607.69           109,777.75      0.09% 0.15% 0.15% 21,813.97      37,328.88         36,048.45      

M34 1,067,684.46   1,140,481.12        1,058,036.71   0.88% 1.57% 1.44% 211,493.39    378,063.75       347,434.57    

M35 93,040.67        79,925.89             87,360.86        0.08% 0.11% 0.12% 18,430.06      26,495.03         28,687.27      

M36 1,826,595.95   4,530,721.02        1,828,520.71   1.50% 6.22% 2.49% 361,823.16    1,501,911.20    600,443.55    

M37 1,104,188.23   1,118,370.46        1,098,219.64   0.91% 1.54% 1.49% 218,724.27    370,734.18       360,629.71    

M38 624,380.09      634,477.88           619,450.78      0.51% 0.87% 0.84% 123,680.98    210,326.22       203,413.19    

M39 902,953.43      654,992.12           815,570.84      0.74% 0.90% 1.11% 178,862.47    217,126.59       267,814.44    

M40 85,816.05        86,580.32             85,492.63        0.07% 0.12% 0.12% 16,998.96      28,700.94         28,073.78      

M41 482,868.77      494,224.02           481,289.04      0.40% 0.68% 0.65% 95,649.56      163,832.77       158,044.10    

M42 162,741.40      154,282.91           155,576.69      0.13% 0.21% 0.21% 32,236.80      51,144.01         51,087.75      

M43 2,336,265.58   1,931,312.88        1,984,225.56   1.92% 2.65% 2.70% 462,781.59    640,220.49       651,573.39    

M44 592,248.99      608,932.06           584,245.63      0.49% 0.84% 0.80% 117,316.26    201,857.91       191,852.64    

M45 69,349.59        68,148.94             68,338.24        0.06% 0.09% 0.09% 13,737.19      22,591.03         22,440.68      

M46 327,226.18      344,405.56           324,910.90      0.27% 0.47% 0.44% 64,818.94      114,168.71       106,693.16    

M47 151,361.06      152,183.04           151,011.50      0.12% 0.21% 0.21% 29,982.51      50,447.91         49,588.65      

M48 106,945.03      107,320.65           106,784.85      0.09% 0.15% 0.15% 21,184.32      35,576.26         35,065.66      

M49 155,158.82      150,439.88           151,175.53      0.13% 0.21% 0.21% 30,734.80      49,870.06         49,642.52      

M50 350,375.09      376,903.49           348,984.72      0.29% 0.52% 0.47% 69,404.41      124,941.61       114,598.44    

M51 715,748.18      621,424.78           651,738.18      0.59% 0.85% 0.89% 141,779.72    205,999.18       214,015.62    

M52 615,677.25      587,742.71           592,040.65      0.51% 0.81% 0.81% 121,957.07    194,833.75       194,412.34    

M53 79,833.82        78,412.28             78,636.31        0.07% 0.11% 0.11% 15,813.96      25,993.27         25,822.33      

M54 154,981.20      160,535.14           154,219.00      0.13% 0.22% 0.21% 30,699.61      53,216.59         50,641.92      
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Table 4 results reveal that location site Tizayuca benefits the Pop and the economy 
of in first place the State of Mexico, in second place Mexico City, and in third place 
State of Hidalgo. The pax demand estimation approach calculates 14,960,755 pax 
demand coming from the State of Mexico, 4,143,143 pax demand coming from Mex-
ico City, and 1,501,911 pax demand coming from Hidalgo. Contrary, 10,105 pax 
demand coming from the State of Baja California Sur which is the state that demands 
less air pax services from Tizayuca. 

Table 4 results identify that location site ZFLT benefits the Pop and the economy 
of in first place the State of Mexico, in second place Mexico City, and in third place 
State of Puebla. The pax demand estimation approach calculates 12,084,690 pax de-
mand coming from the State of Mexico, 7,946,620 pax demand coming from Mexico 
City, and 651,573 pax demand coming from Puebla. Contrary, 9,950 pax demand 
coming from the State of Baja California Sur which is the state that demands less air 
pax services from ZFLT. 

Table 4 results probe that the pax estimation approach behaves as an exponential 
decay function. Therefore, results are consistent with literature since the farther is Mi 
from Lj the less attractive is Lj to Mi and demand grows as Pop grows [21]. 

6.2 MCLM Application for the NAICM Case Study 

Although the MCLM can consider more than two potential sites for the location of the 
NAICM, in this case study the MCLM only selects between ZFLT or Tizayuca be-
cause these are the sites chosen by the government of Mexico to build the NAICM 
due to their technical and aeronautical advantages, project cost-benefit, minimum 
environmental impact, and economic benefits that result indirectly from the project. 

The state of the art commercial software CPLEX is used to solve the MCLM. The 
software CPLEX decides the optimum location site based on a mathematical pro-
gramming language OPL. 

Table 5 shows the results for the 8 scenarios analyzed: Tc equal to 4, 6, 8 and 10 
hrs, and s equal to 80 and 100 km/hr. 

Table 5. MCLM results for the NAICM site selection problem, eight scenarios 

 
 
Table 5 shows the optimum location site for the NAICM under 8 different scena-

rios from a standpoint of maximizing the sum of expected pax demand. First case,  

Tc

s 80 km/hr 100 km/hr 80 km/hr 100 km/hr 80 km/hr 100 km/hr 80 km/hr 100 km/hr
Lj Tizayuca Tizayuca ZFLT Tizayuca ZFLT ZFLT ZFLT ZFLT

Cover 
demand in 

millions
22.25 22.60 22.69 23.34 23.36 23.53 23.53 23.81

% cover 
demand

92.20% 93.66% 94.05% 96.72% 96.82% 97.52% 97.52% 98.66%

4 hrs 6 hrs 8 hrs 10 hrs
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Tc = 4 hrs and s = 80 km/hr, the optimum location site is Tizayuca with coverage 
equal to 22.25 million pax (92.20%) from the total number of pax currently trans-
ported through the AICM, 24.13 million pax. Second case, Tc = 4 hrs and s = 100 
km/hr, the optimum location site is Tizayuca with coverage equal to 22.60 million 
pax (93.66%) from the total number of pax currently transported through the AICM. 
Third case, Tc = 6 hrs and s = 80 km/hr, the optimum location site is ZFLT with cov-
erage equal to 22.69 million pax (94.05%) from the total number of pax currently 
transported through the AICM. Fourth case, Tc = 6 hrs and s = 100 km/hr, the opti-
mum location site is Tizayuca with coverage equal to 23.34 million pax (96.72%) 
from the total number of pax currently transported through the AICM. Fifth case, Tc = 
8 hrs and s = 80 km/hr, the optimum location site is ZFLT with coverage equal to 
23.36 million pax (96.82%) from the total number of pax currently transported 
through the AICM. Sixth case, Tc = 8 hrs and s = 100 km/hr, the optimum location 
site is ZFLT with coverage equal to 23.53 million pax (97.52%) from the total num-
ber of pax currently transported through the AICM. Seventh case, Tc = 10 hrs and s = 
80 km/hr, the optimum location site is ZFLT with coverage equal to 23.53 million 
pax (97.52%) from the total number of pax currently transported through the AICM. 
Finally, eighth case, Tc = 10 hrs and s = 100 km/hr, the optimum location site is 
ZFLT with coverage equal to 23.81 million pax (98.66%) from the total number of 
pax currently transported through the AICM. 

The Ministry of Social Development sets that the catchment area of the NAICM 
must be larger than a radius of 500 km or a Tc longer than 4 hours [26]. Therefore, 
ZFLT is the optimum site to construct the NAICM from the perspective of maximiz-
ing the sum of expected passenger demands because this site covers slightly more 
demand than Tizayuca for the majority of scenarios with Tc longer than 4 hours.   

7 Conclusions 

The first and main contribution of this paper is the application and adaptation of the 
MCLM to answer: Which is the best site to locate the NAICM, ZFLT or Tizayuca, 
from a perspective of maximizing the sum of expected passenger demands? The re-
sults indicate that Tizayuca is the optimum site for catchment areas shorter than 4 hrs, 
and ZFLT is the optimum site for catchment areas longer than 4 hours. However, the 
Ministry of Social Development sets that the catchment area of the NAICM must be 
larger than a radios of 500km or a travel time longer than 4 hours. Therefore, ZFLT is 
the place where the NAICM should be constructed from the perspective of maximiz-
ing the sum of expected passenger demands. In such decision, the ZMVM is the area 
that would get must of the economic benefits. Specifically, the State of Mexico is the 
state that would get must of the economic benefits follow by Mexico City and the 
State of Puebla. The States of Baja California Sur, Campeche, Baja California Norte, 
Yucatan y Quintana Roo would get less economic benefits. 

Answering this paper main question involves estimating pax demand at each de-
mand point. Therefore, the second contribution of this paper is an approach to esti-
mate pax demand at each possible airport location site coming from each demand 
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point. This approach is based on a decay function, third contribution of this paper, 
whose variables are WI, Pop, and d from Mi´s to each possible Lj´s. WI is proposed as 
an opposite index to the MI. As a consequence, WI measures standard of living and 
purchasing power per Mi and is the fourth contribution of this paper. The economic 
factors that form the MI allow the estimation of pax demand for each Mi assuming the 
wealth effect, which relates the evolution of wealth with the expansion of private 
consumption. Hence, the estimation approach considers that Mi´s with high MI do not 
demand as much pax services as Mi´s with low MI do. 

The optimal solution is obtained using the CPLEX software, however it is impor-
tant to mention that for the case study with only two potential sites for airport loca-
tion, the MCLP can be optimally solved multiplying aij values by Mi´s demands. 

It is important to mention that the application and adaptation of the MCLM, feed it 
with the outputs resulting from the proposed approach to estimate pax demand, can be 
applied to select between a number p of airport sites (not only two sites), from the 
perspective of maximizing the sum of expected passengers demand, in any place.  

As future works, first applied the proposed MCLP and pax demand estimation ap-
proach to select the NAICM optimum site between more than two possible sites for 
airport location, second applied the proposed MCLP and pax demand estimation ap-
proach to select optimum sites for airport location in other countries; third, applied the 
proposed MCLP and pax demand estimation approach to locate hub airports in Mex-
ico and other countries; fourth, use the proposed MCLP and pax demand estimation 
approach to compare the coverage of the NAICM against a multi-hub system; fifth, 
compare the pax demand estimation approach against real data, unfortunately obtain-
ing these data is very expensive; and sixth, develop forecasting methods to estimate 
pax demand per Mi and the evolution of WI for the long-term, the goal would be to 
verify if ZFLT remains as the optimum site for the location of the NAICM in the 
future. 
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Abstract. Optimization models for railway traffic rescheduling in the last dec-
ade tend to develop along two main streams. One the one hand, train scheduling 
models strives to incorporate any relevant detail of the railway infrastructure 
having an impact on the feasibility and quality of the solutions from the view-
point of operations managers. On the other hand, delay management models fo-
cus on the impact of rescheduling decisions on the quality of service perceived 
by the passengers. Models in the first stream are mainly microscopic, while 
models in the second stream are mainly macroscopic. This paper aims at merg-
ing these two streams of research by developing microscopic passenger-centric 
models, solution algorithms and lower bounds. Fast iterative algorithms are 
proposed, based on a decomposition of the problem and on the exact resolution 
of the sub-problems. A new lower bound is proposed, consisting of the resolu-
tion of a set of min-cost flow problems with activation constraints. Computa-
tional experiments, based on a real-world Dutch railway network, show that 
good quality solutions and lower bounds can be found within a limited compu-
tation time. 

Keywords: Train scheduling · Delay management · Passenger routing · MILP · 
Min-cost flow 

1 Introduction 

In the last years, many railway companies, at least in Europe, are experiencing in-
creasing difficulties to face the ever increasing transport demand while ensuring good 
quality of service (QoS) to the passengers, also due to the limited space and funds to 
build new infrastructure in bottleneck areas. These facts stimulated the interest of 
practitioners and theoreticians for new effective approaches to railway traffic re-
scheduling aiming at the reduction of delays of trains and passengers. As a matter of 
fact, the literature on this subject experienced a significant growth in the last years, 
see, e.g., Cacchiani et al. (2014).  

This paper aims to provide a synthesis of two main lines of research that have been 
in the academic focus recently, namely operation-centric approaches (minimizing 
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delays of trains and considering precise movements of train vehicles) and passenger-
centric approaches ( which minimize travel time of passengers, and consider larger 
scale networks by which less train traffic is modelled very roughly). 

The former is typically termed Train Scheduling (TS) problem, and its complexity 
stems from the limited overtaking capacity of railway lines and from the constraints 
of the safety system, caused by the signal status and speed restrictions. The competi-
tion of trains for the available capacity can be modelled only when a sufficient level 
of detail is considered. One of the most effective approaches to tackle such complex-
ity is based on the blocking time theory (see, e.g., Hansen and Pachl 2014) and on the 
alternative graph formulation of the blocking job shop scheduling model with no-
swap constraints (Mascis and Pacciarelli 2002). Advanced scheduling approaches 
based on the alternative graph model are able to quickly solve real-life instances in 
which train arrival times, orders and routes, are considered variable (see e.g. 
D’Ariano et al. 2007, Mannino and Mascis 2009, Corman et al. 2011). Other ap-
proaches based on Mixed Integer Linear Programs (MILPs) are reported, e.g., in 
Törnquist Krasemann (2011), Meng and Zhou (2014), Pellegrini et al. (2014). The 
goal of all these approaches is to find a train schedule, i.e., a departure/passing time 
for each train et each relevant point of the railway network, compatible with the real 
time position of each train and such that a suitable function of the train delays is 
minimized. Such goal can be achieved by all these approaches in practical size net-
works and within a computation time compatible with real-time operations. One 
weakness of all these models is the limited view of passenger needs and expectations, 
which are taken into account only indirectly, e.g., by penalizing train delays.  

The alternative stream of research directly faces the optimization of the QoS per-
ceived by the passengers, and is based on the concept of customer-oriented dispatch-
ing introduced in Schöbel (2001). The delay management (DM) problem is to decide 
whether to keep or not transfer connections during operations, a decision that directly 
affect passenger QoS. Dollevoet et al. (2012) enlarge the scope of DM to include the 
possibility of rerouting passengers in order to reduce their travel time. The approaches 
in this stream of research are currently based on macroscopic models, i.e. they con-
sider only arrival and departure at stations, neglecting the actual capacity of plat-
forms, interlocking areas and block sections. As a result, the promised passenger de-
lay is only a lower bound of the one achievable in practice, furthermore the proposed 
solution might turn to be infeasible when implemented in practice. To overcome these 
drawbacks, more recent works have tried to include some capacity constraints in the 
models, though in approximated form along lines (Schachtebeck and Schöbel 2010) 
and at stations (Dollevoet et al. 2014A). Though the trend in the literature on DM is 
for the inclusion of an increasing level of detail in the models, a microscopic DM 
model with passenger routings is still missing. 

Very recently, research has started addressing the interaction of passenger flows 
with train scheduling. Sato et al. (2013) address the problem of minimizing passenger 
inconvenience on simple railway lines, taking into account disruptions that might 
require adjustment of vehicle schedules. The passenger inconvenience is divided into 
three components, i.e., the time spent onboard the trains, the waiting time at platforms 
and the number of transfers. Passenger flows are routed along path of minimum  
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inconvenience, and then considered fixed while the timetable is adjusted to a minor 
extent. Capacity at stations is approximated by means of headway times along the 
line. A combination of the delay management approach with the microscopic models 
based on the alternative graph concept is proposed by Dollevoet et al. (2014B), in 
which passengers delays are optimized by iteratively solving a microscopic train 
scheduling problem (without knowledge of passenger flows) and a macroscopic delay 
management problem (without explicit modelling of limited infrastructure capacity). 
Passengers are always assigned to a shortest path between their origin and destination. 
The procedure delivers in few iterations good feasible solutions.  

This paper aims at merging these two lines of research by developing microscopic 
passenger-centric models, i.e., microscopic delay management (MDM) models, ad-
dressing several issues that have not been fully considered by previous research. We 
integrate microscopic railway traffic rescheduling and passenger point of view into a 
single MILP model. We consider the minimization of the time spent by the passen-
gers in the system as objective function. Passenger flows are modelled based on Ori-
gin-Destination description, with possibility of transfer connections and rerouting. A 
lower bound and fast heuristic algorithms are proposed. Computational experiments 
on a real-world Dutch network allow us to evaluate the overall approach. Comparison 
with the optimal or the best solution known demonstrates the potential of the pro-
posed approaches.  

The paper is organized as follows. Section 2 introduces the problem and notations. 
Section 3 reports on lower bounds and algorithms to compute upper bounds. Section 4 
reports on the computational experiments on a rail Dutch network. Section 5 con-
cludes the paper. 

2 Problem Definition 

We address the problem of computing in real time a schedule for all trains and a rout-
ing for each passenger so that passengers have the least possible discomfort. We re-
late discomfort to the time spent in various conditions (Wardman 2004).  
 

 
Fig. 1. Pictorial representation of the elements of the MDM problem 

Figure 1 gives a graphical summary of all aspects of the model.  
Train scheduling decisions are necessary whenever train delays occur, making in-

feasible the plan of arrivals/departures described by the timetable. Such decisions 
must take into account the limited capacity of the railway infrastructure, which limits 
the possibility of rescheduling train movements. This capacity depends on railway 
safety regulations, which make use of the signalling system to limit the speed of each 
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train depending on the position of other trains in the network. Formally, the railway 
network is partitioned in block sections, separated by signals; when a block section is 
occupied by a train, no other train can enter it. Relevant characteristics include the 
running time necessary to traverse a block section and the dwell time at the platform 
of a scheduled stop. Moreover, additional constraints prescribe that a train cannot 
depart from a station before its scheduled departure time and its departure from a 
station can be constrained to be sufficiently larger than the arrival of another (feeder) 
train so that the passengers can move from the latter to the former.  

A train is late when its arrival time at a station is larger than its scheduled arrival 
time. Delays are caused either by external disturbances or by the propagation of de-
lays from one train to another along the infrastructure. Primary delays are due to ex-
ternal disturbances that can be recovered only to a certain extent by exploiting  
running time supplements of the timetable. Secondary delays are determined by re-
scheduling decisions in response to primary delays, and are the result of a delay 
propagation of some conflicts. A conflict occurs whenever two trains require the same 
block section at the same time. The conflict is typically solved by specifying a passing 
order for the trains at the block section. Determining the train order and the entrance 
time of each train in each block section is the main subject of the TS problem. We 
assume train traffic can be controlled towards specific states, maximizing some per-
formance measure. More detailed descriptions of the TS definition and formulation 
can be found, e.g., in D’Ariano et al. (2007) and Corman et al. (2014B) and (Mascis 
and Pacciarelli 2002). In this paper we deal with timetable perturbations, i.e., with 
primary delays that can be managed without the need for train cancellations or rerout-
ing. We neglect disruptions, failures, accidents resulting in large part of the traffic not 
running according to the plans, and requiring changes to the plan of vehicles and 
crew. We base our model on the train rescheduling model of D’Ariano et al. (2007).  

The passenger routing problem (or passenger assignment problem) studies the dis-
tribution of passengers onto the railway network. Passengers start from an origin sta-
tion at a given arrival time and want to reach a destination station as soon as possible. 
We consider a time discrete model for passenger arrivals at each station. Hence, we 
assume to know the number of passengers willing to reach the same destination 

 from the same origin , starting their journey at the same time , for a 
discrete set of arrival times . The discrete model is justified by the observation that 
all the passengers with the same destination arriving at a station between two con-
secutive train departures will move together in the network as a group, as each train is 
assumed to have infinite capacity and each passenger aims at reaching his/her destina-
tion in the minimum time. We refer to a group of passengers going from  to  and 
arriving in  at time w as a triple , hereinafter denoted as demand, and let  
be the set of all demands . Note that, once the train schedule is fixed, each de-
mand  moves in the network independently from the other triples, i.e., the choice 
of a particular routing for a given  does not influence the routing of any other 

. Moreover, we assume that all passengers in a demand  will follow the 
same OD path (we assume this path as unique, possibly breaking ties arbitrarily).  

We call passenger routing the definition of a route for each demand from the asso-
ciated origin to the associated destination stations, possibly including transfers  
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between pairs of connected trains at intermediate stations. We assume that passengers 
are rational and informed, and that each demand aims at reaching the destination 
within the shortest time from the arrival at the origin station. To this aim, transfers 
between trains are used by passengers whenever convenient, i.e., each demand fol-
lows the fastest route to destination given the train schedule. Hence, the passenger 
routing aspect of the MDM problem is similar to a multi-commodity flow problem on 
a graph , , in which a commodity is associated to each odw triple. The only 
difference is that passengers may change train only at scheduled stops if a connection 
exists, i.e., only if the connected train departs from the station sufficiently later that 
the arrival of the passengers. To take into account this difference, we introduce a set 
of connection arcs , each associated to a pair ,  of operations, where i is the 
operation associated to the arrival of the feeder train at the station and j is the opera-
tion associated to the departure of the connected train from the station. Each arc has a 
weight  equal to the minimum time for transferring passengers from the feeder 
train to the second one. Each arc in ,  is active only if . Thus, 
the passenger routing aspect of the MDM problem can be modelled as a multi-
commodity flow problem where passengers may flow only through the arcs of F and 
through the active arcs of .  

3 The MDM Mathematical Model  

We now introduce a detailed MILP model for the MDM problem combining train 
rescheduling and passenger routing decisions. This mathematical model represent an 
exact and comprehensive approach to describe quantitatively the problem. 

We introduce a disjunctive graph ,  ,  where ,  and  are the sets of nodes, fixed arcs and alternative pairs of the Alternative 
Graph model (see Mascis and Pacciarelli 2002 for the basic terminology and defini-
tion) describing the train circulation and the constraint due to the signalling system. 
Instead, ,  and  are the sets of nodes, fixed arcs and connection arcs 
necessary to take into account passenger routing. The set contains two nodes 
for each demand , namely a source node  with supply equal to 
1 and a sink node  with demand equal to 1. These nodes take into account the 
origin and destination of the flow associated to . Fixed arcs in link arriv-
ing/departing passengers of an odw to the first/last train they may take on their jour-
ney. Let  be the set of nodes associated to train departures from the origin sta-
tion of  and be the set of arrivals at the destination station of , is 
the union set of arcs ,  with  plus the arcs ,  with 

.  is the set of connection arcs. There is an arc ,  for each pair of 
nodes , associated to a train arrival, and , associated to a train departure, at/from the 
same station, for all stations. The connection is active if , i.e., if a pas-
senger can transfer from the feeder to the connected train. 

In order to translate  into a MILP model, we use two kinds of binary variables: 
 associated to the choice of an alternative arc in the pair , , , , rep-

resenting a decision on train orders, and  associated to the use of connection 
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,  by the passengers on , representing the assignment of passengers to 
arcs in . Besides the binary variables, the model makes use of real variables 

, equal to the starting time of each operation in \ 0 , where 0 is a dummy opera-
tion representing the starting time of the scheduling horizon, and , equal to the 
arrival time at destination of the passengers in . We quickly summarize all the 
notation used.  

 
Parameters 
•  , , …  are fixed directed arcs representing running, departure, arrival, 

dwell, origin, destination of each train; 
•  , , …  are connection arcs between train arrivals and departures; 
•  , , , , …  are pairs of alternative arcs representing train orders; 
• is the weight on fixed arcs; 
• is the weight on alternative arcs;  
• is the weight on connection arcs; 
•  are demands, i.e., groups of passengers moving from o to d starting at 

time w; 
• is the origin node for passengers in ; 
• is the destination node for passengers in ; 
•  are nodes, associated to the departure of trains from the origin station of 

odw; 
•  are nodes, associated to the arrival of trains at the destination station of 

odw; 
• are arcs in     outgoing node i that can be used by passen-

gers; 
• arearcs in     ingoing node i that can be used by passengers; 
• are arcs ,  with  plus arcs ,  with 

; 
• is the arrival time at origin station of demand ; 
• is the number of passengers for demand . 

 
Variables  

• is the starting time of operation \ 0 ; 
•  is 1 if arc ,  is selected from ( , , , i.e., if , 0 

otherwise; 
•  is 1 if arc ,   belongs to the path of , 0 

otherwise; 
•  arrival time at  of passengers in . 
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The MDM formulation is as follows: min   
    ,    (A1) 1   , , ,   (A2)     , , ,   (A3) ∑ ,  1       (A4) ∑ ,  1       (A5) ∑  , ∑ ,     \ 0 ,    (A6) , 1    ,   (A7) 1   , ,   (A8) 1 ,    ,   (A9) 

 

The objective function is the minimization of the total time spent in the system by 
all passengers. Constraints (A1) relate to fixed arcs, e.g., to running, dwell, and de-
parting operations. Constraints (A2)-(A3) model the choice of an arc from each pair 
of alternative arcs in set A, i.e., choose the orders of trains over each infrastructure 
element with limited capacity. Constraints (A4)-(A6) define a min-cost flow problem 
to assign a path from o to d to the passengers in each triple , as departure, arrival, 
and flow balance respectively. Constraints (A7)-(A9) model the interaction between 
train and passenger arrival/departure times. (A7) constrains a train carrying passen-
gers in odw to depart from o after the arrival time of passengers, (A8) describes pas-
sengers transfer from a train to another and ensure that a suitable transfer time has 
elapsed; (A9) computes passengers arrival time at destination.  

4 Lower and Upper Bounds 

The formulation introduced in the previous section can be solved by commercial 
solvers. Anyway, it is computationally hard to find solutions or to assess the quality 
of a solution found; this section proposes to this aim a lower bound, and a set of heu-
ristic procedures based on decomposing the MILP problem. 

4.1 Lower Bound 

We propose a lower bound which neglects the interactions between different OD pairs. 
Each OD pair is evaluated independently from the others by exploiting all the routing 
alternatives available to reach a destination  from an origin  in the given 
time horizon. Therefore, in what follows, all the demands odw considered in the lower 
bound computation share the origin and destination and differ only for the arrival time 
w. We name train combination a sequence of trains and passenger transfers, that allows 
to reach the destination d starting from the origin o. Each combination j has a minimum 



 Rescheduling Railway Traffic Taking into Account Minimization 609 

departure time , equal to the earliest departure time of the train leaving o, and can be 
delayed by any amount of time if useful to reduce the travel time of the passengers trav-
elling from o to d. For each combination, the running time is also given, that we as-
sume to be constant even if the train departure is delayed, since each train disregards the 
presence of other trains in the network. Note that, for each train leaving o, only the 
combination reaching d with minimum travel time is relevant to compute a lower 
bound. Therefore, the number of combinations to be considered is equal to the number 
of trains departing from o in the given time horizon.  

The lower bound is obtained by solving the problem of assigning all the demands 
 associated to the same origin o and destination d to the available train combina-

tions connecting o and d. In what follows, we order the demands associated to the pair 
od for increasing arrival time, and use the index i to denote the i-th demand associated 
to the pair od. Therefore, and  denote the arrival time and the number of passen-
gers of the i-th demand. Clearly, the departure time of the train combination j is the 
maximum between  and the arrival time  of the latest demand assigned to j. The 
travel time of the i-th demand assigned to combination j is then equal to  plus the 
difference between the departure time of j and . As a consequence of the above 
discussion, in the optimal solution of this relaxation it is sufficient to consider only a 
limited set of departure times for each combination, namely  and all the values  . We formulate the relaxed problem for a given pair od as an uncapacitated 
min-cost flow problem with additional constraints on the digraph ( , ).  

Nodes in  are associated to the demands i=1,…,W and nodes in  are associ-
ated to the train combinations j=1,…,J. We assume the demands/combinations are 
numbered for increasing arrival/departure times, i.e.,  implies  and  iimplies . There are two sets of direct arcs: waiting arcs in  between 
pairs of consecutive nodes in  and travelling arcs in  between a node in  and 
a node in . More precisely, there is a waiting arc (i,i+1) between the i-th demand 
with the next one, for i=1,…,W-1, having weight , . For each pair (i-
th demand, combination j) such that    there is an arc (i,j)  having 
weight . For each pair (i, j) such that    there is an arc 
(i,j)    having weight . Each node  is a source node with supply 

, while each node  is a sink node accepting any non-negative flow. 
We formulate the problem as follow: 

, . 
 , , ∑ ,        (B1) 

    .    (B2) ∑ : , 1         (B3) 0     ,    (B4) 0,1     ,    (B5) 
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were constraints (B1) represent the flow conservation in each node, (B2) the activa-
tion of each arc ,  with ∑  and (B3) the choice of one arc ,  ingoing each node . Also, this formulation includes two sets of 
variables: the (real) flow variables , and the (binary) activation variables  , (, 
which are required to express the constraint that for each train combination exactly 
one departure time must be chosen, i.e., only one arc ingoing each  must be 
activated. The objective function is the minimization of the flow cost.  

4.2 Heuristic H1 

The first heuristic H1 we consider is inspired by the last phase (reducing passenger 
inconvenience) reported in the work by Sato, Tamura, and Tomii (2013). We solve 
the train scheduling problem by simply fixing variables x according to the sequence 
prescribed by the timetable. In fact, the timetable prescribes a total order of the train 
departure times from each station (if necessary by breaking ties arbitrarily). Given this 
order we simply select  equal to 1 whenever the departure time of the train asso-
ciated to operations i and j precedes the departure of the train associated to operations 
k and l. This precedence holds for all the resources shared by the two trains until the 
first point where the two paths diverge, i.e., until an overtake can be performed.  

4.3 Heuristic H2 

Heuristic H2 is a speed-up of H1. Starting from the sequence prescribed by the time-
table, the train scheduling problem is first solved by fixing both variables x and h in 
the MDM problem (A1)-(A11). Note that, when a value  is given to each , 
the routing options for the passengers are strongly reduced. In fact, the connections 
that can be used are limited to those ,  such that , that we call 
active connections. We let  be the set of active connections. Also the set of 
trains eligible for the passengers in odw is restricted to those trains departing from o at 
time larger or equal to . We call the set of nodes associated to the 
departure of a train from the origin station of odw after , i.e.,  if and 
only if , . The advantage of H2 is the strongly reduced computa-
tion time with respect to H1, since train departure times are simply computed by shift-
ing all traffic ahead to account for the train delays. The disadvantage is that train de-
parture times are fixed without taking passengers into account. Therefore, passengers 
have less routing options, and this fact may deteriorate the performance of H2.  

4.4 Heuristic H3 

Heuristic H3 is an iterative heuristic which aims at improving the performance of H2. 
It solves alternatively a train scheduling problem and a passenger routing problem 
until no improvement is possible. Starting from the solution of H2, a new instance of 
the train scheduling problem is solved by taking into account the number of passen-
gers assigned to each train, in order to reduce passenger travel time. In order to  
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Fig. 3. The railway infrastructure and OD pairs 

The actual timetable used in operations in 2010 is considered, that is periodic with 
a period of 30 minutes. For passenger trains, we consider three sets of instances, one 
with the same train frequency as in the actual timetable, and other two sets with 
lighter timetables, having a reduced number of trains. Namely, the actual timetable 
schedules 4 intercity trains and 2 local trains per hour per direction between Utrecht 
and Den Bosch, and 2 local trains per hour per direction between Utrecht and 
Geldermalsen. This is the default timetable with 16 trains/hour. Lighter timetables are 
generated by removing two intercity trains per hour per direction (12 trains / hour) 
and removing the two local trains between Utrecht and Geldermalsen (8 trains / hour).  

Due to the unavailability of detailed real data about passenger flows, we resort to 
realistic synthetic OD data based on the average flow of passengers at the considered 
stations as published by the infrastructure manager. This is translated to an average 
rate of passenger generation per OD, per time unit. Out of the theoretically 56 possi-
ble combinations of origin and destination stations, we consider the 8 OD pairs with 
the largest amount of passenger flow, as reported in Figure 3.  

We restrict the time horizon of traffic control to different lengths, namely time ho-
rizons of 30, 45 and 60 minutes. A time horizon of 45 minutes with the timetable 
scheduling 16 trains per hour corresponds to an instance with 12 trains, on average, 
and considering 8 OD pairs corresponds to having 39 demands odw, on average. 

Entrance delays, for all trains in the network, are defined based on a three-
parameter Weibull distribution. We consider for every combination of the other pa-
rameters 10 instances with normal traffic conditions, generated with the same Weibull 
distribution used in Corman et al. (2011) and 10 instances with more perturbed traffic 
conditions, generated by using a Weibull distribution with the same scale and shift 
parameters of the first 10 instances and a doubled shape parameter. All results are the 
average over this combination of 10 + 10 instances. 

The experiments are executed on a PC with a processor Intel i5 CPU at 3.20 GHz, 
8 GB memory. The commercial solver CPLEX 12.4 is used to solve the MILP.  
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5.2 Experiments Up to 1 Hour Time Horizon  

We next report on the experiments for the instances with 8 OD pairs and a time hori-
zon varying from 30 to 60. The instances result in about 2100 till 100000 binary vari-
ables, from the simplest case (8trh, 30 min) to the most complicated case (16trh, 60 
min), for the MDM model. Tables 1 and 2 report on the average values of the objec-
tive function and on the computation time of all approaches. We show the average 
travel time of each passenger instead of the total travel time of all passengers, to make 
the comparison easier when instances with different number of passengers are consid-
ered. Each line reports the average result over 20 instances with the same train fre-
quency and time horizon. The following results are reported in the tables: the best 
upper bound known, and the best lower bound known; the value found by H1, H2, H3 
within 3 minutes of computation. The last columns report the values found by MDM 
within 3 minutes and 4 hours of computation, and the lower bound computed. When 
H1 or MDM was not able to find a feasible solution for some instances, within the 
time limit of computation, we consider under H1 the solution found by H2, that is 
always computed within a few seconds. 

Table 1. Value of the average passenger travel time [sec] obtained by the various approaches. 

trains

/hour 

time 

hor 

Best 

UB  

Best 

LB 

H1 

3 min 

H2 

3 min 

H3 

3 min   

MDM   

3 min 

MDM 

4 h 

Lower 

Bound  

8trh 30 m 1729.4 1729.4 1729.4 1730.3 1730.7 1729.4 1729.4 1687.9 

8trh 45 m 1734.4 1734.4 1736.0 1755.2 1738.1 1734.4 1734.4 1660.3 

8trh 60 m 1654.9 1655.4 1662.3 1755.1 1747.1 1712.7 1654.9 1540.7 

12trh 30 m 1544.6 1544.8 1557.3 1570.8 1558.1 1545.3 1544.8 1463.1 

12trh 45 m 1883.3 1887.2 1901.4 1975.8 1969.4 1911.1 1885.8 1720.6 

12trh 60 m 1844.1 1779.9 1855.4 1855.4 1844.1 1950.8 1872.1 1621.0 

16trh 30 m 1684.0 1684.8 1713.1 1736.0 1711.1 1690.1 1684.8 1585.6 

16trh 45 m 1734.4 1718.2 1756.0 1768.9 1741.5 1953.4 1741.4 1620.6 

16trh 60 m 1706.4 1575.3 1740.9 1740.9 1706.4 1740.9 1740.9 1566.7 

Average 1724.0 1701.1 1739.1 1765.4 1749.6 1774.2 1732.1 1607 

 
For each group of instances, the approach achieving the best average result is high-

lighted in bold; in a few cases (highlighted in bold italic) the best upper bound for the 
different instances in the same group is found by different approaches. As expected, 
the rank of the best results sees the exact MDM model as best, and then the heuristics 
H1, and H3. MDM is able to solve to optimality the easier instances, but the most 
complex ones are solved at best by H3; MDM is unable to outperform H3 even after 4 
hours of computation. The lower bound proposed is very good for the largest in-
stances, with less than 45 seconds of computation on average, and a quality deteriora-
tion of less than 0.6% with respect to the best known lower bound. On average, the 
optimality gap is below 6%.  
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Table 2. Computation time [sec] for the approaches considered 

Trains/ 
hour 

time 
hor 

H1  
3 min 

H2 
3 min 

H3 
3 min 

MDM 
3 min 

MDM  
4h 

LB 

8trh 30 min 0.2 0.2 0.4 0.3 0.1 3.4 
8trh 45 min 0.7 0.3 0.8 1.4 0.8 5.4 
8trh 60 min 176.3 0.7 2.1 180.0 3858.0 14.0 
12trh 30 min 115.5 0.5 1.3 173.5 2264.0 10.0 
12trh 45 min 180.0 1.5 4.4 180.0 3129.6 15.0 
12trh 60 min 180.0 2.2 5.7 180.0 12273.0 27.8 
16trh 30 min 180.0 0.7 2.2 180.0 2323.4 14.1 
16trh 45 min 180.0 1.4 4.2 180.0 10434.8 20.7 
16trh 60 min 180.0 3.5 9.9 180.0 14150.2 44.6 
Average 132.5 1.2 3.5 139.5 5381 17.2 

 
Table 2 details the average computation time of the different approaches. When no 

feasible solution is found, the timetable solution is used, and the total time limit of 
computation is reported. H2 and H3 are the fastest heuristics, being able to deliver, on 
average, a solution within 10 seconds even for the largest instances. For the iterative 
approach H3, the average number of iterations is 1.9, (min 1.2 , max 2.1 iterations ). 
The amount of iterations for all instances never exceeds 3. H3 is the best heuristic, 
providing good solutions and short computation time. 

5.3 Experiments with 2 Hour Time Horizon 

This subsection presents our computational experience with significantly larger in-
stances compared to the previous subsection, with two hours of time horizon and with 
a timetable of 16 trains/hour, i.e., the actual train frequency observed in real-life. 
Similarly to the previous subsection, 20 instances are generated with the distributions 
of Section 8.1. Each instance has more than 12000 passengers grouped in 119 de-
mands. The resulting MDM models have more than 400 thousands variables, and 
CPLEX is unable to solve them in 8 hours; the same applies for H1.We thus report on 
the performance of H2 and H3 only, in Table 3. H3 converges after 2.5 iterations on 
average (5 iterations at max). The optimality gap is 11% for H3 and 13.7% for H2.  

Table 3. Average performance on the 20 two-hour traffic instances.  

 H2 H3 Lower bound  
Average Passenger Travel Time (sec) 1810.7 1767.1 1591.9 
Computation time (sec) 18.9 68.7 11.1 
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6 Conclusions and Future Research 

This paper integrates train scheduling and delay management visions into an MDM 
model to control railway traffic in real-time with the objective of minimizing passen-
ger travel time. Research on TS and DM in the recent years has been very active, even 
if this paper represents the first attempt to fully incorporate the passengers’ point of 
view into a microscopic railway traffic rescheduling model.  

The MDM problem is modelled as a MILP that can be solved to optimality by 
commercial solvers for small-size instances. A new lower bound provides good val-
ues within a short computation time also for the largest instances. Three heuristic 
procedures are developed, based on decomposing the problem into a train scheduling 
problem and a passenger routing problem. Two of the three heuristics are able to find 
near-optimal solutions also for large cases, for which the MDM approach fails to 
compute a feasible solution. The time to compute lower and upper bounds is quite 
limited, and compatible with real-time applications. Overall, computational experi-
ments on a real-life network with a large set of OD pairs show that H3 is promising to 
increase railway customer satisfaction in response to real-time perturbations. 

A more detailed analysis of the problem for a full-scale paper should investigate in 
depth the quality of the heuristics and the optimality gap for different configurations 
of passenger demand, network, train traffic and computation time. To this aim, more 
accurate lower bounds can be provided, based on other relaxations of the problem; or 
algorithmic speed up based on problem characteristics. Moreover, a study of longer 
time horizons and extended set of origin destination for passengers traveling in the 
network can help showing the value of the proposed heuristics for a realistic case. 

There are moreover many directions open for future research. More efficient ap-
proaches are needed to control large networks in real time, with a large set of OD 
pairs, both in terms of lower and upper bounds. The lower bound proposed in this 
paper might be used within a heuristic or exact approach for computing good solu-
tions within a short computation time. The MDM model could be enriched to take 
into account the finite capacity of each train and/or more sophisticated measures of 
the passenger discomfort. A further line of research concerns with the design of more 
sophisticated models for the passengers’ behaviour: how are passengers going to react 
when a change to their preferred path is suggested? Are they going to stick to their 
(offline) decision or are they going to follow the real-time suggestion for alternative 
modes of connectivity? Approaches based on discrete choice theory might help to 
model these questions.  
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Abstract. This paper deals with the problem of locating the minimal
number of parking areas being necessary for dangerous goods in the
European Road Transport Network. To obtain a near-optimal solution
for this problem, we introduce the design of a new graph-based algorithm
to locate parking areas in such a way that drivers can obey the regulations
related to driving and resting times. This restriction is imposed to the
problem as follows: each point in the European Road Transport Network
has to be at a distance lower than 200 km from a parking area in the
Network.

Keywords: Efficient algorithm · Near-optimal solution · Dangerous
goods · Parking areas · European Road Transport Network

1 Introduction

In the European Union, drivers of vehicles transporting dangerous goods must
satisfy several legal restrictions and stipulations about parking. Their condi-
tions can be summarized as follows: these vehicles must remain separated from
other road users and they must be permanently supervised by security personnel
[15]. In addition, lorry drivers must strictly obey other regulations about stops
according to parameters of resting and driving times. Indeed, these goods must
be delivered through the European Road Transport Network.

Unfortunately, the infrastructure of parking areas adapted for vehicles trans-
porting dangerous goods is not sufficient to allow drivers to observe the reg-
ulations. Moreover, there are no studies about how many locations must be
considered to assure the correct and safe stops for this kind of transportation;
in fact, best locations for this type of parking areas have not been determined
yet to build as few as possible. Only some attempts have been performed in
particular countries (e.g. Berbeglia et al. [2]) but nobody has considered the
global problem for the whole European Union and its European Road Transport
Network [5] to date.
c© Springer International Publishing Switzerland 2015
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According to the current European legislation [4], drivers of heavy vehicles
transporting goods must keep rest stops along the route. More specifically, they
must take breaks of at least 45 minutes (decomposable into one of 15 minutes
followed by another of 30 minutes) after passing four and a half hours from the
last break, using appropriate places that assures the regulations of the European
Union and each country member with respect to security for the load and the
population.

The goal of this paper is to provide an efficient graph-based algorithm to
obtain a near-optimal solution of the problem of locating additional parking
areas adapted for transportation of dangerous goods throughout the European
Road Transport Network. This is carried out by providing a set of locations
(being minimal in number or as near as possible to this amount) where new
adapted parking areas must be built to assure the correct compliance of reg-
ulations about parking. In short, we are designing a minimal-cost connected
network with maximal distance of 400 km between nodes (and, more concretely,
of 200 km between a point in the network and a node of a particular type) by
addition of new nodes to a given (weighted) network.

Let us note that the already-existing literature includes many paper about
location [1,7,12], parking areas [13,14] and dangerous goods [16,8,3] but, to the
authors’ knowledge, the location of parking areas for dangerous goods has not
been studied looking for the number of these areas being necessary to cover all
the European Road Transport Network in such a way that lorry drivers can
comply the legal restrictions about resting and driving times. Our proposal is
not limited to decide how many additional parking areas are needed and where
they should be built, but we are also modeling the problem using graph theory in
order to obtain the above-mentioned algorithm to obtain efficient near-optimal
solutions for the problem considered in this paper.

2 Modeling the Problem

We have modeled the problem by using a graph-theory approach. The reader
can consult [9] for a general overview on graphs. Our model consists in defining
an undirected weighted graph G, placing nodes in the following points of the
Transport Network:

1. existing parking areas (first-type nodes);

2. loading-and-unloading areas (second-type nodes);

3. road intersections (second-type nodes).

We distinguish between nodes (for example, with a graph coloration) in order
to indicate which of them correspond to locations of parking areas (fist-type
nodes). Besides, in the model, edges represent the road section between two
nodes, considering its distance (in km) as a weight. Since the network only con-
sists of highways and other double-way roads, we can omit the edge orientation.
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This is just a preliminary approach to the problem, since the above-mentioned
regulations refer to time instead of length. However, the algorithm can be easily
adapted to consider time, with only changing the input data set and the unit of
measure.

In addition, this model allows us to add progressively new nodes when impos-
ing additional restrictions to make the model more complex (e.g. regulations on
tunnels –and their schedule to use them– would involve more nodes in the graph).

Since our problem consists in minimizing the number of additional parking
which should be built being adapted for dangerous goods, this must be translated
into the following graph problem: design a minimal-cost connected network by
addition of new first-type nodes to the original network in such a way that every
point (not necessarily a node) in the final network has a maximal distance of 200
km from some first-type node. Let us note two considerations: First, the meaning
of ‘minimal-cost’ in this case is referring to the number of additional nodes
(representing parking areas) which have to be added to the original network to
provide sufficient coverage to the complete network. Secondly, the final network
only differs from the original network in the additional nodes being inserted and
in the new edges resulting from the subdivision of the already-existing edges
when adding the additional nodes.

All the information needed to generate our graph G comes from two
databases: TRANS-TOOLS (source about the European Road Transport Net-
work [10]) and TRANSPark (including all the parking areas in the European
Union [11]). To define the nodes representing parking areas and how to add
others, we have considered two regulations: Core network corridors on TEN-T
[5] and Regulation EC 1315/2013 (European Commission [6]) and the European
Agreement concerning the International Carriage of Dangerous Goods by Road
(United Nations [15]).

To manage the huge amount of data to obtain the location of parking areas
to be built, we need to automate all the computations by means of algorithms
implemented and/or run in the appropriate software. For information processing
and overlapping, we are using ArcGIS 10.0; whereas data processing to obtain
a near-optimal solution will be carried out with an efficient algorithm designed
to be implemented with Mathematica 9. The latter is the goal of the following
step, returning a (near-)minimal location set of new parking areas for dangerous
goods starting from those already available.

When we are indicating that we want to give an efficient algorithm, we are
referring to the fact that the algorithm works correctly and the computations
are carried out with as little time as possible and the solution provided by the
algorithm as output satisfies the properties required when designing the problem.

3 Designing the Algorithm

As we have commented above, we want to design an algorithm which allows us
to obtain a near-optimal solution for the problem of minimizing the number of
new parking areas to be built being adapted for dangerous goods. To do so, we
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have assumed that the distance between two consecutive parking areas consists
of 400 kilometers (which is the distance estimated after traveling four hours and
a half). This assumption provides a solution for the following problem: each
point of the European Road Transport Network is at a distance lower than 200
km from a parking area adapted for transportation of dangerous goods. In this
sense, we have designed the following algorithm to solve this problem:

Algorithm:

Input: Map of the European Road Transport Network with the locations of
already existing parking areas, loading-and-unloading areas, and road inter-
sections.

Step 1: Translate locations into nodes (first-type for parking areas and second-
type otherwise) and translate each section of road between two locations as
an edge whose weight equals its length, in kilometers.

Step 2: Insert additional first-type nodes to represent one parking area in each
harbor (or loading-and-unloading area with relevance in transportation of
dangerous goods).

Step 3: Insert a second-type node for each endpoint of an edge.

Step 4: Determine the points on the edges (i.e. roads) within a distance of 200
km from the already-existing first-type nodes (including harbors, previously
considered); and delete all those points from the graph.

Step 5: Insert a second-type node for each endpoint of an edge.

Step 6: Compute the connected components of the graph (from this step on,
the algorithm runs in parallel over each connected component).

Step 7: For each connected component, determine those nodes with maximal
eccentricity (i.e. maximal distance from the graph center).

Step 8: Detect if the connected component contains any cycle.

Step 9.1: If there are no cycles in the component, select one of the most eccentric
nodes (from Step 7) and fix a new fist-type node 200 km away from this
eccentric node (in the only way to the graph center).

Step 9.2: If there are cycles in the component, select the furthest point from
the center in the graph (not necessarily a node), and fix a new second-type
node at this point. Next, fix a new fist-type node 200 km away from this
eccentric node (in one of the shortest ways to the graph center).

Step 10: Go back to Step 4.
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Output: List with all the first-type nodes representing locations of new parking
areas.

In order to illustrate how our algorithm works, we explain the above-
mentioned steps when applying them to a graph modeling a road network. More
specifically, we can consider the road network shown in Figure 1, where there
are two harbors and one parking area adapted for dangerous goods. Let us note
that the value assigned to each road corresponds to its distance (in km).
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Fig. 1. Example of road network to apply our algorithm.

Next, we model the road network as a (weighted) graph applying Steps 1
to 3 of our algorithm. By using Step 1, the location for the parking area is
represented as a first-type node and is marked as a round node. On the contrary,
the locations for intersection roads are represented by second-type nodes, which
have been marked as triangular nodes. From here on, the road sections between
nodes are modeled as weighted edges between nodes and the distance (in km)
of each road section is saved as the weight of its associated edge. See Figure 2.
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Fig. 2. Road network after applying Step 1.

When applying Step 2, we must insert first-type (i.e. round) nodes in each
location assigned to harbors. Analogously, we must insert second-type (i.e. tri-
angular) nodes to the road ends in Figure 2. After applying this step, we have
obtained the graph-based model for the road network under study, which is
illustrated in Figure 3.

To apply Step 5, we need to consider the three fist-type nodes (those repre-
senting the harbors and the parking area). Starting from each of them, we have
computed a distance of 200 (km) from each of them on the edges. In Figure 4,
we have marked with squares the points (not necessarily nodes) indicating such
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Fig. 3. Graph modeling road network after applying Steps 2 and 3.

distances in the graph. Next, we have deleted all the points on the graph between
each first-type node and the squares coming from this. The resulting graph is
shown in Figure 5, where Step 5 has been applied by inserting second-type nodes
in the endpoints (those marked as squares).
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Fig. 4. Marking points at distance of 200 from some first-type node.
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Fig. 5. Graph (with 2 connected components) resulting from applying Steps 4 and 5.

As can be observed in Figure 5, the new graph consists of two connected
components (Step 6) in each of which we must run the next steps of our algo-
rithm. To apply Step 7, we need to find the graph center for each connected
component. Let us recall that the center of a connected graph G is the set of all
the nodes v of G such that the greatest distance d(v, w) to other nodes w of G
is minimal; i.e. those nodes being solution of the optimization problem

min
v

max
w �=v

d(v, w),
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where the definition of distance d(v, w) between two nodes v and w of G is given
by the minimal weight for paths between v and w. For the connected component
C1 in our example, the distance is determined by the only path between two
nodes because C1 is a tree. However, when considering the connected component
C2, there may exist more than one path between two nodes and we must choose
that of minimal weight to determine the distance between such nodes. Figure 6
shows the center of C1 and of C2.

Since Step 7 requires the nodes having maximal distance from the center
for each connected component, we only need to check the distance from the
center to the rest of nodes in its connected component. In the connected com-
ponent C1, the maximal distance from the center is 250, which correspond to
two nodes. Analogously, in the connected component C2, this maximal distance
is 350 and there exists a unique node at this distance. In Figure 6, we have
marked the above-mentioned nodes of maximal distance from the center of their
corresponding connected component.
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Fig. 6. Centers and most eccentric nodes (Step 7).

Next, our algorithm works in a different way for each connected component
in our example. This is due to the test carried out in Step 8. Whereas the
connected component C1 is a tree and does not contain cycles, there exists a
cycle in the connected component C2. Hence, we must apply Step 9.1 to C1 and
Step 9.2 to C2. Consequently, for C1, we choose one of the most eccentric nodes
in Figure 6 and then we must insert a new first-type node (i.e. a new parking
area) at a distance of 200 (km) from that eccentric node (see Figure 7). Due to
the existence of cycles in C2, we must find the furthest point from the center in
C2. Taking into account which is the most eccentric node of C2, it is trivial to
check that the furthest points are on the edge of weight 400 and they are at a
distance of 400 from the center. We have inserted a second-type node on one of
these points in Figure 7 and then we have inserted a new first-type node at a
distance of 200 from it using the shortest path to the center.

Now we must apply Step 10 which involves going back to Step 4 and deleting
all the points at a distance less than 200 from the first-type nodes which have
been previously computed. The result of this deletion, applying Steps 4 and 5
again, is shown in Figure 8, consisting of two connected components (one from
C1 and another from C2).
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Fig. 7. Applying Step 9 to obtain two new first-type nodes.
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Fig. 8. Connected components resulting from applying Step 10.

In the connected component C11, we can choose any of the two nodes as one
of first-type, deleting the other. Regarding the connected component C21, we
must compute its center and the most eccentric nodes in order to insert a new
first-type node taking into account that C21 does not contain cycles. Figure 9
shows the computations carried out by our algorithm at this stage.
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Fig. 9. Running again Steps 4 to 9.

Once this is done, we must go back to Step 4 and perform the last iteration
with the unique connected component resulting from the deletion of the first-type
nodes obtained in the previous iteration. See Figure 10 to observe the component
(which is a tree) and the new nodes to be inserted.

In summary, our algorithm has obtained a set of five locations to build new
parking areas adapted for dangerous goods in order to cover the whole road
network used in our example. The near-optimal solution given by our algorithm
corresponds to that shown in Figure 11.
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Fig. 10. The last iteration.
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Fig. 11. A near-optimal solution for our example of road network.

4 Conclusion

The previous algorithm provides a general solution for the design of parking areas
for dangerous goods over the whole European Union. However, some aspects of
the real problem have been simplified. We have assumed that a lorry can always
reach the next parking area (400 kilometers ahead) independently from the road
conditions or any other circumstances. Even more, we force the drivers to make
long stops instead of shorter ones (according to the Regulation EC 561/2006),
to be able to drive 400 kilometers without stopping. Obviously,although our
algorithm provides a valid solution, our model would be more realistic (and
consequently more complicated and with a higher complexity in its solution)
if we consider time instead of distance, and different conditions of traffic and
resting times.
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Abstract. A model for capacity analysis of freight transport with a time
aspect is presented and applied. The model involves the analysis of the
impacts of investments in possible new connections. In this capacity anal-
ysis we combine the knowledge of origin and destination of the demand
with business knowledge of desired departure and arrival times. The
model for the analysis is an integer multi-commodity flow model. From
the output of this model congested track segments are found together
with the time of week the congestion occurs. To illustrate the applica-
tion of the model a capacity analysis of the railways in Denmark and
Southern Sweden based on forecasts of the transportation flow in 2030
is presented.

1 Introduction

Electrified trains are a green form of transportation when using hydro and
wind energy sources. Using trains for containerized freight is an environmen-
tally friendly alternative to trucks and vessels. Therefore to reduce pollution
and CO2 emission taxes and fees are placed to move goods from other transport
forms such as truck and ship to the railway. When introducing such policies it
is important to ensure that the railway can in fact accommodate the swift in
transport modes. In this paper we present an analysis of the capacity of the
network under different policy assumptions. When analyzing the capacity of a
railway segment with respect to estimated future demands the origins and des-
tinations outside the segment are often not considered. In this paper we include
the knowledge of origin and destination of the demand with general business
knowledge of desired departure and arriving times of the demand. For this type
of capacity analysis we have applied techniques developed for track allocation.

The aim of this project is to develop a model for analyzing the capacity of
the links of the network over the duration of a week when provided with amount,
origin and destination for forecasted future demands in different scenarios. When
evaluating the network without considering time and cost the capacity of the
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network may appear as sufficient although a more detailed analysis will show
that some time periods are saturated. For instance if there is no need for trains
between 2:00 and 5:00 then the capacity available at that time cannot be used to
satisfy the demand at other time windows. This is a major concern when it comes
to passenger trains; however, with freight trains the time of the transportation
is less important. Even though freight trains do not have as extensive time
restrictions as passenger trains, there are time constraints which apply to the
freight trains. The constraints can be working hours for loading and unloading
at the departure and the arrival terminal, the cost of operating a train and the
working hours of the operators. Moreover a somewhat even weekly distribution
of the arrivals from a specific location is generally desired.

As previously mentioned a desired time window is considered for the depar-
ture and the arrival of the train. A general forecast based on market knowledge
is used to set a departure time window and an arrival time window. These time
windows are soft with an associated penalty for breaking them. However, a hard
time window encapsulates these soft time windows. The hard time window does
not allow for delays exceeding a given threshold. It is required that the train
travel through the network without waiting at intermediate stations because of
capacity issues, moreover the trains between a given origin and destination must
have a somewhat even distribution during the week. Using these requirements
it is possible to evaluate the utilization of the network at different times.

In the problem studied the cost of the train journey is only relevant when
prioritizing the paths, to minimize delays when selecting departure times and
in cases where trains must be canceled. Therefore only direct costs are included
and socio-economic costs covered in [18] are not considered. It is assumed that
it is always more profitable to route a train than to cancel it. This means that
only capacity limitations can result in canceled trains, however, the canceled
trains will by the model be selected so that the most expensive train on the
capacity exceeded link is canceled. Thus trains will only be canceled due to lack
of capacity in the acceptable time period.

The paper is organized as follows. In the following section a short literature
review is presented and afterwards in Section 3 the time expanded network is
described and a mathematical model using this representation is presented in
Section 4 and 5. In Section 6 we discuss the forecast transportation demands and
how these demands are converted to train schedules with specific time demands.
Section 7 describes the train network of the case Denmark and Southern Sweden
and future expansions of the network are discussed. Finally, Section 8 presents
the optimal results for routing the trains through the network based on various
scenarios. The paper is concluded in Section 9 with a short summary of the
found results.

2 Literature Review

Exact methods using combinatorics has not been applied to the problem even
though it has been extensively applied to the similar track allocation problem.
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The modeling of rail transportation can be regarded as a network where the
nodes are stations and the links are lines of track. An early survey by Assad [5]
from 1980 on rail transport modeling includes aspects concerning yard queueing
and simulation of passenger transports. However, these aspects are not relevant
here. A more recent extensive review published in 1998 by Cordeau et al. [10]
shows that since 1980 the research in the area of train transportation increased
significantly and several details and aspects of the routing and scheduling prob-
lem of rail transport were considered.

Caprara et al. [9] investigated the configuration of trains and their routes
on a railway corridor. This was done in connection with the European Union
REORIENT project (2004-2007) where a railway corridor connecting southern
and northern Europe through eastern Europe is analyzed. In [9] the capacity
in the form of the number of trains is predetermined on the route and the
assignment of demand to trains is optimized with respect to the demand travel
time and travel cost. When demand is routed on a capacitated network a form
of capacity analysis is performed. Given a demand Caprara et al. considers how
to compose the trains and how to route them on a provided network so that
overall cost is minimized. In the problem presented in this paper the composition
of trains is not considered as the problem is not viewed from the operators
perspective and therefore the composition of trains is not part of the study
presented here. However the minimum cost of the routes is still considered so
that the owner is able to offer attractive routes to the operators.

Burdett and Kozan [8] develop a model for very detailed capacity analysis
where the speed of the individual trains and possible headway is determined.
This method is relevant for capacity analysis of a current network and for a very
near future situation. However when making changes to the network one often
plan more than 10 years ahead, and in these situations the speed and mix of
trains and head times are uncertain.

In this project the goal is to find routes for the generated trains so that
the forecasted demand is satisfied with respect to an arrival and a departure
time window and capacity while minimizing cost. The cost includes a fixed track
charge, an infrastructure tax per kilometer and a delay cost. This is similar to
the method used by Borndörfer et al. [7] and Schlechte et al. [15] for macroscopic
case of the track allocation problem. However here we do not consider different
train types as we were not provided information on trains and their type from the
forecast. The problem in the project is a simplification of the problem described
by Zhu et al. [21]. In the mentioned paper blocking and service selection is
combined using a heuristic method. Here we only consider a service selection
and solve it using an exact method. In [3] Andersen and Christiansen design
new European north south rail freight services through Poland using an exact
method. The problem solved in [3] considers the routing of rolling material in
more detail than covered in the model presented here and is solved for very small
instances containing at most 20 services. Andersen et al. [4] study the design of
rail services in an intermodal network with the aim of reducing transhipment
times. Jarrah et al. [12] consider a large-scale less-than-truckload service network
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design. In this problem the objective is to determine a planned origin - desti-
nation paths for all anticipated freight while minimizing overall transportation
and other ancillary costs. The problem can be formulated as a capacitated multi-
commodity fixed-charge network design problem (CMND). Lium et al. [13] study
a service network design problem taking into account demand stochasticity. They
show that solutions based on an uncertain demand can differ significantly from
solutions based on a deterministic demand. Although we do not explicitly study
the design of a railway network, the results in [13] indicate that stochasticity
should be taken into account when modeling network flow. However, we do not
at present have information about the stochastic distribution of demands and
travel times. For a thorough review of tactical planning problems in the litera-
ture related to long-distance freight distribution we refer the reader to the review
by Wieberneit [20].

The problem solved in this paper is based on a variant of the integer multi-
commodity flow problem. The integer multi-commodity flow problem is known
to be NP-hard on a directed graph, as shown by Even [11].

Capacity analysis is usually performed using more detailed information about
the network and equipment such as signal systems, train speeds and so forth.
However when looking at forecasts more than 10 years in the future under dif-
ferent policies these details are no longer available and cannot be forecasted to
the detail used in the cited articles.

Therefore a reduced version of the track allocation path based model produced
by Borndörfer et al. [7] and Schlechte et al. [15] is used. Due to the amount of
detail considered by Borndörfer and Schlechte hours are used for solving the prob-
lems. However in real-life applications hours of calculation time is often considered
undesirable as long running times requires a very thorough preparation of input
data and therefore a capacity analysis may take several months to perform which is
too long in the political decision process and thus possibilities of useful expansions
to the current network maybe lost. We here present a very simple capacity analy-
sis which can help find and solve capacity problems for future demand levels. The
development of the problem and model has been done in close cooperation with
the Danish traffic authority and has been applied to a real-life case. This model
can be used for comparison between different extensions to a network with the
goal of ensuring good service under a future demand level.

3 Time-Expanded Network

The capacity of a track segment is measured in trains per hour, thus we have
chosen to represent the network as a time-expanded network with a node per
terminal or connection point representing each hour. Since we are looking at
a time period of one week there will for each station be 24 · 7 = 168 vertices
in the time-expanded graph. A connection in the original network between two
nodes i and j will in the time-expanded network be represented by an edge for
each time-expanded node of station i to the corresponding time-expanded node
of station j representing a direct connection. The corresponding time-expanded
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node of station j is the first node which is larger than or equal to the time of
the time-expanded node at i plus the travel time needed to reach j. It should
be noted that due to the fact that it is not desirable to allow the trains to wait
at intermediate stations on their journey, only timewise direct connections are
represented in the time-expanded network. Therefore a time-expanded node it
has the same number of incoming edges and outgoing edges as the station i in
the original network.

4 Modeling the Problem

In this section we will describe the model applied to the problem. In the model
each demand corresponds to a train between a specific origin and destination
and with a specified time window. This capacity model has been developed
in cooperation with the traffic authorities [17] and the model is therefore in
accordance with actual practices of a traffic authority. The goal is to maximize
the number of trains scheduled and to minimize the total delay. For a demand
let O and D be the origin and destination respectively.

Constraints to be Considered

– A train must be routed continuously through the links.
– The arrival and departure may create a penalty if a time window is violated
– Capacity on the links must not be exceeded
– For each train going from O to D there must be a train going from D to O.

This is to ensure the return of the rolling stock.

An edge based model is presented in Section 5.1. In the edge based model
the number of variables corresponds to the number of combinations of trains
and edges. However since the number of edges in the time-expanded graph cor-
responds to 168 time-expanded links for each link in the original graph, the
number of variables can amount to several millions for even small networks with
a heavy load of freight trains. This many variables can be a problem for even
state-of-the-art solvers. Moreover this model may construct routes which are
unacceptable for the operators. Such routes could be routes which travel for
parts in the opposite direction of the destination to ensure arrival at links when
capacity is available.

To be able to solve the test illustration in Section 8 we also develop a path
based model, which is presented in Section 5.2. In the path based model each
origin destination pair has a set of possible paths. The acceptable paths for
the trains through the network are provided by the operators and the time-
dependent paths are generated in the program. Using this method we ensure
that only acceptable paths are generated; however, we also limit our selves to the
operator’s knowledge of paths. The number of time-dependent paths corresponds
to the number of variables in the IP problem. As explained in Section 8, the
running time is mostly spent setting up the model while only a few seconds were
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used on solving the model. Therefore, the model is likely to scale well for even
larger problems than the real-life scenario presented. When capacity analysis is
done the rail network which is subject to the capacity analysis is often a subset of
a larger network. To accommodate this we define terminals or stations as entry
points to the evaluated network. This means that a routed train has both an O,
D pair and entry exit point pair. The point where a train enters the considered
subset is denoted by S and the point where the train exits the subset by E. Note
that before a train is routed there may be several possible points at which the
train can enter or exit the subset. To avoid creating impossible conditions for
the network connecting to the subnetwork we suggest defining a demand by its
origin, destination and entry, exit point to the capacity analyzed subnetwork.

5 Integer Programming Model

The problem of routing a number of trains on capacitated links is an integer
multi-commodity flow problem. The integer multi-commodity flow problem is
known to be NP-hard on a directed graph, as shown by Even [11]. There-
fore several decomposition methods have been developed for the integer multi-
commodity flow problem (see [6] and [2]). Although Barnhart et al. [6] show
Cplex 3.0 to be inferior to their branch-cut-and-price algorithm, Alvelos and
Carvalho [2] showed that in 2003 Cplex 7.5 was already competitive with sev-
eral Branch-and-price algorithms for small instances. One of the main problems
with both the polynomially solvable splitable multi-commodity flow problem and
the unsplitable multi-commodity flow problem is the number of variables in the
formulation as shall be discussed later.

For the model we define the following sets:

N The set of nodes
E The set of connections in the time-expanded graph
O The set of demands where each demand is calculated for each O-D pair. Each k ∈ O

represent a single train.
Srk The time-expanded set of the origin terminal of demand k ∈ O. Thus containing

the feasible time-expanded origin nodes.
Skk The time-expanded set of the destination terminal of demand k ∈ O. Thus con-

taining the feasible time-expanded destination nodes.
Ood The set of trains with the same origin station o and destination station d.

In the model we use the following parameters

qij The capacity per hour on a link e ∈ E.
ak
p The start time for the soft time window for departure of demand k

bkd The end time for the soft time window for arrival of demand k
pd+ Penalty for departure before ak

p

pa+ Penalty for arrival after bkd
ckij The cost of demand k ∈ O traveling on connection ij where the penalty for late

arrival is also introduced for each demand on the connections from the departing
station and to the arrival station.

P k Penalty for not routing demand k ∈ O
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5.1 Edge Model

Using the definition described in Section 5 the edge variable model can be for-
mulated by using the variable xk

itjt′ which is 1 if demand k is transported on
a direct connection between it and jt′ and 0 otherwise. Here t is the time at
station i and t′ is the time at j. The variable hk is 1 if demand k is routed and
0 other wise. Let tij be the travel time on connection i, j and ti be the time of
node i in the time-expanded graph.

Min:
∑
k∈O

⎛
⎝P khk +

∑
it∈N

∑
jt′ ∈N

ckitjt′ x
k
itjt′

⎞
⎠ (1)

s.t.
∑
j∈N

xk
ji =

∑
j∈N

xk
ij ∀k ∈ O, ∀i ∈ N \ {Srk ∪ Skk} (2)

∑
j∈N

∑
i∈Srk

xk
ij −

∑
j∈N

∑
i∈Skk

xk
ji = 0 ∀k ∈ O (3)

∑
j∈N

∑
i∈Skk

xk
ij ≤ 1 ∀k ∈ O (4)

∑
j∈N

∑
i∈Srk

xk
ji ≤ 1 ∀k ∈ O (5)

∑
j∈N

∑
i∈Skk

tix
k
ji ≤ 24 + bkd ∀k ∈ O (6)

∑
k∈O

xk
ij ≤ qij ∀i, j ∈ N (7)

∑
j∈N

∑
i∈Srk

xk
ij + hk ≥ 1 ∀k ∈ O (8)

∑
k∈Ood

hk −
∑

k∈Odo

hk = 0 ∀Ood ∈ O (9)

xk
ij ∈ {0, 1} ∀i, j ∈ N, ∀k ∈ O (10)

hk ∈ {0, 1} ∀k ∈ O (11)

Constraints (2) ensure that a train k entering a node will also leave the node
unless the node is the origin or destination of the train. Constraints (3) ensure
that a train k which departs also arrives. Constraints (4) and (5) ensure that a
train journey leaves its start location and enters its end location at most once.
Constraints (6) will prevent trains from arriving more than 24 hours late at the
end location. The capacity constraints (7) ensure that the hourly capacity of
the track is not exceeded. Constraints (8) introduce a penalty if a train is not
scheduled. Finally, constraints (9) ensure that if a train k between o and d is
unscheduled then a train in the opposite direction is also unscheduled. This is to
ensure that all trains return. It should be noted that there are no variables xk

ij

where i and j are time-expanded vertices of the same station. This model has
O(|K||E|) variables. In the case where |E| contains several thousand edges due
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to the time-expanded graph a small increase in the number of commodities will
increase the number of variables significantly. In the three real-life test instances
tested in Section 8 there are between 900 and 2500 trains to be routed in both
directions. Therefore there are more than 1 million variables in the instances.
Clearly some of these variables can be removed using the time window restriction
however the number of variables removed will only be a small portion of the entire
set. Preliminary tests with variables removed using the time window restriction
resulted in instances not solvable within several hours. Therefore a different
approach for solving the problem was investigated. As mentioned earlier this edge
based model may construct routes which are undesirable for the train operators.

5.2 Path Model

To solve the problem of many variables and to ensure that the routes constructed
are acceptable for the operators, we have chosen to decompose the model. In the
decomposition each train has a set of possible paths to choose from. The accept-
able paths for the trains through the network is provided by the operators and for
these paths time-dependent paths are enumerated in the subproblem. The goal is
to maximize the number of trains scheduled and to minimize the total delay.

Master Problem: The master problem is the problem which selects a set of
paths which will not exceed the capacity on the links in the time-expanded graph
and which minimizes the cost for the cancelation penalty, the travel cost and
the delay cost.

To select the paths we use the variable λk
Pt which indicates if path Pt is

selected for demand k. The parameter αPt
ij is 1 if the connection between time-

expanded nodes i and j in the time-expanded graph is part of the path Pt. The
variable hk is 1 if demand k is routed and 0 otherwise.

Min:
∑
k∈O

⎛
⎝P khk +

∑
Pt∈P (k)

λk
Ptc

k
Pt

⎞
⎠ (12)

s.t.
∑

Pt∈P (k)

∑
k∈O

αPt
ij λk

Pt ≤ qij ∀i, j ∈ N, ∀k ∈ O (13)

∑
Pt∈P (k)

λk
Pt + hk ≥ 1 ∀k ∈ O (14)

∑
k∈Ood

hk −
∑

k∈Odo

hk = 0 ∀Ood ∈ O (15)

λk
Pt ∈ {0, 1} ∀k ∈ O (16)

hk ∈ {0, 1} ∀k ∈ O (17)

In the objective function (12) the cost ck
Pt is the cost of the path Pt with

respect to demand k. This also corresponds to the sum
∑

i,j∈N ck
ijα

Pt
ij for a path
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Pt ∈ P (k). The objective function (12) will clearly minimize the delay penalty on
the departure through the cost ck

Pt. By making the penalty Pk for not scheduling
a train large enough we can ensure that trains are only unscheduled if no other
option is possible. Note that this ensures that the number of unscheduled trains
is minimized. Using the presented objective, trains which are more costly will
be chosen as the ones to be unscheduled. This could be trains that travel far
and therefore have a larger travel cost and/or have a large delay penalty. In this
Master problem we have capacity constraints (13) to ensure that the capacity
on the links is not exceeded. Constraints (14) correspond to the constraints (8)
where it is ensured that if no path is used for a commodity then a penalty for
not scheduling the train is paid. Finally the constraints (15) ensure that when a
train is unscheduled, a train in the opposite direction is also unscheduled. This
is to balance the rolling stock.

Enumeration of Paths: For each S-E pair a set of paths is defined in advance
by a user with knowledge of which transportation paths are acceptable. This can
in later versions be changed so that the acceptability of a path is calculated from
the increase in cost using some threshold value. For each of the given paths, the
program generates a path for each valid time period of start and end. In our
case we look at hourly departures and a path will be created for each of those
time intervals as long as they are valid according to the hard time window of
the demand. The cost of the path is calculated with respect to the desired time
window of the demand. As shown in Section 8 this results in fewer variables and
a fast running time for solving the model.

6 The Freight Demands for the Danish and Southern
Swedish Network Application

The model is used for analyzing the capacity of the Danish and Southern Swedish
network. The data used for this analysis is from a flow analysis based on trans-
portation forecasts [1] provided by Tetraplan [16]. These forecasts were generated
using the program Trans-Tools [14].

The forecasts contain the freight in tons per year between 47 different zones
in Europe. There is a forecast for the following three scenarios:

2010 Scenario. The amount of demand transported on rail in 2010.
2030 Base Scenario. The amount of demand estimated to be transported on

rail in 2030 under the assumption that the policies are the same as those of
2010.

2030 Green Scenario. The amount of demand estimated to be transported
on rail under the assumption of higher fees on CO2 emission.

The demand estimates for the different scenarios was provided in an origin
destination (O-D) matrix as well as maps showing the cargo flow transported
through the Danish and Southern Swedish region. For each zone a terminal is
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Fig. 1. The zones in Europe used for the O-D matrix.

selected and all cargo with origin or destination in a given zone, starts and ends
at the selected terminal for that zone. Figure 1 shows a map of the zones in
Europe.

From this we were able to extract the start and end terminals (S-E pair) in
the Danish and Southern Swedish region for the flow through the region and also
the amount of freight from each O-D pair going through the analyzed region. It
should be noted that transport between an O-D pair may not go through the
analyzed region. Moreover for an O-D pair some percentage of the cargo may
be transported through the analyzed region while the rest may not, or the cargo
may be split so that some enters the region at one point and some at another
even though the origin and destination is the same.

The O-D matrix provided by Tetraplan [16] represents the volume in terms
of tons. For each O-D S-E pair the number of trains needed to transport the
forecast amount of cargo was calculated. It is assumed that the trains operate
on a weekly schedule since the capacity of the tracks is scheduled with a weekly
cycle. We have been informed by the Danish traffic authority [17] that a single
weekly departure of a full train can transport between 22000 and 37000 tons
freight per year. If less than 15000 tons is to be transported on an O-D S-E pair,
then it would be better to relocate the cargo to other modes of transport or
distribute it on existing trains instead of allocating a train for the small amount
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of freight. The 22000-37000 tons freight per year for a weekly departure presumes
52 week schedule per year however it does allow for one or two cancelations due
to public holidays.

The weekly number of train departures φ between O-D entering and leaving
the Danish and Southern Swedish region at the terminals S-E is thus calculated
as follows:

φ =
⌊ σ

22000

⌋
+

(⌊
σ − 22000� σ

22000�
15000

⌋)

(18)

Where σ is the amount of freight from O to D which enters and leaves the
analyzed network for at the point SE. Here the amount which can be transported
on a train per year with one weekly departure is 22000 tons.

Clearly, we do not know which days and times trains are to be scheduled
in 2030 therefore we have used a distribution pattern which estimates how the
weekly departures in practice are distributed. It is assumed for business purposes
that a single train departure for an O-D S-E pair will depart on a Wednesday and
so on as it is assumed that O-D S-E trains should be spread evenly as to minimize
the time goods is stored at origin or destination. The trains are distributed
somewhat evenly during the week according to the distribution pattern shown
in Table 1 obtained from the Danish traffic authority [17]. The pattern will
continue as shown for a higher number of weekly departures. Note that freight
trains are not scheduled for departure during the weekends. Trains may travel
during the weekends but are not scheduled for departure as the terminals are
often partly shutdown for operations during the weekends. Usually the freight

Table 1. Distribution of train departures during a week. For instance if 3 trains are
needed per week, then one train is scheduled for Monday, Wednesday and Friday.

Number of needed trains Monday Tuesday Wednesday Thursday Friday Saturday Sunday
1 1
2 1 1
3 1 1 1
4 1 1 1 1
5 1 1 1 1 1
6 1 1 2 1 1
7 1 2 1 2 1
8 2 1 2 1 2
9 1 2 2 2 2
10 2 2 2 2 2

.
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is loaded on the train during the afternoon and therefore the operators desire a
departure for the train in the evening between 8 pm and 2 am. Moreover, since
the freight is unloaded at the destinations during the morning hours it is desired
that the train arrives between 10 pm and 6 am. For the departure it would be a
problem if the train was scheduled to depart at 2 pm as it may not be possible
to load the freight before departure. The same is the case for an arrival after
6 am as it may not be possible to unload the goods so they can arrive at the
customers in due time. Therefore a penalty is associated with departing early
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and with arriving late. However, it is not possible to arrive more than 24 hours
past the end time of the arrival time window nor to depart more than 24 hours
before the start time of the departure as this would generate an unacceptable
distribution of departures for the operators. This may result in the cancelation of
trains even though there is available capacity on the links. A table with distance
and time from the terminals of the zones in Figure 1 to the entrypoints of the
modeled network shown in Figure 2 and 3 was provided by the Danish traffic
authority [17]. Note that all freight to and from a specific zone will in our model
start and end at the terminal. Therefore one must be careful when interpreting
the results.

If an O-D pair has more than one departure on a day the second departure
is scheduled for departure between 10 am and 4 pm and arrival between noon
and 10 pm and a third departure would be scheduled with a desired departure
between 6 am and noon and arrival between 8 am and 2 pm. For the 4th or more
departure on a day for the same O-D S-E pair the departure time window is the
entire day and the arrival time window is the entire day of estimated arrival.

Since rolling material return to their origin, the number of trains from O to
D is to be the same as the number of trains from D to O. This means that the
trains and cars may travel empty in one direction. Note that this does not mean
that the number of trains in one direction on a specific link is the same as the
number of trains in the other direction on that link. As seen later there are links
where the numbers may vary. Moreover, for a single day the number of trains
on a link may be very different in the two directions.

7 The Train Network of Denmark and Southern Sweden

On the rail network of Denmark and Southern Sweden, two different networks
are studied: One representing the rails in 2010 and one representing the rails in
2030. These two networks are shown in Figure 2 and 3. The network in Figure
2 represents the network as it is today. The network in Figure 3 incorporates
all projected expansions of the rail network. The new links are shown in red in
Figure 3. The projected expansion of capacity (extra tracks) on existing links
are not shown in Figure 3 but will be discussed later. The cargo starts and ends
at the nodes defined as Terminals. The freight train may have an origin and
destination outside the network and will in that case enter or leave the network
at a terminal, also called an entrypoint.

The fixed link between Helsingør and Helsingborg was discussed when
modeling the network. However to establishing this link one would also include
need to establish a new connection from Helsingør to Ringsted. This link, if
implemented, is not realistic to be completed by 2030. Hence, we have included
a connection between Helsingborg and Ringsted in some of the tests of the
2030 network so that this alternative can be considered. The link is represented
by an edge between Helsingborg and Ringsted.

The links have associated travel times and costs. The travel times has been
made available by the Danish traffic authority [17]. The cost of traversing a link
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Fig. 2. Considered network year 2010

contains several expenses. In this model only very elementary costs are included
as the cost function is used for the selection of path and departure time. The costs
included in the model are estimates provided by the Danish traffic authority [17].
The costs are a capacity and bridge cost which is a fixed cost imposed on some
links. Moreover estimates of infrastructure, locomotive and carriage charges are
included in the cost of the links. All other costs are ignored as these are less
important for the model since alternative transportation modes such as trucks
and vessels are not considered.

Terminal

� Connection point

Bridge

New connections 2030

Halmstad

Karlshamn
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Älmhult

Malmö
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Fig. 3. Considered network year 2030

The costs estimates are given as parameters to the solver, and can easily be
changed. For each link the capacity is given in the form of the number of freight
trains that can pass per hour in each direction. These capacities are described
in Section 8.
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8 Tests and Results

In this section we will describe the input provided and the results of running
the path based model on this input. It should be noted that the test results
of the model are based on forecast data provided by Tetraplan [16] and hence
are subject to the same uncertainty as the underlying data. The model was
implemented in CPLEX using C++.

8.1 Capacity Analysis Test Scenarios

From Tetraplan three scenarios were provided representing an estimate of the
past situation in 2010 and two forecasts for 2030 with a baseline scenario and a
green scenario. For each scenario an O-D matrix with the tons of cargo trans-
ported between the O-D pairs was developed by Tetraplan with the use of Trans-
Tools [14]. This matrix is the basis for our analysis. For each scenario, maps
showing flow through a few selected arcs was delivered. Together with the Dan-
ish traffic authority [17] the specific flow through the network was estimated by
combining the knowledge provided by the maps and the information in the O-D
matrix. This resulted in an O-D S-E table from which a set of trains is created
by converting the tonnage to trains, as described in Section 6. On the three data
sets, one for each scenario, the capacity of the network is analyzed using the
different capacity settings described later in this section.

2010: From the transportation given in tons in this scenario, 926 trains were
created.

2030 Baseline: From the transportation given in tons in this scenario, 2246
trains were created.

2030 Green: From the transportation given in tons in this scenario, 2354 trains
were created under the assumption of higher fees on CO2 emission.

2030 Baseline SK: Is the 2030 Baseline where all freight with origin
Sundsvall and destination Karlshamn is removed possibly assuming a
direct link Älmhult Karlshamn.

2030 Green SK: Is the 2030 Green where all freight with origin Sundsvall
and destination Karlshamn is removed possibly assuming a direct link
Älmhult Karlshamn.

The last two data sets were developed to account for the possibility of transport
between Sundsvall and Karlshamn using a track not represented in the model
of the network or a origin or destination in Blekinge other than Karlshamn
with a better connection.

The connections each have an associated capacity. The capacities are given
per hour which allows the edges to be distributed in the time-expanded graph
with one hour intervals. The capacities provided by the Danish and Swedish
traffic authorities [17], [19] are shown in Figure 4. These capacities are also
denoted cap1.

The model was used on the scenarios using the capacities from Figure 4. The
capacities shown in Figure 4 are developed together with the Danish and Swedish
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Fig. 4. The capacity as freight trains per hour on the individual track segments in 2010
and 2030

traffic authorities. From analyzing the results of these capacities, variations on
the capacities were generated. These variations on capacities are based on politi-
cal suggestions and public discussions of possible extensions to the network in the
parts where a bottleneck could be relieved. The variations constructed so that
they may help suggest to both traffic authorities and politicians where an invest-
ment would be beneficial. The variations are described using cap1 (Figure 4 (a)
and (b) for respectively 2010 and 2030) as the basis.

cap1: The capacities presented in Figure 4.
cap2: Similar to cap1 where the capacity of Vigerslev Malmö link is set to 3

freight trains per hour in both directions
cap3: Similar to cap1 where the capacity of Karlshamn Hässleholm link is set

to 2 freight trains per hour in both directions
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cap4: Similar to cap1 where the capacity of Vigerslev Malmö link is set to 4
freight trains per hour in both directions

cap5: Similar to cap1 where the capacity of Karlshamn Hässleholm link is set
to 3 freight trains per hour in both directions

cap6: Similar to cap1 where the capacity of Karlshamn Hässleholm link is set to
2 freight trains per hour in both directions and the capacity of the Vigerslev
Malmö edge is set to 3 in both directions

HH: Similar to cap1 where the capacity of Helsingborg Ringsted link over Hels-
ingør is included with capacity of 2 freight trains per hour in both directions

HH2: Similar to cap1 where the capacity of Helsingborg Ringsted link over
Helsingør is included with capacity of 2 freight trains per hour in both direc-
tions and the connection Hässleholm Helsingborg is increased to 2 freight
trains per hour in both directions.

For the 2010 scenario only the cap1 is applied. All capacity sets are applied
to the Baseline and Green scenario of 2030. Especially the capacity on the
Øresunds connection has been discussed at meetings with different traffic
authorities and therefore it is a natural area to investigate in this setting. The
rail capacity on the connection to Karlshamn is interesting due to the projected
increase in transport from the East possibly through the Kleipeda Karlshamn
sea link.

8.2 Results

The model was applied to the three scenarios applying the different capacity sets
described in Section 8.1.

For the scenarios tested 70 000 to 500 000 variables are generated using the
model presented in Section 5.2, which is well within the limits of the standard
solvers. The different scenarios are solved by the CPLEX solver in 5-15 minutes
and the majority of the time is spent setting up the model. The CPLEX solver
uses less than a minute on solving the resulting model.

The number of trains which was accepted on the network applying the indi-
vidual capacity sets is reported in Table 2. In Table 3 the number of delayed
trains and the number of minutes of delays are shown. Tables 4 and 5 show the
total number of trains traversing a given link in each direction during a week for
the generated schedule on respectively the 2010, Baseline 2030 and Green 2030
scenarios.

In Table 2 the number of routed trains are reported. The results cap4 and
cap5 are the same as the results of respectively cap2 and cap3 and therefore
to make the overview more simple they are not reported in the table. From
the results in Table 2 we can see that a capacity increase on the Karlshamn
Hässelholm connection increases the capacity of the network (see cap3 (and
cap5)). However, the model used may not correctly reflect the capacity to Karl-
shamn as we believe that the cargo from Sundsvall may take an alternative
route to Karlshamn not included in the network. The developed model show
that in 2030 the freight to and from Hamburg will use the Femern connection.
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Table 2. The number of routed trains using the different capacity sets.

Number Trains routed in the considered
of network and capacity scenario

scenario trains cap1 cap2 cap3 cap6 HH HH2

2010 926 926 - - - - -
2030 Baseline 2246 1808 2078 1962 2244 2078 2078
2030 Baseline SK 1814 1530 1812 1530 1812 1812 1812
2030 Green 2354 1806 2042 2064 2322 2042 2042
2030 Green SK 1922 1632 1920 1632 1920 1920 1920

Table 3. The number of delayed trains and the total minutes of delays in the schedule.

Trains routed in the considered

network and capacity scenarios

scenario cap1 cap2 cap3 cap6 HH HH2

2010

Number of trains delayed 242 - - - - -

Total minutes of delay at origin 71394 - - - - -

Total minutes of delay at destination 83382 - - - - -

2030 Baseline

Number of trains delayed 584 903 503 997 899 885

Total minutes of delay at origin 21750 112271 18509 104037 96617 96803

Total minutes of delay at destination 159244 261986 140583 325119 291344 289695

2030 Green

Number of trains delayed 707 922 758 1142 897 887

Total minutes of delay at origin 18884 84275 28200 85542 60829 61015

Total minutes of delay at destination 178478 223979 267387 385441 265074 263610

2030 Baseline SK

Number of trains delayed 409 703 413 705 678 676

Total minutes of delay at origin 13272 99730 13752 99430 84263 83615

Total minutes of delay at destination 130545 250933 130065 251233 262390 261646

2030 Green SK

Number of trains delayed 445 740 454 736 671 666

Total minutes of delay at origin 10059 94804 9328 94733 61470 61236

Total minutes delay of at destination 133053 255171 132771 254175 212036 210807

This can be seen in Tables 4 and 5. From Table 2 it is indicated that increasing
the capacity on the Øresunds bridge from 2 to 3 trains per hour will provide
capacity for many of the unscheduled trains (see cap2). However, when increas-
ing this capacity to 4 trains per hour (cap4) no difference is recorded in the
number of scheduled trains. This is probably due to the capacity on the links
the trains can use to continue from Vigerslev sum to 3 trains per hour where
the link to Høje T̊astrup has capacity of 1 train per hour and the link to
Ringsted from Vigerslev has capacity of 2 trains per hour. When increasing
both the capacity of the Øresunds bridge from 2 to 3 trains per hour and the
Karlshamn Hässelholm connection from 1 to 2 trains per hour all trains are
scheduled with our model (except for one train between Sundsvall and Athens).
For the usage of the link between Malmö and Vigerslev availability spots are
present in the Excel sheets1 described earlier for cap2 and cap6, whereas for
cap1 there is no unused capacity on the link using the model. In Table 2 it can
also be seen that a connection between Helsingborg and Ringsted via Hels-
ingør will give the same benefits as the extra capacity on the Øresunds bridge
(cap2). However, Table 3 shows that the delays may possibly be less using the
Helsingborg Ringsted connection.

In Table 3, the number of delayed trains and the total number of minutes
of delay are reported. It can be seen from the results on the 2030 Baseline
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Table 4. Number of trains per link per week for each capacity set reported for the
Green 2030 scenario and the Green 2030 scenario with Sundsval-Karlshamn demand
removed assuming direct link between Älmhult and Karlshamn.

Connections 2030

Green Green SK

cap1 cap2 cap3 cap6 HH cap1 cap2 cap3 cap6 HH

Malmø->Halmstad 103 167 107 167 63 97 167 97 167 65

Malmø<-Halmstad 103 167 106 167 65 97 167 97 167 68

Malmø->Helsingborg 2 2 2 2 1 2 2 2 2 1

Malmø<-Helsingborg 2 2 2 2 1 2 2 2 2 0

Malmø->Trelleborg 157 157 157 157 157 157 157 157 157 157

Malmø<-Trelleborg 157 157 157 157 157 157 157 157 157 157

Malmø->Vigerslev 336 454 336 467 335 336 480 336 480 335

Malmø<-Vigerslev 336 454 336 467 330 336 480 336 480 331

Malmø->Hasselholm 581 635 584 655 616 594 668 594 668 622

Malmø<-Hasselholm 581 635 585 655 619 594 668 594 668 624

Karlshamn->Hasselholm 156 156 296 296 156 95 95 95 95 95

Karlshamn<-Hasselholm 156 156 296 296 156 95 95 95 95 95

Halmstad->Helsingborg 5 5 5 5 108 5 5 5 5 105

Halmstad<-Helsingborg 5 5 5 5 109 5 5 5 5 107

Halmstad->Hasselholm 3 4 19 19 3 18 19 18 19 18

Halmstad<-Hasselholm 3 4 18 19 4 18 19 18 19 19

Høje Taastrup->Vigerslev 139 134 16 141 83 31 151 31 151 101

Høje Taastrup<-Vigerslev 133 129 18 134 115 33 148 33 148 117

Høje Taastrup->Ringsted 135 131 9 123 117 14 129 14 129 98

Høje Taastrup<-Ringsted 141 136 7 130 85 12 132 12 132 82

Taulov->Esbjerg 0 0 0 0 0 0 0 0 0 0

Taulov<-Esbjerg 0 0 0 0 0 0 0 0 0 0

Taulov->Ringsted 6 136 7 130 127 12 132 12 132 131

Taulov<-Ringsted 8 128 5 123 123 10 129 10 129 128

Taulov->Padborg 8 128 5 123 123 5 124 5 124 123

Taulov<-Padborg 6 136 7 130 127 7 127 7 127 126

Helsingborg->Hasselholm 31 31 31 31 50 31 31 31 31 77

Helsingborg<-Hasselholm 31 31 31 31 46 31 31 31 31 74

Almhult->Hasselholm 749 802 841 907 802 620 693 620 693 693

Almhult<-Hasselholm 749 802 841 907 802 620 693 620 693 693

Hamburg->Padborg 6 136 7 130 127 7 127 7 127 126

Hamburg<-Padborg 8 128 5 123 123 5 124 5 124 123

Hamburg->Putgarten 332 320 320 326 329 305 329 305 329 330

Hamburg<-Putgarten 330 328 322 333 333 307 332 307 332 333

Vigerslev->Ringsted 203 325 318 333 220 303 332 303 332 218

Vigerslev<-Ringsted 197 320 320 326 247 305 329 305 329 230

Ringsted->Putgarten 330 328 322 333 333 307 332 307 332 333

Ringsted<-Putgarten 332 320 320 326 329 305 329 305 329 330

Helsingborg->Ringsted 119 145

Helsingborg<-Ringsted 124 149

scenario that a decrease in the number of delayed trains does not always result
in a decrease in the total minutes of delays. Note that unscheduled trains are
disregarded in these numbers. When compared to the number of unscheduled
trains reported in Table 2 fewer cancelations do not always result in fewer delays.
This is only natural as scheduling more trains may result in more total delay
minutes since more trains can be delayed. An example of this can be seen for
cap2 and cap6 where cap2 has more cancelations than cap6 in Table 2, however
in Table 3 cap6 has more delayed trains than cap2 for both Green and Baseline
scenario. When the capacity is large enough the delay should also be reduced as
can be seen in Table 3 for HH and HH2.
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Table 5. Number of trains per link per week for each capacity set reported for scenario
2010, Baseline 2030 and Baseline 2030 with Sundsval-Karlshamn demand removed
assuming direct link between Älmhult and Karlshamn.

Connections 2010 2030
SK Baseline Baseline SK

cap1 cap1 cap1 cap2 cap3 cap6 HH cap1 cap2 cap3 cap6 HH
Malmø->Halmstad 70 70 98 170 117 170 59 97 170 97 170 59
Malmø<-Halmstad 70 70 98 170 117 171 58 97 170 97 170 58
Malmø->Helsingborg 0 0 2 2 2 2 1 2 2 2 2 1
Malmø<-Helsingborg 0 0 2 2 2 2 0 2 2 2 2 0
Malmø->Trelleborg 88 88 165 165 165 165 165 165 165 165 165 165
Malmø<-Trelleborg 88 88 165 165 165 165 165 165 165 165 165 165
Malmø->Vigerslev 150 150 336 471 336 477 336 336 477 336 477 336
Malmø<-Vigerslev 150 150 336 471 336 477 334 336 477 336 477 334
Malmø->Hasselholm 295 295 590 653 571 659 628 591 659 591 659 628
Malmø<-Hasselholm 295 295 590 653 571 658 632 591 659 591 659 632
Karlshamn->Hasselholm 71 10 147 147 230 230 147 14 14 14 14 14
Karlshamn<-Hasselholm 71 10 147 147 230 230 147 14 14 14 14 14
Halmstad->Helsingborg 2 2 5 5 5 5 118 5 5 5 5 118
Halmstad<-Helsingborg 2 2 5 5 5 5 116 5 5 5 5 116
Halmstad->Hasselholm 2 2 2 3 3 3 2 3 4 3 4 3
Halmstad<-Hasselholm 2 2 2 3 3 4 3 3 4 3 4 4
Høje Taastrup->Vigerslev 150 150 129 144 9 145 94 9 147 9 147 91
Høje Taastrup<-Vigerslev 150 150 129 143 11 144 124 11 145 11 145 125
Høje Taastrup->Ringsted 150 150 133 147 14 147 128 14 148 14 148 128
Høje Taastrup<-Ringsted 150 150 133 148 12 148 98 12 150 12 150 94
Taulov->Esbjerg 0 0 0 0 0 0 0 0 0 0 0 0
Taulov<-Esbjerg 0 0 0 0 0 0 0 0 0 0 0 0
Taulov->Ringsted 150 150 6 148 12 148 140 12 150 12 150 145
Taulov<-Ringsted 150 150 8 144 10 147 139 10 147 10 147 144
Taulov->Padborg 147 147 8 144 5 142 139 5 142 5 142 139
Taulov<-Padborg 147 147 6 148 7 143 140 7 145 7 145 140
Helsingborg->Hasselholm 19 19 31 31 31 31 56 31 31 31 31 62
Helsingborg<-Hasselholm 19 19 31 31 31 31 51 31 31 31 31 57
Almhult->Hasselholm 367 306 758 820 809 896 820 613 680 613 680 680
Almhult<-Hasselholm 367 306 758 820 809 896 820 613 680 613 680 680
Hamburg->Padborg 147 147 6 148 7 143 140 7 145 7 145 140
Hamburg<-Padborg 147 147 8 144 5 142 139 5 142 5 142 139
Hamburg->Putgarten 334 327 327 332 335 327 330 327 330 335
Hamburg<-Putgarten 332 331 329 333 336 329 333 329 333 336
Vigerslev->Ringsted 207 328 325 333 212 325 332 325 332 211
Vigerslev<-Ringsted 207 327 327 332 240 327 330 327 330 243
Ringsted->Putgarten 332 331 329 333 336 329 333 329 333 336
Ringsted<-Putgarten 334 327 327 332 335 327 330 327 330 335
Helsingborg->Ringsted 135 141
Helsingborg<-Ringsted 137 143

For each test case the program used 10-15 minutes to find the optimal solu-
tion. This shows that the program can easily be applied to larger networks. This
time was mostly spent setting up the model while only a few seconds were used
on solving the model.

9 Conclusion

The track allocation model from [15] has been adapted to analyze the capac-
ity of the rail network. We show that this model can be used in combination
with business knowledge about desired arrival and departure times to give more
detailed knowledge of the capacity problems. The presented method makes it
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possible to perform capacity analysis with different possibilities of extensions to
the network. With the knowledge of the train operators and railway planner this
model should be able to aid in the decision process of railway expansions and
planning. This will hopefully help ensure that the investments for costly railway
expansions are placed in areas where they contribute the most.

Assuming that the forecast for the freight transport through the Danish
and Southern Swedish region holds and that the other assumptions such as the
weekly distribution of trains Table 1 and departure and arrival times are rep-
resentative, the tests identified the bottle necks and show that increasing the
capacity between Malmø and Vigerslev from 2 to 3 trains per hour will make
it possible to transport all the freight in the forecast by train. However, even
by increasing the capacity between Malmø and Vigerslev to 3 trains per hour
there are still many delays in the network and the usage is for some links close
to 100% over the entire week. This could indicate that the estimate for the
amount of freight to be transported by rail is much higher than expected. An
alternative to increasing the capacity on the link between Malmø and Viger-
slev (Øresund) is to build a new link between Helsingborg and Ringsted
with capacity for 2 trains per hour. Moreover alternatives such as a Helsing-
borg Ringsted was tested. The model can not only be used to evaluated if a
given network will be able to satisfy an increased demand or changes in demand
but the model can also easily evaluate the effect of alternative new links on the
network.

Another issue is the freight between Northern Sweden represented by
Sundsval and Blekinge represented in the model by Karlshamn. The devel-
oped model of the network can not provide an analysis of this issue since we do
not know the specific origin and destinations of the freight. Therefore we cannot
conclude if and where a link is needed and a more detailed study for that area
is needed.

Comparing the results for the two scenarios Baseline 2030 and Green
2030 one surprisingly sees that even though the Green 2030 scenario has more
freight transported by train the challenges can be overcome by the infrastructure
investments required for the Baseline 2030.

The model can as shown be used to evaluate the effect of various future
investments in the railway infrastructure. Here two different scenarios with dif-
ferent political and environmental assumptions are shown and several different
infrastructure projects are evaluated in terms of their effect on the flow and
congestion.
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Abstract. The supply order management problem (SOMP) is an important 
planning problem in the offshore oil and gas industry. The SOMP consists of 
determining, for a given departure for an offshore supply vessel following a 
fixed route, which orders to and from offshore oil and gas installations to serve 
and which orders to postpone. We propose a mixed-integer programming (MIP) 
model for this purpose. By setting up the model in a number of ways and run-
ning simulations using the model, we compare the performance of various 
planning strategies. As a case study, we use data from Petrobras, which is the 
main state-owned oil company in Brazil. It is shown that reductions in  
the amount of critical order delays can be achieved with careful planning using 
the proposed MIP model. 

Keywords: Offshore oil and gas industry · Supply vessels · Order management 

1 Introduction 

The oil and gas industry is essential for the world, as it supplies the majority of the 
energy needed. It is also an industry associated with very large monetary values, with 
costly operations and regulations, and highly advanced technology, especially for the 
part of the industry that takes place offshore. The upstream sector includes explora-
tion and production of hydrocarbons, while downstream consists of refining, distribu-
tion and retailing. In this paper, we limit ourselves to consider the upstream segment 
of the offshore oil and gas industry. Figure 1 shows an overview of the offshore oil 
and gas supply chain.  

The oil and gas producing offshore installations need regular supplies of various 
commodities from land. It is common practice that the installations place orders for 
the different commodities required and that specialized offshore supply vessels 
(OSVs) are used to bring these orders from onshore supply depots to the offshore 
installations. These OSVs operate on weekly routes and schedules that are fixed in 
advance to make visits to the offshore installations predictable. The operator of the 
installations is also responsible for the operation of the OSVs. For a given route, an 
OSV departs from the onshore supply depot, visits a number of offshore installations 
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in a given sequence before returning to the depot. Since the weekly routes are fixed, it 
also means that a given offshore installation is serviced by an OSV a given number of 
times throughout the week, depending on their requirements. 

 

Fig. 1. The offshore oil and gas supply chain 

Since the OSVs operate on fixed routes and schedules, it is given which offshore 
installations that will be visited and serviced on a given departure/voyage. Therefore, 
the routing of the OSVs is not considered in this paper. However, due to capacity 
limitations on the OSVs, there are often orders to or from offshore installations on the 
voyage that sometimes must be left behind and serviced on a later departure/voyage.  

In contrast to what we do in this paper, most papers related offshore supply logis-
tics consider routing a key feature of the problems studied.  This is the case in Aas et 
al. (2007), where a base model for an OSV routing problem is presented. A single 
vehicle pickup and delivery problem that models the operations of an OSV is studied 
in Gribkovskaia et al. (2008). Other variations of OSV routing problems that also 
include fleet composition decisions can be found in Shyshou et al. (2012) and 
Halvorsen-Weare et al. (2012). A general presentation of the practices and issues 
found in offshore supply logistics is found and discussed in Aas et al. (2009). 

This paper considers the supply order management problem (SOMP), which simp-
ly consists of determining, for a given OSV departure, which orders to serve and 
which orders to postpone. Our contribution is to propose a mixed-integer program-
ming (MIP) model for this problem, as well as to test a number of alternative planning 
strategies (using this model) through simulation. As a case study, we use data from 
Petrobras, which is the main state-owned oil company in Brazil operating along the 
Brazilian coastline. We use data from their operation for the offshore installations in 
the Campos Basin, which are supplied from the onshore supply depot in Macaé, see 
Figure 2.  

Section 2 gives a detailed description of the SOMP, while the proposed MIP model 
is presented in Section 3. A computational study, showing that reductions in the 
amount of critical order delays can be achieved from careful planning using the pro-
posed MIP model, is presented in Section 4. Section 5 provides concluding remarks. 



650 H. Andersson et al. 
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3. Example of OSV voyages/departures 
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─ Orders cannot be split, i.e. a given order can only be serviced by one OSV on one 
departure. However, it is allowed to only choose a subset of the orders to service 
among the orders for a given offshore installation.    

Let  be the set of offshore installations to be visited on the departure. If we consider 
voyage/departure 1 from the example in Figure 3, 1,2,4,5,6  since these are the 
offshore installations visited on this departure. We let  be the set of orders for 
installation . This may include both delivery and pickup orders.  is the capacity of 
the OSV for the departure (given in square meters of deck area, which is the binding 
constraint), while  is the size of order  (also given in square meters).  is posi-
tive for delivery orders and negative for pickup orders. There are no time windows 
associated with orders. However, it is assumed that, if possible, one wants to service 
each order on the next voyage/departure visiting the given installation after the order 
has been placed. We define  as the cost of not serving order  on the next depar-
ture. This cost is not a real cost, but a fictitious model cost which can be calibrated to 
provide solutions that are desirable to the planner. For example, a high-priority 
(emergency) order will typically have a higher cost than other orders. It can also be 
natural to let large-sized orders have higher costs than small-sized orders. Further-
more, following the rolling horizon framework described in Section 2, if an order 
already has been postponed, it is natural to increase this cost to make it more likely 
that it will be serviced on the next departure. Since orders do not have time windows 
and the scheduled plans include much slack between departures for a given OSV and 
the availability of OSVs is good, we do not need to consider the timing aspect of each 
OSV route.  

Let  be a binary variable that takes the value 1 if order  is served on the depar-
ture and 0 otherwise. Furthermore, let  be the load onboard the OSV when leaving 
offshore installation  or the port if 0 (given in square meters).  

The function  ensures that we are moving between installations in the se-
quence given by the route, and returns the installation visited as number  in the 
route. 

Now, the SOMP can be formulated as follows: 
 

 min ∑ ∑ · 1  (1) 

subject to  

 ∑ ∑ | 0 (2) 

 ∑ 0,    1, … , | | (3) 

 0,1 ,    ,  (4) 

 0 ,    0  (5) 
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The objective function (1) minimizes the costs of unserved orders, while constraint 
(2) initializes the load onboard the OSV to be equal to the sum of the order sizes for 
the served delivery orders. The summation is over the orders whose demand is greater 
than zero, since the pickup orders are not part of the initial load when leaving the port. 
Constraints (3) ensure that the load onboard the OSV is updated for each offshore 
installation visited. The load when leaving an installation is thus equal to the load 
when entering the installation minus the net demand at the platform. The net demand 
is the sum of all orders served at the respective installation, both deliveries and 
pickups, and can in some cases be a negative number. Constraints (4) and (5) are 
merely defining the variables, where  is the binary variable stating whether an or-
der is served or not, and  is the non-negative load when leaving offshore installa-
tion  or the port, which cannot be greater than the capacity . 

4 Computational Study 

To test alternative planning strategies we do a simulation over a one-year period in a 
manner which has several similarities with the studies described by Fagerholt et al. 
(2009) and Richetta and Larson (1997). Over a one-year period there are 676 depar-
tures (13 per week), where orders are randomly generated from distributions to mimic 
the ordering process. Historic data is used to calibrate the distributions to provide a 
realistic ordering behavior from the 53 offshore installations that are included in the 
data set. On average, each installation has two delivery orders and two pickup orders 
per week. The order sizes are generated randomly from uniform distributions with 
upper limit of 90 m2 and lower limit of 10 m2. On average 21 000 m2 and 7 000 m2 
are transported monthly on the fronthaul and backhaul respectively. This corresponds 
to historical data from Petrobras. .  

Table 1. Key figures for the case study 

Total number of generated orders (per year) 10 980 
Total order demand (square meters) 338 580 
Total delivery demand (in square meters) 250 926 
Total pickup demand (in square meters) 87 654 
Vessel capacity (square meters) 600 
Number of departures per year 676 
Number of platforms 53 

 
Table 1 provides some key figures for the simulated data used in our computational 

study. Note that even though OSVs come with different capacities, we have used a 
standard capacity of 600 m2 for all departures in our case study. 

When performing this simulation, we follow the rolling horizon framework de-
scribed in Section 2. This means that for each of the 676 departures, we solve the 
model described in Section 3 before moving to the next departure. In between each 
model run, we maintain the order pool by adding new orders that have been generated 
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and removing the orders that were chosen to be served on the previous departure. The 
model presented in Section 3 has been implemented and solved with the commercial 
optimization software Xpress-IVE 1.24.00 64-bit with modeling language Xpress 
Model version 3.4.2.All departures solve to optimality within one second of run time.  

Section 4.1 presents the results from the case study where a number of planning 
strategies are evaluated and compared. A planning strategy is in this context simply 
alternative ways to set the order delay costs, , based on the priorities defined by the 
strategy. Since Petrobras in practice experience an extensive degree of no-shows, i.e. 
orders that have been chosen but for some reason do not become available for loading 
on the given departure, we also consider this case in Section 4.2. Here we also test 
alternative overbooking strategies to reduce the negative effects from no-shows on the 
utilization of the OSVs. 

4.1 Computational Results Without No-Shows 

In the following we compare the results from simulating over one year with four dif-
ferent planning strategies: 

1. First in – first out (FIFO)  
In this strategy we set the order delay costs such that orders for a given offshore in-
stallation always are served in the order the orders are placed. This means that an 
order will never be chosen for a given departure if there exists another order for the 
same installation that have been placed before and is still not served. The order de-
lay cost function is 5 1000 , where  is the number of departures vis-
iting the relevant offshore installation counted from the time order  is generated. 
If order  is served on the first possible departure, 0 5, if it is delayed and 
served on the second possible departure, 1 1005, if it is served on the third 
possible departure, 2 1000005, and so on. 
 

2. Same delay costs for all orders (SAME) 
All orders have the same delay cost given by the function 5 5 . 
 

3. Size- and delivery-based priority (SIZE) 
Large-sized orders are given priority over smaller orders. Furthermore, since it is 
often considered more important to perform deliveries than pickup from the off-
shore installations, delivery orders are given priority over pickup orders. The order 

delay cost function is 
5 5 0.2 05 5 0.4 0. 

 
4. Priority-based delay costs (PRIO) 

In reality, some of the orders are so-called high-priority orders. In this strategy, we 
assume that 10 % of the orders are such high priority orders (randomly chosen), 
which are given priority over other orders. The order delay cost function is 5 55 1000 , where  is the set of high priority orders. 



 Order Management in the Offshore Oil and Gas Industry 655 

Table 2 presents the main results from the one-year simulations with the four different 
planning strategies. The row with “# 1 period delays” shows the number of orders that 
are delayed until the next departure to the relevant offshore installations, while the 
row with “# 2 period delays” shows the number of orders that must wait until the third 
departure before being served, and so on. The row with the total demand delay shows 
the total number of square meters of orders that have been postponed at least one 
departure, while the row with total priority delay shows the number of prioritized 
orders that have been postponed at least one departure. 

Table 2. Computational results from the one-year simulation for the different planning 
strategies (without no-shows) 

  FIFO SAME SIZE PRIO 
# 1 period delays 511 436 536 374 
# 2 period delays 65 87 48 108 
# 3 period delays 0 19 0 26 
# 4 period delays 0 0 0 2 
Total demand delay (sq. meters) 33 276 36 756 32 434 36 440 
Total priority delay (# orders) 67 77 66 0 

 
The results presented in Table 2 shows that the four different strategies provide ra-

ther different solutions. If for example large-sized orders are given priority over 
smaller orders (strategy 3, SIZE), we see that the total demand that is delayed is de-
creased compared with the other strategies. We also note that if some orders are given 
priority due to their importance, using strategy 4 (PRIO) makes sure that none of the-
se orders is delayed even though the total demand delayed is higher than for the SIZE 
and FIFO strategies.  

It is impossible to state which planning strategy is best as this depends on the 
planner’s preferences. However, testing alternative strategies through a simulation, as 
shown here, may help the planner in choosing one that performs well according to 
his/her preferences. 

4.2 Computational Results with No-Shows and Overbooking 

In practice Petrobras experience approximately 25 % no-shows, i.e. 25 % of the de-
livery orders chosen for a given departure are not available when the OSV is loaded 
for its departure. This is due to a very congested port in Macaé and low reliability 
from some of the suppliers. This has several major negative effects on the system, 
such as low utilization of the OSVs resulting in a need for a higher number of expen-
sive OSVs. To remedy this problem overbooking can be introduced, i.e. more goods 
than the OSV’s capacity are booked for a departure. However, using overbooking 
might lead to orders that cannot be served on the given departure when the amount of 
no-shows is less than normal. These orders must either be served on a later departure 
or so-called high cost express deliveries can be used, i.e. chartering in an additional 
vessel to handle these orders. Since the offshore installations expect these orders to 
arrive on time, we assume in the following that express deliveries are used.  
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Table 3 shows the results from testing three overbooking policies, i.e. no over-
booking, 10 % overbooking and 20 % overbooking. These tests have been performed 
using the FIFO planning strategy. Table 3 also repeats the results from using the FIFO 
strategy without no-shows in the column denoted Orig. in order to compare and ana-
lyze the effects of no-shows. 

Table 3. Computational results from the one-year simulation for the different overbooking 
policies (with no-shows). The FIFO planning strategy is used in all tests. 

  Orig. 0 % 10 % 20 % 
# 1 period delays 511 538 488 461 
# 2 period delays 65 218 203 196 
# 3 period delays 0 0 0 0 
# 4 period delays 0 0 0 0 
Total demand delay (sq. meters) 33 276 48 334 43 729 41 276 
Express deliveries 0 0 36 42 

 
If we compare the results without no-shows (Orig.) with the results with no-shows, 

it is easy to see the major negative impact that no-shows have on the system’s per-
formance. We see that the total demand delay increases from 33 276 to 48 334 be-
cause of the no-shows (in the case where we do not use any overbooking policy). The 
number of delayed orders increases correspondingly. We can also see from Table 3 
that overbooking is effective when it comes to reducing the delayed orders. However, 
it comes with a cost for express deliveries.  

This type of analyses using simulation can also be used to evaluate the effects of 
reductions in the amount of no-shows. We tested a scenario with only 15 % no-shows 
using the 10 % overbooking policy. In this case the number of 1 and 2 period delays 
was reduced from 488 to 470 and 203 to 150, respectively, while the number of ex-
press deliveries was reduced by one. 

5 Concluding Remarks 

We have considered the supply order management problem, which consists of deter-
mining, for a given voyage for an offshore supply vessel (OSV) following a fixed 
route, which orders to and from offshore oil and gas installations to serve and which 
orders to leave behind (postpone delivery). We proposed a mixed-integer program-
ming (MIP) model for this purpose, which was used in a rolling horizon simulation to 
compare a number of alternative planning strategies. As a case study, we used data 
from Petrobras, which is the main state-owned oil company in Brazil operating along 
the Brazilian coastline. It was shown that reductions in the amount of critical order 
delays can be achieved from careful planning using the proposed MIP model.  

Since it is common to experience no-shows (i.e. orders chosen for the next depar-
ture do not become available for some reason), we also tested different overbooking 
policies. It was shown that overbooking can improve the utilization of the fleet of 
OSVs. It was also shown how a simulation study can be used to evaluate the effects of 
reducing the amount of no-shows. 
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A simulation study, as shown in this paper, can also be used to test the effect from 
alternative weekly routes and schedules on the amount of delayed orders. We empha-
size that even though the analyses in this paper were performed with data from 
Petrobras, the same methodology can also be used on other similar problems.  
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mation about the supply order management problem and to Petrobras for providing data. 
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Abstract. This paper gives an over view of real time traffic management of the 
railway network in case of disturbances. After briefly introducing the problem 
of disturbance management and basic mathematical formulations, this paper 
overviews the existing literatures according to the typologies of traffic and le-
vels of detail in the infrastructure models used for railway traffic network repre-
sentation. A precise placement is made based on the effect of management deci-
sions towards the various stakeholders. The application of these models in real 
life railway system is discussed based on the special constraints considered, the 
size of the railway network and the calculation time. Most railway disturbance 
management models are tested in an experiment setting at present, and if ap-
plied in practice they can be helpful to dispatchers to provide a higher quality 
service for all stakeholders involved. 

Keywords: Railway network · Real time traffic management · Disturbance 
management · Train types 

1 Introduction  

Railway network operates according to a pre-planned timetable, which specifies the 
route choice of the trains through the infrastructures and regulates the precise time 
slot of the trains’ departure or arrival. Intercity trains or express trains stop mainly at 
big stations, regional trains or regular trains stop almost at every station. In the stage 
of timetable designing, in order to provide convenient to passengers, and coupling of 
express trains and regular trains are well considered at stations where passengers’ 
transfers take place, not only at “hub” stations. The occurrence of delay and its propa-
gation can be reduced by making delay-resistant timetables or improve the robustness 
of a railway system, see Liebchen and Stiller (2006), Liebchen et al. (2007), and  
Dewilde (2014).  

However, there are always some unavoidable disturbances causing deviation from 
the original timetable, which calls for more effective real time trains management. 
The real time traffic management in case of disturbance (RTTM-disturbance) should 
make a decision whether to maintain or drop the pre-planned connections in the time-
table. Besides, the management needs to deal with possible conflicts resulting from 
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delayed trains require access to infrastructures pre-assigned to another train at the 
same time. It takes the current train time-space position and the traffic regulations as 
input, gives out a series of corresponding adjustments to the train schedule before 
execution, and aims at bringing the traffic status back to the normal timetable as soon 
as possible and limiting the economic loss caused.  

Except for very few applications, in practice RTTM-disturbance is usually per-
formed by dispatchers. Due to the complexity of the problem, dispatchers utilize some 
simplifying rules to implement their decisions and resolve conflicts accordingly. From 
the view of system effectiveness and efficiency, their decisions should be supported 
with appropriate tools because their immediate decisions may cause considerable train 
delay propagation in future interferences. Many scholars have studied the RTTM-
disturbance problem in many ways and from various perspectives over the years, to 
assist the decision makers to make more effective decisions, avoiding a suboptimal 
through put out. The application of those approaches in practices constitutes a scien-
tifically challenging and promising perspective. 

The existing researches use different approaches to address models and algorithms 
for RTTM-delay. A recent state-of-the-art paper about recovery models and algorithm 
for real-time railway rescheduling is Cacchiani et al. (2014). This review differs from 
the existing review articles in the following ways.  

1. We concentrate on the RTTM in case of disturbance, and waive the questions 
concerning the RTTM-disruption. Delays can be categorised into disturbances and 
disruptions, however there is not a sharp distinction between disturbances and disrup-
tions in term of time length. According to Cacchiani et al. (2014), disturbances are 
relative small perturbation to the railway system that can be handled by modifying the 
timetable, but without modifying the duties of rolling stock and crew. Disruptions are 
relatively large incidents, requiring both the timetable and the duties for rolling stock 
and crew to be modified. Railway operating companies are mostly faced with distur-
bances, instead of disruptions. For more information on railway disruption manage-
ment, please refer to Jespersen-Groth et al. (2007).  

2. The literatures on RTTM-disturbance are reviewed from the perspective of the 
classes of traffic, i.e., distinguishing between passenger trains, freight trains, ap-
proaches considering unspecified traffic, or explicitly both at the same time, as shown 
in Figure 1. Here the unspecified traffic means the train types are not emphasized and 
distinguished in the models. Passenger and freight trains should be distinguished be-
cause they differ a lot in served clients, body structures, organization of train opera-
tions, etc. Since they might share the same corridor, there is interplay in terms of in-
frastructures and time. It is worthwhile studying how to integrate different types of 
train traffic, with respect to the diversities. 

3. We discuss the dispatch decisions from the point view of different stakeholders. 
Early studies mainly aim at bringing down the overall train delays yet ignore the ser-
vice quality perceived by passengers. In the last decades, scholars start to focusing on 
the passengers’ interest, addressing the management and keeping of passenger con-
nections, discomfort caused by congestion, value of time, etc. In addition, some 
RTTM models try to get a balance between the train delays and passenger delays.  
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2 Background Information 

The RTTM-disturbance strategy can be retiming, rerouting, reordering, and cancelling 
the connections, explained in Sec. 2.1. And Sec. 2.2 introduces the commonly used 
mathematical formulations.  

 

  

Fig. 1. Basic categories of the RTTM according to the train types 

2.1 Operation Strategy 

In case of disturbance, the traffic deviate from the original timetable and the timetable 
need to be up-dated to a new one, the so-called disposition timetable. The problem of 
finding a disposition timetable is also called re-scheduling, which may consist retim-
ing, rerouting, reordering or cancelling the passenger connections.  

• Retiming: Decision makers may adjust the time slots of one train entering or leav-
ing one block section, arriving or departing from the stations.  

• Rerouting: Decision makers may assign a new route from a set of feasible routes 
(inside one station or between stations) to a train, instead of executing the train’s 
pre-planned route.  

• Reordering: Decision makers may change the order of a pair of consecutive 
trains’ access to the infrastructure.  

• Cancelling connections: If the pre-planned passenger connection is dropped, there 
is no adjustment to the movement of the feeder trains. The decision of maintaining 
or dropping a connection (or wait-no-wait decisions) is called pure delay manage-
ment.   

2.2 Mathematical Formulation 

The RTTM-disturbance model can be divided into microscopic model and macros-
copic models, according to the different levels of detail in the infrastructure models 
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used for railway traffic network representation. Macroscopic models consider the 
railway network at a relative high level, and have a more aggregated representation of 
some resources, i.e., stations are represented by nodes of a graph and tracks by arcs. 
Besides, signals are not considered. Most macroscopic models use Event-Activity 
mathematics to formulate the railway network. 

While in microscopic models, the above aspects are considered in detail, and they 
include a lot more detail (e.g. a station is composed of a complex set-up of pieces of 
tracks separated by switches and signals). Most microscopic models use Alternative 
Graph mathematics to formulate the railway network. 

3 RTTM-Disturbance of General/Passenger Trains 

Sec 3 discusses the RTTM-disturbance literatures of general or passenger trains, first 
microscopic and then macroscopic models. The basic structure is listed in Table 1 and 
Table 2. Some papers in this section do deal with the freight trains, however, they do 
not distinguish passenger trains (high speed or normal ones) and freight trains in the 
model. All trains are taken as the same in terms of value of time or travel time relia-
bility. These models do not discuss the differences of passenger and freight transpor-
tation, such as the carrying vehicles, clients’ perception and evaluation to the trans-
portation service. The consequential differences, such set of priority in access to the 
infrastructures, are not discussed. Therefore, we classify them as models on general 
train flows.  

3.1 Microscopic RTTM-Disturbance Model of General/Passenger Trains  

Much of the literatures at a microscopic level are based in the Alternative Graph 
model introduced in Section 2.2.  

The delay management is a series of adjustment decisions, which can affect both 
the trains and passengers. If all connecting trains wait for the delayed feeder trains to 
provide passengers with smooth transfers, which however increases the overall train 
delays. On the other hand, if all connecting trains depart punctually to make an early 
arrival, passengers missed their connections and total passenger waiting time will be 
enormous. According to the stakeholders involved in the wait or no wait decisions, 
the existing literatures are sorted according to the objective functions: trains orienta-
tion (i.e., aim at minimizing the total train delays), passenger orientation (i.e., aim at 
minimizing total passenger delays) or a trade-off between the two criteria. 

Train Orientation. D’Ariano et al. (2007) studies the train RTTM-disturbance on a 
regional railway network, by giving new conflict-free timetable of feasible arrival and 
departure times. It is modelled with an alternative graph formulation, by which the 
authors explicitly include the no-store constraints. A branch & bound (B&B) algo-
rithm is adopted to speed up the computation time. The lower bound is achieve from 
Jackson pre-emptive schedule in Jackson (1955), and the upper bound as the best 
value obtained by three heuristics: “First Come First Served” dispatching rule, “First 
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Leave First Served” dispatching rule and greedy algorithm AMCC described in Mas-
cis and Pacciarelli (2002). The objective function is to minimize the deviation be-
tween the disposition timetable and the original timetable. Computational experiments 
based on the Schiphol area, a bottleneck of the Dutch railway, show that the truncated 
version of the algorithm provides proven optimal or near optimal solution within short 
time limits (120 seconds).  

Table 1. Basic category of the microscopic RTTM-disturbance models according to train types 

Objective 
functions 

Special 
constraints 

Related  
Literature 

Test network 
Calculation 

time 

Train 
orientation 

train  
retiming 

D’Ariano et al. 
(2007) 

Schiphol,  2h 
(20km) 

<120 s 

train retiming 
& rerouting 

D’Ariano et al. 
(2008a) 

Utrecht Den 
Bosch 

<30s 

D’Ariano et al. 
(2008b) 

Schiphol <30s 

Corman et al. 
(2010) 

Utrecht Den 
Bosch (1h) 

<1 s 

track choices, 
extra-stops 

Gély et al. (2006) 
Line between 

Tours and 
Bordeaux (8h) 

- 

junctions areas Rodriguez (2007) 
Pierrefitte-

Gonesse junction 
<180 s 

congested 
bottlenecks 

Caimi et al. 
(2012) 

Berne area 
(10 scenarios) 

< 1 min 

speed control 
Albrecht et al. 

(2011) 
Utrecht to ‘s-

Hertogenbosch 
- 

Passenger 
orientation 

 
Wegele and 

Schnieder(2005) 
Deutsche Bahn 

AG (24 h) 
- 

passenger  
rerouting 

Corman et al. 
(2015) 

Utrecht and Den 
Bosch (2 h) 

About 1m 

A trade-off  
Corman et al. 

(2012) 
Utrecht Central 

(1 h) 
<30s 

 
In D’Ariano et al. (2007), trains are not allowed to change routes from the original 

timetable, while in practical, better solutions can be achieved by rerouting. D’Ariano 
et al (2008, 2008a) integrate trains’ rerouting and extend it into a real time traffic 
management system ROMA (Railway traffic Optimization by Means of Alternative 
graphs). Still improvements are possible in term of computation time, especially when 
dealing with large-scale network.  

D’Ariano et al. (2008b) put out “flexible timetable” in comparison with “rigid 
timetable”, by relaxing some timetabling constraints in the ROMA model. The au-
thors construct a flexible timetable by replacing the scheduled arrival and departure 
times with maximum arrival and minimum departure times. Experimental results are 
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performed on the congested area around Schiphol Amsterdam Airport with randomly 
generated disturbances. The results show that flexible timetables are promising. The 
best solution is always found within 30 s of computation time.  

RTTM differs from the timetabling significantly in the required time, since that 
RTTM needs to bring the traffic status back to the normal timetable as soon as possi-
ble. On the basis of ROMA, Corman et al. (2010) develop a Tabu Search (TS) scheme 
to address the train conflict detection and resolution (CDR) problem. Tabu Search 
improves the calculation speed of the local research method by using memory struc-
tures called Tabu list which describe the visited solutions. The new TS algorithm can 
enhance significantly the performance of ROMA. 

Gély et al. (2006) present a quite detailed mathematical model to describe the 
RTTM-disturbance problem. The model presents continuous variables (arrival or 
departure times of trains from each visited each node at a given order), track choices, 
and extra-stops. The objective is to minimize the total accumulated delay of trains. 
They use evolutionary algorithms and hybrid techniques to solve the problem. Test 
based to real-life instances of railway lines between Tours and Bordeaux of the 
French railway company between 15:00 and 23:00 shows the feasibility and the effec-
tiveness of decision support systems. 

High traffic density and heterogeneous traffic networks make the railway opera-
tions more sensitive to delays. There have been increasing studies on congestion re-
lated RTTM.  

Small disruptions are amplified through the junction area. Rodriguez (2007) points 
out that a disturbance which is at origin only a few seconds long can quickly lead to a 
delay of over 5 min. Thus, the researcher presents a constraint-programming model 
for rerouting and rescheduling of trains at a junction area. The model has been applied 
to a set of problem instances. Preliminary test results based on a real case study of 
traffic on the Pierrefitte-Gonesse node, North of Paris show that the model yields a 
significant improvement in performance within an acceptable computation time. 

A special concern can be the congested bottleneck areas, where delays easily propa-
gate from one train to another. Caimi et al. (2012) propose a dispatching assistant sys-
tem in the form of a model predictive control framework for railway traffic management 
in bottleneck areas, aimed at maximizing customer satisfaction. In particular, they pro-
pose a closed-loop discrete-time control system, which suggests rescheduling trains 
according to solutions of a binary linear optimization model. The system is tested in 
collaboration with the Swiss Federal Railways, and successfully applied for an opera-
tional day at the central railway station area. The computation time is less than 1 minute.  

Albrecht et al. (2011) introduce the concept of target points and target windows to 
distinguish and specify the management operations in stations dealing with different 
traffic intensity. Target points correspond to arrival and departure times for the purpose 
of maintaining passenger connections. When there is no need to consider connections 
(often in minor stations), target windows can be considered. Target windows impose an 
upper limit within which the planned time can be exceeded by a delay. The authors 
propose a two-level optimization approach: optimization of speed between consecutive 
target points, and optimization of running times between target windows, if target win-
dows exist between the target points. Case study on parts of the Dutch and German 
railway networks shows that the method is able to improve timetable adherence, to save 
energy, and to improve throughput in the system-related bottlenecks.  
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Passenger Orientation. Most early papers aim to minimize the train delays or the 
number of cancelled trains. However, a growing number of papers begin to consider 
minimizing the negative effects of disturbances for passengers.  

Wegele and Schnieder (2005) use genetic algorithm to achieve objective function 
of minimizing customers’ annoyance, e.g., delays, change of platforms and missed 
connections. The method is tested with a real data from part of the German Railways. 
The evaluation runtimes in both cases lied at few minutes. 

Corman et al. (2015) integrate microscopic railway traffic rescheduling and pas-
senger point of view into a single mixed integer linear programming. The objective 
function is to minimize the time spent by the passengers in the railway network. They 
use a fast iterative algorithms based on a decomposition of the problem and on the 
exact resolution of the sub-problems. Computational experiments based on a real-
world Dutch railway network show that good quality solutions and calculation time 
within a limited computation time. 
 
A Trade-Off. Transfer connections are relevant to the passenger satisfaction but do 
not affect the feasibility of railway operations, therefore one of the possible dispatch-
ing countermeasures to reduce delay propagation is to cancel some of scheduled con-
nections. This operation reduces overall train delays but cause an extra delay to the 
passenger because of the missed connections. Train operating companies are clearly 
also interested in keeping as many connections as possible even in the presence of 
disturbed traffic condition.   

As a series of coherent research work, Corman et al. (2012) combine the micro-
scopic formulation with the minimization of passenger dissatisfaction in Ginkel and 
Schöbel (2007) (introduced in Sec 3.2). The authors consider the needs of different 
stakeholders (infrastructure company, train operating companies, passengers, etc.), 
and get a compromise solution between the minimization of train delays and missed 
connections. Test based on a complex and densely occupied Dutch railway network 
put out accurately the Pareto front in a limited computation time. 

3.2 Macroscopic Model of General/Passenger Trains 

In this section, we discuss RTTM-disturbance at a macroscopic level. Also the litera-
tures are sorted from the point view of train orientation or passenger orientation.  

Train Orientation. Schöbel (2009) provides a disturbance management model in-
cluding the track capacity constraints. The author develops a branch-and-bound  
algorithm and several heuristic approaches to solve the problem. The macroscopic 
approach allows treating the most important capacity constraints using headway time 
constraint. The algorithmic approaches have been tested at a real-world data from the 
region of Harz, Germany with a calculation time within seconds.  
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Table 2. Basic category of the macroscopic RTTM-disturbance models according to train types 

Objective 

functions 

Special 

constraints 
Related papers 

Test 

network 
Calculations 

Train 

orientation 

 Min et al. (2011) 
Seoul metropolitan 

railway network 
< 1 min 

 
Dündar and Şahin 

(2013) 

single track in 

Turkey (150 km) 

not 

mentioned 

Track  

capacity 
Schöbel (2009) Deutsche Bahn 

within 

seconds 

Station  

capacity 
Dollevoet (2015) 

Zwolle to Utrecht  

network  (1 h) 
< 3 min 

Passenger 

orientation 

 Schöbel (2001) 
Rheinland-Pfalz and 

the Saarland 

within 

seconds 

Passenger  

rerouting 
Dollevoet (2014) 

Zwolle to Utrecht  

network  (1 hour) 
< 1 min 

Dynamic  

interacting 
Kanai et al. (2011) 

Japanese railway 

(130 km) 
< 6 min 

A 

 trade-off 
 

Ginkel and  Schöbel 

(2009) 

Verkehrsverbund 

Rhein-Neckar (30 m) 
< 1 min 

 
Dollevoet et al (2015) point out the limited capacity of the stations in disturbance 

management problem. They develop an integer programming (IP) formulation that 
takes into account the capacity within stations and allow rescheduling the platform 
track assignment. First, a fixed platform track assignment is used, and then the plat-
form track assignment is improved systematically, using iterative heuristic.  

Min et al. (2011) propose a MIP formulation to solve the RTTM-disturbance prob-
lem in Seoul Railway, South Korea. They prove that when the railway network gets 
as large as a metropolitan area network, the computation times can be extensive and 
fluctuate significantly on the instances. They proposed a heuristic Fix and Regenerate 
Algorithm that exploits the structure of the problem iteratively. Tests based on the 
Seoul metropolitan railway network (passenger trains, subway trains, and freight 
trains) shows that the model provides a new timetable within 1 min. 

Dündar and Şahin (2013) study real-time management of railway traffic on a sin-
gle-track railway line of about 150 km in Turkey. They develop a Genetic Algorithm 
(GA) to reschedule the trains on this line, and in particular to determine the meets and 
passes of trains in opposite directions. This model can be used for solving the smaller 
instances to optimality. However, this model cannot solve the larger instances.  

Passenger Orientation. Schöbel (2001) firstly using an IP model the delay (distur-
bance) management problem, deciding which connections should be maintained and 
which other connections can be dropped. The objective function is to minimize the 
total passenger delays at their destination stations.  

In a following paper, Dollevoet et al. (2014) point out that, different from the typi-
cal assumption in classic DM models, passengers can choose another route instead of 
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taking their original planned route and waiting for one cycle time when delays occur. 
They adopt an IP formulation to manage the passenger re-routing and delay manage-
ment at the same time. Computational experiments based on real-world data from part 
of Netherlands Railways show that significant improvements can be obtained by inte-
grating the re-routing of passengers. 

Kanai et al. (2011) attach high importance of passenger dynamic interaction and 
level of service to the RTTM-disturbance problem. A dynamic interaction means a 
phenomenon such that if a train is delayed for some time, more passengers than usual 
get on at the next station and the dwell time becomes longer than usual and the train is 
delayed further. In Japan, railway companies have to densely operate express trains 
and regular trains and transport a massive of passengers. The authors develop a delay 
management algorithm combining simulation and optimization. They adopt Tabu 
search algorithm to finding good strategies for the management of train connections. 
The model is tested on data of the Japanese railway network with promising results, 
with an average computation time of about 6 min. 

A Trade-Off. Ginkel and Schöbel (2007) present a bi-criteria model for the DM 
problem, aiming at a trade-off between the delay of the vehicles and the number of 
passengers who miss their connections. They present an IP formulation and a graph-
theoretic approach based on discrete time/cost project network. The test based on 
south-west Germany show the applicability of the approach.  

Table 1 and Table 2 show that when the main focus of RTTM is the feasibility of 
railway operations, the related papers take into account the constraints on the limited 
capacity of the railway network disregarding the passenger inconvenience. On the 
other hand, when the focus is on the minimization of passenger inconvenience, the 
network capacity is not taken into account. 

4 Disturbance Management of Freight Trains 

At moment, there are only limited literatures studding the freight delay management. 
However, there is an environmental and European political vision for an increased use 
of the railway, especially for long-distance freight transportation. Thus, it is increa-
singly promising to investigate the freight transport management.  

4.1 Differences between Passenger Transport and Freight Transport  

Different Speed. passenger trains usually run at a higher speed than freight trains, 
thus have speed limited by construction. Passenger trains and freight trains are mar-
shalling separately. In timetable designing, freight trains are inserted among the fixed 
schedule of passenger trains.  
 
Different Value of Time, and Travel Time Reliability. In case of disturbance, the 
loss caused can be different according to value of time. For detailed information, 
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please refer to the report by Jong et al. (2007). Based on the value of time, researchers 
can get a set of priority order for different train flows, as discussed in Sec 5.  

Different Number of Stops Alongside the Trips. Normally freight transport pro-
vides a point-to-point service to clients. However, there can be frequent stops along 
the lines. Clients are concerned with the total delivery time, instead of the stops or 
changing between different lines.  

Different Operations. Passengers can accomplish the boarding/alighting themselves, 
on the platform. But for freight transport, the cargo handlings take place at the yards. 
Off-peak and night-time deliveries are widely considered in Freight transportation to 
avoid some of the traffic network congestion at peak hours.   

4.2 Disturbance Management of Freight Trains 

The railway freight transportation can be affected by the regional factors, such as the 
transportation demand, operations, policies, etc. The European railway freight trans-
portation tends to have a schedule, while the US or Canadian Railways would more 
often wait to dispatch a train, scheduling only happens when sufficiently many cars 
have been accumulated.  

Kraay and Harker (1995) present a MIP model for the optimization of RTTM-
disturbance over the entire freight network based on the American railway networks. 
The model aims to provide a link between strategic schedules (which might be de-
cided every month) and line dispatching or computer assistant dispatching models 
(which need the scheduled arrival and departure times of each train at the ends of each 
lane at very frequent intervals). The model considers the current position of each train 
and the relative importance of the train. The model generates the time that each train 
should be at each major point in its itinerary. The model is tested on a portion of a 
major North American railroad to ascertain its efficiency and efficacy. These results 
were significantly better than the initial standard heuristic at that time in many of the 
problem instances.  

Kuo et al. (2010) point out that the demand of freight transportation in North 
America is not fixed. Instead, it is a function of the frequency of service. The re-
searchers develop a train slot selection model for scheduling railway services. The 
freight scheduling methodology equilibrates between the performance of the freight 
transport system (given schedules, delays and user costs under different levels of de-
mand) and the demand (given level of service provided). The objective function is to 
minimize both operating costs incurred by carriers and delays incurred by shippers, 
while ensure that the schedules and levels of demand are mutually consistent. They 
propose a column generation-based methodology for train slot selection to meet the 
frequency requirements. Its utility is illustrated through the development of weekly 
train and ferry timetables for the international freight services.  

Oetting et al. (2015) put forward an evaluation approach to assess the effect of DM 
measures on transportation service quality based on European freight transportation. 
The so called monetarization analysis of delays is a customer-based cost-benefit-
analysis for operations addressing changes infrastructure, operations and vehicle cha-
racteristics. Based on expert interview and a survey with 55 companies, the study 
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gives an approach to integrate the effects of delays in a monetarized way, i.e., result-
ing cost arising from the effects of delays on production and logistics. It concludes in 
a non-linear time-and-process dependent valuation function for delays with assigned 
costs caused by delays to the customer. 

5 Disturbance Management of Passenger and Freight Trains 

Different from Section 3, literature in this section clearly distinguishes passenger and 
freight transportation in the model.  

When passenger and freight trains use the same corridor, it creates a quite hetero-
geneous traffic flow. In case of delays, both passengers and freight transportations are 
affected. Passengers experience it as late arrival, broken connections, insufficient 
seating capacity, cancelled trains, etc. Also freight trains suffer from delays mainly in 
the form of rerouted trains and late arrivals. Also they compete for the same part of 
the train system at the same time. Decisions have to be made about which train can go 
first, and thus there arise the problem of priority orders among different traffic types.  

Törnquist and Persson (2007) propose a MIP model which takes into account both 
passenger and freight trains. The model in a geographically large and fine-grained 
railway network with highly interacting traffic, consider reordering and rerouting of 
trains. This model can formulate a highly complex setting such as a railway network 
composed of segments with a large number of tracks which can be unidirectional 
(only permitting one-way traffic) and bidirectional. There are two goals, to minimize 
the total traffic delays, and to minimize the cost function based on the train delays. 
The cost function allocates different delay cost per minute, different tolerance time 
windows and different fixed penalty cost and to different passenger and freight trains. 
The model is tested on the southern part of the Swedish railway network. Since the 
model contains a lot detail and deal with large-scale network, the computational time 
can be long. Still this model does not give more analysis of the interaction between 
passenger and freight trains when they can have some conflict with the occupation of 
the infrastructure resources. 

A prompt decision is quite important in RTTM. Törnquist (2012) improves 
Törnquist and Persson (2007) using a heuristic greedy approach. In general the heuris-
tic provides solutions that are good enough very fast, but the author holds that it could 
be further improved. 

Acuna-Agost et al. (2011) also extend the model presented in Törnquist and  
Persson (2007). In particular, they use hard and soft fixing of integer variables with 
local-branching-type cuts. Tests based on instances of French railways show a best 
compromise can be obtained with the Iterative MIP based local search procedure. 
Good solutions (average gap<1%) can be got within 5 min. 

All the above literatures are macroscopic models. The models distinguish passen-
ger trains and freight trains using delay cost. However, in real practices, dispatchers 
can always meet such difficulties, some high-speed passenger trains should recover to 
the origin timetable as soon as possible. At this moment, slow freight trains are not in 
the scope of the emergency, and their recovery can be postponed to “some other 
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time”. Corman et al. (2011) propose an innovative microscopic model to cope with 
the passenger and freight train rescheduling, using a set of priority. At each step, the 
procedure focuses on the current priority class, preserving solution quality from the 
higher priority classes and neglecting the lower priority classes in the optimization of 
train orders and times. The iterative process is implemented from the highest one to 
the lowest one until a new network disposition timetable is finished. They use the 
alternative graph to formulate and a sophisticated B&B algorithm to solve the multi-
class rescheduling problem. The test result based on Utrecht Central shows an inter-
esting gap between single-class and multi-class rescheduling problems in terms of 
delay minimization.  

Similar studies can be referring to Godwin et al. (2007). They describe a situation in 
Indian Railway system that freight trains are routed and scheduled in a railway network 
where passenger trains must adhere to a strict schedule. The freight train movements 
can be inserted at any time or as demands arise, and should not disrupt passenger trains. 
They adopt a binary (0-1) MIP and a hierarchical permutation heuristic. The computa-
tional experiences for solving various problems are based on real data. 

6 Conclusions and Future Research 

This paper gives an overview of the state-of-the-art in models and algorithms for real 
time traffic management in case of disturbance in railway network. In particular, we 
describe various approaches in terms of the train types, stakeholders, and constraints. 
We draw the following conclusions:  

1. Due to regional differences and other reasons, most research focus on passenger 
traffic management. Some American and Japanese researchers study railway freight 
transportation management. The European ongoing deregulation has created multiple 
competing actors such as different train operating companies for passenger and freight 
traffic, competing on the same tracks. Thereby infrastructure managers are to be neu-
tral and cope with multiple conflicting requests and demands. The majority of pre-
vious research approaches does not account explicitly for this new situation. Further-
more, the complexity of the problem of having mixed traffic is often mentioned but 
less investigated. This is a clear direction of future research, about simultaneous man-
agement of railway traffic of different classes, including the diversity and interplay 
between passenger and freight trains.  

2. There are two main tendencies of real time disturbance management models for 
railway traffic. Microscopic models consider all elements of the railway infrastructure 
for computing safe movements, thus are able to check feasibility and quality of the 
solutions from the viewpoint of operations managers. On the other hand, macroscopic 
models transfer the focus from minimizing train delays to improving the quality of 
service perceived by the passengers, i.e., less waiting time, more convenient transfers. 

3. There are several challenges left open for research when dealing with optimiza-
tion in the level of service, such as management of congestion on board or at stations, 
passenger behaviours, etc. Passengers’ behaviour means their reactions when distur-
bance occur and lead to a change to their pre-planned path. Will they stick to their 
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original plans or follow the real-time suggestion for alternative modes of connectivi-
ty? The analysis of recorded passenger flows might provide insights on how passen-
ger flows react to unexpected events as investigated, for example, by van der Hurk et 
al. (2013).  

4. Improvement in calculation time can be important, to give a quick response in 
the real time management. There is a trend to integrate more detail (such as track 
capacity, station capacity, passenger behaviour, interactions, etc.) in the model, thus 
the RTTM becomes increasingly complex. The development of algorithms for RTTM 
is currently still mainly an academic field, where the research is still far ahead of what 
has been implemented in practice. Some approaches are implemented in practice, 
despite being far from the academic results. 

5. Although most of the presented models show promising results in the described 
experiments, most researches mainly focus on instances representing relatively small 
railway networks (see Table 1 and Table 2). It will be quite a challenge to get the 
calculation results for large-scale network in short time when bring these methods 
into real operations.  

Nevertheless, there are signals that practice has discovered the added value that can 
be provided by real-time management methods, based on the successes that have been 
achieved by the application of optimization methods in the railway planning stage, see 
Caprara et al(2002). Despite the large amount of research that has been accomplished 
in the last decades, the regular application of the research results in practice will still 
need quite some time.  
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Abstract. This paper develops a new decision making method for opti-
mal planning of railway maintenance operations using hybrid Model Pre-
dictive Control (MPC). A linear dynamic model is used to describe the
evolution of the health condition of a segment of the railway track. The
hybrid characteristics arise from the three possible control actions: per-
forming no maintenance, performing corrective maintenance, or doing
a replacement. A detailed procedure for transforming the linear sys-
tem with switched input, and recasting the transformed problem into
a standard mixed integer quadratic programming problem is presented.
The merits of the proposed MPC approach for designing railway track
maintenance plans are demonstrated using a case study with numeri-
cal simulations. The results highlight the potential of MPC to improve
condition-based maintenance procedures for railway infrastructure.

Keywords: Health condition monitoring and maintenance · Model Pre-
dictive Control (MPC) · Track maintenance · Railway engineering

1 Introduction

A railway track infrastructure system is composed of a set of different assets.
All of those assets are distributed and interconnected over the railway network,
continuously working together to keep the railway service reliable, safe, and fast.
Each asset has a different need for maintenance, at different times and according
to its degradation process, which is influenced by geographic position, tonnage
of the track, health condition of the rolling stock, among many other factors.
Thus, to sustainably manage railway assets, a step forward from the current
policy of “find and repair” towards a more integrated methodology containing
condition-based monitoring and predictive maintenance is required to improve
the entire whole system performance. In the Netherlands, over forty percent of
the maintenance costs is related to track maintenance [1]. Due to this fact, a
condition-based maintenance decision support system can facilitate the infras-
tructure manager to decide where and which type of maintenance should be
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performed. Moreover, if a prediction capability is incorporated in the decision
making, we can expect maintenance actions that will anticipate problems and
will take corrective measures before a failure become costly or unsafe for the
users. This study proposes a model based predictive maintenance strategy using
condition-based monitoring. We in particular show how this strategy can be
applied to maintenance planning for ballast degradation and for treating squats.

The role of ballast is to provide support to the tracks with hard stones aiming
to distribute loads over the sleepers while the train is passing. It also allows rain
and snow to drain, thermal expansion, and weight variance; and it inhibits the
growth of weed and vegetation. In the deterioration process of ballast, some
stones may be displaced due to the vibrations and some others will get a white
rounded shape losing their properties (see Figure 1a). When the ballast is in
a bad condition, it will be reflected in the rail geometry. In order to keep the
performance level at a satisfactory condition, tamping (packing the track ballast
under the railway track) and ballast replacement are the principal maintenance
actions to consider. In the literature, different studies have been proposed on
how to predict changes in the track geometry condition. In some studies the
ballast deterioration is modeled deterministically based on the average growth
of track irregularities [2–4]. Other studies have linked stochastic degradation
process with the effects of possible maintenance and renewal options [5,6].

Squats are a type of Rolling Contact Fatigues (RCFs) that initiate on the rail
surface and evolve into a network of cracks beneath the surface of the track that
when not treated on time can evolve into rail breakage. Treating RCFs to avoid
a reduced life cycle of the track is very expensive. Early stage squats can be
efficiently treated with grinding, while the only solution for late stage squats is
track replacement (See Figure 1b). There are different methods to detect squats,
like non-automatic inspection using human inspectors, photo/video records, and
non-destructive testing such as ultrasonic and eddy current test [7,8]. For auto-
matic detection of squats in an early stage, axle box acceleration (ABA) systems
can be efficiently employed [9]. Predictive and robust models for squats evolution
have been proposed in [10]. In [11], it is suggested to consider clusters of squats
to facilitate grinding maintenance operations; however, the maintenance actions
were obtained under static scenarios. In this paper, the main contribution is to
propose a suitable model that incorporates the dynamics in the decision pro-
cess of railway track maintenance operations, together with a rolling horizon
methodology that can deal with discrete integer control actions.

The major benefit of applying Model Predictive Control (MPC) to mainte-
nance operations planning is that the resulting strategy is flexible. By updating
the degradation model using health condition monitoring methodologies regu-
larly, the maintenance plans can be adapted dynamically. Especially when severe
problems are predicted within the prediction horizon, MPC will suggest more
frequent or more effective maintenance operations, resulting in a more efficient
plan. This is a big step from current practice in railway maintenance, where
cyclic preventive maintenance prevails, which, as a myopic strategy, is unable
to predict the evolution of the degradation process, and treats severe problems
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(a) Loose ballast indicated by the pres-
ence of white dust

(b) Severe squats (type C)

Fig. 1. Two different defects in railway infrastructures

only when they occur. Another merit of the proposed predictive methodology is
that the objective function explicitly captures the trade-off between maintenance
costs and the health condition of the track. This is crucial for railway infrastruc-
ture managers, who require transparent tools that facilitate the decision making
process. Moreover, other factors concerning the management of railway infras-
tructures, like closure time due to maintenance, can also be conveniently added
to the MPC optimization problem. In addition, limits on the admissible degrada-
tion level can be included effortlessly as constraints in MPC, which is especially
useful for the maintenance of safety-critical components.

This paper is organized as follows: first a brief introduction to MPC is pre-
sented in Section 2; then Key Performance Indicators (KPIs) and maintenance
options for railway infrastructures are explained in Section 3; the proposed MPC
approach is explained in detail in Section 4 and illustrated by the case study in
Section 5; finally a short summary and remarks on future work is provided in
Section 6.

2 Model Predictive Control (MPC)

Model Predictive Control (MPC) is an advanced design methodology for control
systems, which has gained wide popularity in the process industry since the last
decade. MPC was pioneered simultaneously by Richalet et al. [12,13] and Cutler
and Ramaker [14] in the late 1970s. The main reasons for the success of MPC
in the process industry are:

– Easy handling of multi-input-multi-output (MIMO) processes, non-minimum
phases processes, processes with large time delay, and unstable processes;

– Easy tuning of parameters (in principle only three parameters need to be
tuned);

– Natural embedding of constraints in a systematic way;
– Easy handling of structural changes by regularly updating the process model.
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Five elements are essential for MPC:

1. A process model
2. A cost criterion
3. Constraints
4. Optimization algorithms
5. Receding horizon principle.

For maintenance operations planning in railway network, the process model can
be the degradation model or the performance indicator of an asset, the cost
criterion can be a trade-off between track condition and maintenance cost, and
the constraints can be an upper bound on the maximum degradation level and
budget. Depending on the process model, which might contain continuous and
discrete variables, the cost criterion, and the imposed constraints, the compu-
tation of a sequence of future control actions at each sample step will result in
different optimization problems, which must be solved by some mathematical
programming algorithm. For railway maintenance, since the degradation of the
track condition is a continuous process and maintenance operations are intrin-
sically discrete, the planning of maintenance operations should in general result
in a mixed integer programming problem. This optimization problem must be
solved at each sample step, providing a sequence of optimal discrete control
actions. The length of the sequence is called prediction horizon when using a
receding horizon approach. Instead of using the whole sequence of predicted
control actions, only the first entry is applied, and a new sequence is computed
at the next sample step with updated information, e.g. new measurements of
the track condition.

Despite its success in the process industry, the applications of MPC in railway
maintenance operations are scarce, although the application of mathematical
models and optimization is not uncommon in maintenance [15,16]. The pro-
cess model associated with most operations planning problems usually contains
both continuous and discrete dynamics. In [17] an MPC scheme is applied to
plan risk mitigation actions together with other control variables, using a mixed
integer quadratic formulation. For complex decision making problems, a hierar-
chical or distributed approach is often applied to render the problem tractable.
See [18] for an application of hierarchical distributed MPC to risk management of
a network of irrigation canals, and [19] for applications of hybrid MPC to inter-
ventions in behavioral health and inventory management in supply chains. As a
model-based decision making approach, MPC can be viewed as an extension of
condition-based maintenance, as it does not only take into consideration the cur-
rent track condition, but also predicts the track condition, using updated track
measurements, as well as knowledge on the process, e.g. degradation models.

3 Railway Maintenance

A brief introduction on railway maintenance is presented, explaining how the
track condition is measured in practice, as well as typical operations on track
maintenance.
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3.1 Key Performance Indicators (KPIs) for Maintenance Planning

To ensure the proper functioning of railway tracks, both temporal and spatial
characteristics need to be considered in the maintenance decisions. For this pur-
pose, Key Performance Indicators (KPIs) are developed to capture the dynamics
of track deterioration and the evolution of defects. These KPIs usually consider
a broad set of measurements from different sources and define the health condi-
tion of the track as a single number. When normalized, 0 would mean a healthy
track, while 1 a track with very bad condition. This health number changes over
time, and when reaching some threshold corrective maintenance is performed.

In the case of ballast, the track bed positioning and alignment changes
in terms of speed and number of passing trains have to be considered in the
design of KPI. The following measurements are usually considered [20,21]: (1)
cyclic top, which is a measure of resonant frequencies, (2) rail spacing com-
pared to the standard gauge, (3) a measure of cant variation over 3 m and 5 m,
(4) lateral geometry (alignment) - rail alignment, averaged over the left and right
rail, expressed as short and long wave standard deviations.

In [10] some KPIs are proposed for maintenance operations related to squats
using axle box acceleration measurements. The number of squats of type A (light
squats in early stage), number of squats of type B or C (severe squats), number
of potential risk points, and density of squats are the KPIs proposed. Field
observations also revealed that different squats have different rates of growth,
thus three different evolution scenarios were proposed: slow growth, average
growth, and fast growth. Due to the big number of KPIs, temporal dependence
and scenarios, one global KPI using a fuzzy inference system was proposed to
facilitate maintenance decisions. This global KPI for squats represents the health
condition of a cluster of defects and it is represented by a score between zero
(representing a healthy state of the track) and two (indicating an unhealthy
condition of the track).

3.2 Maintenance Options

This paper evaluates three possible maintenance options: (1) to do nothing, (2)
corrective maintenance: tamping for ballast or grinding for squats, (3) replace-
ment: full ballast replacement or track replacement. Next, a short description of
the maintenance actions is given.

In the case of tamping, the track geometry is adjusted when the track align-
ment is outside the accepted tolerances. Tamping machines are able to pack
the ballast under the sleepers in order to correct the alignment of the rails
using measurements of the track geometry, estimating the needed adjustments,
lifting/inserting the track and at the same time vibrating tamping arms [22].
Tamping can improve the track condition. However, in the worst case, vibrating
arms into the ballast could lead some break-up of the stones which can accelerate
the ballast degradation. When the ballast has reached the end of its useful life,
then ballast renewal must be carried out.
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In the case of grinding, the Dutch railways use a cyclic grinding strategy
that is not based on the condition of the track. This mean that sections that
are healthy are ground, and also sections that need replacement are ground
in spite of its inefficiency. Squats in early stage can be removed by grinding,
because they have not developed the network of crack beneath yet. Therefore,
early detection of RCF rail defects is cost-effective when a grinding campaign is
scheduled appropriately in time. Furthermore, grinding is not efficient for cracks
deeper than 5-7 mm. Grinding severe squats can delay rail replacement but may
accelerate the squat evolution, because the cracks are not yet removed.

When the conditions of either ballast or track has worsened, and tamping or
grinding is ineffective, then replacement will be the only option. With predictive
models that incorporate the degradation process of the ballast or the track, it
is possible to estimate the life cycle of the track and to inform the infrastruc-
ture manager about the tentative time for replacing. This is crucial information
because replacement campaigns are extremely costly and the track needs to
be unavailable for a long period. In the case of ballast replacement, keeping a
similar total volume of stones before and after the replacement is essential. Long
segments with deteriorated ballast will require a higher packing level of the dam-
aged ballast [23]. In the case of rails, they are typically replaced according to
predefined estimated life cycle, tonnage, wear limit, fatigue, and weather con-
ditions. Determining the optimal rail replacement interval is a critical issue for
rail industry, due to its high cost and consequences over the entire performance
of the infrastructure.

Figure 2 shows a generic KPI and the typical effect of corrective mainte-
nance or replacement. While a corrective maintenance (grinding or tamping) will
improve the performance, a general drop of the performance is usually observed.
In the case of replacement, while more expensive than corrective maintenance, it
usually leads into a healthy status for a longer period of time. In the next section,
a hybrid MPC methodology is proposed to capture the principal dynamics of
railway maintenance operation.
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4 MPC for Maintenance Operation Planning

A maintenance model describing the degradation dynamic of the track condition
is presented, with three maintenance operations as inputs. This linear model with
discrete inputs is then transformed into a standard Mixed Logic Dynamic (MLD)
system, and an MPC scheme is designed for this MLD system.

4.1 Maintenance Model Description

We consider the following discrete-time state space model for the degradation
dynamic (unhealthy condition) of a certain asset (e.g. track with squats, or
ballast) in a segment of track:

x1(k + 1) = a1x1(k) + f1(x(k), u(k))
x2(k + 1) = x2(k) + f2(x(k), u(k))

(1)

with constraint
m ≤ xi(k) ≤ M ∀i ∈ {1, 2} (2)

The state vector is x(k) =
[
x1(k) x2(k)

]T. In particular, x1 represents the level
of degradation of a part of the track regarding a certain type of fault, e.g. the
average length of the squats in a cluster. The parameter a1 is the degradation
rate of the track, which is assumed to be larger than 1 so that the track condition
deteriorates exponentially as observed in late stage of degradation. The state x2

records the level of degradation upon the last corrective maintenance opera-
tion. This is necessary because corrective operation will be unlikely to bring the
track back to a condition healthier than the previous corrective operation. The
states are bounded in the interval [m, M ] by the constraint (2), with m and M
representing the lowest and highest admissible degradation level, respectively.

The input u(k) ∈ {1, 2, 3} is a discrete input representing the three major
maintenance operations: do nothing, corrective maintenance, and replacement,
respectively. The interpretation of the input u is given in Table 1.

Table 1. Interpretation of maintenance operations and the corresponding value of
input

Input value Maintenance operation Effect on the track condition

1 do nothing no effect

2 corrective maintenance bring the track condition to a
healthier level, but usually not as
healthy as the condition upon the
last corrective maintenance

3 replacement bring the track condition to a state
with no degradation
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The effects of the maintenance operations are captured by the discontinuous
functions f1 and f2, which take the following representation:

f1(x(k), u(k)) =

⎧
⎪⎨

⎪⎩

0 if u(k) = 1
−a1x1(k) + x2(k) if u(k) = 2
−a1x1(k) + m if u(k) = 3

(3)

and

f2(x(k), u(k)) =

⎧
⎪⎨

⎪⎩

0 if u(k) = 1
α if u(k) = 2
−x2(k) + m if u(k) = 3

(4)

with α, which usually takes a small positive value, indicating the offset of the
effect of one corrective maintenance from the last corrective maintenance, i.e. a
corrective maintenance can only bring the condition to a level which is α worse
than that just after the previous corrective maintenance operation.

4.2 Transformation into an Mixed Logic Dynamic (MLD) Systems

The system (1) can be viewed as a hybrid system with linear plant model (degra-
dation process) and switching control. The difficulty of designing a controller for
such systems lies in the different conditions triggered by different values of the
control input (equations (3)–(4)). By associating the three conditions triggered
by the three control actions with two binary variables δ1(k) and δ2(k), the sys-
tem (1) can be transformed into a Mixed Logic Dynamic (MLD) system. The
translation from the control input u(k) to the binary variables δ1(k) and δ2(k)
is shown in Table 2.

Table 2. Translation from control input to binary variables

u(k) δ1(k) δ2(k)

1 0 0

2 0 1

3 1 0

We eliminate the fourth option (δ1 = δ2 = 1) by adding the constraint:

δ1(k) + δ2(k) ≤ 1 (5)

After translating the control input u(k) into binary variables δ1(k) and δ2(k),
system (1) can be rewritten as

x1(k + 1) = a1x1(k) + δ2(k)(−a1x1(k) + x2(k)) + δ1(k)(−a1x1(k) + m)
= a1x1(k) − a1δ1(k)x1(k) − a1δ2(k)x1(k) + δ2(k)x2(k) + δ1(k)m

x2(k + 1) = x2(k) + αδ2(k) + δ1(k)(−x2(k) + m)
= x2(k) − δ1(k)x2(k) + mδ1(k) + αδ2(k)

(6)
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The system (6) is non-linear in the state x(k) and in the two binary variables
δ1(k) and δ2(k). The non-linear system can be transformed into the following
linear system:

[
x1(k + 1)
x2(k + 1)

]

=
[
a1 0
0 1

] [
x1(k)
x2(k)

]

+
[
m 0
m α

] [
δ1(k)
δ2(k)

]

+
[−a1 −a1 1 0

0 0 0 −1

]
⎡

⎢
⎢
⎣

z1(k)
z2(k)
z3(k)
z4(k)

⎤

⎥
⎥
⎦

(7)

by introducing four auxiliary variables

z1(k) = δ1(k)x1(k) z2(k) = δ2(k)x1(k)
z3(k) = δ2(k)x2(k) z4(k) = δ1(k)x2(k)

The equation for each auxiliary variable

zp(k) = δi(k)xj(k) p ∈ {1, 2, 3, 4}, i, j ∈ {1, 2}
is equivalent to the following four inequality constraints [24,25]:

⎧
⎪⎪⎪⎨

⎪⎪⎪⎩

zp(k) ≤ Mδi(k)
zp(k) ≥ mδi(k)
zp(k) ≤ xj(k) − m(1 − δi(k))
zp(k) ≥ xj(k) − M(1 − δi(k))

(8)

which results in sixteen inequality constraints in total.
Finally, the mixed logical dynamic (MLD) system [24] described by the lin-

ear dynamics (7) and linear constraints (2), (5), (8) can be formulated in the
following compact form 1:

x(k + 1) = Ax(k) + B1δ(k) + B2z(k) (9)
E1x(k) + E2δ(k) + E3z(k) ≤ g (10)

with δ(k) =
[
δ1(k) δ2(k)

]T and z(k) =
[
z1(k) z2(k) z3(k) z4(k)

]T

4.3 The MLD-MPC Problem and its Solution via MIQP

Consider the MLD system (9)–(10). Denote by x̂(k + j|k) the estimated state at
sample step k with information available at sample step k + j. Likewise, define
ẑ(k + j|k) as the estimate of the auxiliary variable at sample step k + j. Let Np

be the prediction horizon2, and define

x̃(k) =
[
x̂T(k + 1|k) ... x̂T(k + Np|k)

]T

1 Since the introduced binary variable δ is a full replacement of the original discrete
control input u, which no longer appears in the resulting MLD system, we treat δ
as control input for the MLD-MPC problem.

2 Here we set the control horizon equal to the prediction horizon.
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as the estimates of the future state at sample step k. The estimates of input and
auxiliary variables (δ̃(k) and z̃(k)) can be defined in a similar way. Grouping the
input and auxiliary variables together we further define

Ṽ (k) =
[
δ̃T(k) z̃T(k)

]T

After successive substitution of (9), the state prediction equation can then be
written in the following compact form

x̃(k) = M1Ṽ (k) + M2x(k) (11)

The goal of maintenance operations planning is to minimize degradation with
the lowest possible maintenance cost, which can be formulated by the following
objective function

J(k) = JPerf(k) + λJCost(k) (12)

with JPerf(k) and JCost(k) representing the performance and the cost of main-
tenance operations, respectively, while the weighting parameter λ > 0 captures
the trade-off of the two conflicting objectives.

More specifically, if a weighted 2-norm is considered for performance, i.e.
JPerf(k) = ‖x̃(k)‖2P , with P positive definite weighting matrix, a mixed inte-
ger quadratic programming (MIQP) problem will be obtained. Alternatively, a
1-norm or an ∞−norm can also be applied, with JPerf(k) = ‖P x̃(k)‖1 or
JPerf(k) = ‖P x̃(k)‖∞, and P a matrix with non-negative entries. If a 1-norm
or an ∞−norm is applied, the optimization problem can be recast as a mixed
integer linear programming (MILP) problem, which is generally easier to solve
than an MIQP problem.

The cost of maintenance operations JCost(k) has the following linear repre-
sentation:

JCost(k) = Rδ̃(k) = QṼ (k)

with R a matrix with non-negative entries assigning weights to different mainte-
nance operations, i.e. the cost of corrective maintenance and replacement. Since
no weights are assigned to the auxiliary variables, we have Q =

[
R 0

]
.

For illustration purposes, we consider now a weighted 2-norm for JPerf. Given
the weighting matrices P and Q, the objective function can be rewritten as:

J(k) = x̃(k)TP x̃(k) + λQṼ (k) (13)

= (M1Ṽ (k) + M2x(k))TP (M1Ṽ (k) + M2x(k)) + λQṼ (k) (14)

= Ṽ T(k)S1Ṽ (k) +
(
S2 + xT(k)S3

)
Ṽ (k) + S4 (15)

Note that S4 is a constant and can be removed from the objective function
without changing the solution of the optimization problem. Finally we can for-
mulate the MLD-MPC problem as a standard MIQP problem with decision
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variable Ṽ (k):

min
Ṽ (k)

Ṽ T(k)S1Ṽ (k) + (S2 + xT(k)S3)Ṽ (k) (16)

s.t. F1Ṽ (k) ≤ F2 + F3x(k) (17)

MIQP problems are identified as NP-hard [26], indicating that in practice the
solution time might grow exponentially with the problem size. Among the
major algorithms for solving MIQP and MILP problems, branch-and-bound
methods [27] are generally regarded as the most efficient ones.

5 Case Study

Now we consider a simple case study to illustrate the proposed approach.
An MPC controller for the MLD system (9)–(10) with quadratic objective
function (16) is implemented in Matlab, and the MIQP optimization problem
at each sample step is solved using the Gurobi Optimizer 5.6.3, which can solve
MIQP and MILP problems. The parameters for the degradation dynamics, as
well as the performance criteria (in particular, the parameters for the objec-
tive function) are given in the appendix. We present the simulation results with
three different prediction horizons (Np = 5, 10, 15), and three different weights
(λ = 0.1, 1, 10).

A simple cyclic preventive maintenance approach with the same objective
function is also implemented and optimized in Matlab for a comparison. The
two decision variables for the cyclic approach are the period for corrective main-
tenance (Tc) and the period for replacement (Tr). The latter is usually fixed as
a multiple of the former, i.e. Tr = nTc, thus we determine the multiple n instead
of Tr. The planning horizon is the whole simulation time, and an iteration of all
possible combinations of Tc and n is applied to generate the best possible cyclic
maintenance plan for a given cost criterion.

The simulation results from the MPC approach are given in Figure 3–5 and
the results from the cyclic approach are given in Figure 6. The flexibility of MPC
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Fig. 3. Predicted state x and control input u for different prediction horizons and a
small λ
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Fig. 4. Predicted state x and control input u for different prediction horizons and a
medium λ
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Fig. 6. Maintenance plans and the corresponding effect on the track degradation level
with different λ

is clearly demonstrated by the resulting maintenance plans, which all suggest
more frequent corrective maintenance as the track condition deteriorates, despite
the differences in weighting parameters and the prediction horizon.

Figure 3–5 also indicate that a longer prediction horizon results in a more
cautious maintenance plan, i.e. earlier replacement and lower overall degradation
level. The weight λ in the objective function represents the trade-off between the
track condition and the maintenance cost. This is also shown in Figure 3–5, where
it can be noticed that for a larger λ, the first replacement is suggested at a later
time step, for a given Np. On the contrary, the cyclic approach suggests the same
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Table 3. Evaluation of closed-loop objective function for MPC (JMPC) and cyclic
approach (JCYC). For a given λ, the lowest objective function value is marked in bold.

λ
JMPC JCYCNp = 5 Np = 10 Np = 15

0.1 31.85 22.08 11.88 12.65

1 125.63 107.80 90.23 97.25

10 797.53 726.80 702.25 943.25

optimal maintenance plan for the three different λ (corrective maintenance every
65 days and replacement every 130 days).

The values of the closed-loop objective function for both approaches are
given in Table 3. It can be seen that with a long enough prediction horizon, the
maintenance plan generated by MPC always out performs the plan generated
by the cyclic approach.

6 Conclusions

In this contribution a hybrid Model Predictive Control (MPC) approach with
discrete input has been developed to support decision making in railway main-
tenance. We have provided a detailed procedure to illustrate how to transform
the model-based optimization problem into a standard mixed integer quadratic
programming problem. Numerical simulations have been performed for a case
study with different parameter settings, and the results indeed demonstrate the
potential of MPC as an optimization-based approach to aid decision making in
maintenance of railway infrastructures.

Future work includes developing a more extensive process model with param-
eters obtained from track measurements, and extending the current approach
from maintenance operations planning for a single segment of track to joint
decision making for multiple segments.
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(PYRAMIDS)”, project 438-12-300, which is partly financed by the Netherlands
Organisation for Scientific Research (NWO).

Appendix

The values and interpretation of the parameters for the degradation dynamics
(1) are given in Table 4. The initial condition is x(0) = [m m]T, and the sampling
time is 5 days.
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Table 4. Parmaters for degradation dynamics

Parameter Value Interpretation

a1 1.09 degradation rate

α 0.1 offset for corrective maintenance

m 0.001 minimum degradation level

M 1 maximum allowed degradation level

The matrix P is a square matrix consisting of diagonal replications of the
diagonal matrices PSub = diag(1, 0):

P = diag

⎛

⎜
⎝PSub, . . . , PSub︸ ︷︷ ︸

Np times

⎞

⎟
⎠

The matrix Q is a block-row matrix containing Np horizontal replications of the
diagonal matrix QSub = diag(r, 1, 0, 0, 0, 0):

Q =

⎛

⎜
⎝QSub, . . . , QSub︸ ︷︷ ︸

Np times

⎞

⎟
⎠

where the parameter r is the ratio of the cost of one replacement over the cost
of one corrective maintenance. For the case study we assume replacement is 30
times more costly than corrective maintenance, thus r = 30.
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Abstract. Order picking is a labour-intensive operation and so it represents sig-
nificant expenditures, with any underperformance leading to high operational 
costs for the entire supply chain. Hence, this manuscript reports a research 
aimed to enhance the order picking process at an automated warehouse. The re-
search included an assessment and restructuring of the storage assignment in 
the picking area and the picking process, namely the routing method. 

A simulation model was developed to assess the performance of the order 
picking, taking in account multiple scenarios, in a total of sixteen scenarios (in-
cluding three storage assignment policy and five routing methods plus a base 
case), varying in storage assignment policy and routing method. 

The results evidence that gains above 30% could be achieved in certain sce-
narios (e.g.: class-based storage assignment policy with s-shape routing). 

Keywords: Storage assignment · Routing methods · Discrete events simulation · 
Order picking · Warehousing · Logistics 

1 Introduction 

Order picking is the most labour-intensive operation in warehouses with manual sys-
tems, and a very capital-intensive operation in warehouses with automated systems, 
with any underperformance leading to unsatisfactory service and high operational cost 
for the whole supply chain. Studies estimate the picking costs to be above 50% of the 
total warehouse operating expense (see van den Berg & Zijm, 1999; Ruben & Jacobs, 
1999; Broulias et al., 2005; Eisenstein, 2008; De Koster et al, 2007; Rushton et al., 
2006). Therefore, in the current competitive paradigm driven by cost reductions,  
warehousing professionals consider order picking as the highest priority area for 
productivity improvements (Goetschalckx & Ashayeri, 1989; De Koster et al., 2007). 

Henceforth, the all-embracing objective of the work presented in this manuscript 
was to assess and restructure the storage assignment in the picking area and the order 
picking process (namely the routing method) in order to enhance the order picking 
performance of an automated warehouse, so-called Carregado 2 Logistic Operations 
Centre (C2). This warehouse is run by a major Portuguese logistics company – Grupo 
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Luis Simões (LS). To accomplish this objective a methodology was developed to 
assess the performance of the order picking in C2, taking in account various scenar-
ios, respectively before and after the implementation of various storage assignment 
policies and routing methods. To this end a simulation model, based on discrete-event 
simulation (DES), was created, using picking time as measure of performance. A set 
of alternative storage assignment policies and routing methods was tested. 

The remainder of the manuscript is organized as follows. Section 2 is a brief litera-
ture review focusing on order picking systems optimization. Section 3 presents the 
Carregado 2 Logistic Operations Centre – the case study. In Section 4 the simulation 
model is described, while in Section 5 it is applied to the case study. Lastly, the final 
conclusions of this work are offered on section 6. 

The research reported in this manuscript was developed within the scope of a Mas-
ter Dissertation1 carried out at the University of Lisbon, Portugal. 

2 Literature Review on Order Picking Systems Optimization 

The most common objective of order picking systems is to maximise the service level 
while respecting resource constraints. The uttermost important relation between the 
order picking and service level is that the faster the picking occurs, the better (De 
Koster et al., 2007). Travel represents 50% of order-picker’s time in a typical picker-
to-parts warehouse (Tompkins et al., 2003). It is, therefore, the first and most promis-
ing candidate for enhancement. 

Following De Koster et al., (2007), to optimize travel time (or travel distance) in 
low level, manual-pick order picking processes one can focus on ideal (internal) 
layout design, storage assignment methods, routing methods, order accumulation, 
order batching and zoning (Fig. 1).  

 

Fig. 1. Optimization of low level, manual-pick order-picking processes. 

                                                           
1  The interested reader is referred to: 

https://fenix.tecnico.ulisboa.pt/homepage/ist165183/thesis 
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The optimization of these six policies has the advantage of remaining within the 
tactical and operational levels, which is critical for a built warehouse where strategic 
decisions are already taken and are difficult and expensive to change. 

Please note that, while these six optimization objectives are strongly interdepend-
ent, including all decisions in one model is complex. Consequently, researchers re-
strict their studies to one or few decision areas at a time (De Koster et al., 2007). 

The internal layout design concerns the determination of the number of blocks, and 
the number, length and width of aisles in each block of a picking area. The objective 
is to find the best warehouse layout with respect to a certain objective function, taking 
in consideration a set of constraints and requirements. Again, the most common ob-
jective is the minimisation of travel distance. 

The order picking area can be divided into zones, i.e. zoning. To each zone a 
picker is assigned, picking the part of the order that is in his assigned zone. Possible 
advantages of zoning include the fact that each picker is confined to a smaller area, 
reducing traffic congestion and allowing the familiarisation with the item locations 
within the zone. The central disadvantage of zoning is that if orders are split, then 
consolidation before shipment to the customer is required (De Koster et al., 2007). 

Order batching is the method of grouping a set of orders into a number of sub-sets, 
each of which can then be retrieved by a single picking tour. According to Choe and 
Sharp (1991), there are basically two criteria for batching: the proximity of pick loca-
tions and time windows. 

When batching and/or zoning are applied some additional effort is usually needed 
to congregate the items per customer order. These processes are frequently called 
accumulation/sorting (A/S) (De Koster et al., 2007). The performance of an A/S sys-
tem depends not only on the equipment capacity (i.e. sorter capacity and conveyor 
speed) but also on operating policies like shipping lane assignment. 

2.1 Routing Methods 

The objective of routing policies is to sequence the items on the pick list so that a 
good route through the warehouse is ensured. So, by definition, the problem of rout-
ing order pickers in a warehouse classifies as a Steiner Travelling Salesman Problem 
(De Koster et al., 2007). The difficulty with the (Steiner) Travelling Salesman Prob-
lem is that it is in general not solvable in polynomial time (De Koster et al., 2007). 

In practice, and because of the disadvantages of optimal routing, the problematic of 
routing order pickers in a warehouse is mostly resolved using heuristics (De Koster et 
al., 2007). 

Hall (1993), Petersen (1997) and Roodbergen (2001) distinguish several heuristic 
methods for routing order pickers, with examples of a number of routing methods for 
a single-block warehouse being presented in Table 1. 

Petersen (1997) carried out a number of numerical experiments to compare six 
routing methods: the S-shape, return, largest gap, mid-point, composite and optimal in 
a situation with random storage. He concludes that a best heuristic solution is on  
average 5% over the optimal solution. 
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Table 1. Routing Methods for a single-block warehouse. 

S-shape (or traversal) heuristic 

Description 

Routing order pickers by using the S-shape method means that any 
aisle containing at least one pick is traversed entirely. Aisles with-
out picks are not entered. From the last visited aisle, the order 
picker returns to the depot. For single-block random storage ware-
houses S-shape provides routes that, on average, are between 7% 
and 33% longer than the optimum solutions (see De Koster and Van 
der Poort (1998) and De Koster et al. (1998)). 

Advantages One of the simplest heuristics for routing order pickers. 
Drawbacks Outperformed by more complex heuristics. 

Return method 

Description 
An order picker enters and leaves each aisle from the same end. 
Only aisles with picks are visited. 

Advantages Another simple heuristic for routing order pickers. 
Drawbacks Outperformed by more complex heuristics. 

Midpoint method 

Description 

The midpoint method essentially divides the warehouse into two 
areas. Picks in the front half are accessed from the front cross aisle 
and picks in the back half are accessed from the back cross aisle. 
The order picker traverses to the back half by either the last or the 
first aisle to be visited. 

Advantages 
According to Hall (1993), this method performs better than the S-
shape method when the number of picks per aisle is small (i.e. one 
pick per aisle on average). 

Drawbacks 
More intricate practical implementation that S-shape or return heu-
ristics. 

Largest gap method 

Description 

The largest gap strategy is similar to the midpoint strategy except 
that an order picker enters an aisle as far as the largest gap within an 
aisle, instead of the midpoint. If the largest gap is between two 
adjacent picks, the order picker performs a return route from both 
ends of the aisle. The largest gap within an aisle is therefore the 
portion of the aisle that the order picker does not traverse. 

Advantages 
The largest gap method always outperforms the midpoint method 
and the S-shape when the pick density is less than about 4 picks per 
aisles (see Hall, 1993). 

Drawbacks 
From an implementation point of view, the midpoint method is 
simpler. 

Combined (or composite) heuristic 

Description 

Aisles with picks are either entirely traversed or entered and left at 
the same end. However, for each visited aisle, the choice is made by 
using dynamic programming (see Roodbergen and De Koster, 
2001). 

Advantages 

Outperforms the other heuristics in many instances. Roodbergen 
and De Koster (2001) compared six routing methods in 80 ware-
house instances and reported that the combined+ heuristic gives the 
best results in 74 of the 80 instances they analysed. 

Drawbacks 
Being dynamic, doesn’t allow the human order picker to familiarize 
with the routing heuristics. 
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2.2 Storage Assignment 

Products need to be distributed into storage locations before they can be picked to com-
plete customer orders. To assign products to storage locations a set of rules, designated 
storage assignment policy, can be applied (De Koster et al., 2007). Table 2 summarizes 
the storage assignment polices, along with their main advantages and drawbacks. The 
information in this table was summarized from the work of De Koster et al., (2007). 

Various possibilities exist for positioning the A-, B- and C-areas in class based low-
level picker-to-part systems. The optimum storage strategy depends on the routing poli-
cies (and on warehouse size and number of SKUs per pick route). In the warehousing 
literature, there is no set rule to define class partition (number of classes, percentage of 
items per class, and percentage of the total pick volume per class) for low-level picker-
to-part systems, though many studies on the subject exist (De Koster et al., 2007). 

Table 2. Storage assignment policies. 

Random storage 

Description 
Assigned location is selected randomly from all eligible empty 
locations with equal probability. 

Advantages High space utilisation (or low space requirement). 
Drawbacks Increased travel distance. 

Closest open location storage 

Description 
The first empty location that is encountered is used to store the 
products. 

Advantages Similar performance to the random storage policy (if products are 
moved by full pallets only). Drawbacks 

Dedicated storage 
Description Each location is dedicated to a product. 
Advantages Order pickers become familiar with product locations. 
Drawbacks Space utilisation is lowest among all storage policies. 

Full turnover storage 

Description 
Locations are assigned to products according to their turnover. 
Products with the highest sales rates are located at the easiest acces-
sible locations. 

Advantages Decreased travel distance (outperforms class-based storage). 

Drawbacks 
Each change in demand rates and product assortment requires a new 
ordering of products. Requires a more “information intensive” 
approach than random storage. 

Class based storage 

Description 

Products are grouped into classes in such a way that the fastest 
moving class contains only about 20% of the products stored but 
contributes to about 80% of the turnover. Each class is then as-
signed to a dedicated area of the warehouse. Storage within an area 
is random. 

Advantages 
Fast-moving products can be stored close to the depot and simulta-
neously the flexibility and low storage space requirements of ran-
dom storage are applicable. 

Drawbacks 
Full-turnover storage outperforms class-based storage in regards to 
the travel distance. Class-based storage requires more rack space 
than randomised storage. 
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3 The Case Study: Carregado 2 Logistic Operations Centre 

The Carregado 2 logistics operation centre (C2) project was the response to the neces-
sity of LS, as a market leader, to search for solutions that increase the competitive 
edge and further differentiate the company from other competitors. The initial goal of 
this project was to implement a multi-client and multi-product warehouse in which 
the operations where the human resources do not add value would be automated. It 
was also needed to maintain the flexibility of a conventional warehouse and integrate 
the automatic operations with the remaining manual operations. The end result was a 
state of the art 20,000 square metres warehouse. With its clever design, C2 has the 
capacity for 55432 stored pallets and 3700 picking positions. Currently, it receives 
forty to fifty trucks and dispatches seventy to seventy-five trucks each day  
(Fernandes, 2010). 

 

Fig. 2. Flowchart of the picking event 
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In Carregado 2 it is possible to identify six separated processes: reception, dis-
patch, automatic handling, co-packing, picking, reverse logistics. Besides these six 
processes there is also a support process, inventory. 

The picking is a very important process in C2. Being a vital service to the LS cli-
ents, the C2 was specifically designed to support picking. The outcome was a picking 
area that consists in corridors in the ground floor, below the storage shelves, and is 
served by the CPAs that operate between the corridors. 

The picking event (Fig. 2) is triggered by the influx of orders containing pallets 
with mixed products. This pallets need to be produced by a picker. Once the picking 
pallets are produced they are stored in the warehouse, in a buffer zone. Their dispatch 
is then processed normally. 

4 Methodology: Discrete Event Modelling 

Simulation is an extensively used technique for warehouse performance evaluation in 
the academic world as well as in practice. The simulation model2 was primary based 
on Discrete Event Simulation (DES), since process-centric modelling is used widely 
in logistics and warehousing in particular (AnyLogic, 2014). 

4.1 Model Structure 

The network based discrete event model developed for this work can be described 
theoretically as including three layers: infrastructure, process and population.  

The infrastructure is the network that guides the picker movements, containing all 
the available picking positions and produced pallets entrance stations. In the scope of 
the case study it was decided to simulate a full week of orders (week 45, 2014) from 
one client, which occupies a third of the warehouse (aisle 21 to 30, from 30 aisles) 
and it is served by up to eleven pickers. Warehouse schematics were drawn to serve 
as network, the backbone of the model space-awareness. 

As for the process, the model working logic is conceptually represented in Fig. 3. 
The key events are: 

1. A source object introduces orders, controlled by an arrival schedule mimicking the 
real arrivals.  

2. Pickers are selected and allocated to an order and the simulation of their movement 
begins with a delay object (acceleration).  

3. A decision object ponders the occurrence of an incident and the corresponding 
downtime, for added realism.  

4. A movement object moves the picker to its picking position, movement that is con-
trolled by the aforementioned network associated to the model. This network 
represents the warehouse.  

                                                           
2  Other details and information about the simulation model are available in the document 

mentioned in Footnote 1. 
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5. After moving, a delay object accounts for the deceleration of the picker. The exis-
tence of separate delays representing acceleration and deceleration permits the 
definition of the pickers in the network with their cruising speed, while still  
ensuring that simulation of movement is realistic.  

6. After decelerating, picking takes place and, if the order list continues, the model 
becomes iterative, proceeding to the acceleration object.  

7. If every product of the order list is picked a decision object evaluates which pro-
duced pallets entrance station is closer, taking into account the last picking loca-
tion.  

8. After movement to the appropriate pallet entrance, the picker is released and the 
order exists the model via a sink object. 

 

 

Fig. 3. Conceptual representation of the model (delays in bold, movements in italic) 

When programming the model (to achieve the concept represented in Fig. 3), the 
authors chose a structure with two main blocks: order entry and exit and picking. In 
both blocks extensive Java programing was applied along with the typical DES ob-
jects to fulfil the model needs. 

Order entry and exit simulates the arrival of orders and their allocation to a picker 
as well as the liberation of the picker and exit of the order after fulfilment. The source 
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object mimics the arrival of orders on week 45, 2014. As for the picking block, it 
consists of eleven blocks one for each of the pickers that can be allocated to this cli-
ent. By the authors’ observation in loco, it was decided that two of those pickers 
would be faster than average and one would be slower. 

All picking blocks have the same structure, varying only the proprieties of some 
events. Respecting the framework (Fig. 3), the picking block has an iterative nature to 
guarantee that an order keeps getting picked until it is completed, accurately simulates 
the pickers movements and is embedded with the possibility of incidents. Please note 
that, in order to obtain the values for the events, pickers were observed and timed in 
action, always consulting with representatives of LS about the values acquired for 
validation. The duration of events is represented by a triangular distribution. 

Lastly, the model population consists of “Orders”, the entity of the model, and 
“Pickers”, the resource. The performance measure (time) is registered in seconds. 

4.2 Verification and Validation of the Model 

If a model is to be accepted and used in general, verification and validation is an es-
sential phase of the model development process. Referring back to Reis (2010) for 
definitions: verification refers to the steps, processes or techniques the modeller de-
ploys to ensure the model behaves according to every initial specification and as-
sumption, while validation refers to the steps, processes or techniques the modeller 
(and any other interested party) deploys to ensure the model adequately represents 
and reproduces the behaviours of the real world phenomenon. 

In this work, the process of verification of the model embraced several steps and 
tests that were performed repeatedly throughout the development of the model. Be-
sides verification, the model was subject to validation. The validation technique 
adopted in this dissertation was based in the work of Reis (2010). The validation also 
included interviews and the comparison of outcomes between the model and real 
world results within the case study. 

5 Case Study Application 

As further elaborated in section 2, improvements in low level, manual-pick order-
picking processes is achieved commonly by focusing on six policies (please refer to 
Fig. 1) that normally stay within the sphere of tactical and operational levels, which is 
critical for a built warehouse where strategic decisions are already taken and are diffi-
cult and expensive to change. However there are specifics in C2, resultant primarily 
from the fact that C2 is a fully functioning automated warehouse. Because of the re-
strictions the case study presented, namely the lack of flexibility in the floor plan, lack 
of available space and difficulties to install different equipment, the authors chose the 
storage assignment and routing as the dimensions to improve. Within the case study, 
these dimensions were the only that would allow the implementation of conclusions 
in reality with a short cost and time frame. 
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In this section the different scenarios chosen by the authors for simulation will be 
presented, as well as results and conclusions. As explained, there are two dimensions 
for these scenarios: storage assignment policy (SAP) and routing method. The scenar-
ios fluctuate between three storage assignment policies: current, turnover, and ABC1. 
As for routing methods, five were selected for this work: return (scenario 1), random 
(scenario 2), “LSPickers” (scenario 3), s-shape (scenario 4), and midpoint (scenario 
5). These five routing methods are combined with every storage assignment policy. 
For comparison, a routing method identified as “original” (scenario 0) is also applied 
in the current storage assignment. Table 3 summarizes the scenarios, within the C2 
case study. 

Table 3. Case study scenarios. 

Scenarios Current SAP (A) Turnover SAP (B) ABC1 SAP (C) 
Return Routing (1) A1 B1 C1 

Random Routing (2) A2 B2 C2 
“LSPickers” Routing (3) A3 B3 C3 

S-shape Routing (4) A4 B4 C4 
Midpoint Routing (5) A5 B5 C5 

“Original” Routing (0) A0 - - 

5.1 Characterization of Scenarios 

As the name indicates, the current policy (scenario A) mimics the actual positions of 
each product in week 45, 2014. The positions of this policy respect a class-based stor-
age policy already implemented by LS in C2. Supported by literature, a turnover 
(scenario B) and a class-based (scenario C) storage assignments are also evaluated. 

Scenario B is the full turnover policy, a policy where products are distributed over 
the storage area according to their turnover. The products with the highest turnover 
are located closer to the entrance stations, whereas slow moving products are at the 
back of the warehouse. In this work the authors used the actual turnover (or pick vol-
ume) as measure, obtained from the orders supplied by LS. By corresponding the 
turnovers with the positions distance vector the storage assignment was obtained. This 
full turnover policy, by definition, outperforms class-based storage. However it re-
quires a new ordering of products every time the demand rates change. 

Scenario C is a class-based storage policy. It consists of three classes (A, B and C) 
each with a dedicated area of the warehouse. The use of three classes is common as 
further divisions, while providing additional gains in some cases, increase the space 
requirements. For the same reasoning of the full turnover policy, the class with the 
highest turnover products (A area) is closer to the produced pallets entrance stations 
and slow moving products (class C) are at the back of the warehouse. Since there is 
no firm rule to define a class partition, the authors selected an 80/19/1 turnover split 
specifically for this scenario. This split was achieved by analysis of the cumulative 
turnover curve, whilst minding the frequently applied Pareto principle (or the 80-20 
rule). So, to A class was assigned 20% of the products, responsible for 80% of the 
turnover, precisely as predicted by the Pareto principle, and B class was designated to 
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unhindered and where the pickers operate always with no drops in productivity. 
Please note that while not always corresponding to reality, this high productivity of 
the picking model does not disrupt the authors’ conclusions as every scenario ran in 
the same optimum picking ambience. 

 

Fig. 5. Ordered box-and-whisker diagram (in hours) of the picking time under the different 
scenarios 

 

Fig. 6. Box-and-whisker diagram (in hours) of the picking time under the different scenarios. 
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The results are presented in box-and-whisker diagrams (Fig. 5 and Fig. 6). These 
diagrams include minimum, first quartile, third quartile and maximum values for each 
scenario, all in hours for simpler reading and understanding. 

Through the analysis of Fig. 5, scenario A (current SAP) is the worst, and both 
scenarios B (turnover) and C (ABC1) present a similar and worthy performance. 
Also, routings 1, 4 and 5 (return, s-shape and midpoint) achieve the best results. 

In absolute terms, scenario B4 (combining s-shape routing and turnover SAP) 
represents the fastest picking times, with a significant performance gap vis-à-vis the 
current situation represented by A0. Scenarios B1, B5 and C4 follow closely, with 
high performances. 

The main conclusions to be drawn from these results, grounded on the attained re-
sults (see Fig. 6), are that in relation with the storage assignment methods: 

• The turnover SAP presents the best results, as expected by definition; 
• The ABC1 SAP presents results closer to the turnover SAP in every routing, while 

being easier to implement and requiring less time to administer; 
• The proximity of turnover and ABC1 performance renders the turnover SAP, with 

its added complications, less attractive; 
• As for the current SAP, it is grossly outperformed by the other two in every routing 

method, although there are extenuatory circumstances that could help explain the 
lack of performance like the product demand taken into consideration correspond-
ing to 90 days and the fact that scenarios B and C only assigned one position to 
every product which not always happens in scenario A. 

As for the routing methods: 

• Three groups of routing methods exist; 
• One, consisting of random and LSPickers, is by far the worst performing, thus 

assuring that a random behaviour is categorically hurtful to the productivity; 
• A second group, comprising only the original routing, serves as proof that the on-

the-fly routing decisions of the pickers equal a substantial loss of time over a week; 
• The third and final group consists of the best performing methods, return, s-shape 

and midpoint, all widely studied and applied. These three methods are the better 
performing methods, particularly s-shape and midpoint; 

• Under better performing turnover and ABC1 SAPs the performance gap between 
the random routings and the literature routings decreases. 

As main results: 

• It is clear that scenario A (current SAP), is seriously underperforming and that 
scenarios B (turnover) and C (ABC1) present a comparable and admirable per-
formance. Additionally routing 1, 4 and 5 (return, s-shape and midpoint respec-
tively) present the best results; 

• In absolute terms, scenario B4 (combining s-shape routing and turnover SAP) 
represents the quickest picking time, with a significant performance gap to the cur-
rent situation represented by A0. Scenarios B1, B5 and C4 follow with similar per-
formance. 
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6 Conclusions 

This work’s utmost motivation was the importance and costs of logistics. Today’s 
world would simply not function without logistics, being it the support of our every-
day activities. Warehousing is an integral part of every logistics system that plays a 
vital role in providing a desired level of customer service at the lowest possible total 
cost. And within warehouses and distribution centres, picking has come under in-
creased scrutiny. Order picking is the most labour-intensive operation in warehouses 
with manual systems, and a very capital-intensive operation in warehouses with 
automated systems, with any underperformance in leading to unsatisfactory service 
and high operational cost for the whole supply chain. Therefore, order picking is con-
sidered as the highest priority area for productivity improvements (Goetschalckx & 
Ashayeri, 1989; De Koster et al., 2007). 

Henceforth, the all-embracing objective of the present work is to assess and re-
structure the storage assignment in the picking area and the order picking process 
(explicitly the routing method) of a warehouse, Carregado 2 Logistic Operations Cen-
tre. Order picking is a labour-intensive operation, especially in an automated distribu-
tion centre like C2, and so it represents significant costs. 

To accomplish this objective a methodology was developed to assess the perform-
ance of the order picking in C2, taking in account various scenarios, respectively 
before and after the implementation of various storage assignment policies and rout-
ing methods. To this end a simulation model, based on discrete-event simulation, was 
created. To provide evidence for supporting or refuting the hypothesis of each sce-
nario, validating theories and, ultimately, the conclusions of this dissertation, the 
model collected the dimension time. This allowed assessing the performance, using 
picking time as measure, of the order picking in C2 under various scenarios. By ana-
lysing the results the current paradigm of the order picking was evaluated, as were 
possible modifications in storage assignment policies and routing methods. 

In total sixteen scenarios were evaluated. These bi-dimensional scenarios consist, 
in one dimension, of three storage assignment policies; current SAP (scenarios A), a 
full-turnover SAP (scenario B) and a class based SAP named ABC1 (scenario C). As 
for the other dimension, routing method, five methods were combined with every 
SAP; return (scenarios 1), random (scenarios 2), LSPickers (scenarios 3), s-shape 
(scenarios 4) and midpoint (scenarios 5). Also, the current SAP was also combined 
with the routing that was actually applied by LS pickers (named “original” and repre-
sented by a 0). This scenario (A0) was necessary to evaluate the current performance 
of picking and to serve as benchmark for comparisons. 

For C2, the results suggest that a class-based storage policy equal or similar too 
ABC1 is applied and that s-shape routing is enforced (scenario C4). This suggestion is 
backed by the top tier performance of this scenario, the previously mentioned advan-
tages of class-based storage over a full-turnover policy and by the fact that s-shape 
routing is already implemented in the warehouse management system. These altera-
tions, combined with perfect picking supply, would amount to serious performance 
improvements of more than 30%. 

In general, the authors would like to point out that inadequate routing only en-
hances the SAP shortcomings and, in what the authors think is the single most impor-
tant conclusion of this dissertation, that a culture of method should always prevail 
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over cunning actions, as the perceived short-term gains that pickers seek with their in-
the-moment decisions do not compensate the losses in productivity caused by the 
deviation from proven methods over a longer period of time. 
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Abstract. We are concerned with the routine crowd management
problem after a major event at a known venue. Without properly design
complementary transport services, such sudden crowd build-ups will
overwhelm the existing infrastructure. In this paper, we introduce a
novel flow-rate based model to model the dynamic movement of pas-
sengers over the transportation flow network. Based on this basic model,
an integer linear programming model is proposed to solve the bus transit
problem permanently. We validate our model against a real scenario in
Singapore, where a newly constructed mega-stadium hosts various large
events regularly. The results show that the proposed approach effectively
enables routine crowd, and achieves almost 24.1% travel time reduction
with an addition of 40 buses serving 18.7% of the passengers.

Keywords: Crowd management · Bus transit service · Vehicle routing
problem

1 Introduction

In architectural and urban design community, there is a growing trend to design
and build increasingly larger facilities that integrate diverse functions [18]. Exam-
ples of such facilities include stadiums, convention centers and airports. Oper-
ating such facilities with high volumes of human traffic is very challenging and
needs to be carefully planned. Issues related to the operation of such facilities
include, but not limited to, wayfinding inside the facility, routine crowd man-
agement, and emergency egress. In particular, to serve the transportation needs
of crowds moving into and out of such facilities, an important consideration is
to integrate mass transit to the facilities.

In this paper we focus on designing a bus transit service to complement
mass transit during the routine (i.e. non-emergency) situation after an event in
order to minimize total journey time of crowds. While such crowd dynamic is
predictable in both volume and timing (the planner should know exactly how
many people will be leaving the facility, and at what time), and all utilities
can be assumed to be in perfect working condition (which contrasts the case
of emergency egress, where the timing is uncertain, and some utilities could be
faulty), the planning problem is still challenging. The major challenge in the
c© Springer International Publishing Switzerland 2015
F. Corman et al. (Eds.): ICCL 2015, LNCS 9335, pp. 704–718, 2015.
DOI: 10.1007/978-3-319-24264-4 48
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routine crowd management problem is to avoid bottlenecks and crowd buildups,
which is hard to avoid since mass transit is designed to satisfy regular transport
demands and not demand surges. A popular solution adopted by many planners
is to complement mass transit with bus transit services, yet despite the long
history of using such services, optimizing its delivery has not received much
attention; in the end, results in the fixed-route and ad-hoc policies.

In the area of disruption management, however, there are rich literatures
on how to optimally utilize bus transit services to make up for the lost link or
capacity due to disruptions (for instance, in [5], [7], a two-step framework for bus
transit service planning is proposed). Despite the similarity between disruption
response and routine crowd management, they are fundamentally different, in
the following aspects. For disruption response, the priority is on restoring as
much connectivity as possible, and as a result, the modeling effort has been
mostly on maximizing the amount of flow that can pass through the point of
disconnection. For routine crowd management problem, on the other hand, the
focus is on experience management, which aims at minimizing total journey time
including both travel and waiting time. To accurately account for the journey
time, we have to modify the classical flow network so that both travel and waiting
times can be quantified and thus minimized.

The objective of this paper is to formulate and study the design of bus transit
services for routine crowd situations at event venues. In doing so, we make the
following three major contributions:

1. We formulate routine crowd scenario as a normalized flow network in which
the total journey time can be easily calculated.

2. We model the introduction of bus transit services as an increase to the link
capacities in the above normalized flow network, and we create an integer
programming model to derive the optimal design of the bus transit service
that would minimize the total journey time for all flows to reach destinations.

3. We demonstrate the practical usage of our model by solving instances
inspired by a real-world scenario. The key parameters of this scenario are
derived from a real-world public transport dataset in Singapore.

2 Literature Review

Operating the large-scale venue is very challenging due to the massive crowd
after the public events. Accelerating the crowd diffusion process is explored in
many aspects. On one hand, researchers seek for the optimal design of the egress
in the facilities[18],[1]. On the other hand, it is crucial to provide effective strate-
gies to handle the crowds at these venues by complementing the existing public
transportation network. In the literatures, majority of existing works related to
such topics focus on emergency evacuation planning [17],[14]. Stella et al. in [17]
talks about the way to speed up the egress under emergency. By adopting proper
strategies, they demonstrated the optimality with two benchmark performances.
Victor et al. in [14] introduces a variant of the vehicle routing problem and
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models the evacuee arrival behavior in a realistic manner. By applying capacity-
constrained buses, the problem aims at providing efficient services to minimize
the waiting time at locations for all of the evacuees. However, in [2], Vinayak et
al. addressed that there are fundamental differences exist in the evacuation traffic
dynamics and routine non-emergency operations. The variations are described in
the features including free flow speeds and maximum flow rates. But the planning
problem during non-emergency period receives much less attention. A network
optimization-based approach is proposed in [3] to support the efficient movement
of pedestrians. In [8], Lassacher et al. addressed some applicable methodologies
to deal with the routine crowd after an event, including traffic signal retiming,
and real-time traffic monitoring. In [11], the authors divided the routine crowd
problem into three sub-stages: leaving the venue, walking from the venue exit
to the bus station and being dispersed by means of transportation at the bus
station. In our work, we put our focus on the third stage where we provide bus
transit services to help disperse the massive people flow at venues after large
events.

In public transportation field, there are various works discussing about the
vehicle route planning problem with regard to three major topics: network
design, line planning and timetabling. Unlike the these works, whose focus were
on the strategic planning under daily traffic situations and improving the service
quality during a long term period, our work put the emphasis on complementing
the existing mass transit system during the large events through establishing
the temporary bus links. Reasonable bus planning strategy in context of the
daily situations might not be applicable under the large event scenarios as the
passengers demand change dramatically during special hours. Moreover, daily
bus service that is suitable for the long term period is unnecessary with respect
to the special cases, since the impact results from the event only last for a few
hours. Therefore, we seek strategic planning for the transportation services under
special situations.

One of the special cases is the metro infrastructure disruption management
problem. Contingency plans were investigated in case of disruption, which can
be found in [4] and [12]. A survey did by Pender et al. on the various practices
to manage the disruption in [13] , which indicated that bus transit service is the
most common way to minimize the negative impact of the disruption.

In [7], Konstantinos et al. proposed a methodological framework for planning
the bus services. There were two key steps: bus routes planning on the network
and shuttle bus assignment over the selected routes. The optimal bus routes
were generated by using a shortest path algorithm and improved by a heuristic
approach. Following this framework, Jin et al. in [5] formulated the problem by
applying a different approach for generating candidate bus routes compared to
[7]. Though the the two-step framework makes the problem tractable to some
extent, separation of the two processes, namely candidate routes selection and
resources assignment, may cause some inconsistencies. Whereas we optimize the
planning problem in an integrated manner, which covers both processes in one
optimization model and guarantees optimality for the two simultaneously.



Designing Bus Transit Services for Routine Crowd Situations 707

3 Normalized Flow Model for Routine Crowd at Facilities
with Ultra High Demand

3.1 Background

Defined formally, our problem canbe represented by a graph incorporating existing
public transport service lines, where stations are denoted as nodes and connectivi-
ties denoted as directed links. An example can be seen in Figure 1a, where there are
three lines, each represented by a different line style. Stations along all lines are rep-
resented as hollow nodes in Figure 1a, the node with ultra-high demand is shaded
as node s. Note that node s is not necessarily connected to existing stations, and
visitors at node s might need to find their ways to the closest station. This might
be feasible during normal circumstances, yet when the demand is beyond planned
capacity, this sudden inflow of demands might overwhelm the service provided at
the nearby stations.

Line①

Line②

Line③

Source node s

(a) An example of public trans-
portation network with a node
emitting ultra high demands.

s

d

d d d

l

boundary

ldestinationd rail station transfer station

(b) An example of individual’s trip
over the transportation networks

Fig. 1. Problem description

3.2 Overview

The problem is defined on a graph Ĝ = (N̂ , Ê), where the set N̂ represents all
stations, and the set Ê represents directed links connecting stations. Every link
is defined with a link-specific flow capacity, which will be defined next. In this
context, the bus transit service between two stations is essentially a way to add
capacity to the graph: if the selected two stations are not already connected, a
link with corresponding flow capacity will be created; if the selected two sta-
tions are already connected, its flow capacity will be increased accordingly. The
planning horizon is discretized into T time units with equal intervals, where T



708 J. Du et al.

is large enough for all travelers to reach their destinations even without any
transit service. The planned bus transit service can be dynamic, which means
that it can change over time. The total number of buses that can be deployed is
bounded by B.

Let s ∈ N̂ be the source node where surge demands originate. To focus
only on the part of graph where the transit service can reach within reasonable
amount of time, we define N ⊆ N̂ to be the set containing only nodes that
can be reached from node s within X minutes (X is empirically set to be large
enough to contain all nodes we will ever consider). Similarly, we define E ⊆ Ê
to contain all edges between nodes in N . The reduced graph G = (N,E) will be
our focus for the rest of the paper. To accurately estimate total journey time, for
a passenger who travels to a destination node d not in N , a transfer node l ∈ N
that’s closest to node d will be chosen as the transfer node, and the remaining
travel time will be accounted for from l to d. In other words, the total journey
time should contain two components: (1) from node s to transfer node l, and (2)
from transfer node l to destination d. For travelers whose destination nodes are
already in N , the transfer time will be set to 0. Figure 1b illustrates an example
of individual’s trip over the transportation networks.

3.3 Normalized Flow Network Model

In classical flow network models (such as the one introduced in [7]), the primary
focus is on flows, and journey time cannot be derived from the model directly. To
enable the quantification of journey time from flow networks, we introduce time
periods to the model. To ensure that the model is still tractable after we introduce
the time dimension, we make following assumptions. (a). The time period has
equal length; (b). Train arrives with equal frequencies; (c). Travel time on each
link is equivalent to the train frequency. With these assumptions, we can then
simply recover journey time by summing up flows waiting at all nodes across all
time periods. However, having uniform time periods implies that the travel time
between any pair of nodes has to be set to the same (single time period) as well.
To enable such normalization, for each edge we will calculate the normalized
flow rate to replace capacity, which intuitively refers to the amount of flow that
can pass through the edge within a single time period. (To understand how this
works, assume that it takes 5 minutes for a train with the capacity of 100 to
travel from a to b, the normalized flow rate for edge (a, b) is then 20 per minute.)

Formally speaking, we define nl,d
u,t to be the amount of flow waiting at node

u in time t, with destination node being d and transfer node being l. Similarly,
we define xl,d

u,v,t to be the flow going through the edge (u, v) in time t, with
destination node being d and transfer node being l. The normalized capacity of
the edge (u, v) in time t is defined as cu,v,t. In other words, for time period t, at
most cu,v,t units of flow can pass from u to v. The normalization procedure will
be described in detail in Section 3.4.
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3.4 Deriving Normalized Flow Capacity

As highlighted earlier, total journey time is composed of two major components:
the time required to move from s to the transfer node l, which is denoted as δs,l,
and the time required to move from l to the final destination d, which is denoted
as φl,d. If d ∈ N , φl,d will be set to 0, otherwise it will be pre-computed. δs,l, on
the other hand, will be computed from the normalized flow network as follows:

δs,l =
∑

t,u,d,l,u �=l

nl,d
u,t. (1)

The journey time can be computed as above since flow waiting at any nodes
other than the transfer node will require one time period to move forward. Next
we will explain how we can compute the normalized capacity.

Fig. 2. An example to illustrate the normalization procedure.

Figure 2 shows an example with two nodes explaining the rationality of the
normalization procedure, where ε is the capacity between the start point s and
destination d and Δt is the travel time from s to d before normalization.

The purpose of the normalization procedure is to normalize the capacity
of the link to be the amount of flow that can pass through in one time unit.
The normalized capacity is therefore ε/Δt. After normalization, at the time step
t = 1, the total journey time, which consists of wait time and travel time, for
the first ε/Δt unit of flow who successfully pass through the link is (1 + 0) ×
ε/Δt = ε/Δt. Similarly, the total journey time for the second ε/Δt unit of flow
is (1 + 1) × ε/t = 2ε/t. Generally, the total journey time for the ithε/Δt unit of
flow is (i − 1 + 1) × ε/t = iε/Δt. Thus the total journey time for all ε units of
flow is

∑t
i=1 iε/t = (1 + t)ε/2, which indicates the journey time over the link is

(1+Δt)/2. To correct the bias, we can adding a constant Δt−(1+Δt)/2 = (Δt−
1)/2 to the final average journey time via normalization. As in an optimization
model, adding constant to the objective function does not change the solution,
therefore, we maintain the calculation of δs,l as formula 1.

Total travel time out of the boundary can be measured according to the num-
ber of passengers at transfer node l at the last time step nl,d

l,T and the estimated
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shortest travel time from l to d: φl,d. Therefore, the total journey time that we
seek to minimize will be:

∑

s,l

δs,l +
∑

l,d

nl,d
l,T · φl,d. (2)

Finally, the bus transit service in our context can be thought of as either
creating a new edge with capacity αu,v or increasing the existing capacity cu,v,t
by αu,v. αu,v is the normalized capacity that corresponds to a particular bus
service connecting u and v. The transit can be time dependent, yet every assigned
bus need to complete its current service before being re-assigned to serve another
route. Our goal is to come up with a bus transit service that would minimize
the above total journey time.

4 The Integer Linear Programming (ILP) Model for
Dynamic Bus Transit Service During Routine Crowd

As highlighted in the previous section, the objective of introducing bus transit
service in our paper focuses on reducing total journey time, not making up for the
lost capacity (as in the cases of disruption management). The major innovations
we introduce in our mathematical model are: 1) normalization of link capacity
to reflect uniform time period length, and 2) the separation of node delay and
link delay. With these two modeling innovations, we can now formally introduce
the integer linear programming model for optimizing dynamic bus transit service
during the routine crowd. In our model, the objective is to minimize the total
journey time experienced by all travelers.

min
∑

s,l

δs,l +
∑

l,d

nl,d
l,T · φl,d.

Let qds,t be the demand size that comes out of node s with destination d in time
t. With such dynamic demand, (3) is to ensure the flow conservation for demand
node s, which states that the flow at s in time t is constrained by the flow in
time (t − 1) plus the difference between new demands and outgoing flow. Flow
conservation for other nodes is described by (4). The next two constraints, (5)
and (6), state that outgoing flow of a node u should not exceed the flow at node
u as well as the capacity of the edge taken.

∑

l

nl,d
s,t =

∑

l

nl,d
s,t−1 + qds,t −

∑

l,u

xl,d
s,u,t−1 ∀s, t, d, (3)

nl,d
u,t+1 = nl,d

u,t +
∑

w

xl,d
w,u,t −

∑

v

xl,d
u,v,t ∀u, l, d, t, (4)

∑

v

xl,d
u,v,t ≤ nl,d

u,t ∀u, l, d, t, (5)

∑

v

xl,d
u,v,t ≤ cu,v,t ∀u, l, d, t. (6)
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The decision variable ak,t
s,u,r is set to 1 if bus k is assigned to link (s, u) in

time t. This decision will add additional capacity of αs,u units to edge (s, u),
and is expressed in constraint (7).

cs,u,t = cs,u,0 +
∑

k,r

ak,t
s,u,r · αs,u, ∀s, u, t. (7)

In our formulation, each bus k is allowed to make one intermediate stop before
reaching its destination. In other words, a bus route should contain leg 1 and
leg 2, and is denoted as index r. The dependency between two legs of the same
bus route is specified in constraint (8).

ak,t
s,u,1 ≤ bk,t−1

s,u,1 +
∑

w

ak,t−1
w,s,0 ∀s, u, k, t. (8)

Although our model allows the same bus to be assigned to different routes over
time, it cannot be re-assigned unless it has completed the current assignment.
This temporal relationship is ensured by both (9) and (10). bk,ts,u,r is a derived
decision variable that is set to 1 when bus k starts its current trip, and its value
would increase monotonically by 1 at a time, until it ends its current service.
After the service terminates, the value of bk,ts,u,r will be reset to 0, and bus k can
be utilized in other service route, as noted by (11).

bk,ts,u,r ≤ τs,u · ak,t
s,u,r ∀s, u, k, t, r, (9)

bk,ts,u,r =

{
0 if bk,t−1

s,u,r + ak,t
s,u,r = τs,u;

bk,t−1
s,u,r + ak,t

s,u,r otherwise;
∀s, u, k, t, r, (10)

∑

w

ak,t
u,w,0 = 1 if ak,t−1

s,u,0 + bk,t−1
s,u,0 = 1 ∀s, u, k, t. (11)

Both (10) and (11) are nonlinear and have to be linearized. To linearize (10), we
introduce two additional variables yk,t

s,u,r and λk,t
s,u,r. Let L and U be the lower

and upper bounds of bk,ts,u,r, which equal 0 and τs,u−1 respectively. The nonlinear
constraint (10) can be re-written as:

⎧
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

bk,t−1
s,u,r + ak,t

s,u,r ≥ L · yk,t
s,u,r + τs,uλk,t

s,u,r

bk,t−1
s,u,r + ak,t

s,u,r ≤ τs,uλk,t
s,u,r + Uyk,t

s,u,r

yk,t
s,u,r + λk,t

s,u,r = 1
U(1 − λk,t

s,u,r) ≥ bk,ts,u,r

(1 − U)λk,t
s,u,r ≤ bk,ts,u,r − (bk,t−1

s,u,r + ak,t
s,u,r)

U(1 − yk,t
s,u,r) ≥ bk,ts,u,r − (bk,t−1

s,u,r + ak,t
s,u,r)

yk,t
s,u,r, λ

k,t
s,u,r ∈ {0, 1}

(12)

(11) can be linearized similarly, and in the interest of space, we will skip it.
Budget constraint (14) is to reflect the limited number of buses that are available.
The amount of demand with destination d is represented by βd and (13) is to
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make sure that in the last time period, all travelers must reach their respective
final destinations (either their true destinations, or the transfer nodes leading to
their real destinations that are outside of the boundary). Finally, the domains
of decision variables are listed as the last two constraints.

∑

l

nl,d
l,T = βd ∀d, (13)

∑

k,s,u,r

ak,t
s,u,r ≤ B ∀t, (14)

ak,t
s,u,r ∈ {0, 1} ∀s, u, k, t, r, (15)

bk,ts,u,r ∈ {0, τs,u − 1} ∀s, u, k, t, r. (16)

5 Experiment

The effectiveness of our model is demonstrated by a real-world inspired sce-
nario in Singapore, where a newly constructed multi-purpose national stadium
is designed to host large events. In this section, we first estimate passengers’
travel demands based on a real-world public transport dataset. We then per-
form computational experiments to measure the effectiveness of our ILP model.
We solve the ILP model using CPLEX 12.5.

5.1 Dataset Description

The public transport dataset we obtained from our industry partners is called
EZlink1 dataset, which contains each passenger’s boarding and alighting infor-
mation (the boarding/alighting stations and times). It contains over one million
card users’ tap records from 1 Nov 2011 to 31 Jan 2012. We use only records
from work days for consistency.

Inferring Destinations. For each card holder h, we maintain a list of candidate
destinations and append the station s′ to the list if: (1) s′ is the first station that
h registered as boarding in the morning (before 12 : 00) of a day; or (2) s′ is
the last station that h has registered as alighting during a day after 16 : 00. The
intuition behind this filtering process is based on the assumption that majority
of public transport users would depart from homes in the morning, and leave
their workplaces in the afternoon. By aggregating records collected over three
months, we can obtain the frequency of visited stations from the list.

Figure 3 plots an example of the candidate list extracted from 4 card holders.
Card holders maintain a set candidate destination stations. It is observed that
most of the card holders (1,2,3) in the figure have one dominant station s′ whose
frequency is much higher than the rest. This pattern is common when we process
the dataset. We consider a station s′ to be the home location for card holder h
if its appearance frequency is over 80%.
1 http://www.transitlink.com.sg/PSdetail.aspx?ty=catart&Id=1

http://www.transitlink.com.sg/PSdetail.aspx?ty=catart&Id=1
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 s1 
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 s3 
 s4 
 s5 
 s6 

(a) Card holder 1

 s1 
 s2 
 s3 
 s4 
 s5 

(b) Card holder 2

 s1 
 s2 
 s3 
 s4 
 s5 
 s6 

(c) Card holder 3

 s1 
 s2 
 s3 
 s4 
 s5 
 s6 

(d) Card holder 4

Fig. 3. Candidate destination list

If no dominant station can be detected in the list, we will try to cluster sta-
tions based on their distance. If the combined frequency of all stations belonging
to the same cluster is high enough, we will consider the home station to be within
the cluster. For example, card holder 4 in Figure 3d maintains a list of 6 sta-
tions. Although no dominant station can be found, we can identify the cluster of
(s1, s2, s3) as they are less than 800 meters from each other. And the combined
frequency for these 3 stations is 90.3%, well above the threshold. In this case, we
conclude that all of them are close enough to card holder 4’s real home and thus
we use station s1 as the representative home station. If dominant home station
cannot be found for a card hold after the above two checks, we will remove this
card from consideration.

In total, we have extracted |D| = 22 important destinations. The distribution
of each station s and the travel times from the national stadium s0 to s ∈ D are
shown in table 1. We treat the set of card users that we identified as representative
of the whole city.

Inferring Edge Capacity. We obtain the aggregate number of passengers on
rail way link (u, v) at time t from the EZLink dataset. The actual flow rate cu,v,t
on each link is extracted according to train frequencies. The edge capacity cu,v,t
in the model is represented by the additional flow rate, which is defined as the
spare space available for passengers and can be inferred from the designed flow
rate and actual flow rate .

cu,v,t = dcu,v − acu,v,t. (17)
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Table 1. Destination distributions.

station s percentage Δts0,s station s percentage Δts0,s
Yishun 7.6% 34 Aljunied 4.0% 10
Sembawang 7.4% 38 Simei 3.9% 21
Admiralty 6.9% 41 Hougang 3.8% 20
Yew Tee 6.0% 44 Boon Lay 3.8% 40
Ang Mo Kio 5.4% 24 Tiong Bahru 3.8% 16
Khatib 4.9% 32 Sengkang 3.7% 24
Tampines 4.5% 23 Bukit Batok 3.7% 36
Lakeside 4.5% 37 Bukit Gombak 3.7% 38
Pioneer 4.3% 42 Woodlands 3.6% 44
Choa Chu Kang 4.0% 42 Clementi 3.4% 29
Serangoon 4.0% 16 Toa Payoh 3.3% 22

We assume that the capacity of each bus is 140. In our experiment, the capacity
of bus is small compared to the capacity on the links. To reduce the solution
space (and make the numerical experiments tractable), we assume that we will
assign 4 buses at a time.

5.2 The Scenario

Let the stadium be the demand originator (s0) with up to 30, 000 people. Time
horizon is assumed to be T = 12 and is enough for all passengers to reach their
respective destinations. Each time period refers to 6 minutes. In total, there are
19 nodes (stations) and 38 links within the boundary.

5.3 Effectiveness

We first discuss the effectiveness of our approach by comparing our ILP model
to a rule-of-thumb assignment policy. After consulting industry experts on this
problem from a sports complex, they recommend a rule-of-thumb assignment
policy to create a recurrent bus service line running between the sports facility
and a major nearby station (called Cityhall station). Finally, we also assume
that the egress for all 30,000 visitors would occur at the same time. Travel
time reduction for both ILP model and rule-of-thumb approach is shown in
Figure 4a. Travel time decreases along the y-axis for both approaches as the
number of available buses increases along the x-axis. When the number of buses
is set to be 0, it shows the very baseline indicating the situation of assigning no
bus. On one hand, in terms of the average waiting time reduction, our ILP model
improve the total journey by 15.7 minutes, i.e., a 24.1% reduction, compared to
the no bus situation. On the other hand, with a fixed budget, the journey time
reduction of our ILP model is larger than the rule-of-thumb method, which indi-
cates that the ILP model is more effective in planning the bus transit services.
For example, with 40 buses, the ILP model saves almost 4 minutes (8% reduc-
tion) for each passenger compared to the rule-of-thumb assignment. This result
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Fig. 4. Effectiveness.

is not surprising as the rule-of-thumb assignment only considers the approximate
demand and does not change its strategy over time as need.

Figure 4b depicts the number of passengers that arrives at their target trans-
fer nodes over time horizon under 3 different situations. Arriving at the transfer
node is the first step of the whole trip. When there is no bus services incorpo-
rated, passengers gradually approach to the target transfer node with a much
slower pace. Before t = 7, when all things being equal, the naive rule-of-thumb
approach serves a increase of around 20% passengers when the planning horizon
is going up. This is a stark contrast to our ILP model, in which almost 82% of
passengers were sent to the transfer node in time t = 4.

One phenomenon observed from Figure 4b is that the ILP approach is not
only effective in sending people to the final destinations but also efficient in
sending passengers to the transfer node. However, the rate of sending passengers
towards the transfer node after t = 4 decreases significantly. On the other hand,
such rate for the rule-of-thumb approach keeps the same even after t = 4. This is
because the rule-of-thumb strategy requests all of the buses serving on the edge
from s0 to the preselected station, Cityhall, hence passengers quickly diffuse to
the transfer node. When t = 6, most of the passengers are sent to the transfer
node and serving on the route (s0,Cityhall) does not help any more. Rest of
passengers who did not reach the transfer node would have to rely on regular
train services and this accounts for the slower movement pace during this t = 6
and t = 7.

In our problem, besides the trip within the boundary, another significant
factor that affect the total journey time is the trip from transfer nodes to des-
tinations. In addition to the fact that the ILP model can disperse the crowd
to the transfer nodes quickly, it also assign passengers to the optimal nodes l
for making transfers. While for the rule-of-thumb approach, it fails to assign
passengers to the optimal transfers which lead to the situation that people may
take longer time to their final destinations.
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5.4 Effect of Stop

In this section, we discuss the effect of having alighting stops in our bus transit
service. For simplicity, we assume that buses can only start their services from
the demand node s0 and operate in 2 different ways: 1) creating a direct link
connecting two stations, and 2) creating a route with one alighting stop. We
assume that all 30, 000 passengers exit the source node simultaneously at time
t = 0.

We show the map illustrating the optimal bus routes taken by the above two
services in Figure 5. In Figure 5a, buses start from the national stadium (label
A with red circle) to a set of stations with label B. In figure 5b, buses start from
the national stadium and have one alighting stop labeled as B and then at the
same station, start their service towards the end of the service stop.

(a) Direct service (b) One stop service

Fig. 5. Bus routes

Figure 6 plots the average journey time experienced by passengers when the
number of employed buses varies along the x-axis. Intuitively, we observe that for
both services, the average journey time reduces as the number of bus increases.
Another observation from Figure 6 is that direct bus service is more effective
compared to setting an alighting stop under our scenario.

In our ILP model, buses serve for two major roles: (1) facilitate the movement
of crowds out of congested area near the demand node s0 (which reduce the travel
time within the boundary); (2) adjust passengers’ trip and accommodate them
to the proper transfer node l at lower-density area, which reduce the travel time
beyond the boundary. Easing the congestion near the demand node is the key
factor that affect passengers’ total journey time. Adjusting the transfer node
further improve passengers’ travel experience. As the number of buses is too
small to handle the demand (48 buses provides services for over 2% passengers),
plenty of passengers are clogged near station s0.
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6 Conclusion

In this work, we presented a novel normalized flow network approach to model
the routine crowd of a large-scale facility. With such movement model, we pro-
pose an ILP-based approach to generate the optimal bus transit services. The
results from a real-world scenario show that our ILP formulation obtains 24.1%
journey time reduction with only 40 buses providing services for 18.7% of the
passengers. Even compared to the rule-of-thumb strategy, where authorities set
a bus route based on experience, it is able to save 8% of the journey time for each
passenger. Furthermore, we learn that setting an alighting node along the bus
route is not a good choice when the number of available buses is not enough. The
future research is to seek more efficient approaches to handle problem instances
on a larger scale. In addition, we also look at extending the existing model to
provide online planning strategies.
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Abstract. We describe the construction, calibration and application of a  
discrete-event simulation model to estimate the potential effects of changes in 
airport infrastructure, operating procedures, and traffic intensity upon system 
performance. Logistic and regression models provide time-varying parameters 
for probability distributions used for physical processes. Detailed event logs of 
simulated aircraft activity and corresponding logs of actual aircraft operations 
allow us to validate the model and analyze the effects of normal disruptions and 
extraordinary events. With multivariate statistical analysis, we assess the influ-
ence of design capacity, airline scheduling practices and uncontrollable events 
on flight delays. We also estimate the effects of selectively removing airport as-
sets from service for major maintenance. 

1 Introduction 

In recent years, major U.S. airlines have altered their route structures and schedules to 
concentrate their flight activity at a few mega-hubs.  Consolidation of this sort and 
additional flights of express freight carriers strain some airports while others find 
themselves with unplanned excess capacity.   Airport planners thus seek ways of bet-
ter utilizing existing assets in some environments, intelligently expanding them in 
others, and selectively removing assets from service to reduce operating costs where 
precipitous drops in traffic have occurred.   

Highly sophisticated simulation  models have been used for decades to aid in the 
design of airports and simulate air traffic with remarkable realism [1,2,3,4,5,6,7,8,9, 
10,11,24]. These detailed engineering models are excellent for studying system beha-
vior in microscopic detail but they carry enormous overhead for studies that are more 
strategic in nature.  Traditional operational research models, in contrast, have been 
used for optimizing aspects of airport activity such as timing pushbacks, sequencing 
arrivals or departures, performing regular gate services,  or performing special servic-
es such as de-icing aircraft [14,15,19,20,25,29].  The OR  models, however,  tend to 
ignore stochastic aspects of system behavior or  necessary interactions with other 
parts of the system [6,17,23,26].  In developing our models, we strive to capture the 
essential interactions of key system components, represent the system with sufficient 
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granularity, and facilitate the efficient conduct of experiments with multiple replica-
tions of a wide range of planning scenarios and operating rules.   The integrative con-
ceptual framework is the representation and control of the system as a network of 
staged queues [12,21,22]. 

2 Staged Queues as the Integrating Framework 

We model the three domains (airline operations, airport facilities and ATC) by mov-
ing simulated aircraft through a network of staged queues – some physical, others 
conceptual. Aircraft arrivals are generated according to daily schedules of individual 
airlines but with random deviations appropriate for the scenario being simulated. The 
scenario is defined by local weather conditions, weather in airspace sectors through 
which arrivals and departures take place, and conditions at major hub airports which 
may cause bunching of arrivals and traffic holds for departures. For Lambert St. 
Louis, arriving aircraft are placed in conceptual queues at the final approach fix 
(FAF) for an active runway (Figure 1). Movements of aircraft are simulated from the 
FAF until the designated flight’s activity at the airport is completed (with termination 
at the gate, or, if continuing to another destination, after turnaround and departure). At 
Frankfurt, the flight data contain the time at which flights enter the terminal environ-
ment “10 minutes out” for vectoring to the final approach. For Frankfurt, therefore, 
we impute a FAF for the runway with an appropriate offset of time to reach the im-
puted FAF. 
 

  

Fig. 1. Final Approach Fixes for Arrivals at Lambert St. Louis and Frankfurt, Germany 

Simulation entities for flights that terminate at the airport are removed from the 
simulation after reaching the gate and the gate is made available for originating flights 
that are generated by the model according to schedule (with random perturbation if 
desired) or for a new arrival. 

Figure 2 illustrates the physical layout of runways, taxiways and ramp areas with 
key intersections that aircraft traverse from the points of touchdown to the gates and 
from the gates to the points of liftoff.  We identify points on the airport surface where 
aircraft may be staged as they progress from runways to gates and vice versa. Routes 
between staging points across ramps and along taxiways are mapped and aircraft are  
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Fig. 3. Staging Points on Ramps for Arrivals and Departures of Individual Airlines 

3 Data Required for Model Calibration and Validation 

Calibration and validation of the model require integration of gate data maintained by 
individual airlines and flight data that are maintained by ATC systems for aircraft that 
operate under instrument flight rules (IFR). The analytical process is illustrated in 
Figure 4. From airline data we acquire information about aircraft type, origin and 
destination for the flight leg, and the scheduled and actual times of arrival or depar-
ture (pushback) at the gate. From ATC data, we obtain the time when an arriving 
flight reached the FAF and when it landed (touched down) on the runway. For depart-
ing flights, ATC data indicate the takeoff (liftoff) time. Merging these data, we are 
able to determine the itineraries of flights that arrive at the airport with continuing 
legs and generate the files used to activate arrivals and originating flights in the simu-
lation model. Routings along taxiways and staging of aircraft to coordinate traffic on 
the airport surface occur at the discretion of ATC ground controllers who are located 
in the airport control tower alongside controllers of traffic in the local airspace. Direct 
observation and interviews with ATC controllers are required to understand the com-
binations of runways, taxiways and staging points used for arrivals and departures 
under different wind and weather conditions. Separation standards (used to space 
arrivals at the FAF and provide appropriate time intervals between successive takeoffs 
from the same runway) are derived from operating policy manuals. Airports at the 
point of origin for inbound flights and airports at the destination of outbound flights 
are grouped according to ATC sectors. This enables deviations from schedule to con-
tain systematic elements related to wind and weather – which affect arrival itineraries 
and runways in use. 

Aviation is particularly prone to the effects of severe weather and airport opera-
tions can be affected by conditions or events outside the immediate vicinity. Histori-
cal data of weather reports at the airport, at connected hubs and at airports in adjacent 
ATC sectors through which flights occur allow us to determine the conditions under 
which the operations took place and to design simulation scenarios accordingly. 

4 Modeling Tools 

For the discrete-event simulation, we use ARENA 14.7 on a Windows platform. Heu-
ristic scheduling and sequencing procedures are able to be written in C++ or Visual 
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Basic and called by “event” blocks when the modeling logic requires them. The simu-
lation is run in replicating mode (suppressing animation) to allow statistical tests of 
the effects of factors or strategies covered in the experimental scenarios. Adverse 
weather conditions in airspace sectors and at hub airports that affect traffic move-
ments into and out of the local airspace are simulated by blocking aircraft from enter-
ing designated sectors (using either user-defined schedules or exponential probability 
distributions for successive events and their duration) and placing affected aircraft in 
queues for orderly release when the traffic restrictions expire. 
 

 

Fig. 4. Analytical Process 

Arrivals for scheduled service in each simulation replication are generated with 
random variation imposed on their scheduled arrival times and stacked at the FAF. 
The file of arrivals is read by Arena, which creates a simulation entity (aircraft) that 
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progresses through the system depending on its scheduled activity and availability of 
required resources (taxiways, ramps, staging points, gates, personnel and equipment) 
as simulated events occur.  Arrivals and departures for other (general aviation) aircraft 
are generated randomly through the day (using exponential distributions at the highest 
hourly rate and thinned randomly to create hourly intensity determined by historical 
patterns of flight activity or exogenous planning assumptions).    Airport locations 
(gates) for arrivals and departures of general-aviation aircraft are assigned randomly 
(as each flight is generated) in conformity with levels of activity at the respective 
fixed-base operations. 

A subroutine assigns the aircraft to one of the active runways and the route to be 
followed from the point of landing to an available gate for the airline. Taxi-route 
segments are defined so that they have associated resources with capacity to hold a 
designated number of aircraft. Originating flights (as opposed to continuing flights) 
are placed at an available gate for the airline at the later of its scheduled departure 
time or the time at which a gate becomes available for it (i.e., freed by a terminating 
flight). We assume that aircraft for originating flights are available. The model, in its 
present form, does not force a reconciliation of inbound and outbound aircraft for 
each carrier. This could be done by artificially defining every arrival and departure as 
a continuing flight with a unique flight number (perhaps a combination of the inbound 
and outbound number).  

Parameters for the simulation model are estimated using logistic and regression 
models which are developed and maintained by the Statistical Analysis System 
(SAS). Likelihood (and length of) of an arrival delay for an airline’s flight might, for 
example, be stated as a function of scheduled hour of day, total duration of the flight, 
whether the flight originated at a major hub, and an interaction term for arrival sector 
and runways in use. SAS is also used to generate the files of arrivals for individual 
airlines (with some flights terminating and others continuing after turnaround at the 
gate) in conformity with historical airline schedules and imposition of random varia-
tion. SAS is used similarly to generate the file of originating flights for the simulated 
scenario. Scheduled flight activity  may be intensified or thinned by inserting new 
flights (indicating airline, flight number, origin, destination, aircraft type and sche-
duled time) or removing existing flights. Randomness in arrivals and departures of  
scheduled flights is imposed with daily and hourly time-varying means and standard 
deviations determined from historical airline gate data. Flows inbound from a sector 
or hub airport may be adjusted to simulate the effects of unusual conditions or events. 
Flows outbound from the airport may also be regulated to reflect flight restrictions in 
departure sectors or into destination airports. 

5 Metrics for System Performance 

Airport activity varies throughout the day, with a tendency for flights to concentrate 
in popular times. Table 1 contains statistics for departures that occurred over 364 
consecutive days at Lambert St. Louis Airport. Note how delays propagate through 
the schedules as the day progresses. Some delays (such as weather) are highly  
correlated among carriers depending on schedules and routes flown (in our  
case, represented by airspace sectors and major connecting hubs). Others (such as 
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preparing a plane for departure or taxiing on a taxiway segment) that result in appropri-
ate behavior cumulatively, and to validate model’s behavior under realistic scenarios 
(and overall) using higher-level statistics available from operating data.  An iterative 
analytical process is required – which involves continuous looping through the stages 
represented in Figure 4. Constructing regression models from the simulated data and 
comparing their structure with those derived from historical data (for the base set of 
operating assumptions) helps to ensure that relevant factors are considered and that their 
influence is consistent with theory and operational history.    

Table 5. Factors Affecting the Likelihood of Delays for flights from a Gate Group in Frankfurt 
(left) and in St. Louis (right) 

   
 

To show the correspondence between historical delays and those generated by the 
model for the most frequent operating practice, we present statistics for 364 days of 
actual airport activity in Table 6 and statistics for 100 days of simulated activity in 
Table 7.  This simulation scenario is a base case involving the use of  RWY 30R for 
arrivals and RWY 30L for departures and an assumed level of general aviation activi-
ty similar to recent months.   The statistic “average delay” in Table 6 includes nega-
tive values (early arrivals and departures).  The “truncated delays” are computed by 
treating an early arrival or departure as having a delay = 0. 

Table 6. Actual Delays Computed from 364 Days of Gate Activity 

 
 

For this base case, we placed scheduled airline flights at the final approach fix (FAF) 
with random deviations based on a regression fitted with historical data.  Deviations 
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from schedule for gate arrivals are shifted back to the FAF using average approach and 
taxi times for the runway in use.  We defined 0-1 indicator variables for each hour of the 
day and used the resulting regression models to generate flight delays for each carrier.  
For example, the equation for arrival delays of one carrier took the form:  

expminutesdelay=8.0 -15.6  * hour7  -7.8 * hour8 -5.8 * hour9  -5.7 * hour11     
+ 8.1 *    hour16 +10.0  * hour17 + 14.6 * hour18 +3.6  * hour19  
+ 13.4 *  hour20 +3.5 * hour21 +11.8 * hour22  
+ 2.2 * nesector  -4.4 * swsector . 

The residual standard error for that regression model was 36.0.  The deviation from 
schedule for that airline’s individual flights was set at max{-20,int(expminutesdelay+ 
36.0 * (standard normal deviate))}.  In contrast, for general aviation, we generate 
arrivals and flight originations used exponential inter-arrival times at the highest hour-
ly rate for the day and “thin” them to create the expected time-of day variation.  

Departure delays in the simulated activity for scheduled flights were the result of a 
two-step process involving pairs of logistic and regression models that were fitted 
separately for continuing flights and originating flights of individual carriers.  For the 
former, we used a logistic regression model such as the following to determine the 
probability of a delay for an airline’s flight: 

probpbdelay =  1/(1+exp( 0.54 + 1.48  * hour6 + 1.18  * hour7 + 1.11  * hour8 
+ 1.04  * hour9 + 0.89 * hour10 + 0.58  * hour11 + 0.34 * hour15 
 + 0.37 hour18 +  0.83 * hour20  -0.28 * nesector  --0.49* swsector 
+ 0.84 * sesector )). 

We then used regression equations calibrated with cases that experienced delays to 
estimate the lengths of delays, given they occur. 

Table 7. Delays Computed from 100 Days of Simulated Activity 
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7 Achieving Proper Analytical Balance in Future Research 

Our simulation prototype was created to facilitate the analysis of airport ground oper-
ations with due consideration of the major intersecting spheres of activity and respon-
sibility. It captures essential characteristics of the system in each operational sphere 
and links them with staged queues at the interfaces. Optimizing heuristics may be 
embedded in portions of the Arena simulation model and the effects of their solutions 
may be tested with consideration of stochastic system behavior. Solutions from de-
terministic optimizing models may also be driven through the model to see their ef-
fects on other aspects of the operation and to examine whether promised gains from 
their use are achievable in a stochastic environment. 

The prototype was originally constructed to represent traffic in the dominant oper-
ating environment at St. Louis Lambert Airport (using runways 30L and 30R for de-
partures and arrivals) and behavior was validated using complementary flight data for 
just a few weather scenarios.  The model has since been extended and calibrated for 
opposite traffic flows (using runways 12L and 12R); occasional traffic on runway 6-
24 when strong crosswinds require such use; and use of runway 11-29 for occasional 
westerly departures from Terminal 1 and occasional easterly arrivals to Terminal 1. 
With a full year of complementary flight data (giving times at the FAF and indica-
tions of runways used for arrivals and departures), we will be able to refine the statis-
tical models for arrival delays to take landing direction (and needs for circling to the 
FAF) into account. Lambert Airport is to be simulated with the current configuration 
of taxiways and with new taxiway designs conforming to current FAA standards. In 
the process, crude estimates of taxi-time distributions will be refined with additional 
measures from direct observation. Models for fuel burn considering taxi time and idle 
times under power will be appended to the report generators to assess economic and 
environmental effects of alternative airport configurations and operating practices. 
Further refinements estimating stop-and-go behavior on runways and taxiways to give 
better estimates of fuel burned and resulting emissions are also possible.  

Despite the common factors that affect system performance at different airports,  
the impact of improved decision-making processes in airside operations is highly 
dependent on the specific problem domain and on the conditions under which the 
system operates. Traffic levels have dropped since Lambert Airport was a major hub 
to TWA and American Airlines; so the impact of innovative scheduling methods there 
will have to be assessed by concentrating on scenarios involving artificially inflating 
traffic to the higher historical levels, or situations where the system is under stress 
from factors such as severe weather. For investigation of strategies to improve per-
formance of systems with traffic closer to design limits, we are applying the model to 
flight operations at Frankfurt Airport, Germany. Conceptually the problem is the same 
and the layouts of the airfields are quite similar. Selection of taxi routes from points 
of landing to staging points for arrival at gates and from gates to staging points for 
departure may be more complex (and dynamic) in the Frankfurt environment, with 
more opportunities for intersecting traffic. 
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8 Discussion and Conclusion 

As we seek balance between the highly detailed engineering simulations of airspace 
and airports with microscopic detail, on one hand, and operations research models 
designed for strategic optimization of parts of the system, on the other hand, we strive 
to incorporate necessary details of the operating environment and avoid the “flaw of 
averages” when studying airside operations of commercial airports. We also try to 
keep the investigation of strategic alternatives computationally tractable. We believe 
that our analytical framework involving networks of staged queues and discrete-event 
simulation with embedded heuristics offer a good balance.  

We finally recognize that airline personnel and ATC respond to situational oppor-
tunities in a more flexible manner than our model (and others) allow. Ultimately, the 
effects of operating with different physical constraints, operating rules and supporting 
resources are determined by the motivation and creativity of actors in the real system. 
With further applications and refinement of our models in North American and Euro-
pean settings, however, we hope to identify opportunities for better utilizing existing 
assets and efficiently deploying new assets for air transportation. 

References 

1. Atkin, J.A.D., Burke, E.K., Greenwood, J.S., Reeson, D.: An examination of take-off 
scheduling constraints at London Heathrow airport. Public Transport 1(1), 169–187 (2009) 

2. Atkin, J.A.D., Burke, E.K., Ravizza, S.: The airport ground movement problem: past and 
current research and future directions. In: 4th International Conference on Research in Air 
Transportation, Budapest, June 01–04, 2010, pp. 131–138 (2010) 

3. Bazargan, M., Fleming, K., Subramanian, P.: A simulation study to investigate runway ca-
pacity using TAAM. In: Proceedings of the 2002 Winter Simulation Conference,  
pp. 1235–1242 (2002) 

4. Bertino, J., Boyajian, E.: 21st Century Fast-time Airport and Airspace Modeling Analysis 
with Simmod. Managing the Skies 2011, 21–23 (2011) 

5. Brentnall, A.R., Cheng, R.C.H.: Some Effects of Aircraft Arrival Sequence Algorithms. 
The Journal of the Operational Research Society 60(7), 962–972 (2009) 

6. Bubalo, B., Daduna, J.R.: Airport capacity and demand calculations by simulation – the 
case of Berlin-Brandenburg International Airport. Netnomics 12, 161–181 (2011) 

7. Capozzi, B., Brinton, M., Churchill, A., Atkins, S.: The metroplex simulation environment. 
In: 2013 IEEE/AIAA 32nd Digital Avionics Systems Conference (DASC), p. 1E5-1) 
(2013) 

8. Federal Aviation Administration. SIMMOD Reference Manual AOR-200, Office of Oper-
ations Research, Federal Aviation Adminstration, Washington, D.C. (FAA, 1989). 
http://www.tc.faa.gov/acb300/how_simmod_works.pdf 

9. Fishburn, P.T., Golkar, J., Taafe, K.: Simulation of transportation systems. In: Proceedings 
of the 1995 Winter Simulation Conference, pp. 51–54 (1995) 

10. Gilbo, E.P.: Airport capacity – representation, estimation, optimization. IEEE Transactions 
on Control Systems Technology 1, 144–154 (1993) 

11. Gotteland, J.B., Durand, N., Alliot, J.M., Page, E.: Aircraft ground traffic optimization.  
In: 4th USA/Europe Air Traffic Management Seminar, pp. 04–07 (2001) 



Application of Discrete-Event Simulation to Capacity Planning at a Commercial Airport 733 

12. Gue, K.R., Kang, K.: Staging queues in material handling and transportation systems. In: 
Peters, B.A., Smith, J.S., Medeiros, D.J., Rohrer, M.W. (eds) Proceedings of the 2001 
Winter Simulation Conference, pp. 1104–1108 (2001) 

13. Herrero, J.G., Berlanga, A., Molina, J.M., Casar, J.R.: Methods for operations planning in 
airport decision support systems. Applied Intelligence 22(3), 183–206 (2005) 

14. Horstmeier, T., de Haan, F.: Influence of groundhandling on turn round time of new large 
aircraft. Aircraft Engineering and Aerospace Technology 73(3), 266–270 (2001) 

15. Khadilkar, H., Balakrishnan, H.: Network congestion control of airport surface operations. 
Journal of Guidance, Control and Dynamics, 19 (2013) 

16. Norin, A., Granberg, T.A., Varbrand, P., Yuan, D.: Integrating optimization and simulation 
to gain more efficient airport logistics. In: Eighth USA/Europe Air Traffic Management 
Research and Development Seminar (2009) 

17. Odoni, A.R., Bowman, J., Delahaye, D., Deyst, J.J., Feron, E., Hansman, R.J., Khan, K., 
Kuchar, J.K., Pujet, N., Simpson, R.W.: Existing and required modeling capabilities for 
evaluating ATM systems and concepts, International Center for Air Transportation,  
Massachusetts Institute of Technology (1997) 

18. Offerman, H.: Simulation to Support the Airport Stakeholder Decision-Making Process. 
Air and Space Europe 3(1/2), 60–67 (2001) 

19. Ravizza, S., Chen, J., Atkin, J.A.D., Burke, E.K., Stewart, P.: The trade-off between taxi 
time and fuel consumption in airport ground movement. Public Transport 4(1–2), 25–40 
(2013) 

20. Sherali, H.D., Hobeika, A.G., Trani, A.A., Kim, B.J.: An integrated simulation and  
dynamic programming approach for determining optimal runway exit locations. Manage-
ment Science 38(7), 1049–1049 (1992) 

21. Smith, L.D., Nauss, R.M., Mattfeld, D.C., Li, J., Ehmke, J.F.: Scheduling Operations at 
System Choke Points with Sequence-dependent Delays and Processing Times. Transporta-
tion Research Part E 47(5), 669–691 (2011) 

22. Smith, L., Ehmke, J.F., Mattfeld, D.C., Waning, R., Hellmann, L.: Strategic decision sup-
port for airside operations at commercial airports. In: González-Ramírez, R.G., Schulte, F., 
Voß, S., Ceroni Díaz, J.A. (eds.) ICCL 2014. LNCS, vol. 8760, pp. 132–150. Springer, 
Heidelberg (2014) 

23. Snowdon, J.L., MacNair, E., Montevecchi, M., Callery, C.A., El-Taji, S., Miller, S.: IBM 
journey management library: An arena system for airport simulations. The Journal of the 
Operational Research Society 51(4), 449–456 (2000) 

24. Wei, G., Siyuan, J.: Simulation study on closely spaced parallel runway analysis using 
SIMMOD Plus. In: 2010 International Conference on Intelliget Computation Technology 
and Automation, pp. 344–347. IEEE (2010) 

25. Yan, S., Shieh, C., Chen, M.: A simulation framework for evaluating airport gate assign-
ments. Transportation Research Part A 36, 885–898 (2002) 

26. Zografos, K.G., Madas, M.A.: Development and demonstration for an integrated decision 
support system for airport performance analysis. Transportation Research Part C 14, 1–17 
(2006) 



Discrete Speed in Vertical Flight Planning

Zhi Yuan1(B), Liana Amaya Moreno1, Armin Fügenschuh1, Anton Kaier2,
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Abstract. Vertical flight planning concerns assigning optimal cruise
altitude and speed to each trajectory-composing segment, such that the
fuel consumption is minimized, and the arrival time constraints are sat-
isfied. The previous work that assigns continuous speed to each segment
leads to prohibitively long computation time. In this work, we propose a
mixed integer linear programming model that assigns discrete speed. In
particular, an all-but-one speed discretization scheme is found to scale
well with problem size with only negligible objective deviation from using
continuous speed. Extensive experiments with real-world instances have
shown the practical effectiveness and feasibility of the proposed speed
discretization approach.

Keywords: Flight planning · Mixed integer programming · Variable
discretization · Piecewise linear interpolation

1 Introduction

Air transport is an important component of many international logistics net-
works, including transportation of goods and people. Planning a fuel-efficient
trajectory for each flight is a practically important and computationally hard
optimization problem. Such a flight trajectory is in general four-dimensional
(4D), which consists of horizontally a 2D route on the earth surface, vertically,
a number of discrete admissible altitude levels, and a time dimension controlled
by aircraft speed such that the flight can arrive within a certain strict time win-
dow. Due to the computational difficulty of such a 4D optimization problem, in
practice, it is usually approached in two separate phases [2]: a horizontal opti-
mization phase that searches for a trajectory on the earth surface consisting of
a set of segments, to which an optimal altitude and speed is assigned to in the
subsequent vertical optimization phase.

In this work, we focus on the vertical flight planning problem. The vertical
profile of a flight includes five stages: take-off, climb, cruise, descend, and land-
ing. Here we focus on the cruise stage, since it consumes the most fuel and time
during a flight, while the other stages are relatively short and usually have fixed
procedures due to safety considerations, which leaves little flexibility for fuel
c© Springer International Publishing Switzerland 2015
F. Corman et al. (Eds.): ICCL 2015, LNCS 9335, pp. 734–749, 2015.
DOI: 10.1007/978-3-319-24264-4 50
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optimization. Computing an optimal altitude profile in the absence of wind can
also provide estimated altitude for the 2D horizontal trajectory optimization [12].
Such a steady-atmosphere optimal altitude profile increases approximately lin-
early as fuel burns, however, it becomes irregular if altitude-dependent wind
is considered [9]. A recent research by Lovegren and Hansman [10] confirmed a
potential fuel saving of up to 3.5% by reassigning only altitude and speed to fixed
flight trajectories, based on a study of 257 real flight operations in US. However,
no time constraint is taken into account in their computation as in real-world
airline operations. In such case, there exists a backward dynamic programming
approach to compute fuel-optimal vertical profile [17].

A practical challenge in airline operations is to handle time constraints, espe-
cially delays, due to disruptions such as undesirable weather conditions, unex-
pected maintenance requirements, or waiting for passengers transferring from
other already delayed flights. Such delays are typically recovered by increasing
cruise speed, such that the next connection for passengers as well as for the air-
craft and the crew can be reached [1]. Varying cruise speed may also be useful,
e.g., to enter a time-dependent restricted airspace before it is closed (or after
it is open), or when an aircraft is reassigned to a flight that used to be served
by a faster (or slower) aircraft. The industrial standard suggests using a cost
index procedure to vary cruise speed. This requires inputing a value that reflects
the importance between time-related cost and fuel-related cost. The use of cost
index was criticized due to the difficulty to quantify the time-related cost in the
presence of delay, thus a dynamic cost index approach has been proposed to this
end [6]. However, such approach still cannot handle explicitly hard time con-
straints, such as the about-to-close airspace. Aktürk et al. [1] formulate the time
constraint explicitly into their MIP model in the context of aircraft rescheduling.
Their model uses only constant speed. Yuan et al. [17,18] explicitly include the
time constraint and the use of variable speed in the vertical flight planning.

In [17,18], the vertical flight planning problem with variable continuous speed
is identified as a mixed-integer second-order cone programming (MISOCP) prob-
lem. The second-order cone constraints consist in calculating the flight time, and
the integer variables consist in the 2D piecewise linear interpolation of the fuel
consumption function, as well as the selection of discrete admissible altitude lev-
els. The MISOCP model is reformulated as a mixed-integer linear programming
model by applying linear approximation techniques [4,8] and various piecewise
linear approximation techniques. Despite the performance boost by using the
linear approximation of the MISOCP model, the long computation time still
prevents it from being a practically feasible approach.

In this present work, we study an alternative model for the vertical flight
planning problem with discrete speed, i.e., only a set of speed levels can be
selected for each segment. The use of speed discretization replaces the quadratic
cone constraints by linear constraints, and it also reduces the 2D piecewise lin-
ear fuel function to 1D, at the expense of introducing more binary variables.
We experimentally investigate the computation scalability of the discrete speed
model, and carefully analyze the discretization error that leads to differences in
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the objective value. In particular, to balance the computational scalability and
the discretization error, an all-but-one discretization, which discretizes speed on
all but one segments, appears to be the most practically viable approach.

2 Vertical Flight Planning: The Problem Description

In the vertical flight planning problem (VFP), we are given a set of segments
that compose the flight trajectory. The wind information for each segment is
given in both the track direction (flight direction) and cross-track direction. The
task is to assign an altitude and a speed to each segment, such that the flight
consumes the least fuel while the arrival time constraints are satisfied. The alti-
tude and the speed on each segment are invariant, and they can only be changed
at the beginning of each segment, due to safety requirements. The cruise stage
under consideration in this work starts after the initial climb has brought the
aircraft above the crossover altitude of around 29 000 feet. Depending on the
flight direction (eastwards or westwards), a set of discrete admissible flight alti-
tudes are allowed. We consider IFR RVSM flight levels [13], where two adjacent
flight levels usually differ by 1 000 feet, and the eastwards and westwards flights
are allowed to fly in alternate flight levels.

The aircraft manufacturers provide the aircraft performance data as unit dis-
tance fuel consumption, which depends on three factors: aircraft speed, altitude,
and weight. Each aircraft’s unit distance fuel consumption data is measured at
discrete levels of each of the three factors. For a given value that does not lie on
these measured levels, it needs to be linearly interpolated by adjacent grid points.
An illustrative example is given in Fig. 1. As can be observed, in general, the
heavier the weight, the more fuel is consumed; besides, the higher the altitude,
the less fuel is burnt. If no time constraint is considered, a fuel-optimal vertical
profile can be determined by a backward dynamic programming approach [17]
by enumerating all speed and altitude levels from the last segment to the first
segment. However, if the arrival time constraint is enforced, such as to avoid
delays and missing connections, assigning speed and altitude is not an easy task.
Our previous works [17,18] modeled the vertical flight planning problem as a
mixed-integer nonlinear programming (MINLP) model. We further observed, if
the arrival time window enforces speeding up the aircraft from its unconstrained
fuel-optimal vertical profile, such as to avoid delays, then the MINLP model can
be formulated as a mixed-integer second order cone programming (MISOCP)
model. In this work, we compared our proposed discrete speed model to the
continuous speed model in MISOCP, and adopted the instances in [17,18] for
speeding up the aircraft. But the discrete speed model can be potentially also
applied to cases when the aircraft needs slowing down.

3 Vertical Flight Planning with Continuous Speed

To the best of our knowledge, the first mathematical programming model for
the vertical flight planning problem was proposed in [18], which studies the use
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Fig. 1. Unit distance
fuel consumption with
respect to aircraft weight
(in kg), altitude (in
feet), and speed (in
Mach number).

of variable speed during a flight in the absence of wind. This model is further
extended in [17] to include wind. Both models assign continuous speed to each
segment, and can be identified as mixed integer second-order cone programming
(MISCOP), if the aircraft needs to be speeded up. These two models are briefly
presented in this section.

3.1 Vertical Flight Planning without Wind (VFP-C)

In [18], a mathematical model for vertical flight planning without wind (VFP-C)
is presented as follows. The unit distance fuel consumption F of an aircraft is
given as measured data at discrete levels of the three dependent factors: speed
V , altitude H, and weight W , as illustrated in Figure 1. If no wind is considered,
given speed and weight, the optimal altitude can be precomputed by checking
all possible altitudes, thus it is not necessary to include its computation in the
optimization model. Other input parameters include a set of n segments S :=
{1, . . . , n} with length Li for all i ∈ S; the minimum and maximum trip duration
T and T ; and the dry aircraft weight W dry, i.e. the weight of a loaded aircraft
without trip fuel (reserve fuel for safety is included in the dry weight). The
variables include the time vector ti for i ∈ S ∪ {0}, where ti−1 and ti denote
the start and end time of segment i; the travel time Δti spent on a segment
i ∈ S; the weight vector wi for i ∈ S ∪{0} and wmid

i for i ∈ S where wi−1, wmid
i ,

and wi denote the start, middle, and end weight at a segment i; the speed vi
on a segment i ∈ S; and the fuel fi consumed on a segment i ∈ S. A general
mathematical model for VFP-C can be stated as follows:

min w0 − wn (1)

s.t. t0 = 0, T ≤ tn ≤ T (2)
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∀i ∈ S : Δti = ti − ti−1 (3)
∀i ∈ S : Li = vi · Δti (4)

wn = W dry (5)
∀i ∈ S : wi−1 = wi + fi (6)

∀i ∈ S : wi−1 + wi = 2 · wmid
i (7)

∀i ∈ S : fi = Li · F̂ (vi, wmid
i ). (8)

The objective function (1) minimizes the total fuel consumption measured by
the difference of aircraft weight before and after the flight; (2) ensures the flight
duration within a given interval; time consistency is preserved by (3); the basic
equation of motion (4) is enforced on each segment; (5) initializes the weight
vector by assuming all trip fuel is burnt during the flight; weight consistency is
ensured in (6), and the middle weight of each segment calculated in (7) will be
used in the calculation of fuel consumption of each segment in (8), where F̂ (v, w)
is a piecewise linear function interpolating F for all the continuous values of v
and w within the given grid of V ×W . F̂ can be formulated as a MILP submodel
using Dantzig’s convex combination method [7,16], a.k.a. lambda method. Our
previous work [18] presents a variant of the 2D lambda method tailored for this
problem. The quadratic constraint (4) can also be formulated as second-order
cone constraint, if the time constraint (2) requires the aircraft to speed up from
its unconstrained fuel-optimal travel time. A variable transformation technique
to formulate it into a standard second-order cone constraint is presented in
[18]. The resulting MISOCP can be solved by applying the linear approximation
formulation for the second-order cone constraints that was proposed by Ben-Tal
and Nemirovski [4] and refined by Glineur [8] (see [18] for more details).

3.2 Vertical Flight Planning with Wind (VFPW-C)

In practice, wind plays an important roll in planning a fuel-optimal flight tra-
jectory. In vertical flight planning, the wind also depends on the flight altitude.
Since the segments S are given, the track wind component U t

i,h, i.e., the wind in
the flight direction, as well as the cross-track wind component U c

i,h, i.e., the wind
perpendicular to the flight direction, can be precomputed for each segment i at
each altitude h. The mathematical model without wind presented in Section 3.1
is extended in [17] to include wind influence. Firstly, a further binary variable
μi,h is introduced to indicate whether a segment i is flown on altitude h. Then

∀i ∈ S :
∑

h∈H

μi,h = 1 (9)

guarantees only one altitude is assigned to each segment. With the help of vari-
able μ, the wind can be assigned to each segment by

∀i ∈ S : ut
i =

∑

h∈H

μi,h · U t
i,h, (10)
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∀i ∈ S : uc
i =

∑

h∈H

μi,h · U c
i,h. (11)

The equation of motion (4) is reformulated based on the wind triangle (Figure 2):

Fig. 2. Wind triangle. vground

denotes the ground speed; vair

denotes the aircraft speed; vt

and ut denote the aircraft
speed and wind speed in the
track direction, respectively; uc

denotes the cross-track wind
speed.

∀i ∈ S : Li = vground
i · Δti (12)

∀i ∈ S : vground
i = vt

i + ut
i (13)

∀i ∈ S : (vair
i )2 = (vt

i)
2 + (uc

i )
2. (14)

The two quadratic constraints (12) and (14) can be transformed into second-
order cone if speeding up the aircraft is enforced, and thus can be reformulated
by linear approximation [17]. Furthermore, the fuel consumption per segment in
(8) should be reformulated using the air speed and air distance as

∀i ∈ S : fi =
∑

h∈H

μi,h · F̂L
i,h(vair

i , wmid
i ), (15)

where FL
i,h(v, w) denotes the fuel consumed by flying a segment i on an altitude

h, which can be computed in the preprocessing phase by

∀(v, w) ∈ V × W : FL
i,h(v, w) = F (v, w) · Li · v

√
v2 − (U c

i,h)2 + U t
i,h

based on the wind triangle. F̂L
i,h(v, w) is the 2D piecewise linear interpolation of

the data FL
i,h(v, w) for all continuous values of (v, w) in the grid of V × W , and

thus can be solved by the 2D piecewise linear function techniques. In particular,
the lambda method is found to outperform the delta method for this model [17].

4 Speed Discretization in Vertical Flight Planning

The continuous speed models introduced in Section 3 can be classified as mixed-
integer second-order cone programming models. The drawback of such models
is their unpractically long computation time. In this section, another modeling
alternative by discretizing the aircraft speed is presented.
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4.1 Discrete Speed in VFP without Wind (VFP-D)

We first focus on the vertical flight planning model without wind. Given a dis-
crete set of aircraft speed V , we can further introduce binary variables μi,v,
which indicates whether a discrete speed level v is used when flying on segment
i. Then only one speed level can be assigned to each segment by

∀i ∈ S :
∑

v∈V

μi,v = 1. (16)

With the discretized speed, the travel time ΔTi,v for segment i with speed v can
be calculated in preprocessing,

∀i ∈ S, v ∈ V : ΔTi,v =
Li

v
,

such that the quadratic constraint (4) can be linearized as:

∀i ∈ S : Δt =
∑

v∈V

μi,v · ΔTi,v. (17)

Besides, the 2D matrix F (v, w) can be reduced to Fv(w) of 1D by precomputing:

∀v ∈ V : Fv(w) = F (v, w),

such that the fuel consumption (8) can be reformulated as

∀i ∈ S : fi = Li ·
∑

v∈V

μi,v · F̂v(wmid
i ). (18)

Therefore, the speed discretization is the “stone that kills two birds”: it linearizes
the quadratic travel time constraint and reduces the 2D piecewise linear fuel
function to 1D.

4.2 Discrete Speed in VFP with Wind (VFPW-D)

Similarly as in the VFP-D model in Section 4.1, speed discretization can help to
simplify the travel time equation as well as the fuel interpolation in the VFPW-
C model. Firstly, the binary variables μi,h in the VFPW-C model are extended
to μi,h,v by one more dimension v ∈ V . Then (9) is replaced by

∀i ∈ S :
∑

h∈H,v∈V

μi,h,v = 1 (19)

to ensure only one altitude and one speed level is assigned to each segment. Then
the travel time ΔTi,h,v for a segment i traveled on altitude h with speed v can
be precomputed based on the wind triangle:

∀i ∈ S, h ∈ H, v ∈ V : ΔTi,h,v =
Li√

v2 − (U c
i,h)2 + U t

i,h

.
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Then the travel time computation given by (12, 13, 14) can be simply replaced
by linear constraint

∀i ∈ S : Δt =
∑

h∈H,v∈V

μi,h,v · ΔTi,h,v. (20)

And replacing 2D matrix FL
i,h(v, w) by 1D vector FL

i,h,v(w) as

∀v ∈ V : FL
i,h,v(w) = FL

i,h(v, w),

reduces the 2D piecewise linear function (15) by one dimension:

∀i ∈ S : fi =
∑

h∈H,v∈V

μi,h,v · F̂L
i,h,v(w

mid
i ), (21)

4.3 Univariate Piecewise Linear Interpolation

Here we review three different techniques to model the univariate piecewise linear
function such as F̂v and F̂L

i,h,v into mixed integer linear programming. Despite
being mathematically equivalent (in the sense that they all describe the same
set of feasible solutions), their performances in terms of computation time are
problem dependent. Given an index set K0 := {0, 1, . . . ,m}, and the values for
the parameters W0 := {w0, w1, . . . , wm} are specified as F (wk) for k ∈ K0. We
further denote K := K0 \ {0} for the index set of intervals. A piecewise linear
function F̂ : [w0, wm] → R interpolating F can be modeled as follows.

The Convex Combination (Lambda) Method. A variant of the convex
combination or lambda method [7] can be formulated as follows. To interpolate F
we introduce binary decision variables τk ∈ {0, 1} for each k ∈ K, and continuous
decision variables λl

k, λ
r
k ∈ [0, 1] for each k ∈ K.

∑

k∈K

τk = 1 (22a)

∀ k ∈ K : λl
k + λr

k = τk (22b)

w =
∑

k∈K

(wk−1 · λl
k + wk · λr

k) (22c)

F̂ (w) =
∑

k∈K

(F (wk−1) · λl
k + F (wk) · λr

k) (22d)

Note that our variant uses twice as many lambda variables compared to the
original version of Dantzig [7], but in our numerical experiments it turned out
that problem instances can be solved significantly faster.

The Special Ordered Set of Type 2 (SOS2) Method. Instead of intro-
ducing decision variables for the selection of a particular interval (the τk above),
we mark the lambda variables as belonging to a special ordered set of type 2
(SOS2). That is, from an ordered set (or list) of variables (λ0, λ1, . . . , λm) it is
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required, that at most two of them are positive, and these two have to be adja-
cent with respect to the ordering. This information is implicitly treated by the
solver in the solution process when branching on such special ordered set. SOS2
branching was introduced by Beale and Tomlin [3]. We introduce continuous
decision variables 0 ≤ λk ≤ 1 for each k ∈ K0, and the following constraints:

SOS2(λ0, λ1, . . . , λm) (23a)

w =
∑

k∈K

(wk−1 · λk−1 + wk · λk) (23b)

F̂ (w) =
∑

k∈K

(F (wk−1) · λk−1 + F (wk) · λk) (23c)

The Incremental (Delta) Method. The incremental (delta) method is the
oldest of the three, introduced by Markowitz and Manne [11]. It uses binary
decision variable τk ∈ {0, 1} for k ∈ K and continuous decision variables δk ∈
[0, 1] for k ∈ K, and the following constraints:

∀ k ∈ K : τk ≥ δk (24a)
∀ k ∈ K \ {n} : δk ≥ τk+1 (24b)

w = w0 +
∑

k∈K

(wk − wk−1) · δk (24c)

F̂ (w) = F (w0) +
∑

k∈K

(F (wk) − F (wk−1)) · δk (24d)

4.4 All-but-one Speed Discretization

Variable discretization often leads to a discretization error and thus a loss of
optimality in the objective value. In particular, when an aircraft needs speeding
up, the shorter the flight time, the more fuel is consumed. Thus it is usually
fuel-optimal to arrive at the exact arrival time upper bound. But this is usually
not possible with discretized speed as it is with continuous speed. Therefore, it
may result in an unnecessary speedup on some segments, and the speed on some
segments may need to be adjusted from its optimal setting in order to arrive as
close to the prescribed time boundary as possible. This problem can be solved
by leaving one segment with continuous speed while discretizing the speed for
all other segments. More specifically, we pick the last segment to use continuous
speed by the method described in Section 3, and the discrete speed is used on
the rest of the segments and solved as described in this section.

5 Experimental Results

5.1 Experimental Setup

Two of the most common aircraft types, Airbus 320 (A320) and Boeing 737
(B737), are used for the empirical studies in this work. The aircraft performance
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data and the upper air data are provided by Lufthansa Systems AG. Two ver-
tical flight planning problems are considered, the one without wind (VFP), and
the other with wind (VFPW). For VFP, the instances considered in [18] for
continuous speed are adopted here, including two speedup factors (flying 2.5%
and 5% faster than unconstrained optimal). Five instances sizes are considered
for A320, ranging from 15, 20, 25, 30, and 35 segments, each of which is 100
nautical miles (NM) long,1 which results in flight ranges from 1500 NM to 3500
NM; four B737 instance sizes are considered: 8, 12, 15, 18, i.e., flight ranges
from 800 NM to 1800 NM, totalling 18 instances. For VFPW, we adopted the
instances considered in [17], with two different wind fields (one for westwards,
and one for its eastwards return trip), three speedup factors: 2%, 4%, and 6%,
and three different instance sizes: 10, 20, and 40 segments of 75 NM each for
A320, and 10, 15, 20 segments of 75 NM each for B737, totaling 36 instances.
Instances of both problems use full speed levels and weight levels as in the air-
craft performance data, including 12 weight levels and 7 speed levels for B737,
and 15 weight levels and 12 speed levels for A320. The speed discretization takes
the same speed levels as in the continuous speed, i.e., a discretization step of
0.01 Mach number. All experiments ran on a computing node with a 12-core
Intel Xeon X5675 CPU at 3.07 GHz and 48 GB RAM. Three MIP solvers are
considered: SCIP 3.1, Cplex 12.6, and Gurobi 6.0.0. Each solver run uses 12
threads, and an instance is considered optimally solved, when the MIP gap is
within 0.01%, which corresponds to a maximum fuel error of 1 kg for B737, and
maximum 2 kg for A320.

5.2 Solver Comparison in Continuous Speed

The MISOCP model for continuous speed is extensively studied in [17]. The
use of the linear approximation for the second-order cone constraints plus
the lambda method for the 2D piecewise linear fuel interpolation are found
to be the best performing MIP model. In this work, we compare three MIP
solvers on our best continuous speed model, including SCIP, Cplex and Gurobi.
The runtime development plot for this comparison is shown in Figure 3, with
the VFP-C on the left and VFPW-C on the right. On the horizontal axis, the
solver performance is displayed in terms of computation time in seconds. For
VFP-C, Cplex is faster than SCIP by an average factor of 7, while Gurobi is
faster than SCIP by an average factor of 30. For VFPW-C, the average speedup
factor of Cplex over SCIP is 5, while Gurobi is in average 15 times faster than
SCIP. The best performing solver Gurobi also scales best as the instance size
grows. Its speedup is more significant for large instances than for small instances.
The largest real-world instances can be solved with Gurobi within 100 seconds
when no wind is considered, and require around 1 hour when wind is included.
1 Note that we currently considered segments of maximum 100 NM, based on our

previous accuracy studies on using middle-weight segment fuel estimation [18]. In
fact, longer segments can also be used to reduce the number of segments, if the
segment fuel consumption is precomputed without using middle weight, e.g., using
a numerical integral approach of the unit distance fuel consumption function [5].
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Fig. 3. The comparison of three MIP solvers: SCIP, Cplex, and Gurobi, in the best
continuous speed models without wind (VFP-C, left) and with wind (VFPW-C, right).

5.3 Comparison of Piecewise Linear Methods in Speed
Discretization

The use of speed discretization replaces the second-order cone constraints with
linear constraints, and it also reduces the 2D piecewise linear function for fuel
computation to 1D. The three 1D piecewise linear interpolation techniques,
namely, lambda, delta, and SOS methods, are empirically studied in this section
with the two commercial MIP solvers Cplex and Gurobi. The comparison can
be visualized in the plots in Figure 4, where the model without wind VFP-D
is shown on the left, and the right plots with wind VFPW-D. The maximum
cutoff time is set to 4 hours (14400 seconds), and their gap between the upper
and lower bound after cutoff is also compared. For both models, Gurobi outper-
forms Cplex in almost all cases. For VFP-D, the delta method solved by Gurobi
appears to be the best performing one, and solves all instances within 2 seconds.
While the SOS method scales the worst for VFP-D, it appears to be the fastest
solver for 90% of the VFPW-D instances as shown on the right of Figure 4.
However, it scales poorly for the largest instances, and leaves the largest gap
(close to 0.1%) after 4 hours. The best approach for VFP-D, the delta method
by Gurobi (Del-G), appears to be the most robust and scalable approach also for
VFPW-D, and solves the largest instances to optimality in around one minute.

5.4 Comparison of Discrete Speed and Continuous Speed

The best approach for discrete speed studied in Section 5.3, namely Del-G, is
compared with the best approach for continuous speed (see Section 5.2), in
terms of computational performance as well as discretization error. As shown in
Figure 5, the use of discrete speed substantially speeds up the continuous speed
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Fig. 4. The comparison of three piecewise linear function techniques (lambda, delta,
SOS) solved by two commercial MIP solvers (Cplex and Gurobi) on the vertical flight
planning models without wind (left) and with wind (right). The scatter plots show
comparison of the delta with lambda and SOS methods with Gurobi.

across all instances. The average speedup factor is 44 for VFP without wind, and
15 for VFP with wind. Note that the scalability of the discrete speed model is
especially noticeable for the largest instances. For instances that take more than
30 seconds by VFP-C, the average speedup of using discrete speed is of factor
80; while for instances that take over 30 minutes by VFPW-C, using discrete
speed is in average over 50 times faster. The computation time of the largest
instance is shortened from one hour to one minute by applying discrete speed.

However, the drawback of using fully discretized speed is its discretization
error. The objective deviation from using continuous speed is shown in the
columns of VFP-D and VFPW-D in Fig. 6. The use of discrete speed results in
an increase in the objective value of over 0.1% in VFP without wind, and even
over 0.5% for VFPW, which translates to a possible fuel increase of 50 kg for
aircraft B737 or 100 kg for A320.
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Fig. 5. The comparison of three piecewise linear techniques (lambda, delta, SOS) solved
by two commercial MIP solvers (Cplex and Gurobi) on the vertical flight planning
models without wind (left) and with wind (right).

The all-but-one (abo) speed discretization proposed in Section 4.4 can be
used to reduce the discretization error. The speed discretization leaving one
segment with continuous speed significantly lowers the discretization error as
shown in Figure 6 in columns VFP-A and VFPW-A. As visualized in the box
plot, around 75% of the instances in both models without or with wind have an
objective deviation of less than 0.01%, which is the solver termination MIP gap,
and it translates to maximum 1 kg fuel consumption for B737 and 2 kg for A320.
Besides, the maximum objective deviation is reduced to 0.02% from 0.5%. With
such practically negligible discretization error, the abo-discretization is still in
average 13 times faster than using continuous speed in VFP without wind, and
6 times faster when wind is considered. Furthermore, the abo approach scales
especially well for large instances, as shown in Figure 5, since only one segment is
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Fig. 6. The percentage discretization
error in terms of objective increase over
using continuous speed. VFP-D and
VFP-A denote the fully discrete and
all-but-one-discrete (abo-discrete) app-
roach for VFP without wind, while
VFPW-D and VFPW-A denote the
fully discrete and abo-discrete app-
roach for VFPW.

Discretization Error

Methods
O

bj
ec

tiv
e 

D
ev

ia
tio

n 
in

 P
er

ce
nt

ag
e

VFP−D VFP−A VFPW−D VFPW−A0.
00

01
%

0.
00

1%
0.

01
%

0.
1%

0.
5%

assigned with continuous speed. For the largest instances that require more than
30 seconds by VFP-C as well as largest instances that need over 30 minutes by
VFPW-C, abo is in average around 30 times faster than continuous speed. The
largest instance without wind is solved within 2 seconds, and the largest instance
with wind can be solved within 2 minutes. Considering both the computational
scalability and discretization error, the Abo-discretization appears to be the
most practically viable approach for vertical flight planning.

6 Conclusions and Future Works

In this work, we address the vertical flight planning problem, which concerns
assigning optimal altitude and speed to each composing segment of a flight tra-
jectory. The previous work has employed a mixed integer second-order cone
programming (MISOCP) model to assign continuous speed to segments. How-
ever, such model usually takes hours to solve instances of realistic sizes. In this
work, we studied an alternative MIP model by assigning discretized speed. The
speed discretization leads to significant speedup, since it not only transforms the
quadratic constraints for travel time determination into linear constraints, but
also reduce the 2D piecewise linear fuel interpolation into 1D. Computational
experiments with various real-world instances have confirmed the effectiveness
of the proposed discrete speed model, which can deliver optimal solution within
minutes. To cope with the discretization error, an all-but-one (abo) discretiza-
tion scheme that discretizes speed for all but one segments is proposed. The
abo approach is confirmed to scale well to especially large instances, and deliver
solution that are under 0.02% discretization error within 2 minutes, thus proves
to be a practically viable approach.

Our experiments so far have focused on the instances with time constraint
that speeds up the aircraft from its unconstrained fuel-optimal vertical profile,
in order to compare with the MISOCP formulation for continuous speed. In the
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future, it will also be interesting to compute the optimal vertical profile with
time constraints that require slowing down the aircraft. Advanced techniques
for modeling piecewise linear function such as spatial branching [14] and a loga-
rithmic model [15] may be applied to further speed up our discrete speed model.
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