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IFIP – The International Federation for Information Processing

IFIP was founded in 1960 under the auspices of UNESCO, following the First World
Computer Congress held in Paris the previous year. An umbrella organization for soci-
eties working in information processing, IFIP’s aim is two-fold: to support information
processing within its member countries and to encourage technology transfer to devel-
oping nations. As its mission statement clearly states,

IFIP’s mission is to be the leading, truly international, apolitical organization which
encourages and assists in the development, exploitation and application of
information technology for the benefit of all people.

IFIP is a non-profitmaking organization, run almost solely by 2500 volunteers. It
operates through a number of technical committees, which organize events and publi-
cations. IFIP’s events range from an international congress to local seminars, but the
most important are:

• The IFIP World Computer Congress, held every second year;
• Open conferences;
• Working conferences.

The flagship event is the IFIP World Computer Congress, at which both invited and
contributed papers are presented. Contributed papers are rigorously refereed and the
rejection rate is high.

As with the Congress, participation in the open conferences is open to all and papers
may be invited or submitted. Again, submitted papers are stringently refereed.

The working conferences are structured differently. They are usually run by a work-
ing group and attendance is small and by invitation only. Their purpose is to create an
atmosphere conducive to innovation and development. Refereeing is also rigorous and
papers are subjected to extensive group discussion.

Publications arising from IFIP events vary. The papers presented at the IFIP World
Computer Congress and at open conferences are published as conference proceedings,
while the results of the working conferences are often published as collections of se-
lected and edited papers.

Any national society whose primary activity is about information processing may
apply to become a full member of IFIP, although full membership is restricted to one
society per country. Full members are entitled to vote at the annual General Assembly,
National societies preferring a less committed involvement may apply for associate or
corresponding membership. Associate members enjoy the same benefits as full mem-
bers, but without voting rights. Corresponding members are not represented in IFIP
bodies. Affiliated membership is open to non-national societies, and individual and hon-
orary membership schemes are also offered.
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Preface

Societies in general, and enterprises in particular, are increasingly challenged by
unexpected disruptive events occurring at a continuously rising frequency and causing
more and more damages. The acceleration of globalization, demographic shifts,
regional economic crises, changes in regulations, and rapid technological evolution, are
factors that have led to turbulences and instability. Additional factors contributing to
these changes include global warming, terrorism, cyber-attacks, scarcity of resources,
and a rise in nationalism, racism, and religious conflicts, among others. Consequently,
nowadays, instability may be considered as the “norm” or the default status, which
naturally raises the question of how organizations and enterprises, as driving societal
forces, can strive to gain in such disruptive environments. Collaborative Networks
(CNs) provide tools to help organizations cope with unexpected changes and disrup-
tions, particularly when exploring rapid consortia formation and dynamic structural
re-organization. CNs also support addressing new business opportunities in these
highly dynamic scenarios.

Although a vast amount of literature highlights the potential benefits of collabora-
tion in general, only a few works have addressed the risks faced by organizations
involved in collaborative networks, such as material flow related risks, financial risks,
information misappropriation, insufficient performance of a partner, relational behavior
related risks, or technological dependency, to name a few. The fear of such risks is
often an obstacle to an effective involvement in collaborative processes. Furthermore,
risks are not static, and as collaborative networks evolve, so do the risks. This is
particularly true for long-duration networks, such as service provision networks for
products that need to remain operational for many years. In these cases, the issue of
sustainability of the collaboration becomes highly relevant.

It is therefore timely to progress in understanding risks and resilience of networks, to
develop new assessment metrics and tools, and to devise proper governance methods
towards a new generation of collaborative environments. Such developments require
contributions from multiple and diverse knowledge areas (social sciences, organization
science, technologies, etc.), which is well in line with the interdisciplinary spirit of the
PRO-VE working conferences. This series of annual events provide an important
opportunity for the collaborative networks community to share experiences, discuss
research approaches, and identify future R&D directions. The selected theme for
PRO-VE 2015, focusing on risks and resilience, stimulated this community to address
the following challenging questions:

– In which ways can CNs support agility and resilience?
– How can CNs mitigate risks of collaboration in turbulent disruptive environments?



– What are significant examples of application cases and advanced ICT support
systems supporting agile and resilient CNs?

PRO-VE 2015 held in Albi, France, was the 16th event in a series of successful
conferences, including PRO-VE 1999 (Porto, Portugal), PRO-VE 2000 (Florianopolis,
Brazil), PRO-VE 2002 (Sesimbra, Portugal), PRO-VE 2003 (Lugano, Switzerland),
PRO-VE 2004 (Toulouse, France), PRO-VE 2005 (Valencia, Spain), PRO-VE 2006
(Helsinki, Finland), PRO-VE 2007 (Guimarães, Portugal), PRO-VE 2008 (Poznań,
Poland), PRO-VE 2009 (Thessaloniki, Greece), PRO-VE 2010 (St. Étienne, France),
PRO-VE 2011 (São Paulo, Brazil), PRO-VE 2012 (Bournemouth, UK), PRO-VE 2013
(Dresden, Germany), and PRO-VE 2014 (Amsterdam, The Netherlands).

This book includes selected papers from the PRO-VE 2015 conference, providing a
comprehensive overview of major challenges and recent advances in various
CN-related domains and their applications, with a strong focus on the following areas
related to the selected main theme:

– risks in CNs,
– agility and resilience,
– collaboration frameworks,
– logistics and transportation,
– innovation networks,
– governance in CNs,
– collaborative communities,
– information and assets sharing,
– business processes,
– performance and optimization in networks, and
– network formation.

Finally, we would like to thank all the authors, both from academia/research as well
as industry, for their contributions. We hope this collection of papers represents a
valuable tool for everybody interested in research advances, emerging applications, and
future challenges for R&D in collaborative networks. We also appreciate the dedication
of the members of the PRO-VE International Program Committee who supported the
selection of articles and provided valuable and constructive comments to help authors
improve the quality of their papers.

July 2015 Luis M. Camarinha-Matos
Frédérick Bénaben

Willy Picard
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Abstract. Within any Supply Chain Risk Management (SCRM) approach, the
concept “Risk” occupies a central interest. Numerous frameworks which differ
by the provided definitions and relationships between supply chain risk
dimensions and metrics are available. This article provides an outline of the
most common SCRM methodologies, in order to suggest an “integrated con-
ceptual model”. The objective of such an integrated model is not to describe yet
another conceptual model of Risk, but rather to offer a concrete structure
incorporating the characteristics of the supply chain in the risk management
process. The proposed alignment allows a better understanding of the dynamic
of risk management strategies. Firstly, the model was analyzed through its
positioning and its contributions compared to existing tools and models in the
literature. This comparison highlights the critical points overlooked in the past.
Secondly, the model was applied on case studies of major supply chain crisis.

Keywords: Supply chain risk management � Supply chain risk dimensions �
Risk management methodologies � SCRIM model

1 Introduction

As risks at different levels of the supply chain, crises and organizational weaknesses
and the complexity of interactions are increasing [1]. Risk Management has become, in
recent years, a fundamental and a better control factor of the supply chain as well as a
necessity to ensure the sustainability and the survival of organizations and businesses
[1–4]. This term “Supply Chain Risk” is used in a variety of contexts and domains.
References to notions like “risk identification”, “risk evaluation”, “risk treatment”,
“risk management”, “risk discovery” and so forth have been found. Extensive research
over the past 30 years by academics, practitioners and others, has greatly attempted to
improve the understanding of Supply Chain Risk (SCR) profiles and Supply Chain
Risk Management (SCRM) approaches and actions.
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Numerous conceptual and analytical frameworks and mitigation techniques, tools
and standards are now available to help managers and supply chain organizations to
manage risk and to assure robustness and resilience of their networks. [5] state that
managers seek to create an effective and efficient supply chain to ensure a competitive
advantage. For this reason, they need to find a balance between costs, efficiency,
effectiveness, resource use and therefore, risk management has become a reality for
businesses to succeed. Thus, the SCRM is a support to the SCM in order to maintain
the creation of value through the supply chain [6, 7]. This highlighted the link between
risk management and supply chains in order to ensure the sustainability and survival of
organizations and businesses, in a dynamic and unstable environment.

Therefore, more proactive and predictive risk management approach and strategy
are needed [8]. This explains why supply chain risk management and resilience –

robustness approaches have become such an attractive and powerful scientific and
empirical discipline [9].

There is a common consensus amongst researchers in this field about the needs to
develop a better understanding of risk and how it affects supply chain continuity. Every
type of risk introduces different mechanisms of disruption, exposure level, impacts
severity and poses different challenges for supply chain adaptability and recovery [10].
This creates the need for broader studies on supply chain risk decomposition and
conceptualization within the context of dynamic supply chain networks [11].

Informed by the above critical aspects of the field and stressing the need for a better
understanding of the concept of SCR, this article proposes a conceptual integrated
model (SCRIM model) that helps in understanding, evaluating, measuring and man-
aging these disruptions. In order to achieve this objective, the organization of the paper
is as follows. After the introduction, Sect. 2 presents an overview of the most common
conceptualization and decomposition of SCR and identifies SCRM implied method-
ologies. Then, an integrated conceptual model “SCRIM model” associated with SCRM
domain and enriched with appropriate supply chain metrics is suggested in Sect. 3.
The SCRIM model does not attempt to describe yet another model of Supply Chain
Risk, but rather to offer a concrete structure incorporating the characteristics of the
supply chain in the risk management process. In Sect. 4 experiments and results of
model application are reviewed. Finally, Sect. 5 details the conclusions, limitations, and
future directions regarding our conceptual model.

2 Supply Chain Risk Methodologies

SCRM has received during the last decade a considerable interest from researchers,
practitioners and organizations. This led to the development of a plethora of different
models and methods under the label of supply chain risk management and mitigation.

Drawing from the literature review, this section presents an analysis of the most
common SCRM frameworks. Only methodologies and tools that define decompose and
conceptualize risks or their constructs are selected. These latter has been investigated
from a variety of aspects, summarized in the Table 1.

Several common themes emerge from reviewing these methodologies. First, dif-
ferent kinds of methods, processes, models and approaches are identified in order,
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either to avoid future risks, or to mitigate the impact of identified risks. The extent to
which the various approaches differ or complement each other is often unclear. The
problem partly relies in the absence of common conceptual framework of supply chain
risks. Many researchers viewed risk as a product of the probability of occurrence and
severity of impact [12, 13]. According to this point of view, they establish that risk
could be measured through the following formula:

Supply Chain Risk ¼ Probability � Impact: ð1Þ

This method of risk measurement has a well-established place in the supply chain
risk management domain. 67 % scientific articles follow this formula [9, 14]. However,
Williams [15] and Levi [7] demonstrated that “calculating risk as a probability-impact
matrix to quantify and prioritize risks is misleading” [15]. Reference [16] affirm that
risk analysis need not to use probabilities because these latter may be irrelevant. Dani
et al. [8] have suggested that this simple calculation of supply chain risk need to be
re-considered. Furthermore, they suggested also that companies need to use more
appropriate measures for supply chain risks and to develop programs to manage the
critical risks [5].

A second commonality among these methodologies is that they propose a guide for
managing supply chain risks, including the following procedures: identifying sources
of risk, evaluating and estimating the severity of consequences and damages, and
providing the approaches to mitigating and managing these risks.

However, few methodologies or studies explore the key elements, dimensions or
constructs for managing supply chain risks.

The ability to identify which dimension of a Supply Chain Disruption often sig-
nificantly impacts the supply chain is a critical factor in managing this disruption
[19–21] highlights the lack of a common tool to identify SCR and their interrelations
within supply chain networks. They affirm that understanding dynamic development of

Table 1. SCRM Methodologies.

SCRM
Methodologies

Generic models The supply chain is analyzed from two possible states:
normal or disturbed functioning of the chain

They are based on the estimates of risk targets and
decisions to make

The objective of these models is the optimization of the
supply chain and is not the risk management

Limitations: the logistics processes can have the same
probability of risk, but with different risk situations

Risk analysis and
assessment models

The aims are:
Evaluation of risks and disturbances and their effects
Evaluation of some configurations (locations,
capacities, etc.) and strategies for supply chain
networks, integrating one (or more) risk.
Comparison between different logistics strategies or
risk management, enabling the reduction of the level
of risk
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risks and their causal factors are essentials for effective SCRM strategies, helping
managers making the right decisions. According to their work, each SCR is not an
isolated event. Moreover, these prior frameworks focus on formalized and sophisticated
tools for SCRM [1]. Such frameworks are difficult to implement without mathematical
expertise or specialized tools, focus on quantifying networks vulnerabilities, provide
little insight into underlying risk mechanisms and do not facilitate including supply
chain factors in risk ratings. [22] stated: “supply chain risk has been explored from one
perspective, neglecting the sequences of various dimensions and constructs. Even
methods that have taken into account the source-event relationship have failed to
reflect the possible interactions among separated risk scenarios. Authors discussed the
importance of studying the combination of diverse risks in the form of possible cause
effects scenarios and made encouraging efforts”. Reference [23] highlighted the
importance of a framework developed in the field of vulnerability studies and risk
modeling. But he stressed the need for a common research structure that combines
these two themes. According to [24], there are two main shortcomings related to the
SCRM research, which are the missing of an integrated model that address the inter-
actions between SCR factors and how this model can be integrated in the process of
SCRM. Authors such as [21, 25–27] highlight the importance for gaining a more
complete picture of SCR [17, 18] drawing the key variables, relationships, interactions
and dynamic development of the SCR [28], down to revealing its impacts on the
structure of the supply chain [19, 25, 29].

The study of these different methodologies highlights the need for specific model to
address the main shortcomings identified, such as:

1. The need to capture the causal factors and the dynamic development of the Supply
Chain Risk.

2. The impacts of mentioned risks on SC networks.
3. The need for a holistic and generic methodology for managing risks in the supply

chain.

In order to address the issues identified, the SCRIM model is developed in Sect. 3.

3 Supply Chain Risk Integrated Model

The analysis of different methodologies is helpful in presenting several research
explorations and orientations that have been used to provide a basis for our SCRIM
model and depicted in Fig. 1. This model is mainly focused on the relationship between
SC characteristics [30, 33] and risk dimensions and constructs [31, 32, 34]. In this
section, the approach followed (see Fig. 1) in order to develop the SCRIM model is
described. This approach improves the classical process of SCR model, with the
appropriate SC metrics and Risks dimensions. Firstly, we started by investigating how
risk is described, analyzed and modeled in the previous frameworks, in order to identify
the main causal factors and to shed light over the development path of SCR. This
analysis is incomplete without highlighting the SC networks vulnerability [21, 25]. So,
a step is added regarding the modeling of the vulnerability factors. This step considered
as a preparedness step that supply chain managers can apply in order to accelerate the
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risk analysis phase. These two previous steps “vulnerability and risk analysis” are
combined and integrated into an alignment phase. The objective here is to present or
measure the “Key Risk Indicators” (KRI).

Another salient feature is the incorporation of “Integration step” into the traditional
process of SCRM. During this phase, the characteristics of supply chain are integrated
into the results of the previous step (response design and conception) and a suitable
strategy is selected. As mentioned earlier, a variety of tools, approaches and strategies
exist to mitigate or to prevent SCR [19, 35]. The choice inside this amount of
frameworks is not easy and could present an important issue for managers [21].

In some cases, a wrong decision can aggravate the level of risk instead of mitigate
it. References [34, 41, 42] highlight through their framework the impacts of SC design
characteristics on the severity of SCR. However not only the structural characteristics
of SC networks could affect risk management approach and strategy selection.
References [38–40], have proved through their studies, that relationship dimensions
between SC actors could influence the decision process and even the risk level and
SCRM efficiency [45]. According to [5], the success of any SCRM strategy relies on
the “SCRM culture” shared between SC entities. This could be achieved only through
sharing knowledge and information about SCR. These two sharing mechanisms are
concerned with three main SCM principles, which are collaboration [44, 45], trust [46,
47] and visibility [43, 48] within SC networks [49, 50].

As a result, when selecting one or more methods or actions for a given set of risks,
one should also take into the account the capabilities. Any choice of SCRM method
should not be made before verifying if the SC structure is compatible with the
implementation requirements of the selected tool.

The SCRIM model is proposed as an enriched and integrated SCRM approach.
Risk identification is the first and the crucial step in the risk management process.
However, the nature and the complexity of the SC network make risk identification

Fig. 1. Approach for SCRIM model

Towards an Integrated Model of Supply Chain Risks 7



becoming a challenging task. Therefore, there is a need for a tool to assist organizations
in identifying risk in their SC network. Given that, we suggest an interface for addi-
tional analysis of the SCR based on the alignment of two known steps: risk and
vulnerability analysis. The interaction between these two phases allows to estimate and
to calculate the Key Risk Indicators (KRI). New metrics and dimensions have been
established to capture the complexities of SCR and to overview the classical
description of risk as probability multiplied by impacts. Basing on the value of KRI, a
panel of strategies and decisions could be opposed to the identified risks. In order to
assess the decision process, an integration step was incorporated in the Risk Man-
agement process. This step helps to identify and prioritize the actions needed based on
SCRM implementation capabilities.

The enriched and integrated SCRM approach can be decomposed into the fol-
lowing steps:

Step 1: Determine Key Risk Indicators (KRI) 
1. Conduct risk analysis by identifying the critical factors and dimensions of 

SCR and their relationships. 
2. Identify the vulnerabilities of SC that could lead to a disruption or risk within 

supply chain networks 
2.1. Identify the critical component or asset within the supply chain 

networks 
2.2. Identify the possible weakness causes for selected assets or 

components 
3. Developing risk measurement criteria and define KRI 

Step 2: Develop response design and conception:  
1. Develop risk management strategies and actions to mitigate identified risks 

basing on the KRI measured in previous step 
Step 3: Integration step 

1. Identify the SCRM capabilities to applied the chosen strategies 
If    

SCRM capabilities < capabilities needed for RM strategy, then return in 
step 2 

Else  
Move to step 3.2 

2. Selection and prioritization of mitigation strategies and actions. 
Step 4: Implementation and treatment 

Step 5: Review and control  
Control the KRI after implementing the actions and monitor: 

4.1. If Risk is reduced,  Then continue the treatment process until risk 
disappears.  

4.2. If  Risk is eliminated,  Then go back to step 2 
4.3. If  New risk appears,  Then repeat the process 

All these steps are supported by a class model detailing the parameters identified
through the literature and depicted in Fig. 2.

The concepts presented, in the SCRIM class model, are considered as the most
common key factors reoccurring amongst different SCRM frameworks and could be
classified into three main subcategories:
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i. Concepts related to SCR: include the dimensions, metrics and the main attri-
butes that are relevant to SCR analysis and could be used when defining and
assessing risks:

Event: is defined as a negative change or outcome that causes deviation or
disruption and triggers risks. It is characterized by the probability of
occurrence.
Risk cause: is a description of how risk can be generated and propagated. It
could be viewed as an associative entity between risk event and vulnerability.
Risk: is defined as one or more unforeseen events, with a probability of
occurrence varies between o and 1, that have a financial, human, legal,
managerial consequences (positive or negative), on logistics networks, ranging
from, a probability of gain, to a failure of logistics organizations.
Key Risk Indicators (RKI): is a set of measures or indicators (NR: Negative
Result, RPN: Risk Priority Number, TTR: Time To Recovery, EI: Exposure
Index, TRI: Total Risk Impact, TTD: Time To Detection, DIU: Losses
Impacts, DI: Detection Impacts) that could be used to evaluate the SCR and
thus to define the appropriate risk mitigation strategies.

ii. Concepts related to Supply Chain: It can be characterized by two elements:
Elements used or exploited, leading to one or more risks, and elements which
enable or contribute to risk treatment:

The vulnerability: is a characteristic of an entity or a system within the supply
chain, which measure the sensitivity level to external or internal disruptive
events. It can be assessed in terms of three attributes: Exposure (the extent to
which an asset is exposed to risk), Sensitivity (degree to which the asset is
affected) and adaptive capabilities (The ability of an asset to react or to adapt to
unexpected event).
SCRM Capabilities: to manage risks in terms of objectives, requirements and
constraints.

Fig. 2. SCRIM class model
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SC asset: could be viewed as the risk object. It can be a process, or a function,
or an enterprise or a network within the supply chain.

iii. Concepts related to mitigation and treatment process: describe the strategies,
measures, actions and plans which have to be defined, studied and implemented in
order to manage the identified SCRs.

4 Case Studies

This section describes one of the known SCR cases studies, used to test the usability of
the SCRIM model in a real case study. The considered case study is the battery recall of
Nokia India, one of the leader’s mobile phone manufacturers (see Fig. 3). Because
overheating problems affecting battery during charging, Nokia announced the recall of
batteries for its handsets from India markets. A total of 46 million batteries were
recalled [36, 37].

We followed the process described in Fig. 3 in order to identify the severity of
situation that Nokia had to deal with it. From the first investigation, Nokia have
detected the risk after two years of the first occurrence sign. Unfortunately, no pre-
vention measures were applied. As result, Nokia has recalled 46 million handsets [37].
The first estimation of possible impacts was around 180 million dollars. Measuring the
severity of this incident on the company’s performance, the classical formula (proba-
bility multiplied by impacts) was applied. But, the given results do not represent the
critical situation that Nokia managers have to face. With the low value of the involved
risk, the severity was high. So, another calculation logic was needed to: firstly represent
the real severity of risk and secondly, to help managers to make the mitigation deci-
sions. As result, we adopt the logic of “Key Risk Indicators” to overcome this short-
coming. Basing on the value of Key Risk Indicators, managers ought to mitigate the
supply risk for two main reasons: risk is critical, and the affected asset is crucial for
Nokia supply chain (following vulnerability analysis). But, what Nokia managers
haven’t taken into account when they did apply their mitigation strategy is their
implementation capabilities. This has led to decelerate the response time, from 15 days

Fig. 3. Nokia supply chain
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to 4 months [37]. Moreover in this case, Nokia was finally constrained to recall 46
million batteries leading to in depth modifications of schedules.

Based on the collected data from this case study and application of SCRIM model,
the summary of the key results can be found in Table 2.

Table 2 illustrates the application results of SCRIM methodology to the Nokia’s
case. With limited data, the analysis is reduced to few risk dimensions and supply chain
metrics. The result was supported by a class diagram, with the objective of giving a
simple, complete and holistic picture of supply risk within the Nokia supply chain. The
class diagram representation is depicted in Fig. 4.

Table 2. Summary of the key results presented in Nokia case study.

Case: Nokia India: Recall battery (2007)
Description Nokia issued a ‘product advisory’ for these BL-5C

batteries for getting overheated and bursting during
charging. 46 million batteries were recalled to prevent
any damage to customer’s life and to protect the Nokia
reputation. This problem was caused by a defective
battery produced by the main Nokia’s supplier

The application
of SCRIM
model

Risk analysis Event Quality default in supplier’s product
Risk Supply risk (low probability, high impact,

unpredictable, cause transportation
problem, low, at operational level)

Vulnerability
analysis

Sensitivity
factors

Critical component
Sourcing strategy

Protection
system

Quality standard protocol

Exposure Low
Key Risk
Indicators

EI :
exposure
index

EI = NR * TTR = 3 * 20.8 = 62.4 million
USD

DI :
detection
impact

DI = DIU * TTD = 3.5 * 20.2 = 70.7 million
USD

TRI: total
risk
impact

TRI = EI + DI = 62.4 + 70.7 = 133.1 million
USD

RPN: risk
priority
number

1

Possible
strategies

Mitigation strategy
Avoidance strategy

SCRM
Capabilities

Customer protection

Selected
strategy

Mitigation strategy

Actions Recall of 46 million batteries
Results 800 million USD loses
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Fig. 4. Class diagram of supply risk within Nokia network
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5 Conclusion

SCRM is a critical process for the business continuity within supply chain. Never-
theless, most of the existing frameworks deal with this research as a two separated area.
Another concern is the classical view of supply chain risk. There is a shortage of
calculation and interpretation of risk. Most of the developed frameworks were typically
structured around the probability of risk and the possible impacts of its occurrence.
However, no indication for using this formula in order to assess SCR is given. To
overcome these gaps, we have proposed the SCRIM model as an enriched and inte-
grated risk management approach within supply chain networks. In order to achieve
our objective, several steps, each associated with an intermediate objective, were
adopted. This model is used in order to align supply chain risk dimension with supply
chain characteristics required for a better understanding and managing of SCR.

Considering the risk dimensions, a set of measures or indicators (NR: Negative
Result, RPN: Risk Priority Number, TTR: Time To Recovery, EI: Exposure Index,
TRI: Total Risk Impact, TTD: Time To Detection, DIU: Losses Impacts, DI: Detection
Impacts) is built and create a Key Risk Indicators (KRI) which encompass the usual
measure: Probability * Impact. The SC side is fully part of the SCRIM as each asset has
an impact on the Risk Profile. Particularly, the supply chain characteristics have a
strong influence on the selection process for the mitigation strategies. Such a choice
relies on the intrinsic risk management capabilities of the SC as a whole. Thus, the level
of collaboration, information sharing and trust within such a supply chain has been
pointed out as an improvement issue for the SCRM capabilities.

The usability of the SCRIM model is investigated referring to Nokia [36] as an
application case study. The application of the proposed model on the Nokia case
showed that the model could be used in order to identify and to evaluate the supply
chain risks and for giving an overall picture of the risk exposure situation. In this case,
the supplier risk was underestimated by Nokia and led to the use of a mitigation
strategy and a reactive strategy of avoidance instead of a proactive one. An
improvement of the SCRM capabilities may have reduced the final impact. In that
sense, a better sharing of information and knowledge about the SC could have led to a
new evaluation of the vulnerability in which the exposure was graded as low.

Unfortunately, this study is still very limited. First of all, it is only focused on the
few factors of both risk and supply chain on purpose of simplicity. Other metrics may
contribute to further development of the SCRIM model. Secondly, the main difficulty
encountered in this study was the limited amount of data available in the literature
regarding the case Nokia. This statement could be identified as a common point
between other case studies we identified in the literature.

Thus, future studies and more empirical investigations may allow the SCRIM
model to be deeply improved.
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Abstract. Unexpected events in hierarchical production planning, such as rush
orders, labor problems, lack of availability of materials and faulty machines
have to be managed efficiently because they represent a risk for business con-
tinuity, based on their impact and duration. The use of inter-enterprise archi-
tecture offers multiple benefits for collaborative networks, including: business
strategy and information technology alignment, joint process integration and
synchronization, supply chain cost reduction, risk and redundancy minimization
and customer services improvement. Therefore, the use of inter-enterprise
architecture to address the problem of unexpected events in hierarchical pro-
duction planning supporting operational risk management is proposed. This
paper presents a model for inter-enterprise architecture that addresses the
problem of handling unexpected events in hierarchical production planning and
how the inter-enterprise framework is embedded into the model.

Keywords: Inter-enterprise architecture � Hierarchical production planning �
Collaborative networks � Unexpected events � Risk management

1 Introduction

The current dynamic environment forces enterprises to create collaborative networks
(CN) in order to survive and maintain a competitive advantage. Collaborative networks
are manifested in a variety of forms [1]: virtual enterprises, virtual organizations,
extended enterprises, virtual communities and virtual teams. Inter-enterprise architec-
ture allows CNs to: integrate business processes, align business with information
systems and technology, increase responsiveness, reduce risks, inventory and redun-
dancies, create synergies to achieve common goals, minimize cost of the supply chain,
among other benefits [2].

Inter-enterprise architecture can be used to approach different issues that CNs have
to address on a daily basis, such as: procurement planning, production planning,
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inventory planning, scheduling and controlling, and logistics and delivery planning. In
this paper, our focus is production planning and specifically hierarchical production
planning that facilitates decision-making in CNs by decomposing the decision problem
into sub-problems. The sub-problems are related to the organizational structure at the
highest levels of the hierarchy imposing restrictions at the lower levels [3].

In hierarchical production planning, the use of decision support systems (DSS) has
increased considerably as these systems provide decision makers with better and more
accurate real time information using mathematical and optimization models [4].
However, these systems are not designed to handle unexpected events that threaten
business continuity. Thus, decision makers are forced to take decisions based on their
knowledge and expertise, and the original plans have to change resulting in ineffi-
ciencies, increased inventory levels and costs, reducing customer service satisfaction
and even risking business continuity.

Taking into account a holistic view of hierarchical production planning and deci-
sion support needs for unexpected events handling, poses the research question: Can
the use of inter-enterprise architecture solve the problem of the arrival of unexpected
events in hierarchical production planning supporting operational risk management?
This paper proposes a model of inter-enterprise architecture to address the problem of
handling unexpected events in hierarchical production planning enabling operational
risk management in CNs and the validation of how the inter-enterprise framework is
mapped into this model.

The paper is structured as follows: Sect. 2 describes the related work in the fields
of: hierarchical production planning and operational risk, decision support systems and
inter-enterprise architecture, with the latter describing the main findings of the research
to date. Section 3 presents the proposed model that describes the problem of handling
unexpected events in hierarchical production planning to support risk management.
Section 4 maps the framework proposed in our ongoing research with the risk man-
agement model. Finally Sect. 5 presents the main conclusions and future work.

2 Related Work

2.1 Hierarchical Production Planning and Operational Risk

Collaborative and productive activities, especially planning and control, should follow
a hierarchical approach that allows coordination between the objectives, plans and
activities of the strategic, tactical and operational levels, in order to reduce the com-
plexity of the system [5]. This means that each level will pursue their own goals, but
take into account the higher level, on which it depends, and the lower level, which is
restricted [4]. In hierarchical production planning (HPP) systems, the problems are split
into sub-problems. Each sub-problem is related to a decision-making level in the
organizational structure and a mathematical model is constructed for solving each
sub-problem, which has different planning horizons, with aggregated and disaggregated
information across hierarchical levels [3].

Operational risk is associated with the execution of companies’ business functions.
Risk management is the process devoted to protecting the organizations and
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augmenting its capability to achieve its stated strategic objectives [6]. In the context of
production planning, the risk is associated with the arrival of unexpected events that
affect the normal performance planning. Effectively preparing for unexpected events,
such as the lack of available materials, rush orders, faulty machines, etc., is vital to
guaranteeing business continuity. Therefore, the ability to cope with these changes and
helping decision makers react in the best way, are important issues that must be taken
into account in the systems and planning processes. Some studies have proposed that
manufacturing systems should be sufficiently flexible and robust in order to efficiently
handle unexpected events [7, 8] and new proposals arise for a better information
management in production, such as Internet of Things [9]. However, most of the work
in these areas only considers certain types of unexpected events, or provides limited
assistance to manage how people react to them. There is limited research that takes into
account the management of different types of unexpected events in an integrated way.

Darmoul et al. [7], define a typology of the different kinds of unexpected events that
can occur in a manufacturing system and therefore affect production planning. This
typology states that unexpected events could originate from the following entities:
suppliers, resources, production and customers. The specific events reported for each
kind of origin are:

– In suppliers: delays, difference in quantity ordered and quality problems
– In resources: machine breakdowns, tools breakage, workers sickness, workers under

performance, workers high performance and strike
– In production: low raw material utilization, high raw material utilization, quality

problems, low performance in production, high performance in production, returns
for low quality, returns for delay in delivery and refunds for early delivery

– In customers: rush orders, order modification and order cancelation

In order to manage each and every specific unexpected event in an integrated way,
it is necessary to consider different factors for its management, such as, duration of the
disturbance (estimation of how long an unexpected event can last) and the criticality of
the resources involved (which relates to substitution of resources), as well as the impact
(high: related to strategic decisions, or low: related to operational or tactical decisions).

2.2 Decision Support Systems and Hierarchical Production Planning

Information systems, which provide necessary information for managers to make
decisions, have become key elements in the decision-making process. Therefore,
decision support systems are indispensable tools not only to obtain an optimal solution,
but also to obtain a broader and deeper understanding of the problem.

A hierarchical production planning system should be able to detect abnormal
behaviour, determine the type of disruption and continually propose alternatives
depending on the type of event. Determining the type of unexpected event is important
because the process will be affected differently and will require different decisions to be
made. In this context, the way the decision maker understands the information can
accelerate his/her perception, provide better insight and control, and harness the large
volume of valuable data to gain a competitive advantage by making improved
decisions [10].
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Hierarchical production planning systems need to be sufficiently flexible in order to
adapt to dynamic environments. The area of flexibility within the context of hierar-
chical production planning systems has been studied and different solutions proposed
[11, 12], which demonstrate how the data model can be integrated with the hierarchical
planning system. In addition, Boza et al. [4] state the logical building blocks that play
an interactive role in the information system and decision technologies for hierarchical
production planning, which are: Data Modelling (DaM), which represents the internal
structure and the external presentation of the data; Decision Modelling (DeM) defines
the models that represent the problem to be addressed. These models are used to
evaluate possible decisions in a problem domain; and Model Analysis and Research
(MAR), which is the instantiation of the decision model with data, model evaluation
and results.

To date, there is little evidence of research using decision support systems for
hierarchical production planning that includes handling unexpected events allowing for
business continuity. Therefore, the ongoing research of inter-enterprise architecture
aims to address this gap.

2.3 Inter-enterprise Architecture

In our ongoing research, the concept of inter-enterprise architecture (IEA) has been
proposed by investigating the application of enterprise architecture in CNs [13]. The
main elements of inter-enterprise architecture are: framework, methodology, and
modelling language [2]. The framework represents a simple, graphical structure of the
elements that make up the enterprise [14] and shows how the elements are integrated
and related. The modelling language allows for modelling, organizing and under-
standing the relationships between elements of the enterprise, using building blocks
to describe them [15]. The methodology facilitates the implementation of the frame-
work, step-by-step, through the use of the building blocks defined by the modelling
language [16].

Vargas et al. [17] proposed a framework for IEA comprising of four life cycle
phases (identification, conceptualization, definition and action plan) and seven mod-
elling views (business, organization, resources, process, decision, data and IS/IT). The
framework is also represented by its eighteen building blocks, which constitute the
modelling language proposed. The extended and revised framework and its building
blocks are illustrated in Table 1.

In proposing a useful framework for modelling an inter-enterprise architecture, to
facilitate unexpected events management on hierarchical production planning, IE-GIP
(the Spanish acronym that translates to ‘Enterprise Integration - Business Processes and
Integrated Management’) [18] is the foundation of the general framework used to
propose a partial framework to solve this problem. The proposed partial framework
maintains the life cycle phases of IE-GIP adapted to the specific context and the
modelling views have been merged, added or evolved as it is explained in [17].

Through this framework, we believe it is possible to use inter-enterprise architec-
ture for modelling the problem of handling unexpected events in hierarchical pro-
duction planning. In order to validate this assertion, the next section describes the risk
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management model for hierarchical production planning and Sect. 4 illustrates how the
framework is mapped to the risk management model.

3 Proposed Risk Management Model for HPP

Collaborative networks have to handle different kinds of unexpected events in hier-
archical production planning, which can originate from: suppliers, customers, resources
or production. In this section, the risk management model for HPP is presented taking
into account a collaborative network made up of 2 companies, having two levels of
decisions: Planning (strategic and tactical) and operational. The planning level is
supported by the planning DSS (PDSS) that provides companies with information on
quantities to produce per period, quantities to buy, stock levels, etc. Unexpected events
occur at the operational level and the decision maker needs to analyse the information
and propose solutions to solve the problems that arise. The decision maker needs to use
his/her own expertise and knowledge to solve the specific situation causing ineffi-
ciencies, bottlenecks and chaos. In order to provide support to the decision maker, the
ideal operational DSS (ODSS) would provide alternative solutions depending on the
event and its duration and impact. Figure 1 shows the proposed model, which repre-
sents our vision of how events should be handled, supported by ODSS that allows
enterprises to have contingency plans showing the decision maker ways to manage
specific events through rules or models that check the events’ impact and analyse

Table 1. Definition framework of IEA and building blocks

Modelling views

Life cycle phases          

Identification

Domain
Stakeholder

Cell
Unit Worker

Conceptualization

Business strategy
Stakeholder

Cell
Unit Worker IS/IT  strategy

Definition

Objetive
Performance 
assessment
Stakeholder

Cell
Unit 

Resource
Worker

AS-IS processes
CN processes
Unexpected 
events

Decision 
model 

Data 
model

Portfolio app 
AS-IS
Portfolio app 
CN
Analysis model 

Action plan

Performance 
assessment
Stakeholder

Cell
Unit 

Resource
Worker

CN processes
Unexpected 
events

Decision 
model 

Data 
model

Portfolio app 
CN
Analysis model

IS/ITBusiness Organization Resources Process Decision Data
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historical data stored in the data warehouse. The numbers in the model below represent
the order in which processes occur and are described below:

(1) The upper level is the planning level that sends to the operational level production
plans.

(2) The risk for the arrival of unexpected events occurs at the operational level.
(3) The event causes a distortion in operational plans that the decision makers have to

report to an ODSS (These specifics events have been predefined according to the
literature review of Sect. 3)

(4) The ODSS system must provide an alternative solution based on specific rules,
past experiences or models. The ODSS has to be flexible and provide fast and
feasible solutions at the operational level.

(5) At the same time, the solution must be relayed to the upper level, because the
solution has changed the inputs to decisions made at the planning level.

(6) The PDSS modifies the decision model in order to handle the specific event in the
future in long term basis; this modification is reported to the ODSS that storage
the solution information into the application. In this way, any decision makers
belonging to the collaborative network, can access through the ODSS to this
information in real time, allowing them sharing vital information to help them to
take better decisions when an event occurs.

(7) PDSS will run again with this feedback and propose new plans for subsequent
periods. The new plans are sent to the operational level that has already taken into
account the impact of the event.

This model represents widely, how is our vision to handle different kind of
unexpected events through the support of an ODSS that allows decision makers to

Fig. 1. Risk management model for HPP
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access in real time to solution alternatives that occurred in the past as a mean to provide
with accurate, validated and measurable information for a specific event, helping to
decision makers gather, filter and analysing information that enable making better
decisions when a new unexpected event occurs. This information can be accessed by
any of the decisions makers belonging to the collaborative network, allowing transfer
and generation of knowledge.

One of the limitations is the kind of unexpected events analysed. The unexpected
events that have been analysed (Sect. 2.1) do not relate soft and catastrophic issues.
Soft issues associated to availability of personnel and their level of competence. Cat-
astrophic issues associated to earthquakes, adverse weather conditions, terrorist attacks
and political conflicts.

4 Mapping the IEA Framework to the Risk Management
Model in HPP

The framework described in Sect. 2.3 is made up of 18 building blocks. These building
blocks are represented in the model proposed in Sect. 3. Figure 2 shows how the 18
building blocks of the proposed IEA framework represents the problem of handling
unexpected events in HPP and how they are described in each of the elements of the
model. This shows how the IEA framework embeds the elements needed to describe
the problem of unexpected events in HPP.

Each building block is represented in a rectangle with borders depending on which
modelling view it is associated with. Thus:

– Domain represents the boundaries of the CN in the collaborative context of hier-
archical production planning to solve the problem of unexpected events handling.

– Stakeholders represent the number or nodes in the CN that participate in the col-
laborative domain.

– Organizational cell represents the teams of the CN.
– Organizational unit represents the workstation of the CN and its roles. Each unit

must belong to at least one cell and each team must have at least one member.
– Resources represent all those physical resources necessary to carry out the operation

of the CN.
– Worker represents a member from each stakeholder that participates in the col-

laborative process. The difference between worker and organizational unit is that the
latest is related to the CN and worker is related to each stakeholder.

– Business strategy represents the mission, vision, values, goals, strategy, plans,
critical success factors, policies and parameters of the CN that are agreed at a
business level and have to be aligned with the IS/IT strategy.

– IS/IT strategy represents policies and parameters of the CN that are agreed at the
technological level and have to be aligned with the business strategy.

– Objectives represent the goals of the CN for modelling the domain.
– Performance assessment helps to measure the performance of the CN through Key

Performance Indicators (KPIs) that are assigned to measure each of the objectives of
the CN.
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– AS-IS process defines at a macro-level the processes that are currently being
developed in the domain of the CN at a local level.

– CN process defines the processes TO-BE of the CN in the global domain.
– Unexpected events allow establishing the management to support the decision

process when unexpected events occur that affect production planning; there are
four different origins of an event: customer, supplier, production and resource.

– Decision modelling, through this building block the decision models of the CN are
defined, taking into account the organizational hierarchy of the CN.

– Data modelling defines the data structure related to the decision modelling and its
relationship with the analysis model.

– Analysis model defines the operation and interaction of decision modelling and data
modelling.

– AS-IS Application Portfolio helps to identify the information associated with each
current local application, and its importance to support the global operations of
the CN.

– CN Application Portfolio represents the list of applications or services with which
the CN supports joint business processes in a TO-BE state.

Fig. 2. Mapping IEA framework validation to risk management model in HPP
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5 Conclusions

This paper proposes a risk management model for hierarchical production planning for
a collaborative network for handling unexpected events. The paper also maps the IEA
framework with the risk management model.

The key contribution is that it enables collaborative networks to address the
problem of handling unexpected events in hierarchical production planning, thus
ensuring management of risks at the operational level. The impact of this work is to
support decision makers to respond effectively and efficiently to risk events using the
operational decision support system that provides alternative solutions and contingency
plans to ensure business continuity, taking into account a wide range of risk based
events, their impact and duration. As the model is currently being evaluated in a
collaborative network in the Spanish ceramic tile sector, the collected results will
provide the necessary information for hypothesis validation and research question
satisfaction. There are some limitations relating to the kind of unexpected events
analyzed that must be taken into account for future research including, but not limited
to: the soft and catastrophic events. The initial findings suggest that the proposed model
is a good representation of hierarchical production planning and unexpected events
handling for risk management, at the conceptual level.
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Abstract. Innovation is considered crucial for enterprises survival and current
economic environment demands the best ways of achieving it. However, the
development of complex products and services require the utilization of diverse
know-how and technology, which enterprises may not hold. An effective
strategy for achieving them is to rely in open innovation. Still, open innovation
projects may fail for many causes, e.g. due to the dynamics of collaboration
between partners. To effectively benefit from open innovation, it is recom-
mended the utilization of adequate risk models. For achieving such models, a
preliminary conceptualization of open innovation and risk is necessary, which
includes modeling experiments with existing risk models, such as the FMEA.

Keywords: Open innovation � Risk assessment � Collaborative networks �
FMEA

1 Introduction

Nowadays, Innovation is crucial for the enterprises survival and current economic
environment demands the best ways of achieving it. Open innovation is a useful
strategy enterprises adopt to seek knowledge and value from outside of their bound-
aries. In such way, enterprises share technology and knowledge with their suppliers and
customers to develop innovative and improved products, and leveraging value creation.
Assuming this strategy, enterprises may even disclose secrete technology or free
intellectual property, for the sake of obtaining such benefits. But this is not done
without risks, as open innovation projects might fail for diverse reasons. For instance,
the appropriation of others’ know-how or trying to take unmerited benefits from a
technology are considered disruptive behaviors in open innovation projects.
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To effectively benefit from open innovation, it is recommended the utilization of
adequate risk models. Open innovation is essentially a collaborative strategy. There is a
significant number of risk-like assessment approaches for collaborative networks
already, but few specifically addressing risk in open innovation.

Our aim is to develop research work towards developing a risk assessment
approach for open innovation. As explained in Sect. 3, this problem has had little
attention by the research community. Given this scarcity, we considered a research
question, which can be stated as: How to model open innovation risk assessment? Our
effort is, therefore, devoted to contribute to provide an answer to this question.

Our research method starts by problem formulation. It is followed by the con-
ceptualization of open innovation and risk and by the related research analysis. The
next phase is devoted to work on risk modeling in open innovation. In this regard, our
risk assessment approach is based on a widely used risk model, namely, FMEA. The
obtained approach is illustrated through an application example, followed by result
analysis.

In the next section, we provide the relevant concepts regarding open innovation and
risk. We briefly describe a few existing risk assessment models. A research on the state
of the art related to risk in open innovation is presented in Sect. 3, aiming at identify
and characterize risk assessment models in open innovation. In Sect. 4, we illustrate
how we could model risk assessment using the FMEA model. We also provide an
illustrative application example. We finish the results analysis, conclusions and future
work.

2 Base Concepts

2.1 Open Innovation

The concept of open innovation, coined by Chesbrough in 2003 [1], has become
relevant in practice and in academia. Open innovation is now a mainstream research
focus in innovation literature [2]. One of the reasons for the advance of the open
innovation paradigm is based on the principle that today´s problems are often complex
and require a wide range of expertise. To create and implement solutions it is required
that collaboration occurs among different areas and people with a variety of experience
and knowledge. It is very difficult for organizations to build solutions and create
knowledge by themselves. The basic assumption of open innovation is opening up the
innovation process. This means to treat research and development as an open system.
Open innovation is usually put in contrast to closed innovation, supposedly its pre-
cursor, where companies generate their own innovation ideas, and then develop, build,
market, distribute, service, finance, and support them on their own [1].

Open innovation suggests that valuable ideas can come from inside or outside the
company as well. The mobility of competencies, the increasing presence of
venture-capital, the emergence start-ups and the role of university research and its
linkages give rise to a more open approach towards innovation. Collaboration is argued
to facilitate the production of new knowledge more than just transferring it. Chesb-
rough [3] has referred to open innovation not only as being a business model, but also

28 J. Rosas et al.



as a way of promoting and sharing knowledge. This means that open innovation can go
beyond the idea of knowledge transaction and of in/outsourcing ideas, but promote the
creation of new knowledge.

Companies can develop and bring ideas to the market using channels outside of
their current businesses, in order to generate value for the organization. A path for
accomplishing this can involve new businesses and licensing agreements. These might
be financed and staffed with the existing company’s personnel. In addition, ideas can also
be originated outside the company and be brought inside it, for commercialization [4].
In other words, the connection between a company and its environment is more per-
meable, enabling innovative ideas to transfer easily where boundaries once existed.

As argued by Felin and Zenger [5], the mechanisms for accessing external
knowledge and promoting open innovation encompass a range of alternatives including
alliances and joint ventures, corporate venture capital, licensing, open source platforms,
and participation in various development communities. Each of the modalities brings
distinct benefits, implies distinct levels of openness, and various risks. For instance,
they vary in terms of intellectual property ownership, from Joint-ventures, created by
formal-agreements, and “open-source models”, in which IP is given away to a (large
and open) software development community.

An open innovation strategy can generate a positive result, but, it also involves some
risks. Therefore, companies should have a policy to secure open innovation within their
organization, to create interfaces and make achievements measureable. The way
employees manage their external partners is also very important and plays a central role.

2.2 Risk Models in Engineering

Proceeding as specified in our research method, we now address the concept of risk in
an engineering context. To overcome global competition and rapid technological
advances, in order to predict and positively respond to changes, the development of
organizational capability to innovate has become one of the prime strategy in SMEs.
This has been done despite the lack on practical models, metrics and tools to assist their
risk management efforts [6].

For many years, organizations risk has been seen mainly as a combination of the
probability of occurrence of harms and the severity of these harms. Nowadays, such in
project management, risk is viewed as related to uncertain events or conditions that,
when they occur, pose positive or negative effects on projects objectives. Similarly, as
the uncertainty associated with innovative processes is bonded not only to inherent risk
of failure, but also to inherent chance of success, these subsequently bring on the
necessity of adequate risk management in innovative processes [7]. Thereby, and since
the purpose of an integrated risk management is to facilitate innovation rather than
stifle it, innovating firms require a strategy not of risk avoidance, but of early risk
diagnosis and management [8, 9], which should be spread through organizations and
collaborative networks.

Based on general project management practices, several frequently used risk
assessment models can be identified, such as the Balanced Scorecard (BSC), Failure
Mode Effects Analysis (FMEA), Fault Tree Analysis (FTA), Analytic Hierarchy Pro-
cess (AHP) and Risk Diagnosing Methodology (RDM).
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The BSC model is typically used to facilitate the monitoring of the firm’s success
factors, which can be viewed as opportunities as well as risks, meaning that the BSC is
by nature an instrument close to the risk’s grounds function [10].

Another commonly used risk assessment approach is the Failure Mode Effects
Analysis (FMEA), which is a systemic approach suited to help identify and reduce
critical aspects in early stages of products and processes conception. Due to its role in
the context of our research work, this risk assessment technic is explained in more
depth in the next section.

The Fault Tree Analysis (FTA) can be both used as a risk identification method or
as a risk analysis instrument. In this approach, the probability of negative events can be
estimated and their causes deducted from a named Fault Tree, in which the probabilities
of alternative situations are assessed. These situations are organized using Boolean
logic, in which lower-level events are fed into upper-level ones [10].

Another used risk assessment approach is the Analytic Hierarchy Process (AHP).
AHP is considered a multivariate analysis technique that aims to decrease the randomness
of subjective assessments, by having in consideration different objectives grounded on
distinct criteria [11]. It is predominantly used in scenario selection and evaluation [12].

Another risk assessment approach is Risk Diagnosing Methodology (RDM) which
main purpose is to help provide strategies that will support and improve the chance of
projects success, by identifying and managing their potential risks [8, 13]. It is used to
support the systematic diagnosis of companies, considering issues such as consumer
and trade acceptance, commercial viability, competitive responses, external influential
responses, product technology and manufacturing technology [8], in which the
assessment of project risk is determined not only by risk likelihood and its effects, but
also by the companies’ ability to influence the course of the risk actions.

2.3 The FMEA Risk Assessment

FMEA is widely used risk assessment approach. It was original developed inside
Aeronautic Industry in the 50’s to guide the design process. But it has been widely used
in a broader sense, not only to assess physical systems but also organizational ones,
such as those in the areas of Knowledge Management [14] and supply-chain man-
agement [15]. The FMEA can be used as a design tool to systematically analyze
postulated component failures and identify the resultant effects on system operations.
A failure at a lower level may very well cause a larger failure on the higher level.
Therefore, it is essential to find them as fast as possible [16].

With FMEA, we can quantify the risk level of each identified failure, whether
known or potential. Then, an estimate of its likelihood of occurrence, severity, and
detectability is made for each one. At this point, an evaluation of the necessary actions
is performed, namely, they can be taken, planned or ignored. The emphasis is to
minimize the probability of failures or to minimize their effects. The main constituents
of the FMEA model are described as:

Failure - Event/process in which any part of the organizational system does not
perform according to the prescribed behavior. Example: absence of knowledge sharing
when it was expected.
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Failure mode - The specific manner by which a failure occurs in terms of the
failure of some part of the organization. It shall at least clearly describe the end state of
the item under consideration. It is the result of the failure mechanism (see next).
Example: An enterprise owing key knowledge left the project.

Failure cause and/or mechanism - Defects/problems detected in the elements of
the organizational system which are the underlying cause or sequence of causes that
initiate behaviors leading to a failure mode over a certain time. A failure mode may
have several causes. Example: Inadequate organizational rules adoption may cause
network weaknesses.

Failure effect - Immediate consequence of a failure. Example: Lack of knowledge
sharing decreases the quality of a project and increases its duration.

Likelihood of occurrence (L) - The Likelihood of occurrence is the probability
that a specific failure mode, which is the result of a specific cause under current
open-innovation network, will happen. Failure Likelihood is a relative ranking within
the scope of an individual FMEA. A suggested likelihood scale is given in Table 1.

Table 1. Risk guidelines rank.

Rank Failure
likelihood

Severity of effects Detection processes

5 Frequent Maximum severity - failure leads to
the end of the open-innovation
process

Extremely unlikely - management
processes will almost certainly
not detect the potential failure
before it occurs.

4 Reasonably
probable

Very High Severity – open
innovation network performance
severely affected. Members very
dissatisfied. Network members
will be able to correct the
failure/situation with some
constraints

Remote likelihood – management
process more likely will not
detect the existence of a potential
failure before it occurs

3 Occasional Moderate - reduced performance
with gradual performance
degradation. Network members
dissatisfied. Network members
will be able to correct the
failure/situation

Moderate – management process
may detect the potential failure
before it occurs

2 Remote Minor – network members will
probably notice the effect, it is
considered negligible

High: management processes have
a good chance of detecting the
potential failure before it occurs

1 Extremely
unlikely

Very slight –
insignificant/negligible effect

Very high: management processes
almost certainly will detect the
potential failure before it occurs
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Severity (S) - Severity is an assessment of the most serious effect for a given failure
mode. Example: The severity of problematic partners can be reduced through their
exchange. If such an exchange is attainable, the failure can be minimized eliminated.
Severity is also a relative ranking within the scope of an individual FMEA.

Detectability (D) - Detectability is an assessment of the ability to identify any
potential failure modes, case they occur. Detectability is a relative ranking within the
scope of an individual FMEA.

The suggested risk guidelines for severity, occurrence and detection are given in
Table 1.

Risk Priority Number (RPN) - The Risk Priority Number defines the priority of
each failure. RPNs have no value or meaning by themselves. They are used only to
rank (define) the potential open- innovation network deficiencies. The RPN is calcu-
lated by multiplying these three ratings:

RPN ¼ Failure Likelihood� Severity� Detectability: ð1Þ

In this equation, failure Likelihood, Severity and detectability must have a value
greater than zero. A suggested RPN ranking is provided in Table 2.

Recommended Action - The recommended action may be specific action(s) or it
may correspond to major changes in the operating process of an open innovation
project or network. The idea of the recommended actions in FMEA is to reduce the
severity, occurrence, detection or them all.

3 Depicting Existing Approaches of Risk Assessment
in Open Innovation

During our research work, it was relatively difficult to find related research concerning
risk assessment in open innovation. This difficulty led us to formulate the hypothesis
that such models might be currently scarce. But this is an assumption that is difficult to
demonstrate. Frequently in science, we can more easily prove that something exists
than proving that it does not [17, 18].

In order to overcome this difficulty, we devised an approach to estimate the amount
of research work concerning risk in open innovation. For such, a small content analysis
based on the utilization of “Publish or Perish” search engine was performed.

“Publish or Perish” allows flexible searches of published research works. In our
approach, we looked for papers with certain words in their titles. For instance, when a

Table 2. Risk category guidelines.

Heading level Risk category

90–125 Extreme
60–89 Significant
40–59 Major
18–39 Moderate
1–17 Low
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research intends to publish a paper related to risk modeling or assessment, the word
“risk” or “uncertainty” is likely to appear in its title. Similarly, this is also true for
researchers aiming to write papers on innovation. In this case, the word “innovation” or
its synonymous would appear in the title.

The search was restricted to publications written since 2004, as the term “open
innovation” was coined in 2003. After initial trials, we perceived that many results
were unrelated to open innovation, so we tuned the search engine to filter out papers
containing the words: “financial”, “bank”, “credit”, “price”, “climate” and “drug”. We
performed similar searches for words in areas that are considered consolidated, to serve
as a comparison basis. The obtained results are summarized in Table 3.

The mentioned table is split in three groups of results. The first group indicates
there is a significant number of papers addressing risk in either closed and open
innovation, and that some of them (could be up to 48) are more specific to risk models.
The second group indicates there are few papers which consider risk in open inno-
vation, about 7, and that only one has got the word “model” in title. Concerning risk,
such areas of collaborative networks also present similar numbers. The last group of
results serves as comparison basis, as it provides figures for areas that are more sta-
bilized. The approach can be repeated and extended with more words. For instance, the
number of papers with “uncertainty” and “innovation” in their titles was 308. But if we
include the word “open”, we only obtain 6 publications. A reader is right stating that
the approach may not provide very rigorous figures. But the divergence of values

Table 3. Publications regarding risk in open innovation, with comparison examples.

Keywords Papers found Number of citations

Risk innovation 901 2446
Risk innovation model 48 74
Risk innovation modeling 5 12
Risk innovation assessment 44 93
Risk innovation management 182 461
Open innovation Risk 7 4
Open innovation Risk model 1 0
Open innovation risk management 0 0
Open innovation FMEA 0 0
Virtual organizations risk 6 12
Collaborative networks risk 6 22
Collaborative FMEA 2 0
Collaboration FMEA 2 0
Business risk model 146 361
Risk portfolio selection 280 1672
Failure mode effects analysis 406 2829
FMEA above 1000 6602 (of these 1000)
Risk management above 1000 71809 (of these 1000)
Organizational behavior above 1000 44648 (of these 1000)
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between open innovation and other consolidated areas provides support to our claim,
that such models for risk in open innovation might be scarce.

As to establish a theoretical bases for our research in open innovation risk
assessment models, we performed an analysis of the more promising publications
among the few ones which were obtained during our context analysis:

Research works addressing risks, whiteout risk assessment models: In [19], a
risk-based technology management approach was proposed. In this approach, risk is
considered as an inherent aspect of the product development. It simultaneously con-
siders both quantitative innovation objectives and quantitative product delivery
objectives, such as cost, schedule and performance, enabling to establish formal
quantitative technology innovation objectives and to track and monitoring them during
a product development cycle. In [20], the external technology dependence, complex
process management, difficulty in intellectual property protection, market information
leakage, and mismatched resources capacity are identified as situations that pose risks
in open innovation projects. In [21], several factors related to intellectual property
competition in open innovation are highlighted. The study reveals the likelihood that
open and proprietary competitors will clash, according to the industry type, e.g. radio
and television, Medical, Electric motors, food and beverages, etc.

Identified risk models in open innovation: The research work in [22] is focused on
the risk evaluation of customer integration in new product development. A number of
risk factors of customer integration in new product development were identified,
namely, organization risk, capacity risk, knowledge risk, and market risk. Their goal
was to develop a risk evaluation method. The approach is based on rough set theory to
handle vagueness. In [23], a research was conducted towards developing methodolo-
gies for managing risks of open-source software adoption in a context of an ecosystem
of developers. The approach combined risk monitoring methods in order to provide
early warnings of risks and their mitigation. The developed tools also included
Bayesian networks and social network analysis. In [24], a risk management approach
for crowdsourcing innovation is proposed. It provided overall guidelines to managing
risks associated with crowdsourcing strategy, and a risk model suited for small and
medium enterprises.

4 Application of FMEA to Open Innovation

4.1 Factors of Risk in Open Innovation

As mentioned in previous section, there are many definitions of risk according to the
respective contexts in consideration. For all that matters in this research work, we can
assume one of these general descriptions, in which risk can be seen as a probability or
threat of damage, injury, liability, loss, or any other negative occurrence that is caused
by external or internal vulnerabilities, and that may be avoided through preemptive
action [25].

There are several innovation modalities, which as described before, are charac-
terized by several aspects, like degree of openness to external partners. Each of these
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modalities pose distinct risk types. Envisaging a risk assessment instrument requires the
identification of these risk types. Table 4 presents an initial characterization of these
risks, which affect enterprises participating in open innovation.

For each risk of a failure, we can identify its causes, its effects and corresponding
degree of impact, and the likelihood of its occurrence, as illustrated in Table 5.

Table 4. Situations posing risks in innovation, based on [20].

Situations Description

External technology
dependence

When enterprises rely excessively on their partners for technology
and knowledge, they might get in weaker situation if cooperation
with these partners fail

Complex process
management

The absence of organizational boundaries and the interaction with
autonomous partners increases the difficulty of process control
and management. Conflicts and uncooperative behavior might
manifest

Intellectual property
protection

When a partner gives away its knowledge to its peers, core
knowledge is difficult to protect. Enterprises risk lose control of
knowledge ownership, and may not collect the desired benefits

Market information
leakage

When participating in open innovation, enterprises may need to
disclosure knowledge and business secrets to peers. They risk
product and user information being stolen by its peers

Resources capacity
mismatch

When resources and capacity of several partner are mismatched, it
creates obstacles for innovation activity

Table 5. Characterization of open innovation risks

Failure Failure mode Effect Failure mechanisms

Partner needs
competency not
available within
the network

A partner left
the project

Loss of core
competencies
vital for the
project

Excessive reliance on
external partners; Low
technological/competence
independence

Cooperation
issues

Uncooperative
behavior

Project disruption Conflicting goals and
expectations; values
misalignment

Intellectual
property
protection (IP)

Abuse of IP by
peers

Loss of trust
among network
partners; loss of
competiveness

Inadequate IP laws and
regulations

Market
information
sharing

Insecure
disclosure of
core market
knowledge

Theft of product
and customers
information

Information leakage occurs
during customers and
suppliers participation in
the innovation process

Resource
allocation

Mismatched
resource
capacity

Costs increment;
project delay

Wrong perception of
resources capacity and
complementarity
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4.2 Assessing Risk Example

The information regarding the risk factors described in previous section can be used to
illustrate how we could assess risks in open innovation using.

Let us suppose the existence of an open innovation project aiming at developing an
Internet of Things application for health care. In an initial stage of the project, the set of
potential failures where identified and analyzed. The corresponding values for the
likelihood of occurrences, severity and detectability of each failure were estimated. The
obtained risk assessment results are presented in Table 6. The values in the table were
merely chosen for illustrative purposes.

The obtained risk priority numbers provide indication of which failures must
receive more attention. For instance, the RPN for “uncooperative behavior” is low,
while the risk of abuse of IP by peers is extreme (see Table 2). Based on this
assessment, a project manager can take preventive actions in order to minimize the
likelihood of these failures and minimize the effects of their eventual occurrence. For
instance, reducing the risk that some peers may abuse of intellectual property during
the project implies establishing agreements with effective rules to protect IP, as well as
the monitoring processes to ensure the compliance with these rules.

5 Conclusions

We described an approach for risk assessment towards providing an answer to the
formulated research question, which is concerned on how to access risk in open
innovation. Although existing research works address risk in open Innovation, specific
works considering risk assessment models seem scarce.

Table 6. Open innovation risk assessment illustration with FMEA method

Failure Mode Likelihood of 
occurrence (L) 

Severity of 
consequence (S) 

Detectability of 
the failure (D) 

RPN 
(L ×××× S ×××× D)  

Partner with 
key technology 
left the project 

5 3 4 
60 

(significant) 

Uncooperative 
behavior 2 2 3 

12 
(low) 

Abuse of IP by 
peers 

4 5 5 100  
(Extreme) 

Insecure 
disclosure of 
core 
knowledge 

4 4 2 
32 

(moderate) 

Mismatched 
resource 
capacity 

2 3 3 
18 

(moderate) 
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After an initial conceptualization and related research analysis, we identified
illustrative examples of failures in open innovation projects from literature. As a way to
illustrate how to assess open innovation risks, we characterized these failures according
to one widely used risk model, namely the FMEA. To our knowledge, the FMEA
model had never been used in the concrete “open innovation” realm. An application
example of FMEA illustrated the approach.

The study and development of our approach led us to conclude that it is necessary
further research for an adequate open innovation risk assessment, including a more
comprehensive characterization of open innovation risks. In this regards, we should
assume a more holistic perspective. Furthermore, open innovation is inherently col-
laborative. Therefore, one line of research for future work may include the adaptation
of existing collaborative risk models, so they could suit in open innovation. In the area
of collaborative networks, there is a variety of collaboration-related key performance
indicators already, as well as assessment models of more soft nature, such as value
systems, benefits sharing methods, and collaboration preparedness. Encompassing
these elements into a tailored and holistic approach to risk assessment in open inno-
vation is planned for the next phase of this research work.
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Abstract. To support and increase the success rate of collaboration in Virtual
Organizations (VOs), usually formed within Virtual organizations Breeding
Environments (VBEs), their operation stage and performance of their tasks must
be continuously monitored and supervised. A task in the VO is either planned to
be performed by an individual partner or jointly by a group of partners, and typi‐
cally consists of several sub-tasks defining the day-to-day activities of its involved
partners. However, VOs are dynamic and therefore detailed activities related to
sub-tasks are defined gradually during their operation phase. In this paper, as the
base for discovery of potential task failures, past performance and record of
previous sub-tasks’ fulfillment of each partner (so-called agent) is considered for
appraisal of its trustworthiness. Furthermore, the communication characteristic
of the agent and its current workload in all its involved VOs within the VBE are
also considered as input for measuring its potential probability of failure on
currently assigned sub-tasks. For tasks that involve several partners, a Bayesian
network is created during the VO’s operation phase, and used for measuring their
failure probabilities. These two potential risk measurements in VOs enable their
coordinators to appropriately identify the weak points in their planning of
upcoming VO activities, as well as assisting them with advice on how to intervene
and change the situation.

Keywords: Virtual Organizations · VO supervision/coordination · Failure risk
prediction · Task performance promises · Trustworthiness · Responsibility
template

1 Introduction

To respond to the emerging opportunities in the market, some autonomous and hetero‐
geneous agents registered in a Virtual organization Breeding Environment join forces
and form a VO. Research on the success rate of Virtual Enterprises in business show
that at least 30 % of the established VOs end up either in failure or operate under the
pressure of high risks for failure [1]. Primarily, three categories of risks for organizations
involved in a virtual organization are highlighted in the literature [2], including: internal,
external, and network-related, in relation to the success rate of virtual organizations.
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Network-related risks are those addressing collaborative relationships among organi‐
zations, and are typically caused by lack of trust, insufficient information sharing, clash
of cultures, etc. To support the success of collaboration among the involved organiza‐
tions in the VOs, it is necessary to define a framework and provide support functionality
through which the risks can be mitigated.

VO is a goal-oriented network, which means during its formation/creation stage, a
set of targets are gradually defined, and the main sub-goals and their tasks to be
performed for achieving those targets are pre-planned. However, during the operation/
evolution stage of the VO’s life-cycle, these high level sub-goals and their tasks need
to be detailed out into a set of specific sub-tasks, to be each performed either by a specific
partner, or jointly by a group of partners. In our research, we focus on risks that mostly
rise during the operation phase of the VOs, when large number of tasks and sub-tasks
are planned and scheduled (or are being gradually planned), each to be performed either
individually by one partner, or jointly by a group of partners. To support the success of
collaboration in VOs, it is necessary that its planned activities are monitored, supervised,
and coordinated, in order to discover and/or predict potential risks of failure in their
fulfillment. Our novel approach to forecasting and managing potential risks of failure
in VOs is founded on analyzing partners’ past and present behavior in performing the
tasks to which they have committed. Our approach contributes to developing novel
methods and mechanisms for monitoring both individual behavior and collective
behavior of partners in VOs [3]. The factors that are considered for potential risk in VOs
in our research are focused on three specific risks, including: low trustworthiness, insuf‐
ficient communication, and heavy workload. These three factors play a major role as
causes for risk during the operation phase of the VO’s life cycle. Therefore, our approach
concentrates on measuring the trust level, communication level, and workload level of
each VO partner, acting as an agent, within a VBE [4]. These are used as the criteria for
discovering potential probability of activity failures in currently assigned sub-tasks to
agents.

Trust is commonly considered as a main countering factor to the risks that may rise
in networks, due to agents’ opportunistic behavior, creating uncertainty and ambiguity,
and thus an agent’s low trustworthiness influences its risk of failure in fulfilling its
responsibilities, while agent’s high trust level positively influences its successful
completion of assigned sub-tasks and being cooperative in the VO. In our approach [5],
a set of trust-related norms are already defined that can be monitored for VO partners,
depending on the importance and timeliness of responsibilities assigned to them. There
is also a direct relationship between trust and communication in VOs. More trust is
established in the network when there is effective communication, and insufficient or
failing communication among partners in a VO, is typically followed by its failure.
A third risk factor considered in our approach is the current workload on the staff and
resources that are owned by the VO partners, and this considers the workload of each
agent within the entire VBE and in relation to all its commitments. For instance, if a VO
partner is simultaneously involved in several VOs, its workload may become too heavy
and its resources and staff overloaded, which must be considered when measuring its
potential risk to fail the already committed responsibilities or when volunteering to
undertake new responsibilities.
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It should be noted that the main goals and sub-goals of the VOs are usually reflected
through high level tasks to be undertaken by its partners. These are typically included
in the VO contracts, which are agreed and signed during the VO’s creation phase among
its partners. Nevertheless, considering that VOs are dynamic organizations, typically
the sub-tasks related to daily activities to be performed by the partners are gradually
defined during the VO’s operation phase [5]. Furthermore, some sub-tasks need to be
executed sequentially, while some others concurrently, which implies the existence of
certain causal relationships among different tasks and sub-tasks. The responsibilities
accepted by different VO partners in performing each sub-task constitute promises from
partners to perform those sub-tasks. A responsibility template can represent task/sub-
tasks, with the related promises/commitments from VO partners to perform them, as
well as inter-relationships among the sub-tasks. Promises made to perform sub-tasks,
are formulized as the norms for the promising partner. These causal inter-relationships
can be modeled through a Bayesian network. When and if a VO partner violates one of
its related norms, the risk prediction process discovers if there are other sub-tasks
assigned to that partner, which will now become risky. For calculating the failure prob‐
ability of every individual sub-task, the above mentioned factors are considered. For
joint tasks and sub-tasks, promised by a group of partners, the Bayesian network
provides their failure probabilities at any point in time, which in turn enables the VO
coordinator to identify their associated potential risks, and possibly to decide reassigning
the risky tasks and sub-tasks, for which our approach also facilitates finding the best-fit
candidates for the reassignment.

The remaining structure of this paper is as follows: Sect. 2 provides the related works.
Section 3 addresses risk factors considered in this. How to find the weakest/most risky
planned task/sub-task in the VO is investigated in Sect. 4. Finally, Sect. 5 provides the
conclusion of this research.

2 Related Works

Coordinating a Virtual Organizations (VO), with the awareness about any potential risk
of failure in fulfilling some of its tasks, clearly increases the chance of its success, and
thus the effective achieving of its goals and sub-goals. Literature review illustrates
different definitions for risks in various environments. Risk in an organization is defined
in [6] as the probability of an event that can influence the organizations’ objectives,
either negatively or positively.

In our research, we seek to identify risks in the VOs, due to the VO partners who
may violate some of their norms (promises they have made to fulfill some sub-tasks),
and consequently threatening the success of the VO.

Factors Related to Risk. Three risk factors related to the supply chains, including the
internal, external and network-related risks are identified in [2]. Changes in industry
market, political situation, social atmosphere, etc. are categorized as the sources for
external risks threatening the involved organizations, while events such as strikes,
machine failure, etc. are placed in the internal risks categories. All other risks raised
from the collaborative relationships among organizations in a VO, are clustered under
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the network-related risk category. Being two forms of collaborative networks, there is
a large similarity on internal and external risk factors between the supply chains and
virtual organizations. However, the factors related to their network-related risks are
different between the virtual organizations and supply chains. In supply chains, every
organization is one member in the chain, thus knowing about and dependent on two
other organizations, which appear before and after it in the chain. Also, every organi‐
zation is contracted to perform its own sub-task within the chain, so the success/failure
of each organization depends primarily on receiving the needed output from its prede‐
cessor organization in the chain as well as performing its own contracted tasks well. The
case of VOs however is very different. All its partners are jointly responsible for
achieving the goals and sub-goals of the VO, and therefore, the success or failure of
every one of its involved organizations is directly dependent on the success or failure
of the VO as a whole. This joint responsibility is the main reason why even when one
partner cannot perform its sub-task in the VO, other partners volunteer to perform it
instead, so that the VO as a whole can succeed. The joint responsibility notion in turn
creates complex inter-relationships among the involved partners. Modeling the indi‐
vidual and collective cooperative behavior of organizations that are involved in VOs is
challenging. Once an organization’s behavior is monitored and modeled within a VBE,
and through its involvement in a number of VOs, its patterns can be established, and
used for reasoning about predication of its behavior in its forthcoming sub-tasks.

In [2] a list of important sources/causes for network-related risks in VOs is provided,
which includes: lack of trust, lack of clarity in the agreements/commitments, partners
heterogeneity, loss of communication, lack of information sharing, heavy workload,
ontology differences, heterogeneity in structure and design, cultural differences, and
geographic distance, etc. In other words, any of these sources represents the existence
of a risk in the VO, and depending on its severity can contribute to its failure. From this
list of risk sources, trust, commitment, and information sharing are investigated further
in [7], specifically focused on the creation phase of the VOs, and finding the potential
risk of collaboration for the industrial partners and logistics operators that wish to get
involved in the formation of a new VO.

In our research, we focus on three factors of trust, communication, and workload of the
organizations (considered as agents), in order to predict the probability of failure for each
of these agents in fulfilling their individual assigned sub-tasks during the VO operation
phase. As such, violation of a trust-related norm by an agent triggers the risk prediction
process to consider further involvement of that agent in the responsibility template of the
VO. Our algorithm focuses on dynamic measurement of agent’s trustworthiness and
potential risks associated with it during the operation phase of the VOs, and therefore very
different from approaches applied during the VO creation phase [7, 8].

Risk Prediction Approaches. A number of approaches, some of which parameterized,
are employed for modeling and prediction of risks, such as the FTA (Fault Tree Anal‐
ysis), the ETA (Event Tree Analysis) and the ANP (Analytic Network Process). FTA
uses the combination of AND and OR gates to build the failure model [9]. It calculates
the probability of failing for the top level event(s), based on the data extracted from their
lower level events. This method is however limited to a binary prediction, and it only
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treats instantaneous failures, i.e. it does not include and/or consider any delays in time.
Furthermore, a main drawback of FTA is related to building the accurate tree which
requires a great effort.

In [7], estimation of the failure risk for individual partners is routed in ETA. ETA
addresses all potential consequences resulted by an initiating event, to which the prob‐
ability for their occurring can be assigned. In addition to individual risk, collective risk
is also addressed in [7] which is evaluated through fault tree analysis. The limitation of
the ETA approach is however related to the number of event trees that it generates, since
one event tree is needed for assessment of risks for each partner, therefore the time
complexity of the approach and its algorithm is high.

ANP is a multi-criteria decision making method that produces a structured influence
network of clusters containing nodes. The network contains source node, intermediate
nodes and sink nodes indicating different criteria. The origin of the influence path is
shown by a source node, while the destination of influence path is illustrated by a sink
node. In [10], the authors compare ANP with other multi-criteria decision making
methods. However, the ANP model has also the limitation to require filling up many
questionnaires as input.

In our approach, a Bayesian Network (BN) is developed, which consists of a set of
nodes representing its variables and a set of directed arcs representing relationships
between those variables. If variable A causes B then there is a directed arc from A to B
and A is the parent of B. To each node, a conditional probability is assigned which
indicates the probability of the variable associated to the node, given the probability of
the variables associated to its parents. In our research, nodes represent the failure in
fulfilling the sub-tasks, tasks, or goals. The probability of occurring failure in fulfilling
of the individual sub-tasks is measured based on the trustworthiness, communication
level and workload of the responsible agents. Then, the probability of failure occurring
in joint-tasks is calculated according to the Bayesian network rules.

The benefits of BN to assess risks in natural hazards are illustrated in [11]. Roed et al.
in [12] propose a framework considering human and organizational factors in hybrid
causal logic (HCL) to perform a risk analysis. This framework is developed based on
traditional risk analysis tools (FTA and ETA) accompanied by the Bayesian Network. In
our approach, we use BN to recognize risky tasks to support the success of collaboration
in VOs. The BN is built during VO operation phase, and if task planning is changed then
the graph representing BN is easily updated, which is not easy in other mentioned
approaches that need more effort to stay up-to-date with changes in task planning.

3 Risk Factors

The ability to predict the reasons of particular events is crucial in risk management.
Based on the state-of-the-art in the area, different risk sources can be identified, among
which three specific ones are considered in our research, including: lack of trust, lack
of communication, and heavy workload. These three play a vital role as causes for risk
during the operation phases of the VO’s life cycle, and are addressed in more details in
the following paragraphs.
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3.1 Trust Level

Trust plays an important role in virtual organizations and in relation to identification of
risk factors. Establishing trust is primarily rooted in the behavior of involved partners.
Therefore, monitoring the behavior of organizations involved in the VO and how they
are performing their commitments can provide good indications for predicting some of
the weak points in the near future plan of activities, which can cause risks in the VOs.
Subsequently, notifying the VO coordinator about such weaknesses and the risks that
are associated with them assists the coordinator with taking timely and appropriate stra‐
tegic actions. For this objective, we have developed a framework, addressed in [3], which
enables formalizing responsibilities and commitments of agents to perform their sub-
tasks in the VOs. It further supports the VO coordinator with monitoring partners’
behavior through identification of any potential violation in the set of defined norms for
the VO.

In support of the VO coordinator with monitoring partners’ behavior, we have earlier
defined in [5] three kinds of behavioral norms, including the socio-legal norms, the
functional norms, and the activity-related norms, which in one way or another constrain
the partners’ behavior in the VO. The socio-legal norms are related to aspects such as
leadership rights that are agreed and signed by all partners usually through a so called
consortium agreement.

During the VO formation/creation stage, partners commit themselves to collectively
fulfill the objectives of the VO. Then through negotiating contracts, the general terms
of each partner’s main responsibilities in the VO are indicated as its coarse-grained tasks.
The assignment of coarse-grained tasks to partners (frequently assigned as joint tasks
for a number of partners to perform together) corresponds to the functional norms in the
VO. However, and mostly due to the dynamic nature of VOs, these contracts cannot and
do not determine the details of partners’ day-to-day sub-task assignments and activities
that they perform. Therefore, a template is only extracted in this phase which is called
in our research Goals-Tasks-Interdependency-Template (GTIT) which is instantiated
during the VO operation phase.

At different times during the VO operation phase, definition and assignment of day-
to-day sub-tasks to each partner are achieved, complying with its general responsibili‐
ties, as specified in its VO contract. To assign the day-to-day sub-tasks, agreements are
made within the VO between each partner who commits to perform the sub-task and its
task leader. Every such agreement to commit to a sub-task, generates a promise in the
VO. Fulfillment of these promises in the VO corresponds to the activity-related norms.
Clearly, the activity-related norms are in conformance with the functional norms in the
VO. We have implemented the behavior monitoring functionality of our approach in a
tool called VOSAT (Virtual Organization Supervisory Assistant Tool) [5], within which
the focus of behavior monitoring is on the activity-related norms. VOSAT is applied to
assist the VO coordinator by giving useful information about the VO partners’ behavior
as monitored during the operation phase of the VO.

To enable monitoring and reasoning about the activity-related norms, promises must
be concisely defined and formalized. In our proposed framework, a set of rules are
defined according to which the state of each promise is changed, and adding new facts
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to the knowledge base. Every promise goes through different states during its life cycle
[3], some of which are briefly described below. The state of a promise which requires a
priori fulfillment of some conditions is called conditional. This means, only when any/
all required conditions are fulfilled (before their deadlines), that the state of a promise
is/becomes unconditional. Otherwise, if the a priori conditions for a promise are not
fulfilled on time, then the state of the promise is/becomes dissolved. If a sub-task for
which a promise is made is fulfilled before/on its deadline, then the state of the promise
is/become kept and if the deadline is passed and the sub-task is not fulfilled, then the
state of the promise is/become not kept. If the reason for the failure in fulfilling a sub-
task is beyond its promiser’s control, then the state of the promise is/become invalidated,
and finally a promise is/becomes released when the promisee cancels it, which requires
pre-agreement with the task leader.

To evaluate the overall trust value of each agent, the VOSAT framework applies a
comprehensive fuzzy evaluation method. This method is a multi-criteria decision
making approach that evaluates the influences of various factors on a certain element,
applying fuzzy mathematical methods [13]. For example, construction project manage‐
ment can be evaluated using fuzzy comprehensive evaluation in which three evaluation
factors are the degree of controlling project objectives, the need of supporting of the
owners and support ability of the owners and contractors. In our approach, we apply two
specific fuzzy factors, namely the personal norm abidance, and collective norm abid‐
ance. To evaluate the personal norm abidance for an agent , the past interaction/
collaboration experiences of agent  with all other agents in the VBE are considered,
e.g. the number of all kept promises made by A to other agents, and the number of all
violated promises. To evaluate the collective norm abidance for an agent , all ranking
suggestions received for an agent  from other agents are aggregated. Through applying
this method, it is possible to measure the violation of trust-related norm for each agent,
which is then used to predict the potential risk of failure for this agent.

3.2 Communication Level

The second important risk factor in virtual organizations after trust is related to failing
needed communication with other partners, which is typically followed by failure in
virtual organizations [14]. In other words, agents’ timely and periodic reporting on the
status of progress in activities under their responsibilities, e.g. by email in relation to
performing a sub-task to both the task-leader and other involved partners in joint tasks,
by email in relation to a Work Package to the VO coordinator, etc. is vital to the success
of the VO.

Communication processes in VOs complements the VO’s structures. In other words,
goals of the VO as well as the partners responsibilities are reflected and clarified through
their effective communication. There is in fact a direct relationship between trust and
communication, meaning that more trust can be established in a collaborative networks,
as a consequence of better communication.

Nevertheless, sometimes communications among agents fail. The Ratio of Failure
for an agent in its required communication, is calculated through the following equation:
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 shows the agent for whom we calculate the potential Risk of Failure in Communi‐
cation (RFC), related to fulfilling the sub-tasks under its responsibility in the VO. The

 shows the number of his failed communications in this VO, and the  shows the total
number of required communications by this agent in the VO.

In our approach we consider that a threshold percentage for tolerating failures in
communications can be defined in each VO, by its coordinator. This threshold is then
compared against the RFC of an agent. If the RCF is larger than the pre-defined threshold,
then their difference indicates the percentage of not-tolerated lack of communication by
the agent in that VO. This difference represents the probability of Lack of Communi‐
cation (LC) for the agent .

3.3 Heavy Work Load

When a partner is involved in two or more VOs simultaneously, there is a risk of
resources and/or staff insufficiency to undertake all its responsibilities. There is not much
related work referring to this aspect, however in [8] an agent’s bidding for tasks in several
VOs is considered as a source of risk. In our approach, we define a Ratio of Over-
workload Commitment for each agent , as a risk factor. If positive, this shows
the percentage of over commitment of an agent , when considering all its commitments
to different VOs in the VBE, in comparison to the real person-months in a year that the
agent has planned to invest in this VBE. Equation below:

Where  shows the Person-Month that organization  commits in ,  is the dura‐
tion of  in years, n shows the number of VOs in which  is involved, and N is the
maximum person-month that  has planned for being involved in the VBE, as specified
in its profile/competency information at the VBE. In our approach we consider that a
threshold percentage for tolerating over-commitment can be defined in each VO. If the

 is larger than this pre-defined threshold for an agent, then their difference
indicates the probability of Heavy Workload (HW).

3.4 Relative Weights Comparing Risk Factors

To determine the three criteria weights used to calculate the probability of the risk, related
to individual sub-tasks, an Analytic Hierarchy Process (AHP) [15] is adopted. The
approach ponders a set of evaluation criteria, and a set of alternative options through
which the best decision is to be made. The AHP produces a weight for each evaluation
criterion according to the decision maker’s criteria paired comparisons. The higher the
weight, the more important is the related criterion. In order to compute the weights of the
different criteria, the approach initiates the creation of a paired comparison matrix A.

46 H. Afsarmanesh and M. Shadi



The matrix A is an  matrix, where  is the count of evaluation criteria considered
to be compared. Let us assume that each  indicates the relative importance of the 
factor to  factor, so there are three possibilities:

, if the  factor is more important than the  factor
, if the  factor is less important than the  factor
, if the two criteria have the same importance

There are two constraints:  and  for all j.
Table 1 indicates suggestive numerical scales for relative importance between any

two factors [15].

Table 1. Relative importance where comparing every two factors [15]

Status Value

Equally important 1

Slightly more important 3

More important 5

Greatly more important 7

Fully more important 9

For comparison between margins mentioned above 2, 4, 6, 8

After building the matrix A, it is possible to derive from this matrix a normalized
paired comparison matrix, by making the sum of the entries on each column equal to 1.
Therefore, each entry in column i is divided by the sum of the entries of that column.
Ultimately, the criteria weight vector w (that is an m-dimensional column vector) is
constructed by averaging the entries on each row of the normalized matrix. Of course,
the consistency among assigned weights should be checked as explained in [15].

Generally, the AHP computations are directed by the decision maker’s experience,
hence AHP can be considered as a means to translate the decision maker’s evaluations into
a multi criteria ranking. Figure 1(a) shows an example of VO coordinator’s opinion about
comparing the influences of Lack of Trust (LT), Lack of Communication (LC), and Heavy
Workload (HW) on the failure probability of individual tasks. Weights in Fig. 1(a) are
selected by the area experts, based on the weights they suggested in Table 1, e.g. in this
example the VO coordinator has decided that the weight of lack of trust is 7 times more
important than the lack of communication (which also indicates the former is greatly more
important than the latter), consequently the weight for the lack of communication in
contrast to the lack of trust is 1/7 which equals to 0.14.

Considering the weight matrix shown in Fig. 1(a), the sum of entries in columns
from left to right are respectively 8.33, 1.25, and 13. Then in order to normalize these
values, each entry in column i is divided by the sum of the entries of that column.
Consequently, the matrix is changed as shown in Fig. 1(b).
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The resulted weight vector is then {(.12 + .112 + .23)/3 = 0.15, (.84 + .8 + .69)/
3 = 0.78, (.039 + .088 + .076)/3 = 0.07}. This in turn means that for example, the
probability of failure in fulfillment of an individual task, given the violation of trust‐
worthiness of the responsible agent, and when there is no lack of communication and
heavy workload, is 78 %. These weights are then used in the Conditional Probability
Tables (CPT), explained in the next section.

4 Proposed Approach for Risk Prediction

In the VO contracts, some general tasks are defined for the partners, in order to fulfill the
VO goals and sub-goals. As illustrated in Fig. 2, we define one template called the Goals-
Tasks-Interdependency-Template (GTIT) for a VO during its creation phase. The GTIT
reflects the pre-defined goals and main tasks hierarchy and their inter-relationships to the
VO partners, as they are typically specified in the VO contract. During the VO operation
stage however, each of the main task is divided into several sub-tasks, and the sub-tasks are
committed by specific partners, thus representing their different day-to-day activities.
Therefore, the GTIT of a VO will dynamically get instantiated and expanded with more
details during the operation phase of the VO, generating the Partner-Responsibility-
Interdependency-Tree (PRIT) that represent current activities of the VO. At any time, there
is only one current PRIT at the VO, which can be dynamically updated to either reflect new
assignment of subtasks to partners, reassignment of main VO tasks or sub-tasks from one
partner to another, or even due to higher level changes in the VO’s goals and sub-goals.

LC LT HW 
LC 1 .14 3
LT 7 1 9
HW .33 .11 1 

LC LT HW
LC 1/8.33=0.12 .14/1.25=0.112 3/13=.23
LT 7/8.33=0.84 1/1.25=0.8 9/13=.69
HW .33/8.33=.039 .11/1.25=0.088 1/13=.076

(a) (b)

Fig. 1. (a) An example of weights suggested for comparing the LT, LC, and HW based on the
values defined in Table 1. (b) The normalized version of the matrix in (a)

Fig. 2. The Goals-Tasks-Interdependency-Template, created during the VO creation phase. T is
for a task, SG is for a Sub-Goal, and A is for an agent who is responsible for a particular sub-task.
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A simple case of the extended GTIT template, called Partner-Responsibility-
Interdependency-Tree (PRIT) is illustrated in Fig. 3.

In our research, the causal inter-relationships among sub-tasks, tasks, and goals are
modeled through a Bayesian network. As mentioned before, three main sources of risks
regarding VOs are taken into account, focused on: trust, communication, and work‐
load, and then the Bayesian network is applied to find the failure probabilities of joint-
tasks or joint-sub tasks at each point in time, and subsequently the VO coordinator can
properly recognize and reassign risky tasks.

Clearly, the risk analysis can be addressed during all phases of the VO life cycle, i.e.
creation, operation, evolution, and dissolution. However, the focus of our work is on the
operation and evolution phases.

4.1 Bayesian Network

Bayesian networks are frequently used for modeling of complex systems. A Bayesian
network is a DAG (Directed Acyclic Graph). This graph consists of some nodes that
representing variables and some edges representing relationships between the variables.
A directed edge from variable A to variable B is considered if A is the parent of B
meaning A causes B. To each node, a conditional probability is assigned which indicates
the probability of the variable associated to node given the probability of the variables
associated to its parents.

In this research, each node in Bayesian network represents the failure in fulfillment
of a task/sub-task. The conditional probability table related to each node shows a basis
for identifying how much responsibility an involved agent or group of agents have
committed toward a task fulfillment.

During the VO operation phase, when the sub-tasks are defined in details or dynam‐
ically changed, the Bayesian network is established and changed accordingly. For
instance, when the PRIT for the VO is changed to represent that a new partner has entered
to the VO with certain new responsibilities, or when a partner leaves the VO while its

Fig. 3. An example of current Partner-Responsibility-Interdependency-Tree, created during the
VO operation phase
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responsibilities are delegated to others, the Bayesian network is updated accordingly.
Moreover, when and if the trust, communication and workload level of an agent is
dramatically changed, it may in turn increase the probability of its failure or success in
tasks in which the agent is involved, as well as the failure or success of other dependent
tasks, and consequently the failure or success of the entire VO.

4.2 Example

In this section, an example is presented to address the proposed method. Suppose that
a VO is created and three organizations  are involved in it. The VO’s goal is
to fulfill two high level tasks , and . During the operation phase of the VO, a number
of sub-tasks, e.g.  for task  and  for task , are defined. Further‐
more,  is responsible for ,  for , and finally  is the responsibility
of . The purpose here is to find out if there are any tasks at risk caused for instance by
any decrease in the level of trust or communication, or any increase in the workload of
related agents. The Bayesian network representing this example is shown in Fig. 4(a),
which represents these three performance criteria concentrated only on agent . Here,

 for Agent , refers to the potential failure of sub-task , where , and
 respectively represent the lack of trust, lack of communication, and heavy work‐

load, related to this agent, and calculated based on the approaches respectively explained
in Sects. 3.1–3.3.

Fig. 4. (a) Bayesian network for finding the failure risk of the VO’s goal, represented by .
(b) An example of BN rules to find the probability of . (c) The Conditional Probability Table
(CPT) for nodes showing failure in individual sub-tasks shown by . (d) The CPT for node .

The CPT related to the conditional probabilities of failure in individual tasks is then
calculated based on the weights explained in Sect. 3.4 as shown in Fig. 4(c). Therefore, for
example, if the ratio of agent’s failed communication is more than the tolerated threshold,
the percentage of its committed person-month in a year is more than pre-defined threshold,
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and also the agent violates its trust-related norm then the conditional probability of failure
in its individual task is 100 % (15 % + 78 % + 7 %). This situation is shown in the first row
of the CPT shown in Fig. 4(c).

Assume that the responsibility of , and  in fulfillment of task  are 30 %, and
70 % respectively, while the responsibility of  and  in fulfillment of task  might
be 80 % and 20 % respectively. Now we can establish the CPTs for , and  based
on how much responsibility each involved agent or group of agents have in their fulfill‐
ment. For example, the CPT for  based on this assumption is shown in Fig. 4(d).

An example of the communication, trust, and workload values for , , and 
both at time  and time  are shown in Table 2. The failure probabilities of tasks  and

 are then calculated based on the Bayesian network rules as shown in Fig. 4(b).
Furthermore, a threshold for risky tasks is considered, to identify which VO task is risky.
For example, if this threshold is 0.7 then at time  none of the tasks are at risk, but at
time  both tasks  and  are considered risky. However, task  is more risky than 
because both of its involved agents, i.e.  and , have high level of trust violation at
this time, while the values of these three criteria for  that is involved in  are improved
in contrast to the other two, to time .

Table 2. Task probabilities for the Bayesian network of Fig. 4(a).

5 Conclusions

This paper addresses an extension to our earlier work on the VOSAT framework,
emphasizing and supporting prediction of risk in VOs related to joint-tasks. Considering
the VO’s goals, identifying sources of risk in relation to the performance of planned
daily activities of VO partners is critical in the risk analysis process for the success of
the VO. The VOSAT framework provides mechanisms to reason about partner’s trust-
related norms, and their influence on VO risk analysis. Besides the trustworthiness, two
other factors, the communication level and the workload level of each agent are also
considered for calculating the failure probability of individual sub-tasks and in turn as
potential sources for risks in VOs. Our proposed model for measuring the risk of failure
related to joint-tasks, not only presents the inter-relationship among the main relevant
factors, but also captures the causality among them. Therefore, based on the Partner-
Responsibility-Interdependency-Tree (PRIT) which is developed during the VO’s oper‐
ation phase, a Bayesian network is created and kept up to date, in order to assist and
enable the VO coordinator with identifying the weakest points and the high risk tasks
in the VO’s plan of activities.
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Abstract. Collaborative networks are complex systems and consist of many
factors with dependencies among them. Although the number of collaborative
networks such as advanced supply chains or virtual organizations/laboratories/
e-science is growing and their significance is increasing in the world, many of
them are unsuccessful. In addition, very little attention has been paid to the risk
analysis of collaborative networks by considering the dependencies among risk
factors. So, the precise risks analysis associated with collaborative networks
projects is crucial to attain a satisfactory performance. To address this, we are
proposing an advanced decision support tool called “Fuzzy Cognitive Maps”
(FCM) which can deal with risks of such complicated systems by considering
the interrelationships between factors. FCM states the behaviour of complex
systems accurately and illustrate any complex environment based on the experts’
perceptions and by graphical representations. It is able to consider uncertainties,
imprecise information, the interactions between risk factors, Information scar-
city, and several decision maker’s opinions. FCM is not only able to evaluate
risks more precisely in collaborative networks, but also it could be applied in
different decision makings problems related to collaborative networks such as
partner selection and forecasting behaviors, policy analysis, modeling collabo-
ration preparedness assessment, etc. Hence, the proposed tool would help
practitioners to manage collaborative network risks and decision making
problems effectively and proactively.

Keywords: Risks analysis � Collaborative networks � Fuzzy cognitive maps �
Virtual enterprises � Expert knowledge

1 Introduction

Collaborative networks (CNs) such as virtual organizations, dynamic supply chains,
professional virtual communities, collaborative virtual laboratories, etc. are complex
systems associated with uncertainties in dynamic business environments. This uncer-
tainty and complexity could lead to critical risks which could influence on the enter-
prises’ performance [28–30]. According to Munyon and Perryman [1], failure rate of
alliances are estimated between 60 % and 70 %. Risk evaluation of CNs is a complex
and critical task since several tangible and intangible risk factors should be considered
in this process. In addition, there are always some dependencies among risks that can

© IFIP International Federation for Information Processing 2015
L.M. Camarinha-Matos et al. (Eds.): PRO-VE 2015, IFIP AICT 463, pp. 53–62, 2015.
DOI: 10.1007/978-3-319-24141-8_5



influence each other mutually and these dependencies make the evaluation process
more complex and challenging. Therefore, an effective method for evaluating the risks
is fundamental and essential. In recent decade, many problems related to CNs such
as partner selection [2–4], modeling collaboration preparedness assessment [5], etc.
have been investigated. However, very little attention has been paid to the risk analysis
of collaborative networks by considering the dependencies among risk factors [6, 7].

Li and Liao [6] identified all possible risks which could influence on the operation of
alliance and measured their priority numbers using three criteria; probability of risk,
severity of risk and risk detection number. Das and Teng [8] developed a risk perception
model. The model consists of the following components: the antecedents of risk per-
ception, relational risk and performance risk, risk perception and structural preference,
and the resolution of preferences. Ip et al. [9] described and modeled a risk-based partner
selection method by taking into account risk of failure, due date and the precedence of
sub-project. In addition, a rule-based genetic algorithm with embedded project sched-
uling was proposed to solve the problem. Huang et al. [10] developed a risk manage-
ment model for virtual enterprises (VE) and presented a tabu search algorithm by
considering uncertainties in experts’ opinions. Huang et al. [11] proposed a two level
Distributed Decision Making (DDM) model for the risk management of dynamic alli-
ance. A Particle Swarm Optimization (PSO) algorithm is used to solve the resulting
optimization problem. Their proposed model improves the description of the relation-
ship between the owner and the partners.

However, research about the risk assessment of CNs by considering the interrela-
tionships among risks factors and forecasting the impact of each risk on the other risks
don’t exist in the literature of CNs and further research in this field is required. Con-
sidering the interdependencies among risks could lead to more accurate risk assessment
to enterprises. In addition, during the risk assessment process, there are lots of
uncertainties and imprecise information associated with experts opinions that should be
taken into account [28–30]. Recently, Zhou and Lu [7] presented a methodology for
choosing a coalition partner using Fuzzy Analytic Network Process (FANP) and by
considering the interaction and feedback relationships between risk factors.
Although ANP is able to consider interdependencies among factors, it has some dis-
advantages. Sometimes it is not easy even for experts to compare the importance of a
factor to another [12]. In addition, different structures could lead to the different
rankings and it is usually difficult for experts to provide the true relationship structure
by taking into account several factors. Moreover, ANP is time-consuming due to the
large number of pair-wise comparisons needed for comparing the risk factors.

Therefore, this paper deals with risk assessment of CNs as the most important phase
of risk management, and proposes an advanced decision support tool called “FCM” to
overcome the shortcomings of current risk evaluation tools applied in CNs. FCM is a
useful tool that states and evaluate the dynamic behaviour of complex systems by
considering the interrelationships among factors [13]. It considers the uncertainties and
imprecise information by using linguistic variables. Hence, expert perception is con-
sidered in the model more precisely. Moreover, FCM can even be used when the
information is scarce. This tool recently has been applied successfully in evaluating
risks in complex and critical environments such as Enterprise Resource Planning
(ERP) maintenance [14, 15] and IT projects [16], and therefore we think it has a good
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potential to be applied in complex CNs for evaluating risks and forecasting the impact
of each risk.

The reminder of this paper is organized as follows. Section 2 introduces the FCM
fundamentals. Section 3 explains the proposed tool with an example related to risk
evolution in dynamic alliance and conclusions are drawn in Sect. 4.

2 FCM Fundamentals

Fuzzy Cognitive Map (FCM) was originally introduced by Kosko in 1986 [17] as a tool
for modeling complex systems, able to consider dependencies among different criteria
and based on experience and knowledge of experts. In the last decade, FCM has been
widely employed in the variety of applications such as, decision analysis, engineering
science, political decision making, failure detection, process control, and medical
diagnosis [18]. More information about the different applications of FCM are available
in [19, 20] books.

FCMs are a combination of fuzzy logic and neural networks and are able to rep-
resent both quantitative and qualitative data. An FCM consists of some nodes/concepts
which indicate the main features of the system and some edges/arcs between nodes
showing the relationships between them [18]. Figure 1 shows a simple FCM diagram
with five nodes and nine weighted edges, where each node Ci takes values in the range
Ai 2 [0, 1], and each edge between two nodes, Ci and Cj, has a weight,Wij in the
interval [−1,1] which denotes the influence of each node on the others.

The sign of arcs’ weights ðþWij=�WijÞ states the increase/decrease between
concepts in the same or opposite directions. In the other words, if an increase in
concept Ci results in an increase in concept Cj (same directions), the sign of Wij will be
positive, and vice versa. The types of concepts and dependencies among them,
directions of dependencies, and initial weights of concepts and arcs are significantly
based on the experience and knowledge of experts [21].

After assigning initial values to the concepts and weights, the FCM converges to a
steady state through the interaction of Eq. (1). At each step, the value Ai of the concept
Ci is influenced by the values of concepts connected to it and it is updated [22].

Fig. 1. A simple FCM graph.
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Akþ1
i ¼ f ðAðkÞ

i þ
Xn

j ¼ 1
j 6¼ i

WijA
ðkÞ
j Þ; ð1Þ

where,

– Wij is the initial weight of the arc between concepts Ci and Cj;
– Akþ1

i is the value of concept Ci at step k þ 1;
– k stands for the iteration counter;
– f is a threshold or barrier function, which is used to restrict the concept value into

[0,1] range. Different types of threshold function f could be applied in Eq. 1
depending on the concepts interval. The most common types are; tangent hyper-
bolic ðf xð Þ ¼ tanhðxÞÞ, bivalent function (f(x) = 0 or 1), sigmoid function
ðf ðxÞ ¼ 1=ð1þ e�kxÞÞ, and trivalent function (f(x) = −1, 0 or 1).

At each iteration, Eq. 1 produces a new value for the concepts and when FCM
arrives at one of the following three states, the iterations end and it results in a steady
state [20];

(1) The value of concepts have stabilized at a fixed value (fixed equilibrium point),
(2) A limited state cycle is reached,
(3) Chaotic behavior has appeared.

As mentioned by Papageorgiou et al. [21], one of main drawbacks of FCMs is the
potential convergence to undesired steady states. In the recent decade, several authors
have tried to resolve this drawback by developing learning algorithms such as Dif-
ferential Hebbian Learning [23, 24], particle swarm optimization (PSO) [21], Simulated
Annealing (SA) [25], and etc. Learning algorithms can increase the efficiency and
robustness of FCMs by updating the initial weight matrix ðWInitialÞ. According to
Papageorgiou, the training methods are categorized in three groups; population-based,
Hebbian-based, and hybrid, which is a combination of Hebbian-based and
evolution-based algorithms [26]. Since hybrid based algorithms ensure near-optimum
solutions in the weights search space, in this paper we have applied hybrid based
algorithm for training FCM and finding the optimal weight set of the FCM.

3 The Proposed Method

In order to illustrate the proposed tool, we adopted the risks identified in Li and Liau [6]
study regarding dynamic alliance. Dynamic alliance or VE is a temporary network of
specialised individuals and independent institutes who work together and share skills
and costs in order to better respond to fast changing market opportunities [6]. The
identified risks are shown in Table 1 and the related FCM graph is depicted in Fig. 2.
The definitions of these risks are available in study [6].

The FCM graph is depicted based on experts’ opinions in order to show the
dependencies and feedbacks among factors. To make the initial weight matrix ðWijÞ,
each expert individually determines the dependencies between concepts, using fuzzy
linguistic terms such as Very High (VH), Low (L), etc. Then, the linguistic variables
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are aggregated and defuzzified to numerical values [21]. The initial weight matrix, is
shown in Table 2.

In order to deffuzify a triangular fuzzy number (l, m, u) the following Equation is
usually applied:

t ¼ lþ mþ mþ u
4

ð2Þ

4 FCM Building Process

Two types of FCM model could be developed for evaluating risks. The first type is
scenario-based which is used in this paper and the second type is based on initial
concept values obtained from multi criteria decision making tools such as AHP/ANP or
eigenvalue approach. Scenario-based FCM is a new method recently presented by
different authors and it is becoming popular in complex and fast-changing domains
such as business environment, therefore it is critical to predict the impact of potential
risks that could be happened in the future. In order to evaluate the impact of risks in a

Table 1. Risk factors in dynamic alliance [6].

Risk Sub-risks Index

Market risk Demand fluctuation risk C1
Competition risk C2
Spillover effect risk C3

Financial risk Interest rate risk C4
Exchange rate risk C5

Natural risk Natural risk C6
Relational risk Trust risk C7

Moral risk C8
Motivation risk C9
Communication risk C10
Organization risk C11

Operational risk Information sharing risk C12
Information integration risk C13
Information conveyance risk C14

Political risk Social risk C15
Policy risk C16

Competency risk Quality risk C17
Cost risk C18
Time risk C19
Technologic risk C20

Investment risk Investment recovery risk C21
Investment implementation risk C22

A New Decision Support Tool for Dynamic Risks Analysis 57



scenario-based FCM model, several what-if analysis scenarios should be developed
using different initial concept values ðcÞ. In each scenario, a risk or a set of risks are
activated and using Eq. 1 and using learning algorithms the initial vector ðcÞ is updated
in order to show the impact of activated risks on the other risks. Note that when a risk is
activated, its value in the initial vector ðcÞ is considered 1. This number is 0 for the rest
of the risk factors which are not activated.

In second type of FCM modeling, the initial concept values ðcÞ is updated by using
initial weight matrix ðWijÞ and Eq. 1 until it converges to the steady state condition. The
updated concept values C� shows the importance of each risk. Since this type of FCM
is unable to assess the impact of each risk on the other risks, we propose to apply the
first type in evaluating the risk of CNs. To illustrate the risk evaluation process, in this
paper we only assess the impact of “Market risks” on other risks.

In this scenario, at the initial time only risks related to market risks including
“Demand fluctuation risk (C1)”, “Competition risk (C2)”, and “Spillover effect risk
(C3)” are activated.

Fig. 2. FCM for risk analysis on dynamic alliance.
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c ¼ 1; 1; 1; 0; 0; 0; 0; 0; 0; 0; 0; 0; 0; 0; 0; 0; 0; 0; 0; 0; 0; 0½ �;

Using Wij matrix, Initial concept vector c, Eq. (1) and learning algorithm, the
training process starts. In this paper we applied NHL-DE algorithm for training FCM
which is a combination of nonlinear Hebbian learning (NHL) and differential evolution
(DE) algorithms. According to Papageorgiou [27], the hybrid training approaches such
as NHL-DE emerge less limitations as they combine two training algorithms and
inherit the benefits and shortcomings of both of them. The training process in NHL-DE
has two steps. The first step starts with NHL algorithm and in the second step, the result
of first step is used to seed the DE algorithm. We imported the data into Matlab code
and we used MATLAB version R2012a software to obtain the updated concept matrix
ðC�Þ. In this paper, the values of learning rate parameter ðgÞ, mutation constant ðlÞ,
crossover constant (CR), and weight decay learning parameter ðcÞ have been selected
0.04, 0.5, 0.5, 0.98 respectively. The population size is considered 50. It should be
noted we performed 1000 iterations for the algorithm per experiment and 100 inde-
pendent experiments were performed.

Table 2. Initial weight matrix.

WAug C1 C2 C3 C4 C5 . . C18 C19 C20 C21 C22

C1 0 0.2 0.5 0 1 . . 0 0 1 0 0.3
C2 0.2 0 0.6 0.5 0 . . 0.26 0 0 0.1 0.3
C3 1 0 0 0 0 . . 0 0 0.8 0 0.3
C4 0.8 0.9 0 0 0.2 . . 0.12 0 0 0.1 0
C5 0.7 0 0.8 0.4 0 . . 0 0 0.4 0 0
C6 0.8 1 0 0 0.2 . . 0 0.1 0 0 0
C7 0.8 0 0 0.6 0.6 . . 0.78 0 0 1 0.38
C8 0 0.2 0 0.5 0 . . 0 0 0.5 0.1 0.1
C9 0.7 0.3 0.8 0.8 0.5 . . 0 0.78 0 0.99 0
C10 0.1 0.35 0.2 0.1 0.9 . . 0 0 0 0 0
C11 0.4 0 0.2 0 0 . . 0 0 0.1 0.1 0
C12 0 1 0.1 0 0 . . 0.5 0.3 0 0 0.9
C13 0 0.3 1 0.2 0 . . 0 0 0.2 0.1 -1
C14 0 0 0.5 0.5 0 . . 0 0.6 0 0 0.8
C15 0.7 0.3 0.3 0 0.9 . . 0 0 0 0.6 0.9
C16 0.2 0 0.1 0 0 . . 1 0.67 0 0 0
C17 0.65 0.3 0 0.8 0.5 . . 0 0 0.3 0.1 0
C18 0.7 0 0 0 0.1 . . 0 0.6 0 0.5 0
C19 0.2 0.5 0 0.8 0 . . 0.3 0 0 0.1 0
C20 0.6 0 0.3 0 0 . . 0.9 0.7 0 0.1 0.56
C21 0 0.6 0.7 0 0 . . 0.3 0.2 0.1 0 0.8
C22 0 0 1 0.5 0 . . 0 0.7 0.1 0.5 0
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C� ¼ ½0:7; 0:47; 0:85; 0:7; 0:98; 0:4; 0; 0:94; 0; 0:97; 0:2; 0:49; 0:78; 0:21; 0:93; 0:7;
0:91; 0:1; 0:78; 0:99; 0; 0:37�;

The steady state vector C� shows that activating C1, C2, and C3 risks have a strong
influence over the remainder risks in particular risks C5, C8, C10, C15, C17, and C20.
The same procedure should be done for all other risks by activating their sub-risks each
time. The results reveals that which risks are critical. In addition, the proposed tool is
able to predict the impact of each risk on the other risks more accurately because it take
into account the multiple connections between risks. Therefore, decision makers will
be able to manage the risks of CNs properly and accurately. It should be noted that the
process for developing a FCM is strongly dependent on the experts’ opinions. Then,
special attention should be paid to matters such as the selection of experts’ team and the
feedback with them.

5 Conclusion

This paper proposes an advanced decision support tool called “Fuzzy Cognitive Maps”
(FCM) which can deal with risks of collaborative networks by taking into account the
interrelationships among factors. This tool can be adapted to a wide range of multi
criteria decision making problems such as predicting behaviors in CNs, partner
selection, policy analysis, modeling collaboration preparedness assessment, etc.

The main features of FCM in contrast with those of other existing methods are;
(1) the relationships among variety of factors and also importance of factors could be
considered, (2) uncertainties and imprecise information are taken into account on the
decision-making process, (3) several experts can state their opinions, (4) it has capa-
bilities to handle both qualitative and quantitative factors, (5) several alternatives can
be considered in decision making about best partner and (6) by using the casual graphs
in FCM, it is easier for decision makers and experts to understand the factors and their
dependencies. Moreover, by relying on FCM models, the decision makers have a
strong support, and therefore are able to decide more precisely and accurately when
evaluating risks or choosing the partner. As a future research topic, application of other
hybrid algorithms for training FCM could be considered. Currently, we are working on
developing a comprehensive framework for partner selection problem in dynamic
alliance by using an integrated FCM-based method.
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Abstract. This work aims at providing a crisis cell with process-oriented tools
to manage crisis resolutions. Indeed, the crisis cell members have to define the
crisis resolution process, adapt it to face crisis evolutions, and guide its execution.
Crisis resolution processes are interaction-intensive processes: they not only
coordinate the performance of tasks to be undertaken on the impacted world, but
they also support regulatory interactions between possibly geographically distrib‐
uted crisis cell members. In order to deal with such an interweaving, this paper
proposes to use Interaction Protocols to both model formal interactions and ease
a cooperative adaptation and guidance of crisis resolution processes. After high‐
lighting the benefits of Interaction Protocols to support this human and collective
dimension, the paper presents a protocol meta-model for their specification. It
then shows how to suitably integrate specified protocols into crisis resolution
processes and how to implement this conceptual framework into a service
oriented architecture.

Keywords: Crisis resolution process · Interaction protocols · Process flexibility

1 Introduction

In crisis situations (natural or industrial disasters, explosions of violence …), the various
actors driving the crisis resolution have to act immediately and simultaneously in order to
reduce its impacts on the real world. To achieve this common goal as quickly and effi‐
ciently as possible, these actors (police, military forces, medical organizations …) have to
collaborate and act in a coordinated way [1]. The coordination of a crisis resolution process
is difficult since it needs to adhere to the evolving requirements of the crisis.

In the framework of the Génépi project1, we adopt a computer-based approach to
support the coordination of actors; it is based on the following requirements:

• A Mediator Information System (MIS, [1]) should be set up within the crisis cell to
support the crisis resolution;

1 Project funded by the French Research National Agency (ANR).
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• The partners’ Information Systems have to be connected to the MIS in order to declare
by means of services, the concrete actions they are able to perform;

• A Crisis Resolution Process (CRP) is to be defined and monitored for orchestrating
partners’ actions;

• The MIS runs in a Service Oriented Architecture (SOA), which is known for easily
dealing with distribution and inter-operability issues;

• Given the dynamic, uncertain and unpredictable actual environment of the crisis, the
MIS should also ease the flexibility of the CRP.

In France, a MIS is under the responsibility of a Command and Control Center, called
a crisis cell, headed either by the local “Préfet” or the Interior Minister, depending on
the regional or national scope of the crisis. This crisis cell is composed of representatives
of the different public organizations involved in the crisis resolution. The cell, which
may be geographically distributed, is in charge of adapting and applying a resolution
plan framed by the law and implemented into the Crisis Resolution Process.

According to the Génépi project requirements, the main issue for a crisis cell is to
define, maintain and adapt a CRP in a collective way. More precisely, crisis cell actors
have to interact with each other (vote, negotiate, delegate, sub-contract …) to guide the
CRP execution and adaptation, removing its indeterminism and deciding between the
available options. Interactions between the crisis cell members and the actors in the field
should also be formalized to guarantee both a good understanding of the orders and a
correct interpretation of the feedback information and also to ascribe responsibilities.
Consequently, CRPs are interaction-intensive processes. The information, knowledge
and decisions shared between the actors are heavily reliant on the interactions between
them and they must be logged in order to keep trace of the responsibility of each actor
in the crisis management. Interactions in the course of a CRP are almost as important
as the coordination of activities. Given all these considerations, the problem addressed
in this paper is how to build and monitor flexible crisis resolution processes, i.e. easily
adaptable and integrating a human and collective dimension through interaction
support between the actors?

Flexibility of processes is not a new issue [2, 3]. It is defined in [2] as the “ability to
deal with both foreseen and unforeseen changes in the environment in which processes
operate”. Reference [2] also proposes a taxonomy defining several types of process
flexibility along with techniques to support them – flexibility by design, flexibility by
deviation, flexibility by under-specification and flexibility by change – techniques which
are obviously useful to face the dynamic and unstable context of crises.

However, all the crisis cell members share a CRP and this brings a new requirement.
The CRP mode of execution, along with the different alternatives it considers, should
be subject to consultation and collective decisions at run-time, since they engage the
responsibility of cell members. Hence, in this context, flexibility must also take into
account this human and institutional dimension and integrate interaction places to ease
decision-making within the crisis cell.

To address this problem, we propose to coherently combine conventional flexi‐
bility techniques with interaction mechanisms into CRPs. These interaction mecha‐
nisms are described by means of an Interaction Protocol (IP) [3], defined as a set of
structured communication acts, following a recurrent schema, and aiming at
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coordinating interventions of involved actors to reach specific objectives. In our
context, an IP may correspond to the selection of actors who will execute specific
tasks according to their roles, the vote of an important decision between actors, or the
negotiation of the service quality of tasks. Consequently, IPs can guide the execu‐
tion of CRPs and facilitates their adaptation.

Following the typology provided by [11], business process systems can be divided
into two classes: Person-to-Person (P2P) process-based systems corresponding to group‐
ware and Person-to-Computer (P2C) process-based systems corresponding to workflow.
Our proposition merges these two classes in combing suitably the P2P approach with
the P2C one. To this end, the contribution of the paper is threefold: (1) a meta-model
for the declarative specification of IPs along with means to integrate these protocols into
CRPs; (2) requirements and new functionalities for a workflow-process engine in charge
of executing CRPs; (3) a Service Oriented Architecture implementation of our propo‐
sitions.

The paper is organized as follows. Section 2 discusses CRP flexibility and highlights
the benefits of IPs for introducing a human and collective dimension in crisis processes.
Section 3 presents a meta-model of protocols and also explains protocol integration into
CRPs using conventional flexible techniques. Section 4 defines the requirements that a
process/workflow engine has to meet to execute such CRPs. Section 5 presents an
implementation of our solution in PEtALs, a specific service-oriented architecture.
Finally, Sect. 6 discusses our propositions and concludes the paper.

2 Flexibility of the Crisis Resolution Process

A Crisis Resolution Process describes the coordination of actions performed by actors
involved in crisis resolution. A CRP is executed by the Mediator Information System
[1] whose aim is to drive the CRP lifecycle: define, adapt, orchestrate and supervise its
execution according to the crisis model, which is an accurate representation of the crisis
and its evolution. CRP flexibility is supported at two abstraction levels. At the MIS level,
CRP flexibility is supported by the dynamicity of its life cycle, while, at the CRP level,
it is supported by flexibility techniques both used to adapt the CRP and support formal
interactions between the possibly geographically distributed crisis cell members.

2.1 Life Cycle for the Dynamic Management of a Crisis Resolution Process

The process driving the execution of the CRP, called Driving Process (DP), includes a
perception-decision-action loop. Indeed, it provides means to capture information about
the impacted world, to support the definition and the adaptation of the CRP managing
the crisis reduction, and to coordinate and assign to each participant the actions to be
undertaken. These actions modify the real world and lead to a new iteration, where these
tasks are performed again, taking into account the new crisis context. Figure 1 illustrates,
through a BPMN diagram, the dynamics of the DP.
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Fig. 1. PMN diagram of the driving process.

The DP structure should be read as follows. Once a crisis cell, responsible for the
crisis management, is set up, the Crisis Model Initialization task records into the crisis
model the observations of the impacted real world. This crisis model is compliant with
a crisis meta-model such as defined in [4].

Using this crisis model, the Crisis Resolution Process Definition activity defines the
initial CRP. Then, this initial CRP may be adapted in order to introduce human controls
into the loop (through interaction protocols) or to take into account specific organiza‐
tional requirements expressed by actors involved in crisis resolution. More precisely,
this adaptation may consist in removing, adding or reordering actions or interaction
protocols, or in selecting, among several alternatives, the most relevant one to guide the
CRP execution. Then, either the DP stops or continues. In the first case, this means that
the crisis is reduced or considered as being solved. In the second case, two activities are
concurrently performed: the first one executes of the CRP, while the second updates the
crisis model representative of the real world situation. The orchestration of the CRP may
be suspended to be either adapted or changed according to the evolution of the crisis
model. The Adapt case corresponds to a simple update of the CRP and then a new
<Orchestration // Crisis Model Management> step is started. The Change case corre‐
sponds to an evolution of the crisis and a deep modification of the CRP. Consequently,
the Crisis Resolution Process Definition activity is again performed in order to define a
new CRP in line with the new crisis model. Section 4.1 will explain how the Crisis
Model Management activity impacts CRP Orchestration.

The DP structure requires to control the functioning of the orchestrator responsible
for the execution of the CRP. This orchestrator must be able to suspend its execution
and restart it. Section 4 presents the solutions we provide for that.
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2.2 Flexibility Techniques for Adapting the Crisis Resolution Process

Flexibility of a Crisis Resolution Process corresponds to its ability to face changes, i.e.
to be adapted in the course of its life cycle. Some of these changes are foreseen and
consequently are taken into account when designing the CRP, while others are not and
are consequently performed at run-time. We present below appropriate techniques for
CRPs flexibility. We distinguish those proposed by the Business Process Community
in the context of activity-oriented processes (e.g. [5, 6]), from the one we propose in the
paper: interaction mechanisms, involving human groups having to collectively guide
the execution of the CRP, remove its indeterminism, discuss its execution options or
decide actions to undertake.

Conventional Techniques for CRP Flexibility. Four types of flexibility are identified
in [2] and are convenient for CRP. The types of flexibility are: flexibility by design,
flexibility by deviation, flexibility by under-specification and flexibility by change.
Flexibility by design corresponds to foreseen changes in processes that can be modelled
when designing them. This type of flexibility depends on the modelling power of the
language used for process description. Flexibility by derivation handles, at run-time and
at the instance level, unforeseen changes and where the differences with the initial
process are minimal. Flexibility by under-specification deals with foreseen changes that
cannot be defined at design-time but rather at run-time. This type of flexibility corre‐
sponds to the notions of late binding and late modelling [2]. Regarding late binding, a
process designer specifies several ways to implement a process or an activity of the
process, and postpones the choice of one of these ways until its execution. Late model‐
ling is different from late binding since the designer postpones the way to model the
process to its execution. Consequently, the user who will execute the process will have
to define it before its execution. Finally, flexibility by change corresponds to unforeseen
changes at run-time, which require occasional or permanent modification of process
schema. In the context of CRPs adaptation, and as illustrated later, we propose to use
flexibility by change and flexibility by under-specification (and more precisely late
binding) techniques [5, 6].

Flexibility by Integration of Interaction Protocols. As defended in the introduction,
the previous techniques must be supplemented with collaborative facilities in order to
integrate interaction places to support crisis cell members’ decision-making. Conse‐
quently, we propose to use Interaction Protocols [17] to integrate such a dimension into
CRPs. In the crisis context, IPs are for instance used to select actors who will execute
specific actions (e.g. which hospitals are available for receiving injured people), to
organize votes about important decisions between possibly geographically distributed
crisis cell members, or to negotiate criteria to perform specific actions. Consequently,
IPs within a CRP influences its execution and thus participates to its dynamic guidance
and adaptation.
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3 Integration of Interaction Protocols into Crisis Resolution
Processes

This section first introduces a meta-model of protocols devoted to declarative specifi‐
cation of Interaction Protocols. It then explains protocol integration into CRPs using
conventional flexible techniques.

3.1 Declarative Specification of Interaction Protocols

An Interaction Protocol (IP) is defined as a service through its profile and its behaviour.
The profile provides all the necessary information for an IP to be found and possibly
selected, while the behaviour of an IP defines the operations it performs. As this paper
mainly focuses on IP behaviour specification and integration into CRPs, Fig. 2 only
introduces concepts for behaviour description, i.e. the concepts of roles, messages
exchanged between roles, actions performed within roles, and the way these actions and
messages are connected together.
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- description

protocolBehaviour AbstractAction

1hasInitialAction - actionName
- actionDescription

- varName
- varType

0..*

hasNext

Role

Condition

- logicalExpression
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- when

hasInitialRole

1

1

2..*

involves

performs

1..*
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- messageDescription
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- ...
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0..*
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1

triggers

Protocol

hasProcess

1

hasProfile

1

1

0..1

hasSynchronizationCondition
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1..*

Parameter

- paramName
- paramType
- paramMode

hasParameter

0..*

- protocolName
- protocolDescription

uses

Fig. 2. Protocol meta-model as a UML class diagram.

More precisely, a protocolBehaviour has a description and involves several roles; it is
initiated by one of these roles (hasInitialRole association), and it starts triggering an initial
action (hasInitialAction association). Each Role has a name (roleName attribute), a descrip‐
tion (roleDescription attribute), a profile (hasProfile attribute), performs actions (performs
association), and uses some local variables (hasRoleVariables association). We distinguish
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two kinds of actions for IPs: AbstractActions, which correspond to internal actions of roles,
and Messages, which correspond to messages exchanged between roles. Regarding
messages, we specify their name (messageName attribute), their description (messageDe‐
scription attribute) along with the abstract actions (of a role) they trigger (triggers associ‐
ation), the local variables they use (uses association), and the parameters sent to these
abstract actions (hasParameter association). Regarding abstract actions, we specify their
name (actionName attribute), their description (actionDescription attribute), and the
parameters they receive or send. The code of an action, i.e. the code that will be executed
when the action will be performed, will be defined later, at the implementation level (see
Sect. 5). We also indicate how actions and messages are connected together (hasNext asso‐
ciation), along with the synchronization condition when an action follows several previous
ones (in order to be able to model join and fork patterns for parallelized actions, if pattern
for alternative actions …).

3.2 Flexibility Techniques for Interaction Protocol Integration

Two flexibility techniques among the ones proposed by the Business Process Manage‐
ment community can be used for IP integration. The first technique, flexibility by change,
enables the integration of a concrete IP whose profile and behaviour are known at design
time. This technique consists in adding an activity into the CRP whose role is to call the
IP to be integrated. As illustrated in Fig. 3, we have added the Protocol activity between
two conventional activities (Activity-1 and Activity-2) of a CRP.

Fig. 3. Flexibility by adding concrete interaction protocols.

As illustrated in Fig. 4, the second technique, combining both flexibility by change
and under-specification (late binding) approaches, differs from the previous one since
it enables the integration of abstract IPs, for which only the profile is known at design-
time. The idea is to postpone the choice of an IP behaviour at run-time. Thus, this tech‐
nique consists in adding the Protocol Selection activity into the CRP whose role is to
select a convenient protocol among the IPs recorded in the Protocol database. When
executing this activity, the most convenient protocol, in terms of IP’ profile and behav‐
iour is chosen and then executed.
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Fig. 4. Flexibility by adding abstract interaction protocols.

4 Crisis Resolution Process Engine Requirements

The two previous techniques may be used both at design-time and run-time. Adding IPs
at run time requires that the Process Engine executing the CRP is able to suspend and
restart its execution. This section states requirements the Process Engine should meet
for this integration.

4.1 Overview of the Process Engine Supervisor

To meet these requirements, we introduce the notions of checkpoints and guidelines for
the Process Engine supervisor. Checkpoints correspond to suspension and observation
points of the running CRP, while guidelines correspond to actions allowing modifica‐
tions of the CRP state (suspend, adapt…) or of its activities states (skip, suspend, allo‐
cate…). Figure 5 gives an overview of the process engine supervisor and shows how
the Process Engine and the CRP Process Driving components interact.

CRP
Process Driving

Process
Engine

Initial Crisis
Resolution Process

GuidelinesCrisis Model

Check
points

Adapted Crisis
Resolution Process

Fig. 5. Process engine supervisor

Let us recall that the Mediator Information System activity consists mainly in CRP
definition, adaptation and supervision. The Process Engine performs CRP execution
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while supervision is left to the CRP Process Driving component. This component inputs
are the initial CRP and the Crisis model (cf. Sect. 2) and its outputs are an eventually
adapted CRP (integrating new activities or protocols for instance), execution check‐
points and guidelines for the Process Engine.

4.2 Checkpoints and Guidelines

These two notions support Process Engine supervision. However, we first have to define
the states of a CRP and its activities.

States of a CRP and its Activities. Figure 6 presents the different states of a CRP and
indicates which transitions are available between them. These states are defined (the
CRP is defined), executed (the CRP is running), suspended (the execution of the RCP
is suspended in order to adapt or redefine it), adapted (the CRP is changed in order to
face crisis evolution), or finished (the CRP execution is terminated and the crisis is
reduced). This state is the final one.

executed

finished suspendedadapted

defined

Fig. 6. The CRP states

In the same way, we define the states of CRP activities which have to be performed
by actors to reduce the crisis. The different possible states of an activity are: defined to
indicate that the activity is defined in the CRP, sensible to indicate that it will possibly
be executed, allocated to indicate that it will be executed soon, executed for a running
activity, suspended when its execution is suspended, finished to indicate that its execu‐
tion is terminated, failed to indicate that its execution failed, skipped to indicate that it
will not be executed, and aborted to indicate that its execution has been aborted. The
possible final states are skipped, finished, failed and aborted. Figure 7 presents the tran‐
sitions between states.

Checkpoints and Guidelines. Now, we indicate how to supervise the execution of a
CRP through the use of checkpoints and guidelines. Guidelines correspond to orders
given to the Process Engine to modify the state of the CRP or the state of a CRP activity.
Checkpoints correspond to breaks introduced in the CRP. These breaks are associated
with activities included in the CRP. When the Process Engine meets a checkpoint, it
suspends the execution of the CRP, and the crisis cell may adapt or redefine it by intro‐
ducing new activities or interaction protocols. Guidelines and checkpoints are expressed
as active rules [7] defined as follows:
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Rule  <RuleName>
Priority  <Number>
When  <Event>
If  <Condition>
Then  <Action>

The Process Engine must be able to interpret these rules. It has to trigger the action
part of the rules when the event occurs and the condition is verified. Priority is introduced
in order to solve conflicts if several rules may be fired at the same time. Events corre‐
spond to temporal events, events from the Crisis model or events raised by the CRP
itself (as exceptions in programming languages). Actions associated to checkpoints or
guidelines differ. Regarding checkpoints, the triggered action suspends the execution of
the CRP; then the crisis cell may analyze the CRP state, redefine it or adapt it by adding
new activities or integrating interaction protocols as indicated in Sect. 3.2. Regarding
guidelines, the triggered action may modify an activity state or may correspond to
notifications sent to the crisis cell.

We can note that this idea of integrating events into processes to make them more
flexible is also used in [8] for cross-organizational business processes.

5 A Service Oriented Architecture Implementation

We have implemented our propositions in PEtALs, an open source Service Oriented
Architecture on top of an Enterprise Service Bus technology based on JBI (Java Business
Integration), JMS (Java Message Service), XSLT (eXtensible Stylesheet Language
Transformation) and web services standards (SOAP, WSDL, BPEL).

PEtALs supports mediation and interoperability between software components using
adaptors, and provides an engine, called Maestro, for orchestrating BPEL services. In
the context of Génépi, PEtALs connects information systems of partners (actors)
involved in crisis resolution and orchestrates the CRP. More precisely, partners publish
the actions they are able to perform on the impacted world (e.g. stop a fire) as web

sensible

finished suspendedfailed

defined

allocated

executed

aborted

skipped

Fig. 7. The states of a CRP activity
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services through their information systems. After real world situation analysis, the crisis
cell defines a first CRP, which connects the different web services published by partners.
This CRP is specified in BPMN and automatically derived in a BPEL process using
UML as a pivot model and ATL (Atlas transformation Language) for the derivation [9].
Then, these elements (i.e. the BPEL process and the Maestro engine) are deployed on
PEtALs. When running, the CRP triggers services corresponding to either external
services such as web services published by partners, web services implementing inter‐
action protocols as BPEL processes, web services supporting the update of the crisis
model after collecting information from actors on the field, or internal services such as
the Service Retriever component used for finding services. Figure 8 illustrates the
connexion between internal and external services within PEtALs.

Web Service
Partner #1

Web Service
Partner #2

Web Service
Crisis Information

Web Service
Vote Protocol

Web Service
Contacting Protocol

CRP

ESB PETALs
BPEL Engine

BPEL Engine

Service
Retriever

Fig. 8. Conceptual architecture of PEtALs

More precisely, internal and external services are deployed in PEtALs as service
units. Each service unit has an endpoint along with its corresponding WSDL (web
Service Description Language) specification. An external service is deployed by two
service units: the first one for the service itself and the second one for its access through
the web (using a SOAP binding component). As indicated above, interaction protocols
are mapped onto BPEL processes and encapsulated into web services. Moreover, these
BPEL processes are completed with a set of packaged operations that includes the (Java)
code concretizing the different abstract actions of protocol roles. Consequently, an IP is
deployed in PEtALs by three service units for each of its role: one for the BPEL process
corresponding to the considered role, a second one for the operations (Java code)
concretizing the different abstract operations of the role, and a third one for accessing
the role through the web. Figure 9 illustrates this idea considering a Contracting Protocol
involving two roles: manager and contractor. Several instances of the Contractor role
are visualised in this figure.

Regarding the integration of IPs as BEPL process, static integration of IPs (i.e. when
defining the CRP) raises no difficulty. On the other hand, dynamic integration of IPs is
more difficult and requires being able to suspend the execution of the CP, and then
eventually take it up again. The PEtALs Maestro engine supports this functionality.
Indeed, this engine uses the results of the work carried out in the context of the Fractal
open source project (http://fractal.objectweb.org/), and as any component architecture
based on Fractal, Maestro has capacities for introspection.
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More precisely, the Maestro engine is composed of two components: (i) a wrapper
that translates a BPEL process into a Java class, and (ii) a Process Virtual Machine
(PVM) that is responsible for this Java class execution. The process activities included
in the Java class are packed as Fractal components. So, thanks to the capability of
Maestro to account for the Fractal facilities of the components, users can supervise
processes execution, and through predefined or specific controllers, they can drive the
CRP using checkpoints and guidelines.

Moreover, Maestro collaborates with a rule engine in order to take into account
checkpoints and guidelines. These checkpoints and guidelines are defined as XML rules
recorded in a configuration file (rules.xml) and are loaded by the BPEL file of the CRP.

6 Discussion and Conclusion

To deal with the need of a human and collaborative dimension in CRPs, the paper has
shown how to integrate interaction places that ease coordination within the crisis cell,
the guidance of process execution and collaborative decision-making.

For that purpose, we have defined a Protocol meta-model for the declarative speci‐
fication of Interaction Protocols (IPs) and have shown how to implement them by means
of conventional flexibility techniques (flexibility by change and under-specification
[2, 5, 6]). Moreover, the paper proposes new functionalities that a Process Engine should
offer to orchestrate flexible CRPs. Finally, to complete this conceptual and platform
independent framework, we provide an implementation on a Service Oriented Archi‐
tecture environment, namely PEtALs. This implementation has required the develop‐
ment of the specific Process Engine Maestro.

Contracting Protocol

Web Service Manager Role

Service Unit for BPEL process

Service Unit for Operations

Service Unit for SOAP access

Web Service Contractor Role

Service Unit BPEL process Service Unit for Operations

Service Unit BPEL process Service Unit for Operations

Service Unit BPEL process Service Unit for Operations

Service Unit BPEL process Service Unit for Operations

Service Unit for SOAP access
...
<petalsCDK:wsdl>ManagerImpl.wsdl</petalsCDK:wsdl>
<!-- Component specific elements -->              
<soap:address>http://localhost:9000/ManagerImplEndPoint</soap:address>
<soap:soap-version>1.1</soap:soap-version>
<soap:add-root>false</soap:add-root>
<soap:chunked-mode>false</soap:chunked-mode>
<soap:synchronous-timeout>0</soap:synchronous-timeout>
<soap:cleanup-transport>true</soap:cleanup-transport>
<soap:mode>SOAP</soap:mode>                   
…

...
<petalsCDK:wsdl>ManagerImpl.wsdl</petalsCDK:wsdl>
<!-- Component specific elements -->              
<soap:address>http://localhost:9000/ManagerImplEndPoint</soap:address>
<soap:soap-version>1.1</soap:soap-version>
<soap:add-root>false</soap:add-root>
<soap:chunked-mode>false</soap:chunked-mode>
<soap:synchronous-timeout>0</soap:synchronous-timeout>
<soap:cleanup-transport>true</soap:cleanup-transport>
<soap:mode>SOAP</soap:mode>                   
…

Fig. 9. Modelling IP roles in PEtALs
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The outcomes of IP interaction places that are integrated into a CRP impact and guide
the course of the CRP itself. This provides a level of human and collaborative flexibility,
which has never been proposed in previous works, while the flexibility of processes is
an important issue for the effectiveness of information systems processes [10].

Regarding the state of the art in the Crisis Information System domain, even though
a lot of information systems have been developed to support crisis management, most
of them are specific to a type of crisis [12], focus on the influence of innovative tools
[13], or are limited to simulation or geographic information management and visuali‐
zation [14]. Collaborative tools (such as CSCW) have also been developed in the Crisis
Management domain [15]. Most often they are used just to support interactions among
partners and document sharing because such tools do not offer a process management
perspective. In this regard, the closest work to ours is [16], developed in the context of
the WORKPAD project (http://www.workpad-project.eu). In this work, a P2P archi‐
tecture is designed from users requirements, and it includes data storage and commu‐
nication, middleware and user layers. This architecture also manages processes and
allows workflow patterns mining. Unlike the architecture proposed in [16], a CRP is a
first class citizen component for the supervision, guidance and mastering of a crisis.
Finally, our approach remains conceptual and does not impose any technological choice
(P2P, Web Services, Grid…), even if this paper reports a SOA-based implementation.

So far, several protocols – a vote protocol, a Matchmaker protocol and an iterative
Contract-net protocol – have been implemented. We plan to integrate them and to make
them work into the flood of the Loire (longest river in France) CRP, in the context of a
simulation exercise involving real crisis cell and actors (firemen, police, medical organ‐
izations).
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Abstract. Human and software agents are more and more often interacting in
groups in which directives are originated as well as addressed by humans or
software agents. Among challenges raised by the rise of such heterogeneous
groups, referred to as Human-Agent Collectives (HACs), resilience and
robustness remain an open question. In this paper, the factors that influence the
resilience and robustness of HACs are identified based on former research
concerning interdependent and complex networks. The two main factors iden-
tified in the paper are (1) interactions between HACs with their open-networked
environment, (2) the structure of the interactions among members of the HACs.

Keywords: Human-Agent collectives � HAC � Resilience, robustness, inter-
dependent networks, small-world networks

1 Introduction

With the rise of the internet of think and the ubiquity of ICT, humans are interacting
more and more with various electronic devices and information systems. These devices
and systems provide not only means to sense and act on the surrounding world, they
also allow for distant, often complex, interactions between humans. As such, humans
and devices often collaborate within limited temporal frames to achieve a common
goal. An example of such interactions is the process of online booking at airport during
which many actions are performed by humans with the help of various systems,
depending if the booking process is taken from the perspective of the traveler, of the
airline company officer that checks the travelers, or the immigration officer.

The collaboration with devices and information systems may take different forms:
in some cases, the human being is controlling the device, by asking the device to
perform in a given manner. However, in more and more frequent cases, the device is
asking the human to behave in a given manner: in the case of online booking at the
airport, the information system instructs the traveler about the information to be pro-
vided to the system. Another example of a system that instruct human being are most
hotlines, especially in the e-banking sector: the system directly asks the customer to
press some keys to perform certain tasks.

Therefore collaboration may take place within groups whose members can be
humans or agents. In the remaining of this paper, the word “agents” refers to electronic
devices and information systems. Importantly, the social relations between humans and
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agents are not based on a fixed hierarchy: humans may instruct other humans or agents
as well as agents may instruct other humans or agents.

Human-Agent Collectives (HACs) have been proposed by Jennings et al. [1] as a
new concept to capture these type of collaborative systems. Jennings et al. define HAC
as “a new class of socio-technical systems in which humans and smart software
(agents) engage in flexible relationships in order to achieve both their individual and
collective goals. Sometimes the humans take the lead, sometimes the computer does
and this relationship can vary dynamically” [1]. Among key research challenges related
to HACs, they have identified, among others, “achieving flexible autonomy between
humans and the software, and constructing agile teams that conform and coordinate
their activities”.

Underpinning the question of flexible autonomy, the question of resilience and
robustness for HACs is not mentioned in [1] although it has to be addressed, especially
in the concept of open environments. There is a need to identify factors that influence
the resilience and robustness of human-agent collectives. Although other aspects of
HACs, such as flexibility, agility, efficiency, effectiveness, responsiveness, and sta-
bility, still need to be addressed, we choose to focus in this paper on the aspects of
resilience and robustness.

In this paper, we will present an analysis of the problem of resilience and
robustness of HACs from the perspective of networks and based on the results of
former works on complex and interdependent networks. The basic concepts underlying
this paper are presented in Sect. 2, starting from robustness and resilience, followed by
human-agent collectives. In Sect. 3, the interactions between HACs with their
open-networked environment are presented as an important factor influencing the
resilience and robustness of HACs. In Sect. 4, the structure of the interactions among
members of the HACs, especially when structured as small-world networks, are dis-
cussed as a second important factor influencing the resilience and robustness of HACs.
Finally, Sect. 5 concludes this paper.

2 Basic Concepts

2.1 Robustness and Resilience

The concepts of robustness and resilience have been studied in various scientific fields
such as ecology [2], transportation [3], digital forensics [4], or supply chains [5].
Currently, there is no consensus on a broadly accepted definition of these concepts.

Although these concepts are related, they are different and refer to two distinct
characteristics of systems that should not be considered as synonyms. The concept of
robustness refers to “the ability to withstand or survive external shocks” [6]. As an
illustration, most nuclear plants are robust, as they may continue to operate even in the
case of external shocks.

In this paper, we adopt the definition of resilience given by Haimes as “the ability
of the system to withstand a major disruption within acceptable degradation parameters
and to recover within an acceptable time and composite costs and risks” [7]. The
concept of resilience is related with the idea that a resilient system may absorb shocks
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and adapt to the damages caused by these shocks. While a robust system withstands
shocks by construction, thanks to its internal constitution, a resilient system withstands
shocks by behavior, thanks to its adaptation capabilities. As an example, urban road
transportation systems are resilient as, although some traffic jam may congest a large
part of a city, the traffic will be redirected to other streets and arterial roads to keep the
transportation system working.

2.2 Human-Agent Collectives

The concept of Human-Agent Collectives (HACs) has been forged by Jennings et al.
in [1]. The term HAC aims at reflecting “the close partnership and the flexible social
interactions between the humans and the computers. As well as exhibiting increased
autonomy, such systems are inherently open and social. This openness means partic-
ipants need to continually and flexibly establish and manage a range of social
relationships”.

One may recognize in HACs characteristics of Collaborative Networks defined as
“a network consisting of a variety of entities—organizations and individuals—that are
largely autonomous, geographically distributed, and heterogeneous in terms of their
operating environment, culture, social capital and goals, which collaborate to better
achieve common or compatible goals, and whose interactions are supported by com-
puter networks” [8]. Therefore HACs are CNs in which entities may be either humans
or agents and the interactions are not only supported by computer networks, but they
can also be initiated by entities existing only on computer networks (i.e., agents). In
HACs, the control usually shifts between humans and agents in a flexible manner.

HACs exhibit the following characteristics as collaborative networks:

– Socially Heterogeneous – humans and agents are related by very different social
bounds. Power is exerted in a different manner between humans, between humans
and agents, and between agents;

– Embedded in an Open Environment – when both humans and agents are always
connected to the Internet, HACs have to face the possibility of a broad variety of
competitive entities (humans or agents) that may potentially perform the tasks of
some entities of the HAC in a competitive manner;

– Adaptive – Not only humans have to react to changes in the HAC and its envi-
ronment, but agents should also be able to adapt to highly adaptive human decision
making processes. As a consequence, the whole HAC itself often has to adapt by
changing its structure, shifting control from members to members.

These characteristics of HACs lead to a set of major research challenges, among
which Jennings et al. pointed out:

1. Flexible Autonomy – “flexible autonomy […] allows agents to sometimes take
actions in a completely autonomous way without reference to humans, while at
other times being guided by much closer human involvement”.
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2. Agile Teaming – agile teams should be able to “come together on an ad hoc basis to
achieve joint goals and then disband once the cooperative action has been
successful”.

3. Incentive Engineering – as a result of incentive engineering, “the actors’ rewards are
designed so the actions the participants are encouraged to take generate socially
desirable outcomes”

4. Accountable Information Infrastructure – an “accountable information infrastruc-
ture […] allows the veracity and accuracy of seamlessly blended human and agent
decisions, sensor data, and crowd-generated content to be confirmed and audited”.

One may notice that the second and third points are objects of research for the
community focusing on CNs, and that HACs could probably benefit from the results
concerning CNs in these areas.

3 Robustness of HACs in Interdependent Networked
Environments

3.1 Interdependent Networks

HACs operate in open, networked environments. In these networks, it is frequent to
observe various networks, interacting one with another. A well-known example of this
fact is the structure of IT networks according to the Open Systems Interconnection
model, known as the OSI model [9]. In this model, 7 layers, corresponding to various
networks, are defined and their potential interactions are defined. In HACs, agents are
usually related to various networks, such as telecommunication networks, application
networks, social networks, corporate networks….

Interdependent networks are defined as a set of networks whose nodes and links are
connected by epilinks. We define an epilink as a link connecting two nodes, or two
links, or a link and a node from two networks. The concept of an interdependent
network captures the idea that various networks may influence each other. For,
example, in metropolises, the exchange of ideas and information via social media relies
on infrastructural networks, such as the wired and wireless Internet or cable television.
Similarly, attendance of a child at a given school is often related with the existence of
appropriate transportation means, which illustrates the interdependence between social
networks and infrastructure networks. Interdependence between networks is usually
reciprocal, i.e., if a network A influences a network B, then the network B often
influences the network A as well. As an example, not only is the school attendance of
children correlated with available transportation means, but also transportation means,
especially the capacity and timetable of public transportation, are usually evolving to
appropriately support the population of children attending schools.
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3.2 Failure Propagation in HACs and Surrounding
Interdependent Networks

Buldyrev et al. [10] have shown that the dynamics of interdependent networks is a
novel surprising field of study. They have studied the robustness of a set of interde-
pendent networks, i.e., the vulnerability of interdependent networks to the removal of
nodes and links. The results of this study are that interdependent networks are less
robust than each network is isolation due to cascades of failure from one network to
another. And “surprisingly, analysing complex systems as a set of interdependent
networks may destabilize the most basic assumptions that network theory has relied on
for single networks” [10].

An exhaustive list of studies of interdependent networks is provided in [11, 12].
As HACs are embedded in interdependent open networks, they are also exposed to

the weaknesses pointed out by Buldyrev et al.: as an HAC is connected to an inter-
dependent network, the robustness of the HAC may be deeply affected by potential
cascades and propagations in the surrounding interdependent network. The case
studied by Buldyrev et al. was related with a failure in the Italian electric grid, which
has propagated to the Italian Internet (Internet routers needed energy to work), which
has propagated back to the electric grid (as power stations are controlled remotely via
the Web). Other examples of cascades and propagations in interdependent networks
may be found in the area of infrastructure networks, transportation networks, and the
financial sector and its recent crisis.

In the scenario of a failure in the HAC, a similar scenario may happen: not only the
other members of the HAC may be directly affected by the failure, but they may also be
affected in an indirect manner: the member that fails may by connected by one network
to the surrounding interdependent open environment. In the surrounding environment,
the failure may propagate to another network via epilinks, which may further affect
another member of the HAC. Figure 1 illustrates this scenario.

Fig. 1. Failure propagation in HACs and surrounding interdependent open networks
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The risk that the surrounding open interdependent environment introduces for
HACs may be mitigated:

(1) by reducing the number of interactions with the environment, which reduces the
probability of a failure directly cause by the surrounding network. An entity may
play the role of a façade to the HAC with regards to the surrounding environment,
hiding the remaining member of the HAC from the environment, and therefore
protecting them;

(2) by limiting the number of networks to which the various members of the HACs
are connected to in the surrounding environment. As a result, failures propagated
via epilinks will less probably cause failures to HAC members connected to the
surrounding interdependent network.

4 Internal Structure of HACs as a Key Factor of Resilience

While the interdependent structure of the surrounding environment has an influence on
the robustness of HACs, the key factor of resilience for HACs is related to their internal
structure, which is defined, to a large extent, by its network structure.

4.1 Popular Network Structures

Networks have been the object of intense research works since the late 1990’s. Among
key characteristics of networks, the clustering coefficient, the scale-free and the
small-world properties of some networks have been intensively scrutinized. The
clustering coefficient is a measure of the tendency of nodes to connect to other nodes
within groups of nodes. The highest the clustering coefficient, the highest the number
of connected triplets of nodes. Scale-free networks are networks in which the proba-
bility that a randomly selected node has k links, i.e., degree k follows P(k) * k−γ,
where γ is the degree exponent. In scale-free networks, a limited number of nodes have
a large number of links (a large degree), while a large number of nodes have a small
number of links (a small degree). Small-world networks are graphs in which the
clustering coefficient is high and the average path length is small. In small-world
networks, a relatively small number of nodes separate any two of them, even if most
nodes are not connected to each other.

Popular models of structure of networks are:

• The Erdős–Rényi Model – this model is a random model in which the links between
nodes are added in a random manner. Clustering of Erdős–Rényi networks is low;

• The Barabàsi-Albert Model – in this model, a newly added node is connected to
other nodes of the network, such that the probability to connect to a given node is
proportional to the degree of this node. Barabàsi-Albert networks are scale-free and
their clustering coefficient is usually higher than in Erdős–Rényi networks;

• The Watts-Strogatz Model: – in this model, a regular network, in which each node is
connected to its neighbors, is modified by replacing with a given probability β the
end destination node of each link by a randomly chosen different node. The
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Watts-Strogatz model may generate random networks, similar to Erdős–Rényi
networks, as well as regular networks, depending on the value of β. Even small
values of β lead the generation of small-world networks, although not scale-free
ones;

• The Hierarchical Model– in this model, a network pattern is iteratively replicated,
leading to a hierarchical organization. Hierarchical networks may be both
small-world networks and have a high clustering coefficient.

4.2 Resilience of Networks

The resilience of networks has been largely studied in the literature, mostly from a
topological perspective. It has been shown that the resilience of a networks depends not
only of its structure but also depends on the type of attack. Albert et al. [13] have
demonstrated that scale-free networks are highly resistant to attacks focused on random
nodes, but they are very vulnerable to attacks targeting the hubs, i.e., highly inter-
connected nodes.

In [14], Watts provides an analysis of the 1997 Toyota-Aisin crisis with regards to
resilience and network topology. On February 1, 1997, a fire started in the Toyota Aisin
factory. This factory was producing almost all p-valves, a valve used to control the
fluid pressure in brakes. Without almost any stock, the destruction of the Aisin factory
may cause the interruption of the whole Toyota production. However, within 4 days,
Toyota was producing its first p-valves with the help of its other factories and business
partners [16].

According to Watts, the resilience of Toyota in the Aisin incident was due to the
structure of the social and organizational network. On the one hand, the Japanese
culture has imposed a strongly hierarchical organization within Toyota. On the second
hand, due to internal policies providing strong incentives for employee mobility, many
horizontal relations between various factories have been created by employees visiting
other factories for a few months.

This particular network structure, consisting of a highly regular structure and many
shortcuts, allows to control the exchange of information (on the regular structure) but

Fig. 2. A resilient network with a regular hierarchical network and shortcuts.
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also to speed up and to recover from failure (with shortcuts) if the regular structure is
partially destroyed. One may notice that the idea of a regular structure rewired with
shortcuts is at the heart of small-world networks [15]. Figure 2 illustrates this type of
network structure.

Following the Aisin-Toyota case, HACs could rely on their internal structure,
especially shortcuts between their members to increase resilience. In case of a failure of
an HAC member, shortcuts can be used to recover efficiently by increasing the speed of
information exchange among HAC members.

5 Conclusions

HACs are a novel type of collaborative networks in which both humans and agents can
ask their counterparts to take some actions. HACs requires additional works in many
areas, including technical and business ones.

As far as resilience and robustness are concerned, HACs are facing various
important challenges. For the robustness of HACs, the open interdependent networked
environment in which they exist is an important challenge as the interdependency of
the networks in the surrounding environment is potentially strongly degrading the
robustness of HACs.

From a broader perspective, although interdependent networks have been studied in
various contexts, e.g., critical infrastructure or population mobility, there is still a need
for a unifying theory of interdependent networks that would encompass and largely
extend former studies in a structured and organized manner.

For the resilience of HACs, their internal structure plays an important role: an
appropriate structure, with shortcuts, may allow an HAC to rapidly recover from a
failure by rapidly exchanging information among the remaining HAC members, which
speed up the decision making process related with recovery.

The case of Toyota is a very interesting example of resilience within networks of
networks. Or to be precise, Toyota may be considered as an organization consisting of
various organizational entities. These organizational entities are collaborating in a
similar way to collaborative networks. The case of the fire in the break factory of
Toyota illustrates the idea that collaborative networks, if appropriately structured can
be resilient.

Finally, this paper is in not proposing an exhaustive treatment of the hard question
of robustness and resilience of HAC, leaving many questions not only unanswered but
even unformulated: what is the role of trust for the resilience and robustness of HACs
and how to measure/improve it? Is it possible to adopt preventive measures to improve
the robustness and resilience of HACs? These questions remain open and are waiting
for further attention.
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Abstract. Current supply networks are embedded in dynamic and turbulent
environments, and must face the appearance of some disruptive events
throughout their life cycle. Disruptions are almost always accompanied by
negative effects, resulting on performance loss for both, the enterprises and the
network. The activation of proactive strategies will allow enterprises to reduce
this loss when a disruption appears. Enterprises must be aware of that the acti-
vated strategies must be aligned, so that they positively influence the objectives
and the performance indicators defined by all the network partners. This paper
proposes a simulation model to support enterprises in the decision-making on
which proactive strategies activate in order to be aligned, from a collaborative
perspective. The main aim is to limit the adverse effects produced by the dis-
ruptions. Such aligned strategies allow collaborative enterprises to move in the
same direction when a disruption appears. In addition the strategies enhance the
resilience and agility of both the enterprises and the network as well as positively
influence the objectives and the performance indicators defined by all the net-
work partners

Keywords: Strategies Alignment � Disruptions � Collaborative Processes �
Process Disruptions � System Dynamics � Proactive Actions � Resilience

1 Introduction

The current global business environment, characterised by being unpredictable and
competitive, makes enterprises to be more exposed to disruptive events. This
encourages enterprises to change the way they work and to be more flexible in the
process of recovering themselves from disruptions. Thus, a new tendency is emerging
through the enterprises participation in Collaborative Networks (CN) [1]. Such par-
ticipation requires to restructure their internal operations, make information systems
interoperable, coordinate their production processes, align their strategies, share goals,
achieve suitable levels of trust, reach agreements in practices, and align values [2–4].
The benefits specifically associated with the strategies alignment have a great influence
on the CN success, since they are becoming a relevant issue for achieving competitive
advantages [4]. The participation in CNs allows enterprises to be more agile and
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resilient, and to increase the effectiveness in response to the effects of potential dis-
ruptive events [5]. Focusing on the strategies alignment process, carried out from a
collaborative perspective, Andres and Poler [6] consider in their approach the strategies
alignment to facilitate some of the conventional disruptions [7], such as the variability
of networks, global competition, complexity in supply chain and greater variety in
production.

When a disruption takes place, various independent enterprises are affected and
each one defines a set of strategies to deal with the negative repercussions that impact
its performance. These strategies can be proactively or reactively deployed [8]. Mitroff
and Alpasan [9] stated that resilient organizations are proactive and they recover sooner
and better from the disruptions. The decision of which proactive strategies to activate,
in order to deal with the disruptions, can be made from a collaborative or
non-collaborative perspective. This paper focuses on the proposal of a collaborative
and proactive solution through the Strategies Alignment Simulation Model (SASM).
SASM models the influences expected among the collaborative enterprises taking into
account the objectives defined and the proactive strategies formulated by all the net-
worked enterprises, modelling the influences exerted among them. The model is based
on the System Dynamics (SD) method and promotes the activation of those proactive
strategies that, being aligned, positively influence all objectives defined by all the
network partners; enabling them to reduce the loss of business performance, after a
disruptive event occurs.

In the light of this, the next research question appears:

What would be an adequate model to support enterprises in the decision making process of
selecting proactive strategies to be aligned, in order to efficiently deal with the unexpected
disruptive events, from a collaborative perspective?

The paper is organised as follows: Sect. 2 introduces the concept of disruption in
supply networks as define in the literature. In Sect. 3, the Strategies Alignment Sim-
ulation Model (SASM) is presented. A numerical example is described in Sect. 4,
applying the model to deal with a supply disruption. Finally in Sect. 5, conclusions and
future research lines are considered.

2 Supply Networks Disruptions

The term disruption, outlined by Barroso et al. [10], is defined as a predictable, or in
most cases unpredictable event that directly affects the common activity and stability of
an enterprise, thereby its performance. Sheffi and Rice [7] model the loss of business
performance, defining 8 phases that enterprises experience when a disruption occurs
(see Fig. 1): (i) preparation: companies anticipation and proactive attitude, (ii) disrup-
tive event: any situation that threatens the daily operation of a company, (iii) first
response: decision after reaction, (iv) initial impact: immediately disruption repercus-
sion, (v) total impact: medium or long term effects (once the disruption occurs, the
performance decreases significantly), (vi) preparation for recovery: starts in parallel
with the first response, (vii) recovery: the stage in which the company returns to the
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state before the disruption and (viii) long-term impact: the time companies need, after a
disruptive event, to recover (depending on the severity of the consequences).

Work that can be highlighted in the scope of supply network disruptions are: Wu
et al. [11] Disruption Analysis Network (DA_NET), determines how disruptions
propagate and affect supply networks, through the methodology. Sheffi and Rice [7]
focus their work on the disruptions classification so that can be easily identified and
overcame. Ivanov et al. [12] focus on the potential disruptions identification using the
Supply Chain Events Management (SCEM) or Sanchis and Poler [13] propose a cat-
egorization framework of disruptions as a starting point to evaluate the resilience
capacity of enterprises.

3 Strategies Alignment to Deal with Supply Disruptions

In order to reduce the performance loss and be more resilient against any disruption,
enterprises are encouraged to collaborate, and more concretely, to collaboratively align
their strategies [6, 14]. Therefore, a simulation model to collaboratively carry out the
strategies alignment process is developed. The strategies alignment model is designed
based on the assumption that the networked partners individually formulate a set of
proactive strategies to manage the appearance of potential disruptions. Thus, it is crucial
to collaboratively work to select those proactive strategies that are aligned, allowing the
network members to reduce the negative influences reflected in the Business Perfor-
mance (Key Performance Indicators, KPIs), when a disruptive event occurs (Fig. 1,
orange line). The SASM supports enterprises in the collaborative decision making
process of which strategies to activate in order to align their own strategies with the
strategies formulated by all the partners of the network.

3.1 Strategies Alignment Concept

In order to give the reader a better understanding of how the strategies alignment
process is treated in this paper, a definition of the concept strategies alignment is
hereafter presented.

Business Performance

Time

(vii) Recovery

(vi) Preparation
for Recovery(iv) Initial

Impact

(iii) First
Response

(i) Preparation

(ii) Disruptive Event (v) Time of Full Impact

(viii) Long 
Term Impact

Fig. 1. Disruptions phases (adapted from Sheffi and Rice [7])
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It is widely known that the strategies are the set of actions raised to achieve the
defined objectives, i.e. minimise the performance loss derived from a disruption by
reducing the recovery time or cost, etc. Considering the work developed in [15], it is
assumed that the strategies alignment concept is defined as, the set of strategies, for-
mulated by all the network enterprises, whose activation positively influence the
achievement of all the objectives defined by all the partners, increasing their KPI levels.
The activation of the aligned strategies will promote the maximization of the positive
influences and the minimization of the negative influences, respectively at the network
level. Note: the concept of alignment is not the same as compatibility. Strategies are
compatible when they can be activated at the same time but do not have positive
influences on each other. The total benefit corresponds to the sum of the benefit
obtained by the activation of each strategy individually. Lets consider two enterprises ei
and ej, each one defines one objective oi and oj and formulates one strategy, Si and Sj. Si
and Sj are considered to be aligned when the activation of Si has a positive influence on
both objectives oi and oj and the same occurs with Sj. The strategies are aligned when
the total benefit obtained is higher than the sum of the benefits obtained by the acti-
vation of each strategy individually. The strategies alignment concept is mathemati-
cally described in [4].

3.2 Strategies Alignment Simulation Model (SASM)

Despite the importance of aligning strategies in a CN, in terms of avoiding partnership
conflicts and moving in the same direction when dealing with disruptive events, a gap
has been found in the literature with respect to the contributions of a holistic approach.
An approach that considers all the strategies formulated by all the partners, when
deciding which aligned strategies to activate in order deal with a disruption. To fill this
gap, this research aims to support the decision making process of identifying which of
the proactive strategies have to be activated, by a simulation model. The holistic
perspective, will allow modelling the strategies alignment process regardless the
strategies’ nature and the type of disruption facing, considering the CN context. The
proposed SASM allows the modelling the CN considering the elements that define the
strategies alignment process. These elements and the relations established among them
are represented through a causal and flow chart according to the SD Method [16]. For
the model formulation, the following considerations have been taken into account:

• Each networked enterprise defines a set of objectives, which will be measured
before and after a disruption occurs. The extent into which the objectives are
achieved is measured through KPIs. The enterprises’ aim is to achieve the maxi-
mum level of each KPI (what means to minimise the performance reduction), and to
obtain, as fast and at lowest costly possible, the maximum levels of network per-
formance in the recovery phase and in the long term, once a potential disruptive
event occurs.

• A set of proactive strategies is formulated by each network enterprise, with the main
objective of dealing with future potential disruptions and minimise the performance
loss of the defined objectives (KPIs). The strategies are devoted to improve the
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performance level of each KPI, and consequently to improve the network
performance.

• The use of KPIs allows computing the increase/decrease of the network and
enterprises performance when a specific set of strategies is activated.

• Not all the proactive strategies formulated will be activated; the enterprises will only
carry out those that are aligned.

The SASM will allow analysing, describing, explaining, simulating, assessing,
monitoring and predicting misalignments among the strategies specifically those for-
mulated to deal with disruptions. Moreover, the simulation model is proposed as a
supporting tool for the enterprise decision makers, to identify which proactive strate-
gies to activate in order to obtain higher levels of alignment, and consequently of
performance, not only at the intra-enterprise level but also with the rest of enterprises of
the network, that is the inter-enterprise level. In the light of this, recovery time and cost
will be reduced, increasing the levels of resilience of both the enterprises and the
network.

System Dynamics Method (SD). Solving the strategies alignment model through
analytical methods implies to face tedious procedures involving large number of iter-
ations. For that reason the use of the SD method is considered. SD method, outlined by
Forrester [16], allows to analyse the characteristics of the feedbacks of the represented
system (CN), allowing to understand how the elements, belonging to the system,
interact with each other, influencing in its performance. Generally, SD allows to
understand the causal relationships of systems’ behaviour by bringing together sets of
elements that are interrelated in such a way that a change in one element affects a whole
series of elements [17]. In the context of strategies alignment, SD allows representing
the influences that the activated strategies have on the KPIs level. The relations of
influences are represented in the SASM. Depending on the strategies activated, the
KPIs level will be positively or negatively influenced. In the particular scenario con-
sidered in this paper, the SD method allows to simulate all the elements of the system
(proactive strategies formulated, objectives defined and their relations) by simulta-
neously changing the decision variables, which are defined by (i) the units of strategies
to activate (u_Sis) and (ii) the time when to activate them (ti_Sis). This will enable the
SASM to identify the proactive strategies appropriate to be activated, so that positive
influences are obtained in all the KPIs defined by all the networked enterprises

The causal loop diagram allows representing the elements and relationships of the
modelled system, based on an influence on effects (+ and − loops) [17]. The flow
diagram translates the information depicted in the causal loop diagram into a termi-
nology that helps writing equations in the computer. The representation of the flow
diagram involves classifying the parameters and variables defined in the model into
stock variables (which are a mental photograph of the system), flow variables (elements
determining the variation of levels), parameters and auxiliary variables (Table 1 and
Fig. 2). The equations used to model the SASM are formulated in Table 2 from the SD
method perspective, a general notation has been considered.

Thus, the strategies alignment process is modelled using the SD method. The
simulation software used to represent the SASM in the SD simulation approach is
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Table 1. Stock, flow, parameter and auxiliary variables in the SASM

 

KPIixk

c_Sis

d1_Sis

d2_Sis

d4_Sis

Threshold_KPIixk

Wixk

bi Sis_mu

tf_Sisd3_Sis

u_Sis

ti_Sis

val_Sis_KPIixk

Inf_Sis_KPIixk curve_KPIixk

KPIixk_T

curve_KPIixk_T

Fulfill_KPIixk_min

KPI_i

KPI_GLOBAL
slope_Sis_KPIixk

KPIixk_min

Fig. 2. SASM: flow diagram
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AnyLogic [18]. The optimiser package included in AnyLogic software allows to obtain
the best set of parameters solutions while the system generates multiple scenarios in the
simulation tool. AnyLogic uses the built-in OptQuest optimizer to search for the best
solution, given the objective function, constraints, requirements, and parameters
(decision variables). Supports objective values that are based on experimentation
through the General Replication Algorithm. The optimization process enables the
finding of the optimal combination of decision variables that maximise the network
performance (KPI_GLOBAL): (i) the units of strategies to activate u_Sis and (ii) the
time when to activate them ti_Sis. The application of the SASM in the context of supply
network disruptions will allow to support enterprises in the collaborative decision
making process of selecting proactive strategies to be activated, in order to be aligned,
with the main aim of reducing the loss of performance as well as the time and cost of
recovery when a disruption occurs.

Table 2. Equations for the SASM in SD
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4 Illustrative Example

In this section, an illustrative example is presented in order to demonstrate the appli-
cation of the SASM to deal with disruptive events and enhance resilience and agility in
the CN and its enterprises. In this example, two enterprises are considered acquiring the
roles of supplier (enterprise 1) and manufacturer (enterprise 2). Each enterprise defines
two proactive strategies in order to deal with a production process disruption due to the
interruption of material supply caused by a machine breakdown in the supplier plant
(the supplier cannot provide the required products with the requirements specified by
the focal company) [13].

Supplier

• Strategy 1(S11): Increase the level of Safety Stock
• Strategy 2(S12): Total Productive Maintenance

Manufacturer

• Strategy 1(S21): Increase Suppliers Base
• Strategy 2(S22): Increase the level of Safety Stock

Moreover, each enterprise defines two KPIs to measure the influence that the
strategies have on the recovery phase. These indicators are related to the cost and the
time of recovery for each of the enterprises participating in the CN. Accordingly KPI111
(of the supplier) and KPI211 (of the manufacturer) refer to the reduction of recovery
cost (KPIi11 ¼ recoveryCostt�1�recoveryCostt

recoveryCostt�1
) and KPI121 (of the supplier) and KPI221 (of

the manufacturer) refer to the reduction of recovery time (KPIi21 ¼
recoveryTimet�1�recoveryTimet

recoveryTimet�1
). Table 3 shows all the data required by SASM. First, the

budget that each enterprise owns to activate the proactive strategies is defined.
Regarding the strategies characterisation, the activation cost of the strategies and the
duration parameters are estimated by the enterprises. With respect to the performance

Table 3. Illustrative example: data
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indicators, the weight and the threshold values are given. Finally, the values of
influence are estimated by each enterprise (val_Sis_KPIixk).

In this case, the collaborative scenario modelled takes into account all the values of
influence. Considering the data provided and introducing this data in the SASM sim-
ulation software (AnyLogic) in which the SASM is modelled, the optimisation
experiment is done to obtain the decision variables that maximise the network per-
formance level (KPI_GLOBAL). The results of the decision variables concerning
(i) the units of strategies to activate u_Sis and (ii) the time when to activate them ti_Sis
are shown in Fig. 3. The result of the collaborative scenario shows that, in order to have
an efficient recovery and increase the levels of resilience and agility of the network, the
supplier must activate the two defined strategies. The activation time of the supplier’s
strategies will be ti_S11 = 0.162 and ti_S12 = 0.063, considering that the unit refers to
one year, strategy S11 will be initialised at the day 59 (0.162 · 365days) and strategy
S12 will be initialised at the day 23, from the beginning of the year. Whilst, the
manufacturer must only activate the strategy S22 at the day 59’5.

Table 4 presents a comparison of the results obtained in the collaborative scenario
with those obtained in the non-collaborative scenario, in both cases using the SASM. In
the non-collaborative scenario the supplier only considers his own estimated values of
influence, without considering how the strategies formulated by the manufacturer
influence the performance level of his own indicators (shaded with grey in Table 3); the
same happens to the manufacturer. In this regard, the non-collaborative scenario only
considers intra-enterprise influences. The collaborative scenario is a more realistic one
considering both intra and inter-enterprise influences, in which the supplier not only
considers his own estimated values of influence, but also considers how the strategies
formulated by the manufacturer influence the performance level of his own indicators,
the same happens to the manufacturer.

From Table 4, it can be concluded that in the proposed illustrative example, the
optimised solution of the collaborative scenario generates a level of network perfor-
mance significantly higher than the performance resulting from the solution obtained in
the non-collaborative scenario. Moreover, the solution obtained in the
non-collaborative scenario breach the restriction of non-negativity values of KPI111

Fig. 3. SASM: flow diagram
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and KPI121. Whereas that the solution of the collaborative scenario complies with the
non-negativity restriction so that all the performance indicators are larger than 0.
Making collaboratively decisions of which strategies to activate in order to deal with a
certain disruption, using the SASM provides better solutions than if this decision is
performed individually.

The SASM serves as a supporting tool, for enterprises participating in CN, to deal
with disruptive events, so that the activation of aligned proactive strategies involves an
improvement in time and cost of recovery. Consequently, the application of SASM is
an effective tool to increase the resilience and agility of CN in terms of identifying the
aligned strategies that will allow dealing with potential disruptions.

5 Conclusions

This paper proposes the Strategies Alignment Simulation Model (SASM) for aligning
the proactive strategies formulated in order to reduce the recovery time and cost in the
case of a process disruption, in the CN context. It has been proved, in the illustrative
example, that deciding about the activation of aligned strategies from a collaborative
perspective provides better results in terms of disruption recovery time and cost.
Ultimately, the results obtained using the SASM allow increasing the resilience and
agility of the CN. The main drawback considered is the data collection, especially with
respect to the values of influence (val_Sis_KPIixk), which the enterprises have to
estimate. As the enterprise may face up to a disruption that has never occurred, this
estimation could become very difficult. In the light of the results obtained, future

Table 4. SASM comparison of the results: non-collaborative vs. collaborative scenario
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research lines lead to propose guidelines to support enterprises on the data gathering
and sharing along the strategies alignment process. In the collaborative scenario, the
exchange of information is considered a key factor; therefore, future work will be also
devoted to enhance the information sharing process. Finally, the SASM will be applied
in a real case study in order to obtain the proper feedback from the enterprises and
improve the simulation model.
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Abstract. Traffic management is a business domain characterized by an
infrastructure-dominant approach to new developments: the focus is typically on
innovating assets such as traffic detection systems, road signage and traffic
information systems. This domain also has a large number of involved stake-
holders, such as road authorities, municipalities, technology providers and road
users of various kinds. Faster changing traffic management requirements and
increasing complexity of the collaborative networks required to meet these
requirements render traditional approaches to business design in traffic man-
agement too rigid. We have applied collaborative, service-dominant business
engineering to prototype a basis for new levels of business agility in
multi-stakeholder traffic management. Collaborative workshops have shown to
be a useful means to quickly arrive at agile, customer-centric business models
that allow decoupling from long-term infrastructure considerations. This paper
demonstrates that service-dominant business engineering can be effective in an
asset-dominant domain to increase business resilience in complex environments.

Keywords: Service-dominant business � Collaborative business network �
Business model � Traffic management

1 Introduction

Like most large cities, Amsterdam is characterized by extensive road traffic problems.
These traffic problems are bad during daily rush hours, but reach their worst peaks
when large events are held that attract large volumes of traffic in a small window of
time in a specific area of the city. Examples of these events are major soccer matches
and large rock concerts – or even the combination of both. The southeast section of
Amsterdam is a location where a number of large event locations is clustered and that
consequently meets these traffic problems at a regular pace. To try and counter these
problems collaboratively, the main involved stakeholders have joined in the PPA/ZO
project: the practice trial for traffic management in the southeast of Amsterdam. A large
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variety of stakeholders is involved, both of the public, the private and the individual
kind. The public kind includes the city of Amsterdam, the province of North-Holland
and the Dutch road authority. The private kind includes several event locations in the
city section, organizers of events at these locations, local retailers, parking providers
and transport providers. The individual kind is formed by individual road users, both
car drivers and other users influenced by car traffic.

Traffic management is a business domain that is traditionally characterized by an
infrastructure-dominant approach to new developments. The focus in innovation is
typically on developing and realizing new assets such as roads, traffic detection sys-
tems, road signage, and traffic management information systems. This asset-dominant
orientation has two main drawbacks. Firstly, the assets are typically very costly to
develop and deploy, which means that they must be designed for strategic, long-term
use. This long-term approach is, however, hard to combine with much faster changing
user requirements, which are strongly related to emerging transport patterns. Organi-
zations developing or deploying the assets observe the situation from their own, iso-
lated perspective. Secondly, the end users of traffic management solutions are not
interested in the characteristics of the individual assets, but in the added value that the
use of combinations of assets brings them. As an example, car drivers are not so much
interested in algorithms that determine traffic information on roadside signage, but in
travel time reduction that they may realize by any means of traffic management. The
fact that there are multiple groups of end users (private drivers, professional drivers,
institutions that need to remain accessible, the city that wants to uphold a good image)
further complicates the situation. Consequently, there is a problem in the design of
multi-stakeholder, collaborative business models in this traffic management context.

To try and counter this problem, we have introduced service-dominant business
engineering as a new approach to collaborative business model design in the traffic
management arena. To do so, we have applied part of the BASE/X approach that has
been developed for service engineering in other business domains than traffic man-
agement [1]. Following the service-dominant line of thinking [2], BASE/X puts the
added value for a specific group of service-based solutions at the center-point, called
value-in-use. From this value-in-use, a collaborative network of organizations is
designed that can realize this value-in-use and that has a realistic combination of costs
and benefits for the involved organizations. The contributions of organizations to the
value-in-use are mapped to their capabilities, which in turn are based on existing or
future assets (infrastructures). Multiple combination of value-in-use and customer
groups can co-exist, forming multiple collaborative business models that can be exe-
cuted by instant virtual enterprises [3]. These business models use the same assets
‘under the hood’, thereby enabling an explicit decoupling of the strategic approach to
asset management and the tactic approach to business model design.

This paper describes the application of BASE/X business model design in the
PPA/ZO project. It demonstrates that a collaborative approach to business design can
be efficient in a complex, multi-stakeholder context. On a higher level, it shows that a
service-dominant approach to business engineering can be effective in asset-dominant
domains, such as traffic management, to increase business resilience.

The remainder of the paper is structured as follows. In Sect. 2, we lay the basis for
the paper by introducing service-dominant business engineering and the BASE/X
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approach. In Sect. 3, we explain the collaborative approach to apply BASE/X in the
practical context for the design of prototype business models. In Sect. 4, we discuss the
execution of the approach and the realized results. We end the paper with conclusions
in Sect. 5.

2 Service-Dominant Business Engineering and BASE/X

Business in many domains has transitioned towards a service-dominant setting where
the provisioning of solution-oriented services to the customers is the focal point [4].
This can be compared to the traditional setting where the emphasis is on the delivery of
products (assets) [5]. The services may require the deployment of products, but these
products become part of the delivery channel of services, not the central point. This
transition has shifted the emphasis from the value of the product to the value of the use
of the product in an integrated context – the so-called value-in-use [6].

In a highly dynamic business environment, the customer expectations from
solution-oriented services evolve faster than the capabilities of the underlying products.
Customers expect coherent solutions (as opposed to stand-alone solution fragments),
which require the integration of the capabilities of multiple service providers. This
introduces the necessity of explicitly managed business networks [7].

For a solution-oriented service provider, however, it is not only about what services
to offer, but also about how to get them delivered. Managing service complexity and
business agility requires a tight integration between the business strategy and models
on the one hand and the structure of business operation and information management
on the other hand. Truly agile service provisioning business is not achievable if these
elements are treated in isolation.

BASE/X is a business engineering framework that puts the service management at
the forefront [1]. It adapts a holistic view and covers the entire spectrum from
high-level business strategy definition to business information system architecture
design, including elements, such as business strategy definition, business model con-
ception, business service specification and business process modeling. It distinguishes
between (i) business goals (the ‘what’ of business) and business operations (the ‘how’
of business), and (ii) the stable essence of an organization (i.e. business strategy and
business services) and its agile market offerings (i.e. business models and service
compositions). This leads to a model with four layers as shown in Fig. 1.

The top half of the pyramid covers business goal engineering, which contains two
layers: the service-dominant business strategy and business models. The strategy
describes the identity of an organization in a service-dominant market [8, 9]. The
identity is relatively stable over time: the strategy evolves. A service-dominant business
model describes a market offering in the form of an integrated, solution-oriented
complex service: they describe a concrete value-in-use. Business models follow fluid
market dynamics and are agile: they revolve – they are conceived, modified, and
discarded as required. Business models are specialized from the strategy as they
implement part of the strategy in a more specific way. They are operationalizations of
the strategy as they are more concrete.
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The bottom half of the pyramid covers business operations engineering, which
contains business services and service composition. Each business service encloses a
core service capability of the organization. As these capabilities are related to the
resources (covering both personnel and large-scale technical infrastructures), they are
relatively stable over time: they evolve. In the service compositions layer, business
services are composed to realize the service functionality required by a business model:
they implement a concrete value-in-use. The composition includes business services
from the organization’s own set, but also business services of partner organizations in a
business network. As service combinations follow business models, they are agile: they
revolve with their associated business models [1].

2.1 Service-Dominant Business Models

A business model describes the way in which an organization along with its providers
and partners creates value for all its stakeholders [10]. Well-designed business models
that ensure harmonization among business strategy, business processes, and informa-
tion system are crucial for any business organization to survive and to succeed [11].

Business models can be designed using methods, such as the Business Model
Canvas (BMC) [12], E3-value [13] or Service-Dominant Business Model Radar
(SDBM/R) of BASE/X [1]. BMC is a visual chart with elements describing a com-
pany’s or product’s value proposition, customers, infrastructure -including its part-
nerships, and financial aspects. Although, it considers cross-organizational relations
and the importance of partnerships, BMC is an organization-centric model that reasons
mainly from the perspective of a single company. Unlike the BMC, the SDBM/R has a
network-centric design at its core, allowing the composition of service design in
multi-party business networks. It defines how the actors in the business ecosystem
participate in value co-creation and what the cost–benefits distribution is.

Another network-centric approach to business model design is the E3-value
e-business model, which describes the value exchanges among actors of a business
network [13]. It focuses on the interactions between the actors of the network in terms
of the value exchanges. However, contrasting the SDBM/R, E3-value does not consider
the alignment between the business strategy, model, process and the information
systems/technology as a harmonized package [10].

Fig. 1. BASE/X business pyramid
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Figure 2 presents the elements of the SDBM/R. The co-created value-in-use con-
stitutes the central point in SDBM/R, framed by three concentric circles. The ‘actor
value proposition’ frame defines a value proposition to co-create value by an actor to
the solution for the benefit of the same or other actor within the ecosystem.
Co-production activity defines the activities that each actor performs in the business for
achieving the co-creation of value. The third frame –actor cost/benefits defines the
financial and non-financial expenses/gains of the co-creation actors. Finally, the ‘pie
slices’ represent the co-creation actors including the focal organization, core and
enriching partners, and the customer. The focal organization proposes the business
model and participates actively in the solution - typically as an orchestrator. A core
partner contributes actively to the essentials of the solution, while an enriching partner
enhances solution’s added value-in-use. SDBM/R accommodates an arbitrary number
of actors, suiting the network-centric character of service-dominant business.

Each business model is operationalized by a service composition in the third level;
i.e., it is implemented by composing a number of services from the business services
layer of the BASE/X pyramid (refer to Fig. 1). The activities that take place in a service
composition originate from or are tightly coupled with the ‘actor coproduction activ-
ities’ layer of the business model radar.

3 Collaborative Approach to Agile Business Model Design

The infrastructure- and technology-dominant view and the diversity of stakeholders in
traffic management pose challenges in designing multi-stakeholder, collaborative
business models. Following an approach with a service-dominant line of thinking
becomes essential for such initiatives. Therefore, we employ the SDBM/R in designing
agile business models.

Fig. 2. Service dominant business model radar (SDBM/R) template.
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The BASE/X approach and its tools have been applied in diverse business domains
(e.g. [1, 14]). However, effective application of tools in specific domains, such as traffic
management, requires explicit guidelines to operationalize the concepts in practical
business settings. We introduce the following steps in using SDBM/R for a collabo-
rative design of business models:

i. Stakeholder Field Analysis: Business domains in contemporary markets, like
traffic management, are characterized by a large number of stakeholders. Struc-
turing the domain in terms of stakeholders through a field analysis helps signif-
icantly in understanding the dynamics and relationships in a particular business
domain. It gives insight into the possible roles and their capabilities in potential
business models in collaborative business networks.

ii. Awareness Creation and Knowledge Transfer to Stakeholders: Traditional
asset-oriented mindset is still prevalent in many business domains. Creating
awareness over the involved stakeholders on the service-dominant thinking, and
on concepts such as value in-use, as well as on the use of relevant techniques and
tools is essential before any attempt for a collaborative design of business models.

iii. Workshops with Stakeholders for Collaborative Business Model Design: The first
two steps provide hints for business models and potential collaborators. The next
step is to bring together selected stakeholders (typically 6 to 8 experts) to conduct
workshops for interactive and collaborative business model design. The objective
is to select a prospective business scenario, and design blueprint business models
using the SDBM/R as a guiding template. The effectiveness of these workshop
sessions depends heavily on the ability of the moderator in engaging the stake-
holders in active communication and collaboration for innovative ideas.
The initial step in using the SDBM/R is to define and agree on the co-created
‘value-in-use’. This goes in line with identifying the customer of the service and
the focal organization that orchestrates its provisioning. Next, core and enriching
partners that contribute to the proposed value-in-use are discussed and identified.
These parties offer their ‘actor value propositions’ and ‘co-production activities’
to achieve the co-creation of value. As a final step, parties identify the costs and
benefits (monetary or non-monetary) involved in the creation of value-in-use.

iv. Business Model Refinement and Validation: Workshop sessions typically result
‘draft’ business models on which the parties agree on the essential components.
These models go through a round of refinements through offline/online discus-
sions with involved parties. The finalized business models, which are represented
using the SDBM/R, are validated by all stakeholders and act as a critical com-
ponent of the agreement between the relevant parties.

4 Executing the Approach

The extensive number of prototypical technologies/services to be developed and tested,
and the diversity of the stakeholders involved in their provisioning makes the PPA/ZO
project a suitable context for applying the approach we introduced for collaborative
design of business models.
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As the first step, we performed a stakeholder analysis with domain experts in the
field. We used two dimensions in classifying the parties: ‘public vs. private’ and
‘service providers vs. consumers’. While the first dimension is mutually exclusive, the
second category involves parties that play a dual role depending on a specific business
model. Following this line, we defined main categories of stakeholders (such as gov-
ernmental bodies, traffic service providers, technology suppliers, event organizers, etc.)
and identified concrete parties under each category, which led to a set of over 30
parties. This analysis has not only brought a structure and a high level understanding of
the market but also helped focal parties in identifying opportunities for collaboration
with various parties in diverse business scenarios.

Based on the potential scenarios, a set of experts representing selected stakeholders
were invited for a 2-h workshop organized in the Municipality of Amsterdam. We
conducted 3 workshops for the design of 3 draft SDBM/R blueprints and were able to
bring together around 20 stakeholders operating in this domain. Workshops constituted
two phases. The first phase involved a tutorial on the concept of service-dominant
business, BASE/X framework, and on the use of SDBM/R. The second phase com-
prised the core of the interactive design of a particular business model using the
SDBM/R. Following a practical approach, large posters and ‘post-its’ were used to
represent the SDBM/R blueprints and its specific elements (see Fig. 3).

The draft blueprints that were interactively designed in the workshops were later
refined and communicated with involved parties for validation. Figure 4 presents an
example of a completed SDBM/R blueprint for a business model. The Free Ride
Amsterdam Event value-in-use contributes to the positive experience of event visitors
who plan their arrival by car. The idea behind the model is to attract visitors at a much

Fig. 3. The picture on the left shows the use of the SDBM/R poster and ‘post-it’s during the
workshops. The figure on the right shows the first digital version of the draft business model.
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earlier time than the beginning of the event, which helps reduce the traffic just before
the event. This is facilitated by offering free parking, funded by parties benefiting from
the early presence of the visitors (such as retailers). A number of stakeholders in the
network contributes to this service. The Mobility Broker acts as the focal organization
orchestrating the traffic-related parties. The Parking Provider provides parking services
for an easy car disposal, while the Road Authority provides the road infrastructure and
traffic management before and after the event for a reliable and safe trip. Retailers are
also involved by contributing to customer’s experience with pre- and post-event
convenience (shopping, eating, etc.).

After each workshop session, we gathered feedback from the participants regarding
the use of the approach and its effectiveness. All participants agreed that following an
explicit approach that structures the interactive design of business models fostered the
creation of innovative ideas. Participants indicated SDBM/R as an effective means for
that purpose. They further agreed that it created awareness on the value of agile,
service-dominant business thinking and provided inspiration for collaboration with
different stakeholders. Feedback also included improvement suggestions regarding –for
instance, the representation of cost-benefit flow between parties in the SDBM/R, which
was incorporated in the new edition of the radar. Further details regarding the setup of
the workshops, participants, and all three blueprints are available in [15].

Fig. 4. A business model in SDBM/R: free ride Amsterdam event
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5 Conclusions

Moving from an asset-oriented to a service-oriented mindset is a challenging yet
essential step in today’s highly dynamic business markets. This places an increasing
demand on the agility of service providers operating in these markets. In many business
domains, including traffic management, the providers’ agility is heavily constrained by
the business and IT platforms they use to deliver their services. The BASE/X approach
can help in providing a basis for structural agility and in setting up a service-dominant
business environment in this domain.

In this paper, we introduce a part of the BASE/X approach used for designing
collaborative business models and report on its application in the traffic management
domain. We brought together a diverse set of stakeholders and helped them in collab-
oratively designing innovative business models centered on customer-centric business
solutions. Participants’ positive feedback regarding the successful execution of the
approach in the workshop sessions confirms the applicability of the SDBM/R in creating
novel business models in the network of parties operating in the traffic management
domain. This has also demonstrated that service-dominant business engineering can
help in increasing business resilience in complex, asset-heavy domains.

Our future work will focus on further exploration of the use and applicability of
service-dominant business thinking in diverse business domains. This includes the
application of the SDBM/R as well as the other parts of the BASE/X framework in
real-life settings. These applications will also accommodate evaluations on the per-
ceived usability and ease of use of the method (through employing the techniques in the
research field of technology acceptance [16]), and the benefits in terms of the degree in
which the method fosters developing innovative and effective business models.
Research and development on the tools and the guidelines to support the entire
spectrum of the BASE/X pyramid is another key research direction.
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Abstract. Cloud based Business Process Management (BPM) systems have
provided SMEs with BPM in a pay-per-use manner. Previous work has focused
on looking at cloud based BPM from the perspectives of distribution of data,
activity or/and process engine and related issues, such as scalability of system,
security of data, distribution of data and activities. To achieve business agility,
business process collaboration needs to seamlessly connect local BPM systems
and cloud based BPM systems. In this paper we look at BPM in the cloud from
a user perspective: how can they support the fast pace of change of business
collaborations and how to determine a resilience of a cloud based BPM solution.
The paper proposes a distribution solution in which the shared process model can
be discovered at the design time from a process repository, and adapted to local
needs. At run-time the selected collaborative process model provides a global
view, but is executed by multiple mashup engines of the participating parties. A
real world case is used to explain our design. Collaborative processes for incident
notifications are built to work across different organizations. Resilience of the
solution are analysed accordingly.

Keywords: Business process as a service · Incident management · Business
process mashup · Resilience of cloud based processes

1 Introduction

Cloud based Business Process Management (BPM) provides the distributed infrastructure
as well as computing power to connect different partners towards a common goal. Cloud
based BPM is therefore an ideal solution for collaborative BPM. In this paper, we look at
the resilience of cloud based business process incident notification processes.

The Internet is a conduit for information exchange. In this role it has fundamentally
changed how business is conducted. Cloud computing has enabled users to use computing
resources in a pay-per-use manner and to treat these resources as unlimited [1]. In the cloud
computing age, business process management systems have also adapted themselves to
cloud environments. Business Processes as a Service (BPaaS) as a relative new concept can
be any type of business process that is delivered based on a cloud provisioning model.
BPaaS can be seen as a new trend for Business Process Management [2, 3].
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Incident notification processes normally are collaborative processes because indus‐
trial incident management most of time involves multiple parties. This kind of ad-hoc
notification process is not supported by traditional BPM systems.

Looking at the incident notification process exposes the limitations of existing cloud-
based business process service patterns. Executable business process models represent
how the common business goals are achieved in a computer understandable way.
Business process models thus are important assets for many organisations [4, 5]. Busi‐
ness processes encapsulate business drivers and policies. Therefore, business process
models should be seen as an important component BPaaS. Traditionally, process models
are created and deployed on a process engine by IT specialists. Today organisations face
fast changes of their business environment. They need to be able to rapidly react to the
changes. As such it is often desirable for Non-IT people to be able to select and modify
process models to adapt to business needs.

In materials science, resilience represents the ability of a material to recover its orig‐
inal shape following a deformation [6]. In the corporate world, resilience refers to the
ability of a company to bounce back from, or even resist, a large disruption – this
includes, for instance the speed with which it returns to normal performance level
(production, services, fill rate, etc.) [7]. Within cloud computing, the characteristic of
resiliency can refer to redundant IT resources within the same cloud (but in different
physical locations) or across multiple clouds [8]. In this paper, we analyse the resilience
of a cloud based BPM solution for incident notification.

This paper is organized as follows: Sect. 2 presents related work; Sect. 3 briefly
introduces our motivating case; Sect. 4 presents overview of analysis of resilience of
the proposed solution; Sect. 5, data dependence of the case is presented; Sect. 6 address
the proposed architecture; Sect. 7 presents an analysis of the resilience of our incident
notification solution. Finally, the paper reviews related works and concludes with a
future research direction.

2 Related Work

In recent years a good amount of work on providing BPM capabilities in the cloud has
appeared. It specially attracts SME’s (Small and Medium Enterprise), as they now can
use scalable BPM services in a pay-per-use manner without incurring large maintenance
costs [9]. Major IT vendors have begun to provide cloud based BPM services, such as
Salesforce’s Sales cloud, Market cloud [10], IBM’s Blue Works [11], Vitria’s M3O [12],
and a solution based upon Amazon EC2 cloud [13]. These services are at different cloud
levels.

Helo et al. [14] have proposal and implement a prototype, NetMES system for
distributed manufacturing. The cloud-based solution runs on a PaaS layer in the cloud
architecture. NetMES builds a manufacturing execution system on Web services and
provides a standard for information sharing/transferring environment. Cloud technology
is adopted in order to support monitoring, information exchange and also other real-time
interactions. Our proposed BPaaS solution goes further, which does not only treat the
cloud as a platform, but also allows a collaborative business process model shared, data,
and activities running among participating parties in cloud environment.
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Duipmans et al. [15, 16] present a cloud-based solution for a television broadcast
organization. The organization allows users to submit their program ideas, which include
users’ personal information as well as text description and a short video of their ideas.
The activities of the video conversion and analysis are computation-intensive activities
which are assigned to the cloud. As well as video storages are allocated to the cloud.
The original business processes within the organization have thus transformed into
collaborating business processes. The main benefit of stockholders in choosing a cloud-
based solution is that organization can utilise the flexibility of cloud resources dynam‐
ically to meet peak demand without investing in in-house resources. Their solution
includes only distributed activities and related data of a process involved in a single
organization. The significant difference from their work, our solution is supporting
multi-partners involved collaborative business processes in cloud. Therefore, not only
certainly activities and related data within an organization are running in cloud, but also
each individual organisation is running a shared process collaboratively in cloud.

Chen and Hsu [17] implemented a decentralized collaborative process management
system. Although collaborative process execution is based on business process model
which is same as our solution, the design of an inter-enterprise collaborative business
process management integrates E-Carry with E-Speak, which leads to lake of supporting
of handling ad-hoc collaborative business processes in cloud. Our solution supports to
support distributed collaborative processes in a flexible way, i.e. it means that the
collaboration among partners are not hard code in a framework, but potential collabo‐
ration can be formed using service-oriented principles.

Our research includes the design and implementation of a business process mashup
engine [18] and lightweight business process modelling language [19, 20]. Special
attention is paid to the end-user aspect which is orthogonal to extending our designs for
cloud based BPM. In [21] we look at data as a service in a cloud environment. The paper
includes a data central solution for the same case. In our previous research, we have
designed and implemented business process mashup for incident notification in a cloud
environment. Further work in [22] presents a BPaaS solution for the same case. In this
research, we extend a BPaaS pattern for collaborative business processes; provide more
analysis of our solution; and a detailed performance evaluation.

3 Motivating Case

The Spanish electricity system is generally formed of a high-voltage electric power
transmission network and grid connecting power stations and substations to transport
electricity from where it is generated to where it is needed.

There are a number of stakeholders in the Spanish electricity system, each fulfilling
various roles in the overall process of electricity generation and delivery. Many of the
well-established, former government, parties play many of the roles in the system. The
unavoidably monopolistic and critical roles of market operator (OMEL) and system oper‐
ator (REE) remain in government hands. There are three main energy producers, one
market operator, three main distributors, eighteen substations, and 32 marketers [23].

The process of delivering electricity to a single customer involves the entire chain
of roles (and therefore actors). The delivery of electricity to a single geographic group
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(for example, a street) of customers likely involves many more marketers. Given that
most distributors are also active as marketers on a national level these distributors
generally act both as each other’s collaborators/customers and competitors.

Incidents in the electricity system can occur anywhere and anytime. These incidents,
ranging from signal errors, cabling problems to serious substation overloads, will affect
energy supply, lead to power cuts or even generate a further huge impact to the
community and economy.

Large industrial customers directly connected to the 132 kV network are generally
on interruptible contracts. As their electricity demands can have significant impact on
the network there is frequent and well-established contact with these customers that
could be used for incident notification. Domestic customers and smaller business users
however are often only known by name to marketers. The distributors and market oper‐
ator generally only have knowledge of the address. As a result, domestic and small
business users are currently not notified of incidents directly (for larger disruptions they
may be informed indirectly through the local press).

To improve customer satisfaction, it becomes clear that effective incident manage‐
ment includes effective and timely informing of customers without relying on suddenly
overloaded call-centers. The information provided should not only acknowledge the
existence of an issue but also provide information on progress and estimated resolution
timelines. When appropriate, follow-up notifications should be sent to all or interested
customers.

4 Resilience

The resilience of the incident notification case is a multi-faceted problem. Resilience is
required to handle normal problems, as well as abnormal problems. Normal problems
are when the systems themselves continue to function properly (but need to handle
external incidents and may be stretched beyond their ability to handle). Abnormal prob‐
lems are when the systems to handle incidents themselves are compromised.

While the next sections focus on resilience in normal cases, this section will briefly
discuss the resilience in abnormal cases. In discussing the resilience an important
consideration is the degradation behaviour of the solution. Catastrophic failure as such
can be defined as a failure that completely prevents the system from notifying customers.
Partial degradation is when either a subset of customers cannot be notified, the notifi‐
cations cannot be as detailed as required, or when a superset of affected customers is
notified even if they are not affected. The incident notification systems are passive, as
such worse-than-catastrophic failure with the systems actively countermanding out of
bounds notification does not need to be considered.

Considering catastrophic failure, a significant driver of this would be single points of
failure. Primary candidates would be either OMEL or the incident sources (such as substa‐
tions). In case of substation failure, this would be rapidly noticed, not the least due to
customers contacting their suppliers, but also through a sudden reduced energy usage
within the network. OMEL has a unique responsibility however, and could potentially fail.
Within its marketer role OMEL however already has a high-resilience infrastructure for the

An Analysis of Resilience of a Cloud Based Incident Notification 113



management of the power supply. The incident notification processes could be linked to
this infrastructure. In addition, as notification by OMEL is not directly to end-users notifi‐
cation could be performed through human intervention by directly contacting the relevant
parties (such as the distributors) based upon pre-prepared contact protocols (e.g. a phone-
list printed out for these cases).

For the other parties involved complete failure is less significant, with the largest
impact on critical failure of marketer systems. Whereas substation information is available
in multiple parts of the system (and not commercially sensitive), customer information
could be only available at the marketers. The customer systems can however be split into
two parts, where one part is the raw contact information (address, contact details) and the
other is the marketers related systems. Given the raw contact information an alternative,
cloud based, notification system can easily be used as fallback with reduced functionality
(for example not taking customer contact preferences into account). As the customer
details are of significant commercial value to the marketers it should be expected that
regular provision of this data in escrow is feasible, if not directly in the interest of the
marketers.

As to the cloud systems it is clear that these are resilient to localised failures.
Unfortunately, systematic failure (e.g. software errors that affect all instances) can not
be excluded. The loosely coupled nature of the architecture does however mitigate this
to the extent that many cases can be treated as failure of a single node in the system.

Missing parties can in general be handled through bypassing the affected parties.
This does degrade the experience of incident notification but not catastrophically so.
The head of the chain (OMEL) and tail (the marketers) can be handled through an
existing high-resilience system (and manual intervention) in the case of OMEL and
escrow of customer details in the case of the marketers. With these measures, which
need to be taken into account in the detailed design and implementation of the system,
the notification system can be resilient against abnormal failure.

5 Data Dependence

In terms of normal failure, it is necessary that the systems can meet their requirements
even in case of an abnormally large amount of failures. A possible disruption of the
energy supply, that could be caused by varying circumstances, creates the need to inform
to the customers affected. According to Gas Natural Fenosa, the information sent to
customers affected is not immediate. The energy-distribution area has two distinct data
bases named SGC and BDI. The SGC is an operational system and contains a list of
Transformers Centers (CT in Spanish) and the customers are associated with one CT.
This database also contains the name of the marketer that provides the billing service to
the consumer. Therefore, a CT has several consumers and a consumer is charged by one
marketer. This information allows Gas Natural Fenosa (Distributor) to charge the
marketer directly for the energy consumption of this consumer. Consequently, the
marketer will charge its customers using this information.

The other information system, named BDI, has information about distribution
substations and contains the list of positions inside the substation. For each position, it
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has a CT list. Therefore, a distribution substation has several positions or lines, and each
line/position has several CTs. By aggregating this information from those two sources
and the list of substations affected, a list of affected customers and streets can be created.
Figure 1 shows the data dependencies involved.

Fig. 1. Data dependence between distributors

The CRM stores all the information considered important in relation to the
customers, offers, marketing campaigns, etc. However, the information that is needed
for customer notification is just basic information about the customer such as, address,
name, telephone number, etc. The list of affected customers and streets can then be
combined with customer data from the CRM and used for notification.

6 Architecture of the Case

The incident notification process used as our case is based upon the use of business
process oriented mashup engines. These business process oriented mashup engines are
deployed for all distributors and marketers. This insures that all involved stakeholders
can flexibly deal with appeared incidents (the engines can also be used for other situa‐
tional applications).

Figure 2 shows the architecture of the Cloud-based Incident Notification Process
Solution (CINPS). Within the CINPS, user management provides access control for all
stakeholders. The process management subsystem handles process uploading, process
editing, process ranking and selection, as well as service discovery. The service runtime
management subsystems handle monitoring, reporting and service invocation at the run-
time. Furthermore the CINPS also has two repositories which enumerate collaborative
processes and services related to incident notification.

Business process oriented mashup engines are deployed for all stakeholders. The
business process model repository contains collaborative business process models. This
repository is managed by the overall system owner OMEL and enables sharing and
reusing of existing collaborative process models. The business process editor allows
modifying, verifying, and ranking process models. Each stakeholder has access to the
process editor and is able to make changes to its processes as long as that does not
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compromise the integrity of the overall system. The collaborative process models can
be downloaded or uploaded to the business process model repository as desired. Process
models are instantiated into process instances after all data sources and invoked services
are (semi-) automatically identified.

The decentralised execution of process instances is a core aspect of the incident
notification system in the Spanish electricity system case. While the information
needed from both distributors and marketers is not large in terms of data size (so
transfer would not be a technical challenge), there are data sensitivity issues. While
the information from the distributors is not commercially sensitive, the data from the
marketers is. For the purpose of incident notification, marketers could download a
common process model from the process model repository on the cloud. Starting
with the downloaded process model, the marketers can make modifications; for
example to adopt different notification channels, such as sending Facebook messages
as well as SMS messages. The marketers can use a local process editor to allocate the
data (affected customers’ mobile phone number, Facebook ID, or Twitter ID) and run
the business process on a private process-oriented mashup engine. For the distribu‐
tors, incidents or interruptions can be caused or observed in different parts of the
organization. Therefore a sample process model can be modified according to the
situation. The process can keep monitoring the process of the repair and ensure
information is consistently published on the Web using the private process engine.
Figure 3 presents such a process model.

Fig. 2. Architecture of cloud-based incident notification processes
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Fig. 3. Cloud-based incident notification process model for SES

The solution owner (in this case OMEL) mainly concentrates on maintaining the
process model repository and on providing some common Web services. OMEL also
provides a process editor and a process engine for users testing the process model. The
other users are certainly able to upload their data for running their processes in case the
private process engine is out of order. A collaborative process which runs in the cloud
can be supported for special cases, e.g. monitoring the collaborative process.

7 Resilience of Incident Notification Solution

Marcon et al. [8] deal with an on-going authorization model UCNABC, which provides
resilience to the re-evaluation of usage policies of individual users. The meaning of
resilience is providing the model with the ability to deal with some individual user
authorization attributes exceeding, while the SLA for the respective consumption service
is under the contracted amount. Our proposed resilience model is adapted from that
paper.

Let R be the resilience of the solution. SLA is a service level agreement of the
maximum time to notify domestic customers. T(i) represents the process notification
time of each partner. The resilience of the incident notification solution is defined only
if SLA minus the sum of time cost of each partner for processing the incident is greater
than t. The constant is a spare quota freely defined by the consumer for the notification
services.
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In this solution, all involved partners have process engines installed, creating redun‐
dancies throughout. The solution could hold extra computing power in case of certain
failure. In CINPS, notification or maintenance processes can be triggered by REE,
distributors, substations, or OMEL.

For the Spanish Electricity System, there are three main energy producers, one
OMEL, three main distributors, eighteen substations, and 32 marketers. We assume that
it takes 10 min for distributors, substations, and REE and takes 5 min to process incident
notification activities respectively. These are worst-case estimates, where the 10 min
involves human action, and the 5 min is the time required to send all text messages.

There are three main distributors. If all of them are in danger, i.e. a = 3, it takes in
total  minutes. It can also apply to all substations. If all of them are in danger,
i.e. b = 18, it takes in total  minutes. Notifying OMEL, REE and markets needs
10 + 10 + 5 min and sending all messages to customer needs 5 min. Therefore, the
resilience model for the worse case of incidents is presented as follow,

Table 1 shows total time of processing incident notification, i.e.
. The row represents how many substations have trouble. The

column indicates how many main distributors are in trouble. This table can be used to
determine SLA.

Table 1. Total time cost of different incident sizes

(b, a) 0 1 2 3 4 5 6 7 8 9

0 0 10 30 60 100 150 210 280 360 450

1 10 20 40 70 110 160 220 290 370 460

2 30 40 60 90 130 180 240 310 390 480

3 60 70 90 120 160 210 270 340 420 510

(b, a) 10 11 12 13 14 15 16 17 18

0 550 660 780 910 1050 1200 1360 1530 1710

1 560 670 790 920 1060 1210 1370 1540 1720

2 580 690 810 940 1080 1230 1390 1560 1740

3 610 720 840 970 1110 1260 1420 1590 1770

The x-axis of Fig. 4 presents the numbers of substations in danger; y-axis of Fig. 4
notes the number of main distributors in dangers; and z-axis of Fig. 4 presents total time
of processing incident notification in minutes.
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Fig. 4. Total time cost of different incident effect

8 Conclusion

Cloud-based BPM systems bring many benefits to business users. They provide a good
opportunity for organizations which seek scalable and flexible solutions. Cloud-based
BPM systems are not likely to replace all local BPM systems. To achieve business agility
business process collaboration needs to seamlessly connect local BPM systems and
cloud-based BPM systems. Business process models as assets for many organizations
are important to supporting business agility. The lightweight business process modeling
technologies, lightweight business process mashup engines, and large collections of
process models are providing possible solutions for end-user oriented BPM and BPaaS.

In this paper, we have provided an analysis of the resilience of a BPaaS solution to
incident notification in the electricity supply market. Careful design with manual over‐
rides allows for graceful degradation (in some cases only resulting in - short - additional
delays due to manual processes). We have addressed both abnormal failures, where the
system itself is compromised, as normal failures where the electricity supply is compro‐
mised, but not the notification system. It is clear that the system can be designed to be
highly resilient, only to fail in extreme circumstances. These circumstances however are
likely to be such extreme that traditional broadcast solutions (radio cars, door-to-door
leaflets) are acceptable.

The use of loosely coupled cloud solutions provides for resilience and fallback,
effective cooperation while not limiting competition, innovation and variety in the usage
by the parties involved.

Effective incident management can be considered as a more cost-effective solution to
reduce the negative impact on the community and economy after an industrial incident
occurs. From the end-user perspective, this relies on instant situation awareness and
response. The core concept of the architecture is that it uses verified incident notification
process models and a business mashup engine to help organizations respond to emerging
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situations triggered by incidents more intuitively. The architecture also supports on-demand
and flexible situational applications which are used to address timely and immediate
customer needs. The case study has demonstrated how BPaaSs for collaborative processes
facilitate in solving a real world problem effectively. Further, we propose a resilience
model to show how to determine resilience of our cloud based BPM solution.
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Abstract. We argue that the incorporation of cloud service brokerage
(CSB) mechanisms will strengthen the resilience of services in cloud-based
VEs. In this respect, we present the Service Completeness-Compliance Checker
(SC3), a mechanism which offers capabilities with respect to the Quality
Assurance dimension of CSB. More specifically, SC3 strengthens the resilience
of cloud services by evaluating their compliance with pre-specified policies
concerning the business aspects of their delivery. By relying on an
ontology-based representation of policies and services, SC3 achieves a proper
separation of concerns between policy definition and policy enforcement. This
effectively enables SC3 to perform policy evaluation in a manner generic and
agnostic to the underlying cloud delivery platform utilised by a cloud-based VE.

Keywords: Virtual enterprises � Cloud computing � Cloud service brokerage �
Governance � Quality control � Ontologies � Linked USDL

1 Introduction

Cloud computing has evolved out of Grid computing [1, 2] as a result of a shift in focus
from an infrastructure aiming to deliver mainly storage and compute resources, to an
economy-based computing paradigm aiming to deliver a wide range of resources
abstracted as services [2]. Such a shift is anticipated to impact the manner in which
businesses and organisations share skills and core competencies within a distributed
collaborative network [3]. More specifically, activities performed by a dynamic
multi-institutional virtual enterprise (VE) may involve the use of heterogeneous,
externally-sourced cloud services which span different clouds and capability levels
(IaaS, PaaS, and SaaS) [4], and which are entrusted by their users with data, software,
and computation; we shall term such a VE a cloud-based one.

As an example, consider the following scenario. An industrial consortium is formed
to collaboratively process the data produced as part of a seismic survey. Such pro-
cessing integrates software components, offered as a service, by different consortium
participants (SaaS offerings). Each component may be operating on a participant’s
proprietary infrastructure or, alternatively, on infrastructure provisioned as a cloud
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service (IaaS offering). At the same time, the simulation requires the development of
new specialised software components. To this end, the consortium is provisioned the
necessary software platform for developing these applications as a service (PaaS
offering).

Evidently, the IT environment of a cloud-based VE is transformed into a complex
ecosystem of intertwined infrastructure, platform, and application services delivered
remotely, over the Internet, by diverse service providers. As the number of services
proliferates, it becomes increasingly difficult to keep track of when and how they
evolve over time, either through intentional changes, initiated by their providers, or
through unintentional changes, such as variations in their performance and availability.
Moreover, it becomes increasingly difficult to accurately predict the potential reper-
cussions that such an evolution has with respect to a service’s compliance to policies
and regulations, and its conformance to service level agreements (SLAs).

In order to strengthen the resilience of the services in such an ecosystem,
cloud-based VEs are anticipated to increasingly rely on cloud service brokerage
(CSB) [5]. In this respect, the work in [3] proposed a conceptual architecture of a
framework which offers capabilities with respect to two dimensions of CSB, namely
Quality Assurance Service Brokerage, and Service Customisation Brokerage. These
capabilities revolve around the following themes: (i) governance and quality control;
(ii) failure prevention and recovery, and (iii) optimisation. The 1st theme is concerned
with checking the compliance of services with a set of policies and regulations; it is
also concerned with testing services for conformance with their expected behaviour.
The 2nd theme is concerned with the reactive and proactive detection of service fail-
ures, and the selection of suitable strategies to prevent, or recover from, such failures.
The 3rd theme is concerned with continuously identifying opportunities to optimise
service consumption.

Continuing the work in [3], this paper reports on the implementation of a particular
mechanism of the aforementioned framework, namely the Service Completeness-
Compliance Checker (SC3), which offers capabilities with respect to the governance
and quality control theme. More specifically, SC3 strengthens the resilience of cloud
services by continuously evaluating their compliance with pre-specified policies con-
cerning their business aspects of delivery. By relying on a declarative representation of
policies and services, one which is based on an RDF(S) ontology, SC3 achieves a clear
separation of concerns: policies are represented independently of the code that SC3

employs for enforcing them. SC3 is thereby kept generic and orthogonal to any
underlying cloud delivery platform employed by a cloud-based VE. Such a separation
of concerns is generally absent in contemporary governance mechanisms [6], with
negative repercussions on their portability, as well as on their ability to represent and
reason about, policy interrelations.

The rest of this paper is structured as follows. Section 2 presents a motivating
scenario. Section 3 outlines our declarative approach to policy representation and
explains how SC3 extracts from this representation the necessary information for the
subsequent policy enforcement process. Section 4 describes this process, and Sect. 5
outlines related work. Finally, Sect. 6 presents conclusions and future work.
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2 Motivating Scenario

The work in [3] proposed a conceptual architecture of a CSB framework offering
capabilities spanning the main phases of a service’s lifecycle, namely Service
On-boarding, Service Operation, and Service Evolution. SC3 offers capabilities with
respect to the Service On-boarding phase1. Below we identify these capabilities
through the prism of the example of Sect. 1.

Let CPx (stands for Cloud Platform x) be a cloud delivery platform that hosts
various services that are potentially used by the industrial consortium. The platform
houses a variety of apps developed by CPx’s network of ecosystem partners. CPx also
allows advanced users to develop and deploy custom applications on the platform, and
to create rich compositions of applications (mash-ups) offered by third-party service
providers.

Suppose that an ecosystem partner offers a new service on CPx, call it StoreCloud,
which provides an encrypted and versioned persistence layer for storing the results
during the various phases of the seismic survey. In order for the new service to be
on-boarded on CPx, a number of entry-level criteria must be satisfied. These crucially
capture a set of service-level objectives (SLOs) expressed in terms of restrictions on
relevant service-level attributes (see Table 1). These SLOs essentially form CPx’s
business (or broker2) policy (BP) with respect to on-boarding StoreCloud.

We assume that the ecosystem partner who offers StoreCloud, hereafter referred to
as the service provider (SP), submits a service description (SD) which details the
manner in which StoreCloud is to be deployed on CPx. The SC3 mechanism offers a

Table 1. Entry-level criteria

1 SC3 also offers capabilities with respect to the Service Operation phase and, in particular, with
respect to continuously monitoring the behaviour of a service. These capabilities shall not, however,
concern us in this paper.

2 We use the term “broker” to emphasise that, in our work, such a business policy is formulated
according to the declarative approach of our brokerage framework (see Sect. 3.3).
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policy evaluation capability which essentially allows the cloud-based VE to determine
whether this SD is compliant with CPx’s BP. Such a capability entails two kinds of
evaluation: SD completeness evaluation and SD compliance evaluation. The former
kind of evaluation aims at determining whether the SD specifies values for all required
service-level attributes. For example, an SD which does not specify a value for the
encryption attribute cannot be considered complete. The latter kind of evaluation
aims at determining whether the specified attribute values fall within the corresponding
ranges prescribed in the BP. For example, an SD which specifies a 64-bit value for the
encryption attribute cannot be considered compliant. Clearly, the aforementioned
evaluations seek to determine whether StoreCloud attains the SLOs specified in CPx’s
BP. In this respect, they strengthen the service’s resilience.

3 Parsing BPs: The SC3 Approach

This section describes how the SC3 mechanism parses a BP in order to extract the
necessary information for evaluating the completeness and compliance of SDs. A brief
description of a conceptual architecture for SC3 is, however, first in order.

3.1 Conceptual Architecture

As depicted in Fig. 1, the SP submits StoreCloud’s SD through the SP-facing com-
ponent – an interface which exposes an editor for facilitating the construction of the
SD. The SD is then transported to the SC3 mechanism, and also stored in the Gov-
ernance Registry (GReg) depicted in Fig. 1; the transportation takes place through a
Publish/subscribe (Pub/sub) system. An explanation of the reasons for opting for the
open-source WSO2 Carbon platform [7] (see Fig. 1), as well as for advocating a
Pub/sub system for transporting SDs, is omitted here due to space limitations; a rele-
vant discussion can be found in [8, 9].

The SC3 exposes a callback function for subscribing to the appropriate topic of the
Pub/sub system and (asynchronously) receiving the SD. More specifically, this callback
function exposes the EvaluationComponentSDSubscriber class which is
responsible for orchestrating all the actions required for creating connections to the
Pub/sub system and subscribing to its topics. This class triggers the SC3 mechanism

Fig. 1. SC3 conceptual architecture
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when a fresh SD arrives. In particular, it invokes an object of the class Policy-
CompletenessCompliance, one which is parameterised with the appropriate BP
against which the evaluation will take place. The PolicyCompletenessCom-
pliance class is one of the core classes of the SC3 mechanism. It offers three main
methods: getBrokerPolicy, completenessCheck, and compliance-
Check. The first method extracts all the required information from the BP for the
subsequent SD completeness and compliance evaluations to take place (see Sect. 3.2),
whilst the last two implement these evaluations (see Sect. 4). All three methods are
implemented in Java using the Apache Jena (Core and ARQ) APIs [10].

3.2 The getBrokerPolicy Process

The getBrokerPolicy process parses the BP and places the information that it
extracts in the bp object of the class BrokerPolicy. This class encompasses a
number of Java HashMap objects as attributes; Table 2 depicts these attributes for the
scenario of Sect. 2. The HashMap objects reflect our declarative framework for rep-
resenting the SLOs incorporated in the BP and, effectively, the BP itself. As already
mentioned, through the incorporation of this framework, SC3 achieves a clear sepa-
ration of concerns between policy representation and policy enforcement: BPs are
represented independently of the code that SC3 employs for enforcing them. SC3 is thus
kept generic and orthogonal to the underlying cloud delivery platform.

The declarative framework is based upon Linked USDL [11] and, in particular, upon
Linked USDL’s SLA schema. Linked USDL is a lightweight ontology which provides
an RDF vocabulary for the description of the business aspects of policies and services; it
draws upon a number of widely-adopted vocabularies such as GoodRelations, SKOS,
and FOAF. The reasons for opting for Linked USDL are outlined in Sect. 5.1; a more
complete discussion can be found in [12]. A brief account of our framework is in order;
such an account is necessary here for understanding the implementation of get-
BrokerPolicy. The account is based on the scenario of Sect. 2.

3.3 Declarative Representation of BPs and SLOs

We model the SLOs of a BP, hence the BP itself, through a specialisation process
which constructs a framework of suitable subclasses and sub-properties of the
Linked USDL SLA classes and properties depicted in Fig. 2. These subclasses are then
populated by instances specified in StoreCloud’s SD. Below we outline this process for

Table 2. HashMap objects
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the ‘gold’ SLO of StoreCloud’s availability attribute3 (see Sect. 2); a more
complete account of this process can be found in [9, 12].

SLO Representation. For each service-level attribute, the BP offers a subclass of the
class ServiceLevel for accommodating the attribute’s SLOs. For example, for
accommodating the SLOs of the availability attribute (i.e. the ‘gold’, ‘silver’,
and ‘bronze’ SLOs of Table 1), it offers the class SL-Availability (see Fig. 2).
SLOs appear as instances of this class – e.g., the SL-GoldAvailability instance
specified in StoreCloud’s SD (see Fig. 2).

Each SLO is defined in terms of a service-level expression (SLE) which specifies the
conditions that must be satisfied in order for the SLO to be met. SLEs are modelled as
instances of suitable subclasses of the ServiceLevelExpression class (see
Fig. 2). For example, the SLEs that correspond to the availability-related SLOs are
modelled as instances of the class SLE-Availability. SLOs are associated with
their corresponding SLEs through appropriate sub-properties of the hasService-
LevelExpression property. In particular, the availability-related SLOs are asso-
ciated with their SLEs through the hasSLEAvailability property (see Fig. 2).

Fig. 2. Linked USDL SLA for the gold availability SLO

3 Of course, an analogous account applies to the rest of the attributes and SLOs of Table 1.
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Each SLE binds a variable that corresponds to a particular attribute, one which is
associated with an allowable range of values. Following an approach entirely sym-
metrical to the one outlined above for SLOs and SLEs, variables are modelled as
instances of appropriate subclacess of the class Variable, whilst value ranges are
modelled as instances of appropriate subclasses of the GoodRelations class Quanti-
tativeValueFloat4. Figure 2 depicts these subclasses (Var-Availability,
AllowedAvailability), and instances (Var-GoldAvailability, Avail-
abilityValue), for the ‘gold’ availability attribute. SLEs are associated with
their corresponding variables through sub-properties of the hasVariable property
(e.g. the hasVarAvailability of Fig. 2), and variables are associated with their
allowable values through sub-properties of the hasDefaultQuantitativeValue
property5.

Service-Level Profiles and BP Representation. Above we outlined a framework for
representing SLOs. We now show how a BP is associated with this framework, hence
with its pertinent SLOs6. A BP is represented as an instance of a subclass of the
ServiceModel class, e.g. as an instance of the class ServiceModelCPx of Fig. 2.
This instance is associated with its SLOs through one or more service-level profiles
(SLPs). SLPs are groupings of SLOs whose purpose is to formulate different service
deployment ‘packages’ that are allowable by the BP. For example, in the scenario of
Sect. 2, the ‘gold’ SLP formulates a deployment package comprising the ‘gold’ SLOs
of the attributes of Table 1. SLPs take the form of instances of appropriate subclasses of
the ServiceLevelProfile class, e.g. the SLP-Gold instance of the SLP-CPx
subclass of Fig. 2. BPs are associated with SLPs through sub-properties of the
hasServiceLevelProfile property (e.g. through hasSLPCPx of Fig. 2). SLPs
are associated with their constituent SLOs through appropriate sub-properties of the
hasServiceLevel property – an example is hasSLAvailability of Fig. 2
which associates the ‘gold’ SLP with the ‘gold’ availability SLO.

3.4 Extracting Information from BPs

Turning now back to BP parsing, the getBrokerPolicy method sets out to con-
struct a programmatic representation of the BP framework outlined above. In this
respect, it starts off by discovering, for each Linked USDL SLA class C, those sub-
classes S of C that appear in the BP. It then instantiates the HashMap attributes of the
bp object (see Table 2) with the corresponding subclasses. This instantiation takes
place through the method getBrokerPolicyClassMap as indicated in the 1st row
of Table 3 for the ServiceLevel class (the rest of the instantiations are entirely
analogous and thus omitted). The getBrokerPolicy method then proceeds to

4 Or of the class QualitativeValue, in case of qualitative variables.
5 Or through sub-properties of the hasDefaultQualitativeValue, in case of qualitative
values.

6 Recall from Sect. 2 that a BP is essentially a set of SLOs.
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construct a list of string objects holding the URIs of all QuantitativeValue-
Float instances found in the BP (e.g. the GoldAvailability instance depicted in
Fig. 2); an excerpt of the code that populates this list is shown in the 2nd row of
Table 3.

Subsequently, the getBrokerPolicy method discovers all properties in the BP,
along with their corresponding ranges, which have as a domain one of the subclasses S;
these are effectively all the sub-properties that appear in the BP. For each sub-property,
an object of the class Subproperty is constructed (see Table 4 for an excerpt of the
relevant code).

4 SD Completeness and Compliance Checking

An SD is effectively a framework of instances that populate the subclasses of the BP
framework (see Fig. 2). Below we outline the processes that determine whether an SD
is complete and compliant with respect to the BP.

Table 3. Storing BP subclasses and QuantitativeValueFloat instances

Table 4. Discovering ranges of sub-properties
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4.1 The completenessCheck Method

The completenessCheck algorithm starts off by determining whether there is a
corresponding instance IS for each class S discovered by the getBrokerPolicy
method (see Sect. 4.2). Then, for each object property Po discovered by getBrok-
erPolicy such that dom Poð Þ ¼ S, it determines if IS is associated (via Po) with
exactly one instance IS0 of the class S0 ¼ ran Poð Þ. Similarly, for each data property Pd ,
such that dom Pdð Þ ¼ S, it determines whether IS is associated via Pd with a data value
from ran Pdð Þ. An excerpt of the code that checks these associations is shown in Table 5.
For example, let S = SL-Availability (see Fig. 2). The algorithm initially checks if
the SD contains an instance of S (in this case SL-GoldAvailability). Let now
Po ¼ hasSLEAvailability. The algorithm checks if SL-GoldAvailability
is associated, via Po, with an instance of SLE-Availability (an association which
exists with SLE-GoldAvailability). Analogous checks are performed for the rest
of the instances in the SD framework.

4.2 The complianceCheck Method

The compliance checking algorithm proceeds by determining whether the values, or
value ranges, specified in the SD are in accordance with the allowable values, or value
ranges, specified in the BP. More specifically, the algorithm starts off by determining
the number of values that are associated with a QuantitativeValueFloat
instance (e.g. the instance Var-GoldAvailability of Fig. 2) via each of the

Table 5. Sample code for checking instance associations
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properties hasMinValueFloat and hasMaxValueFloat. If this number is not
equal to 1, an exception is raised (see lines 1–3 in the 1st row of Table 6). Otherwise,
the algorithm proceeds to check that the range associated with the Quantita-
tiveValueFloat instance is indeed subsumed by the corresponding range declared
in the BP (see 2nd row of Table 6). For example, the algorithm checks whether the
range 0:99999; 1½ Þ associated with Var-GoldAvailability, is subsumed by the
range 0:9999; 1½ Þ associated with the corresponding AvailabilityValue instance
in the BP (see Fig. 2).

5 Related Work

To the best of our knowledge, no works other than [4] address the quality assurance
dimension of CSB in the context of VEs. [4] recognises the need for frameworks that
guide the creation, execution, and management of services in cloud-based VEs; it does
not, however, address the quality assurance aspect of such frameworks. The rest of this
section outlines work related to service description languages and to ontology-driven
policy-based cloud service governance and quality control.

5.1 Service Description Languages

We provide an overview of different strands of service description formalisms. More
specifically we outline approaches that: focus on syntactic service descriptions; con-
sider the underlying semantics of web services; capture business aspects of services.

Table 6. Sample code for compliance checking
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Syntactic service descriptions aim, primarily, at facilitating the interoperable data
exchange between service registries (notably UDDI), service providers, and service
consumers. The most prominent example is, perhaps, WSDL [13]. Nevertheless,
syntactic service descriptions can only aid manual discovery, selection, and compo-
sition of services. In an attempt to automate these processes, a new breed of service
description languages was introduced that enable Semantic Web Services [14]. These
use ontologies in order to capture the functionality of web services in terms of an
underlying, domain-specific, vocabulary. The rationale is that since both service
descriptions and consumer demands rely on a common semantics, automatic service
discovery and composition is, in principle, feasible. Prominent examples of stan-
dardisation efforts in this area include WSMO [15], OWL-S [16], SAWSDL [17], and
SA-REST [18].

Whilst focusing on aspects which are important for the automatic composition and
invocation of web services, the aforementioned approaches neglect any pertinent
business details or, at best, address them as non-functional properties. This renders
service descriptions cumbersome for service consumers and third-party intermediaries
who are often interested in both business details and technical specifications in order to
create added value by deploying, aggregating, customising, and integrating services.
A third strand of description languages has therefore emerged, one which focuses on
the business aspect of services. A prominent example is the Unified Service Descrip-
tion Language (USDL) [19]. USDL aims at unifying the business, operational, and
technical aspects of a service in one coherent description. Although it provides a
comprehensive framework, USDL has received limited adoption due mainly to its
complexity and limited support for extensibility.

To overcome these limitations, Linked USDL [11] has been proposed.
Linked USDL is a remodelled version of USDL which offers the following advantages
[20, 21]. Firstly, it uses a light-weight RDF(S) vocabulary which provides a framework
of concepts and properties for modelling, comparing, and trading services and service
bundles, as well as for specifying, tracking, and reasoning about the involvement of
entities in service delivery chains. This framework can be easily extended through
linking to other RDF(S) ontologies. Secondly, it supports large-scale, efficient,
multi-party interactions by: (i) capitalising on widely-adopted, general-purpose
vocabularies such as Dublin Core, GoodRelations, SKOS, and FOAF; (ii) embracing
Linked Data as the core means for capturing facts about people, organisations,
resources, and services. It is to be noted here that these advantages facilitate the
evaluation of the compliance of cloud services with pre-specified policies concerning
the business aspects of service delivery and deployment. They are thus particularly
significant from the standpoint of strengthening the resilience of cloud services.

5.2 Ontology-Driven Policy-Based Cloud Service Governance
and Quality Control

Cloud service governance refers to policy-based management of cloud services with
emphasis on quality assurance [22]. Current practice [23, 24] focuses on the use of
registry and repository systems combined with purpose-built software to check the
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conformance of services with relevant policies [25]. A major weakness in these systems
is failure to achieve a separation of concerns between defining policies and evaluating
data against these policies [22, 25]. This has a number of negative repercussions such
as lack of portability and lack of explicit representation of policy interrelations. Several
works have attempted to address these shortcomings [26–29]. These generally employ
bespoke languages, and ontologies, for capturing policies; the policies are then
enforced at run-time typically through the use of a reference monitor. Closer to our
approach are the works in [27–29] which embrace Semantic Web representations for
capturing the knowledge encoded in policies.

In [27], the authors present KAoS – a general-purpose policy management
framework which exhibits a three-layered architecture comprising: (i) a human inter-
face layer, which provides a graphical interface for policy specification; (ii) a policy
management layer, which uses OWL to encode and manage policy-related knowledge;
(iii) a policy monitoring and enforcement layer, which automatically grounds OWL
policies to a programmatic format suitable for policy-based monitoring and policy
enforcement. In [28] the authors propose Rei – a policy specification language
expressed in OWL-Lite. It allows the declarative representation of a wide range of
policies which are purportedly understandable – hence enforceable – by a wide range
of autonomous entities in open, dynamic environments. In [29], POLICYTAB is
proposed for supporting trust negotiation in Semantic Web environments. POLICY-
TAB advocates an ontology-based approach for describing policies that drive a trust
negotiation process aiming at providing controlled access to Web resources.

Whilst achieving a proper separation of concerns between policy specification and
policy enforcement, the aforementioned semantically-enhanced approaches rely on
bespoke, non-standards-based, ontologies for the representation of policies. Such
ontologies generally lack the expressivity for addressing the business details that
characterise web and cloud services. They are therefore inadequate, as they stand, for
capturing the business policies on which this work reports. In this respect, in our work,
we have opted for Linked USDL: a language which readily provides the necessary
constructs for capturing the required business policies.

6 Conclusions and Future Work

We have presented SC3, a mechanism which offers capabilities with respect to the
Quality Assurance dimension of CSB. SC3 strengthens the resilience of services in
cloud-based VEs by evaluating their compliance with pre-specified policies concerning
the business aspects of their delivery. By representing policies declaratively, in terms of
an ontology, and not as part of the code of SC3, a separation of concerns between
policy definition and policy enforcement is achieved. This effectively enables SC3 to
operate in a manner generic and agnostic to the underlying cloud delivery platform.

This paper has focused on the policy evaluation capabilities of SC3 during the
On-boarding phase of a service’s lifecycle (see Sect. 2). Nevertheless, SC3 offers a
number of additional relevant capabilities which have been omitted here for reasons of
space. These are: (i) an SLA monitoring capability which enables SC3 to continuously
check whether a service complies with the BP during the service Operation phase
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(i.e. during its consumption); (ii) a standalone policy evaluation capability, which
assesses the correctness of a BP. In addition, SC3 can be used for strengthening the
resilience not only of application services (as demonstrated in this paper), but also of
infrastructure and platform services.

SC3 has been successfully used, in the frame of EU’s Broker@Cloud project [30],
for evaluating the quality of CRM services that are on-boarded on an existing com-
mercial cloud application platform – namely the CAS Open [31] platform. In the future
we intend to further assess the effectiveness of SC3 by incorporating it in a number of
additional cloud platforms, in particular platforms that provide infrastructure and
platform services.
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Abstract. The objective of covering set location models consists in designing
or modifying a network (commercial shops, antennas, drugstores, etc.) in order
to cover totally or partially the demand related to a given area. When an area is
covered by several activities (multi coverage), this can improve the respon-
siveness of the network (in case of congestion traffic for example) but this can
also have negative effects such as customers’ cannibalization. In this paper, we
propose an innovative covering set location model able to support decision
makers to design networks that have a high resiliency level (i.e. ability to
maintain service level despite hazards or failures) in a context of resources
reduction (i.e. closing-down of network installations). Basically, the proposal
allows studying the benefits and limits of multi coverage on each part of the
network. Heuristic and exact methods are suggested to solve this problem.

Keywords: Location model � Resiliency � Effectiveness � Network � Resources
reduction � Covering location model

1 Introduction and Research Statement

Many investment projects can be supported through facility location models. The
general principle of these models consists in supplying customer demands (goods or
services) from one or more facilities spatially distributed on a given area. A facility is
defined as a large variety of entities.

Many practical problems can be formulated as covering problems. Here is a
non-exhaustive list of real-life problems: police stations, hospitals, radar installations,
shop centers, location of retail facilities, etc. For recent surveys on this topic, see
Berman et al. (2010) and Farahani et al. (2012). Opening or using a facility is cost
expensive (regarding investment and/or use). That is why most of the companies must
optimize their networks in order to be competitive. The localization decisions are
critical due to the time and expenses that any further change would induce. One
particular issue of modern networks consists in avoiding network overcosts by limiting
the number of facilities that are necessary to work. Another particular issue is the fact
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that networks are more and more subjected to hazards. Thus, in a general context of
means’ reduction, networks should maintain a capability regarding uncertainties. In
other words, the challenge is to maximize the efficiency of a network while maintaining
the resiliency of this network.

One particular illustration of this problem statement is the rationalization of a
banking network on a given territory. Actually, bank companies are currently trying to
limit the number of their agencies in order to reduce their costs. But at a same time,
they want to propose a high service level to high-potential customers and to improve
their resiliency in particular zones that are considered strategic or sensitive (for instance
a business district or a shopping area). To do that, the decision-makers have to design a
network that is characterized by (i) a limited number of facilities, (ii) a minimum
service-level in nominal situation in the whole concerned territory and (iii) a redun-
dancy capability in high-potential areas in order to manage uncertainties. This is the
purpose of the current research work.

Classically, the paper is split up into 4 sections. The first one proposes a brief
background on the multi-covering facility location problem. The second one formulates
the studied problem. The third section develops the proposed model and gives some
information regarding the solving step. Finally, the fourth section discusses the results
obtained on a numerical application.

2 Background

One of the most popular models in the research area of facility location is the covering
problem. In this problem, the customer can receive service from each facility, of which
the distance to the customer is equal or less than a predefined number. This predefined
distance is called service distance, coverage distance, or coverage radius R – Fallah
et al. (2009). The customer demand is then defined as a discrete set of demand nodes.
Demands at a node i are “covered” by a candidate facility site j if the distance between
i and j is less than R. On one hand, the Location Set Covering Problem (LSCP)
minimizes the number of facilities that are required to cover, at least once, each node.
On the other hand, considering a fixed number of facilities available, the Maximal
Covering Location Problems (MCLP) maximizes the number of customers reached.
Since seventies, many authors have discussed these covering problems such as Toregas
et al. (1971), Berlin and Liebman (1974), Church and ReVelle (1974), Church and
Roberts (1983) or ReVelle et al. (2008).

The problem that we studied in this paper is related to multiple-coverage problems.
By multiple-coverage is meant the presence of more than one facility within the
coverage distance. Hogan and ReVelle (1986) introduced the multiple-coverage con-
cept. Kolen and Tamir (1990) worked on multiple coverage problems. In this paper, the
author considers that each existing demand node has to be delivered by a set of new
facilities and this set depends on the type of new facilities. He introduces also an upper
bound for the number of facilities that have to be located at a given place. From his
side, Kim and Murray (2008) considered a problem in which the number of facilities on
a continuous space is predetermined. He proposed a model, based on two objective
functions, able to maximize primary and secondary coverage in such a context. Erdemir
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et al. (2010) developed a set-covering problem through a MCLP in order to optimize
aero medical and ground ambulance services. The originality of this approach is the
fact that the allocated budget is not sufficient to satisfy all the demand with the good
level of service. To solve this issue, the author proposed to maximize the amount of
demand covered within the acceptable service distance by locating a given fixed
number of new facilities. Erdemir et al. (2010) developed a covering model that is a
combination of response and total service times. Three complementary service cov-
erage have been considered: (i) the field emergency medical one, (ii) the air emergency
medical one and (iii) the joint coverage ground air emergency medical thorough
transfer point one. Based on those, the model assesses if a node can be fulfilled by an
emergency medical service in the frame of the response and service time limits. Then,
the proposed model covers both crash nodes and paths (i.e. nodes and links of
network).

Multiple-coverage can be suitable or prejudicial. When an area is covered by
several activities (multi coverage), this improves the responsiveness and resilience of
the system (in case of congestion traffic for example) but some also have negative
effects (cannibalization customer for example). In the case of service or emergency
facility, multi-coverage is suitable: with high levels of multiple coverage a congested
system may more often be able to respond to demand even if the most desirable facility
is busy. In the case of antenna placement, on the contrary, it is prejudicial: it creates
electromagnetic interference due to multiple uses of frequencies at the node.

3 Problem Formulation

In this research work, a new extension of the multi-covering facility location problem is
proposed. Here, the decision-maker wants to develop a multi-covering solution in
particular areas and to avoid it in other ones. Let’s consider the following example to
underline the interests of such an objective. A company has opened during the years 50
stores in a urban area. Considering the population and competitors’ evolutions, the
network is not adapted anymore. The company wants to keep only 20 of its 50 shops.
The urban area has been split up into a 20 × 20 square. We make the assumption that a
shop covers a square of 5 × 5 (25 spots). The Fig. 1 hereafter gives the forecasted
turnover for each spot and the position of the 50 current shops.

Following a study, the urban area has been shared into three zones:

1. A zone characterized by a strong demand (in red). This is the most profitable one,
where the competition is very intense. The objective is to have an important
presence in any circumstance. The decision-maker wants to favor multi-covering
solution able to offer a high-service level even when a hazard occurs.

2. A zone characterized by a medium demand (in orange). In this zone, there are few
competitors and the decision-maker wants to be present.

3. A zone characterized by a low demand (in white). The decision-maker wants to
keep a minimal presence on this area.

Each shop has a rental cost which varies depending on the location. In this example,
we have considered proportional costs to turnovers (resp 4, 9, 14). Considering this
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network, the problem will consist in reducing the number of facilities from 50 to 20
while maintaining a high level of resiliency (evaluated through a multi-covering rate)
and a high level of service (evaluated through a unsatisfied demand rate).

4 Scientific Proposition

If a demand node i is not covered by any facility, there is a gain of gi. Conversely, if a
demand node i is covered by q facilities, it is an additional (or redundancy) value that is
proportional to the number of extra facilities. This value is equal to (q-1).pi where pi is
the unit additional value. This value will be positive value (a gain) if multiple-coverage
is suitable. Otherwise, it is a negative value (cost).

The capacity of a facility is assumed to be unlimited. Establishing a facility on a site
j has a fixed cost fj.

The problem can be formulated through a Mixed Integer Linear Programming
(MILP) with binaries variables and the mathematical integer programming written as
follows.

Let:

i: index of demand nodes
j: index of potential sites
S(i): set of sites that can cover the demand at node i
N(j): set of nodes that can be covered by site j

Let us now define the set of decision variables:

• Binary allocation variables Xij are equal to 1 if node i is covered by site j and 0
otherwise.

• Binary location variables Yj are equal to 1 if a facility is located at site j and 0
otherwise.

3 2 1 1 2 2 3 1 2 3
2 1 3 3 1 2 2 3 2 1 3 1 3 3 1
1 3 4 5 4 4 4 4 6 2 3 1 2 3 2 3 4

1 4 4 3 3 9 7 5 4 4 3 1 1 1 2 1 5 6
2 3 6 3 6 5 7 10 9 9 3 5 2 2 2 3 2 1 7 8 9 10
3 2 3 6 5 6 7 6 7 9 3 5 6 1 1 2 2 3 11 12
2 2 3 4 4 8 6 10 9 7 6 5 6 1 1 1 3 3 13 14 15 16 17
3 2 5 5 3 6 6 7 8 3 3 6 6 6 3 3 5 2 1 18

2 3 5 6 4 5 3 6 5 6 5 6 5 6 5 3 4 1 19 20 21
2 3 1 1 3 6 5 4 5 6 3 4 3 3 3 5 3 2 22 23 24

2 2 3 5 5 6 5 4 3 3 5 8 8 9 7 5 3 25 26 27
2 1 3 5 3 6 4 5 8 6 6 7 8 6 7 4 3 28 29 30
3 1 1 4 5 3 3 9 7 7 9 7 7 6 8 6 5 31 32 33

2 1 1 2 6 4 3 5 5 6 7 7 8 9 9 9 9 3 34 35
2 2 3 3 2 5 4 4 7 8 9 8 7 8 7 9 6 6 8 36 37 38

3 3 3 1 3 1 6 6 5 7 9 5 7 7 5 9 7 7 10 5 39 40 41
4 5 5 2 1 2 6 5 6 6 7 6 10 5 10 5 7 6 5 4 42 43 44
5 6 6 5 1 3 2 3 6 3 7 5 9 5 7 7 7 6 5 3 45 46 47 48
4 6 5 1 1 3 3 6 8 7 6 6 5 7 4 2 3 49 50
6 4 5 3 5 6 4 4 7 8 5 7 5 4 1 2

Forecasted  turnovers Current shops' map

Fig. 1. Forecasted turnovers and the current shops’ map
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• Binary coverage variables Zi are equal to 1 if node i is covered by at least a site and
0 otherwise.

• Integer variables Wi are equal to the number of established sites which cover node i

max
X

i
gi:Ziþ

X
i
pi Ni� Zið Þ �

X
j
fj:Yj ð1Þ

subject to:

8j
X

i2NðjÞ
Xij� NðjÞ:Yjj j ð2Þ

8j
X

j2SðiÞ
Xij ¼ Wi ð3Þ

8i; Zi�Wi ð4Þ

8i; Wi� SðiÞj j:Zi ð5Þ
X

j

Yj�PMax ð6Þ

Constraint (2) expresses the location and allocation variables and indicates that site
j is established if it covers at least one node of N(j). Constraints (3) determine the
number of sites that cover node i. Constraints (4) and (5) state that Zi is equal to 0 if Wi
is equal to 0, and Zi is equal to 1 if Wi is greater than or equal to 1. Constraint (6) limits
the number of located facilities at PMax.

This formulation uses 4 kinds of integer and binary variables. This formulation
does not allow building a concise enumeration tree useable by a branch and bound
technique. The integer variables Wi can easily be replaced by their expression (see
Eq. 3). To limit the number of binary variables, we start by re-formulating this problem.
Then, we call “main” facility of node i one and only one of the facility covering i. The
other facilities covering i are “extra” facilities. They induce the multiple-coverage cost.
The issue is then to select the main facilities. Let us introduce the binary allocation
variables XMij. XMij are equal to 1 if site j is established (Yj = 1) and site j is the main
facility for node i, and 0 otherwise (site j is established and is extra facility of i or site
j is not establish).

Within these variables XMij, the objective function can be written as following:

X
j

X
SðjÞ gi:XMijþ

X
j

X
SðjÞ pi: Yj� XMijð Þ �

X
j
fj:Yj

¼
X

i

X
j
gi:� pið Þ:XMij�

X
j
Yj: fj�

X
SðjÞ pi

� �
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Let:

ai ¼ gi:� pi:

bj ¼ fj�
X

SðjÞ pi

The problem can be formulated:

max
X

i

X
j
ai:XMij�

X
j
bj:Yj: ð7Þ

The constraints become:

8j
X

i2NðjÞ
XMij� NðjÞ:Yjj j ð8Þ

8i
X

j2SðiÞ
Xij� 1 ð9Þ

X

j

Yj�PMax ð10Þ

The objective function (7) maximizes the gain. Constraints (8) assure that Yj = 1 if
and only if a demand node has j as a main facility. Equation (9) ensures that at most one
facility is the main facility of node i. Constraint (10) limits the number of located
facilities.

5 Solving Issue

This kind of MILP problem can be solved by current software only if the problem has a
limited size. That’s why we propose to use here a branch and bound method:

Usually, the branch and bound algorithm performance is based on:

1. The search tree enumeration,
2. The lower bound determination,
3. A heuristic or polynomial method that makes it possible to construct a good feasible

solution.

5.1 Search Tree Enumeration

The enumeration tree is constructed by adding a new facility j at each step k. This
facility becomes the main facility of the nodesM(j,k) of N(j) not yet covered and a extra
facility for the others. Let’s consider now the objective function. On one hand, we pay
bj to position j. On the other hand, we gain vjk ¼ P

M j;kð Þ
ai.
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The profit is so pjk = bj − vjk. If pjk < 0, site j can be rejected from the solution.
The ratio rjk = bj/ajk measures the profitability of the facility selection j in step k.
The sites’ selection is based on a prioritization list. This list can be static (when it is
once and for all fixed at the beginning of the enumeration) or dynamic (when it is
reconstructed each time a decision is taken). Here the enumeration tree is built
dynamically by considering the facilities with a decreasing profitability rjk.

5.2 Heuristics

Two greedy heuristics have been retained here.
The first one consists in choosing in every step the site j given that the maximum

profitability rjk and in taking it as the main facility of all nodes that are not yet covered.
The second heuristic is built on the same principle by retaining the site j with the

maximum profit pjk.

5.3 Upper Bound

Here again we have retained two greedy heuristics:

• The first is based on the demand nodes,
• The second is based on the facilities.

To obtain the first upper bound, we retain as main facility of any node i not covered
the site j not selected of maximum profitability

To obtain the second upper bound, we retain at step k, the PMax-k facilities not
selected with maximum gain.

We do not detail here the branch and bound and its performances. Nevertheless, up
to 60 facilities, the optimal solutions have been obtained in less than 15 min (fixed time
deadline).

6 Numerical Application and Discussion

Let’s consider the problem described in Sect. 3 and the model proposed to solve it. If
we are looking to maximize the profit (turnover minus rental costs), then we obtain the
following solution (Fig. 2). The left side of the figure indicates the opened facilities
while the right side gives the number of facilities that cover a spot.

Within this solution, 18 demands on 1544 are not satisfied (1.17 %) and the
multi-coverage is more or less similar in the 3 zones. This result is presented in Table 1.

The Fig. 3 proposes an alternative solution, also for 20 facilities (black spots).
Regarding this second solution, a light increase of the unsatisfied demand appears (21
instead of 18, or 1.36 %). The zone 3 is now favored comparing to zone 1 (see Table 1).
Moreover, if we consider the uncertainty that exists on the demand associated to each
part of the network, the decision-maker should retain this second solution. Our
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objective consists in supporting decision by proposing to the decision-maker several
alternatives and their associated impacts in terms of effectiveness and resiliency.

The Table 1 shows an experiment plan on which we have applied a value
p1 = −v to zone 1, p2 = 0 to zone 2 and p3 = +v to zone 3. The objective is to find a
solution that allows maximizing the resiliency (multi-covering) of the strategic zone
(zone 3 in this case) and limiting the unsatisfied demand of low-potential zone (zone 1
in this case), despite of resources reduction (from 50 to 20 facilities).

The first part of the Table 1 (multi-covering ratio) gives the average number of
facilities that cover a slot of each zone 1, 2 or 3. The second part (unsatisfied demand
ratio) indicates the percentage of turnover that has been lost in each zone.

If v = 0, then we are just looking for to maximize the profit (turnover minus rental
costs of the shops). Without favoring a zone regarding another one, there is very few

1 1 1 1 1 1 1 1 1 2 1 1 1 1
1 1 1 1 1 1 1 1 1 1 2 1 1 1 1

2 3 4 1 1 1 1 2 2 2 2 2 2 1 1 1 1
5 6 1 1 2 2 1 1 2 2 2 2 2 2 1 1 1 1

7 8 9 10 1 2 3 3 2 2 2 1 1 1 1 2 2 2 3 3 1 1 1
11 12 1 2 2 2 1 1 1 1 1 1 1 1 1 1 2 2 1 1 1

13 14 15 16 17 1 2 2 2 1 1 2 2 2 2 2 1 1 1 2 2 1 1 1
18 1 2 2 2 1 1 1 1 1 1 1 1 1 1 2 2 1 1 1

19 20 21 1 1 1 1 1 1 1 1 1 1 1 1 1 2 2 1 1 1
22 23 24 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1

25 26 27 1 1 1 1 1 1 1 1 2 2 1 1 1 1 2 2 2 2 1
28 29 30 1 1 1 2 2 1 1 1 1 1 1 1 1 1 2 2 2 2 1

31 32 33 1 1 1 2 2 1 1 1 1 1 1 1 1 1 2 2 2 2 1
34 35 2 2 2 3 3 1 1 1 1 1 1 1 1 1 2 2 2 2 1

36 37 38 1 1 1 2 2 1 1 1 1 1 1 1 1 1 2 2 2 2 1
39 40 41 1 2 2 2 2 2 2 2 2 1 2 1 1 1 2 1 2 2 2 1

42 43 44 1 2 2 2 1 1 1 1 1 1 2 1 1 1 2 1 2 2 2 1
45 46 47 48 1 2 2 2 1 1 1 1 1 1 2 1 1 1 2 1 2 2 2 1

49 50 1 1 1 1 1 1 1 1 2 1 1 1 2 1 2 2 2 1
1 1 1 1 1 1 1 1 2 1 1 1 1 1 1 1 1

Fig. 2. First solution for 20 facilities: solution 1 in Table 1.

1 1 1 2 2 1 1 2 1 1 1 1
1 1 1 1 2 2 1 1 2 1 1 1 1

2 3 4 1 1 1 2 2 1 1 2 1 1 1 1
5 6 1 1 1 1 1 1 1 2 2 1 1 2 1 1 1 1

7 8 9 10 1 1 1 1 1 1 1 1 2 1 1 2 2 1 2 2 1 1 1
11 12 1 1 1 1 1 1 1 1 2 1 1 1 1 1 1 1 1 1

13 14 15 16 17 1 1 1 1 1 1 1 1 2 1 1 1 1 1 1 1 1 1
18 2 2 2 2 2 1 1 1 3 2 2 2 2 1 1 1 1 1

19 20 21 1 1 1 2 3 2 2 2 3 2 2 2 3 1 2 2 2 1 1
22 23 24 1 1 1 2 3 2 2 2 2 1 1 1 2 1 1 1 1

25 26 27 1 1 1 2 2 1 1 1 1 1 1 1 2 1 1 2 2 1 1 1
28 29 30 1 1 1 2 2 1 1 1 1 1 1 1 2 1 1 2 2 1 1 1

31 32 33 1 1 1 2 2 1 1 1 1 2 2 2 3 2 1 1 1
34 35 1 1 1 1 1 1 1 1 1 1 1 1 1 1 2 1 1 1 1

36 37 38 1 1 1 1 1 1 1 1 1 1 1 1 1 1 2 1 1 1 1
39 40 41 1 2 2 2 1 1 2 2 2 2 3 2 2 2 2 1 1 1 1 1

42 43 44 1 2 2 2 1 1 2 2 2 2 3 2 2 3 3 2 2 2 1 1
45 46 47 48 1 2 2 2 1 1 1 1 1 1 2 1 1 2 2 1 2 2 1 1

49 50 1 1 1 1 1 1 1 1 2 1 1 2 2 1 2 2 1 1
1 1 1 1 1 1 1 1 2 1 1 2 2 1 2 2 1 1

Fig. 3. Second solution for 20 facilities: solution 3 on Table 1.
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difference between the multi-covering ratio of each slot. This rate evolves from 1.29 for
zone 2 to 1.41 to zone 3. The unsatisfied demand ratio is low and varies from 0.47 % in
zone 1 to 1.60 % in zone 2.

When v increases, we observe that the solutions evolve step by step. In this table,
we show 8 different solutions corresponding to v = {0; 0.05; 0.20; 0.40; 0.45; 0.60;
0.65; 0.75}. We can remark that the multi-covering ratio – that is representative of the
resiliency capability of the network - decreases continuously from a solution to another
one (from 1.34 to 0.52). At a same time, this ratio increases for zone 3 from 1.41 to
2.48. At the opposite, the unsatisfied demand ratio increases, particularly when v is
upper than 0.60. Based on our objective, the decision-maker should retain solution 3 or
4.

This paper presents a simplified case, treating each facility equally in terms of
operating costs, benefits and homogeneous coverage. In further works, we will propose
a new model able to avoid this limitation and to get closer to reality. Another per-
spective consists in considering randomly distributed demand points.
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Abstract. Disasters by their very nature are unpredictable so being prepared to
react in short time and with high efficiency is vital. The adoption of the col-
laborative networks paradigm in disaster management can lead to a new gen-
eration of rescue teams so called Disaster Rescue Network (DRN). During the
first hours after a disaster, and before external help can arrive, it is the DRN
implanted in the incident area that can perform the first rescue tasks. But the
DRN is itself affected by the disaster and often gets its operational level dras-
tically reduced. The main objective of this work is to propose an evaluation
model, through employing experts’ knowledge, for measuring a resilience index
in DRNs. In this paper, a Fuzzy Inference System is used to achieve the men-
tioned objective. This will help in evaluating the resilience of DRNs and provide
the opportunity to simulate policies to improve that resilience.

Keywords: Resilience � Fuzzy inference system � Disaster rescue network

1 Introduction

In the first hours after a large scale disaster and before a disaster rescue team is
operational, social networks play crucial roles [1]. This means that professional rescue
teams implanted in the incident area are not resilient enough to recover and accomplish
their mission. Recently this problem has attracted the attention of researchers as on one
hand professionals are empowered to deal with crisis situations and on the other hand
response time is crucial. Having an effective recovering process after being impacted
could make huge difference.

Rescue networks due to their functionality and mission have to face challenges
which are not predictable. In case of disasters not only we face complex and dynamic
phenomena but also the multiplicity and multifunction of actors, whether individuals or
organizations, needed to deal with the situation [2]. Traditional leadership structures
cannot be of much help in crisis, while a resilient response needs to be institutionalized
in Disaster Rescue Networks (DRN) [3]. Resilience is an important decisive factor in
terms of survivability of the system in unpredictable situations. It is sourced in basic
systems theory concepts such as equilibrium, adoptability and stability [4]. Both
individual and collective responses to unexpected and radical changes are interesting
for researchers in the area of resilience [5].
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Resilience in hazard management systems has attracted the researchers’ attention
and many works confirm the importance of the subject when the focus is on developing
strategies for building resilient societies. Macro Level is the dominant perspective in
this area and achieving a resilient society the focal point. Something which is less
considered is that DRNs are also affected by disasters while we are expecting them to
react quickly to recover and help the victims. In all natural or human provoked
disasters, the first hours are crucial and life of people depends on how the rescue
networks react when the network and its members are also suffering, both as a team and
as individuals, from the same disaster. Imagine there is earthquake in a big city. Most
of the infrastructures could be damaged and at the same time the hierarchy and
authority structure of different organizations, responsible to help in these cases, could
be hardly attacked or unable to work properly due to many reasons. What is important
here is the way the DRNs could recover and start to operate efficiently.

One relevant research challenge in resilient DRNs is the development of a
framework for resilience assessment. It is clear that rescue networks have to be
restructured to work as collaborative networks to increase the resilience of the
system [6]. The aim is to achieve a model of resilience that keeps a record of rescue
networks and how they are achieving adequate levels of resilience. Having a con-
ceptual model with the characterization of all relevant factors is a necessary but not
sufficient step. To fulfill the mission, a quantitative model is also needed. A conceptual
model could provide a big picture of what is essential and the strategy to be adopted.
However, with no measuring system it is not possible to understand the weaknesses
and strengths as the basis for improvement. The main concern of this paper is thus the
measurability of DRNs’ resilience in case of natural or human provoked disasters.

The paper is organized as follows: in next section the related literature is reviewed;
section three deals with a conceptual model and in section four the process of devel-
oping hybrid intelligent system for evaluating resilience of DRNs is introduced. In
section five the applicability of the model is presented by an illustrative example and
implementing the proposed model into a real case study. Section six presents the
discussion and future direction of the work.

2 Literature Review

It is claimed that Collaborative Networks could help achieving better operation against
threats and risks and bringing a new approach to adapt to crisis situations [2]. Typically
emergency management networks have multiplex relationships, follow flat
decision-making process, and involve both formal and informal groups with a com-
bination of vertical and horizontal relations [7]. Rescue teams, seen as a form of
collaborative network, need a strategic and operational plan to enhance the capacity of
the system to deal with critical situations. Traditional risk-based approach is insufficient
and resilience analysis should be part of all catastrophe management plans [8]. The
main difference between these two approaches is the way they look into future. In
risk-based approaches the centre of attention is risk factor identification and mitigation,
while in the resilience-based approach the assumption is that hazards are indefinable
and internal preparedness and readiness for unexpected situations are necessary.
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Adaptability is one of the most important capabilities which would guarantee the
survival of a system while agility and resilience are the representatives of this capability
of the system [9]. Resilience, as an emerging research field, is being analyzed from
different perspectives and as a result there are different meanings and perceptions which
sometimes are contested or contrasted [10, 11]. Resilience is used in different contexts,
including ecology management, psychology, supply chain management, safety engi-
neering, crisis management, and collaborative networks [5, 12]. Nevertheless it is
important to avoid common pitfalls of synonyms and distinguish between resilience
and other characteristics of the system such as flexibility, agility, and robustness [13].
In this work, a definition from [14] is taken as more appropriate to present the concept
of resilience for Disaster Rescue Networks:

“Resilience can be understood as the ability of the system to reduce the chances of a shock, to
absorb a shock if it occurs (abrupt reduction of performance) and to recover quickly after a
shock (re-establish normal performance)” [14].

The benefit of a holistic perspective is the relation-hood view, so needless to say
that the collective capability of a system is not just the additive composition of indi-
viduals, but more related to interactions and interrelations between individuals. To take
advantage of the synergies in DRNs as collaborative networks, we are aiming resilience
at both individual and collective levels [15]. This brings complexity and dynamism to
the resilience evaluation model. Resilience is more than just capacity to provide suf-
ficient response to uncertainty, which is the minimum expectation. It is a process of
learning from doing and building a knowledge repository from tough experiences [16].
The nature of all systems is imperfect and, as such, resilient networks need to adopt a
process of improvement through learning from events [17]. Furthermore, and unlike
traditional views, resilience is not any more limited to the concept of distinctive and
discontinuous events but it is recognized as a capability or capacity of organizations related
to ordinary adoptive practices that lead the system to higher levels of efficiency [18].
Resilience in disaster management could be discussed at different levels, while most
research works are focused on the resilience of the society or citizens especially in the
first hours and days after large scale disasters [3].

Measurement systems associated to resilience indicators could be classified in two
categories, pre-event or post-event models [4]. Pre-event models endeavor to use
indicators to present the estimated level of resilience and post-event models show the
actual level of resilience after analyzing the reaction of the system to real cases when a
catastrophe actually happens [19]. Developing a model for pre-event estimation is a
hard task that includes designing process, measurement of specific factors, and an
aggregation model.

Planning, benchmarking, or a strategic move to enhance the resilience of any type
of organization need an assessment model, including clear indicators. The aimed model
should present the resilience of the system in a way to enable decision makers to have a
clear picture of what the current situation is and the gap to meet desired state. It is
difficult to develop a general mathematical model due to the variety of classes of
affecting variables, while dealing with imprecise data is also indispensable [20].
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The number of proposed models in the literature is still limited when most of the
works concentrate on meaning, and on the conceptual part of the resilience model.
There are also some attempts to use fuzzy logic, or statistical methods by employing
questionnaires [4, 20–23]. The scope of our work, different from previous approaches,
can be summarized as follows: First, it considers the concept of resilience at
micro-level (comparing with society level), targeting Disaster Rescue Networks in case
of large scale catastrophes and second, developing an intelligent decision-support
system to measure the level of resilience in DRNs.

3 Conceptual Model for Resilience Evaluation

There are several evaluation frameworks offering different methodologies for resilience
evaluation in an organization or network [14, 15]. Some of them are more focused on
organizations, while some others try to propose a wider perspective to make it
appropriate to cover from individuals to collective systems, such as teams, organiza-
tions, or societies. The main challenge in the proposed models is the measurability of
the adopted criteria. This requires a trade-off analysis, as on one hand we need a
comprehensive model with enough criteria covering all aspects and domains, while on
the other hand non-measurable criteria are tricky. If we cannot measure it, it could not
help us in reality to evaluate the level of resilience and thus it is useless for strategy
selection.

In this paper, the conceptual model introduced in [24] is adopted and used as a basis
to develop a quantitative model. The mentioned model is well accepted by experts in
the area and provides a comprehensive framework for understanding resilience. In fact,
in several other research works, the same model was employed on different occasions.
As a result, there is an adequate number of empirical studies and satisfactory guidelines
for measurability of the used criteria, which is very important for quantitative models
[4, 15, 16, 18, 24]. Figure 1 presents the mentioned model.

The value of each main criterion is a result of aggregation of sub-criteria values
which could make the process of measurement applicable. Table 1 presents all criteria
in the model and their description.

Fig. 1. Resilience Evaluation Model (adapted from [24])
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Table 1. Explanation of Resilience Evaluation Model

Criteria Definition

Organization
Identity (OI)

OI encompasses the core values
and beliefs of an organization
that its members deem to be the
most central, distinctive, and
symbolic, through which an
organization reveals its identity
to stakeholders [25]

Mission, core values, Common
vocabulary, Group
commitment

Sense making
(SM)

The process through which
individuals work to understand
novel, unexpected, or confusing
events [26]

Balance of confidence and
scepticism, Positive
perception, Experience
interpretation

Resource
Fullness (RF)

The ability to identify problems,
establish priorities, and mobilize
resources when disaster occurs;
resourcefulness can be further
regarded as flexible plans,
strategies and procedures to apply
or coordinate resources [27]

Creativity, Balance of
originality and initiative

Preparedness
(BP)

BP is taking actions and making
investments before they are
needed to ensure that an
organization is able to benefit
from situations that emerge [24]

Prepared infrastructure,
Cooperation in noncritical
situations, Training

Counter-intuitive
Moves (CM)

The ability to follow a dramatically
different course of action from
the one which is the norm [15]

Variety of strategies, Scenario
planning, Non-aligned
activities, Learning from
events

Useful Habits
(UH)

Useful, practical habits, especially
repetitive, over-learned routines
that provide the first response to
any unexpected threat [15]

Flat decision process, Power of
experts

Deference to
Expertise (DE)

DE in a mindful organization
manifests itself in the under
specification of structures,
relaxation and departure from
formal hierarchical decision
structures to one that gives the
flow of authority to people who
possess the required expertise to
deal with the problem at hand [28]

Flat decision process, Power of
experts

Deep Social
Capital (DS)

DS is attained through
well-maintained interpersonal
relationships within an
organizational community. It
focuses on long term partnership

Member communication and
cooperation, Resource sharing

(Continued)
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4 Developing a Hybrid Intelligent System for Evaluation

One of the main problems in social or human based systems is the lack of tools to map
from an input space to an output space. This is due to the complexity of the system and
shortage of knowledge about its components and their relations. It is a challenging
mission when there is neither sufficient historical data nor knowledge about the
structure of the system. To tackle these types of problems, the knowledge of experts
could be the only source of information.

Fuzzy Inference System (FIS) is a powerful tool to deal with expert’s knowledge
and for approximate reasoning [30]. To develop a FIS, knowledge is extracted and
represented in a set of rules that express the relations between components of the
system. For the case of resilience measurement, due to the lack of information and
unclear equation between the criteria, FIS seems to be more effective comparing with
other possible methods. Most of the other methods need historical behavior (infor-
mation) or clear relation for aggregating. In this work, FIS is employed to develop an
evaluation model for DRNs’ resilience. As it can been inferred from Fig. 1, we need to
have a hybrid system including four FISs to aggregate the criteria in two steps. In the
first step, three FISs are built to aggregate the sub-criteria to determine the three main
criteria, Cognitive Resilience, Behavioral Resilience, and Contextual Resilience. In a
second step, the result will be the output of criteria fusion from first step. To do that,
and for each FIS, we follow the procedure presented in Fig. 2.

The first step is to determine input and output, for which two important decisions
should be taken: the number of fuzzy sets and the membership function. In this work we
selected five fuzzy sets and a Gaussian membership function. This membership function
is more complex in comparison with a triangle-shaped function, but with better results in
most cases [31]. Afterwards, the experts’ knowledge, in a form of a set of rules, is
extracted. This is based on the experts’ experience, using questionnaires/interviews.
The final rule set can be refined using an experts’ panel. Below some sample rules for
Cognitive Resilience FIS are presented:

(a) If “Organization Identity” is very high and “Sense making” is very high then the
“Cognitive Resilience” is very high.

Table 1. (Continued)

Criteria Definition

that benefits parties beyond
immediate transaction interests
[29]

Broad Resource
Network (BR)

Resilient firms are able to utilize
relationships with supplier
contacts, loyal customers, and
strategic alliance partners to
secure needed resources to
support adaptive initiatives [24]

Resource network, Meta
organizational resources
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(b) If “Organization high” is high and “Sense making” is medium then the “Cog-
nitive Resilience” is Medium.

(c) If “Organization Identity” is very how and “Sense making” is very low then the
“Cognitive Resilience” is Medium.

(d) If “Organization Identity” is high and “Sense making” is Low then the “Cog-
nitive Resilience” is Medium.

(e) If “Organization Identity” is very Low and “Sense making” is very Low then the
“Cognitive Resilience” is very Low.

The last three steps comprise an iterative process to make sure that the model will
work properly.

In order to confirm the validity of the model, a typical three-step process was used
which includes face validity, extreme conditions test, and behavior analysis. In “face
validity” the rules are rechecked to make sure they are acceptable and satisfy the logic
of relationships between the variables. Extreme conditions test is used to make sure that
the model could respond properly to critical situations which are usually on the border,
such as extreme conditions of variables. Finally, behavioral analysis is a way to analyze
the behavior of the system when values of input variables are increasing, at a constant
rate, from their minimum to their maximum (or from max to min) one by one while the
others remain constant. This can provide detailed information about the system and its
performance so any deviation from expected situation or illogical behavior should be
analyzed and by imposing new rules the model could be corrected to be acceptable.
Figure 3 shows the high-level view of the model.

Fig. 2. The process of developing FIS for evaluation of resilience in DRN

Fig. 3. Architecture of Resilience Evaluation model (Hybrid Intelligent system)
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As mentioned above, four FISs are developed and all should be analyzed one by
one, while the hybrid system also needs to be verified as it could be an erroneous
infusion model. Figure 4 depicts the rules and output surface for “Behavioral Resil-
ience”, presenting the relation between “Preparedness” and “Resourcefulness”. This is
an example and by analyzing each relation unacceptable conditions/rules could be
recognized.

Figure 5 shows the example of behavioral analysis which is used in this work. As it
can be seen, the behavior of the system when one of the indicators (preparedness) is
increasing from minimum to maximum value (0 to 10) and the others are fixed (5) is
presented. Similarly, different combinations should be analyzed to verify the model.

The key benefits of the introduced model, more than measuring the level of
resilience, is the ability to simulate different scenarios to recognize which indicator
could affect more the resilience of the network in each condition to be investigated.
This can help managers to select appropriate combinations of solutions to enhance the
resilience of the network in an efficient way.

Fig. 4. Graphical representation of the rules for behavioral resilience
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Fig. 5. The behavior of the system in case of change in preparedness while all other indicators
remain constant
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5 Case Study

In this section, the applicability of the proposed model is demonstrated by using an
illustrative example and real case study. For numerical example four types of DRNs
with the following information are considered (Table 2).

By employing a hybrid decision-support system, the result is as below (Table 3).

As discussed in previous section, the advantage of the proposed model is the ability
to simulate different scenarios to investigate which indicator affects more the resilience
in each case and should be in priority of investment to increase the level of resilience of
the network. To show this ability DRN2 and DRN4 are selected and in each iteration
one of the indicators is increased by 30 % to see the behavior of the system. This can
help managers of the networks to check possibilities of enhancing the level of resilience
and find an optimal solution as limited sources should be invested wisely. Table 4
presents the result of the illustrated test to show the impact of increasing each indicator
(one by one).

As it can be seen, for DRN2, the best strategies are investment on Deference to
Expertise (DE) and Deep Social Capital (DS), while for DRN4 Sense Making (SM) is
the best investment target.

After demonstrating the capability of the introduced model by an illustrative
example, a real case study was implemented. Red Crescent/Red Cross organizations due
to their nature have to be prepared for prompt action to disasters. They are usually the

Table 2. Initial information for a numerical example

DRNi OI SM RF PP CM UH DE DS BR

DRN1 1 1 1 1 1 1 1 1 1
DRN2 4 8 8 4 4 3 4 6 7
DRN3 3 5 6 5 6 6 6 4 5
DRN4 7 7 7 7 7 7 7 7 7

Table 3. Result of Numerical example

DRN1 Resilience DRN2 Resilience DRN3 Resilience DRN4 Resilience

0.9084 2.6323 3.7788 7.5883

Table 4. Result for the illustrative example with 30 % increase in each indicator

OI
30 %

SM
30 %

RF
30 %

PP
30 %

CM
30 %

UH
30 %

DE
30 %

DS
30 %

BR
30 %

DRN2 2.6324 2.6323 2.6323 2.6323 2.6323 2.6323 6.736 7.3716 2.6323
DRN4

Resilience
7.5883 8.5746 7.5883 7.5883 7.5883 7.5883 7.5883 7.5883 7.5886
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first formal group to respond in natural disasters and increasing the level of resilience is
part of their strategic plan. They include a combination of professionals and volunteers
while, at the same time, they have several organizations to support their activities. For
the case study, a Red Crescent organization from a Middle Eastern country was selected.
The selected country has a long history in natural disasters such as earth quakes and
floods. In several cases the rescue network was affected while as a rescue team they had
to keep operation going on. The first step was to measure the level of criteria and process
them to feed the model. Each criterion from Fig. 1 (details in Table 1) was “measured”
by questions which were representing the sub-criteria. Seven selected managers who are
experts in the organization answered questionnaires. The final scores to be used by
model resulted from the aggregation of information in the questionnaires using the
average of sub-criteria (which were expressed in the form of questions).

For instance, Organizational Identity (OI) had five sub-criteria which were turned
into questions. Each person had to answer all questions and give a number between 0
and 100 (percentage). Below you can find an example of question.

“How strong is the sense of visions, goals and values in the organization?”
Then the average of all five criteria/answers is calculated.
OIQi = Average(Cj) wheere Cj is representing the jth criterion, j = [1:5] and

i = [1:7].
In the last step information from all questionnaires should be aggregated and here

average of the values were used. Final value, OItotal is the average of OIQi where max “
i” is the number of filled-in questionnaires.

OItotal = Average (OIQi), where i = [1:7].
Table 5 presents the result of this measurement process.

Table 6 presents the level of resilience using introduced model:

Finally, for scenario planning, the value of each criterion is increased 30 % and the
impact on total resilience is calculated. Table 7 shows the result and, as it can be seen,
“Broad Resource Network” is the most relevant criteria for investment in this case.

Table 5. Information for the case study in percentage

DRN OI SM RF PP CM UH DE DS BR

DRNRed Crescent 62 % 60 % 63 % 50 % 56 % 53 % 58 % 55 % 59 %

Table 6. Level of Resilience in the Case Study (from 0 to 10)

Resilience Contextual Resilience Behavioral Resilience Cognitive Resilience

3.7920 3.2353 7.4051 5.0017

Table 7. Red Crescent Resilience in case of 30 % increase in each indicator (From 0 to 10)

30 % increase in
main criteria

OI SM RF PP CM UH DE DS BR

DRNRed Crescent 3.7920 3.7920 3.7924 3.6640 3.7942 3.7942 3.7920 3.7920 7.2976
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6 Discussion and Future Work

Collaborative Networks, as an emerging discipline, open a new window to enhance our
capability to confront complex problems. One of the most difficult cases is to work
under stressful conditions of post hazards situation. Rescue Networks have to work in
critical situations while, as a member of society, they are also under the influence of the
event. Disasters are unpredictable and it is crucial to make sure DRNs work as resilient
structures able to recover immediately from any crisis and to start their mission with
minimum delay. In this paper a conceptual model based on contextual, behavioral, and
cognitive resilience was employed to develop an intelligent hybrid decision system for
assessing the level of resilience of DRNs. Face validity of the rules, extreme condition
test, and behavioral analysis of the system were used to verify the model. At the end,
the applicability of the model was illustrated by using a case study. The model not only
helps to quantify the concept of resilience for DRNs but it also gives us a tool for
scenario planning/testing in a virtual environment. The most important reason to select
the “Fuzzy Inference System” was its ability to deal with imprecise data and the
capability to make a bridge between knowledge of experts (as the only available source
of data in this case) and decision support system. Other alternatives such as MCDM or
statistical methods have their own strengths and weaknesses for information fusion but
are not suitable for this type of problem which has characteristics such as unclear
relation between variables, no knowledge about synergies or redundancies between
them and lack of historical data to recognize the pattern.

As future work, the plan is to implement the introduced model in more real cases to
improve the system. Further we are planning to improve the capability of the model by
considering the role of time and interrelation between resilience indicators.
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Abstract. Until recently, the evolution of strategy and of business models mainly
focused on shareholder Value Creation with global offshoring and outsourcing.
The competitive cost models of globalized flows, translated in worldwide Supply
Chains, with intensive energy consumption of fossil fuels and optimized
processes with outsourcing to specialized agents, highly dependent on globalized
infrastructures resources and markets. Our approach is that to build resilient
companies and networks, all the stakeholders of the Supply Chain must be able
to shift and align their perspectives, understand, map, value and document the
key drivers that constitute the core competences needed, the appropriate intan‐
gible assets. Our proposition is a methodology to analyze, map and measure the
key drivers of Value Creation through of multi-perspective and multi-stakeholder
framework, based on intangible assets.

Keywords: Value creation · Collaborative ecosystems · Resilient SC · Intangible
assets · Stakeholders

1 Introduction

In a rapidly changing environment, companies have to face many challenges while the
competitive and technological environment keeps evolving at a fast pace: Globalization of
markets through trade agreements and communication technologies, consumers’ maturity
and power of influence, strong trend towards a service-focused and dematerialized
economy. Beyond a direct confrontation on their markets, with a particular focus on costs,
firms have seen their competitiveness being challenged over new dimensions [1].
Consumers and non-profit organizations’ pressure, legislation from states trying to limit
externalities and reduce climate change impacts, real time information technologies being
exploited by versatile consumers and investors. In a time where cost based competition
remains harder and harder to maintain, the integration of stakes such as those addressed by
Corporate Social Responsibility sets new standards for innovating strategies and competi‐
tiveness [2]. These concepts acknowledge that failing to do so inevitably leads to higher
pressure from stakeholders, rising costs of environmental issues, and development of legal
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measures from states enforcing companies to share more of the value they create. All of
these rising global risks on value creation, if not destroying value by rising sources of
pressure on competitiveness.

The paper is organized as follow: after the introduction, the second part reviews
essential concepts underlying our approach, the third part presents our framework and
gives some details on our research and propositions. The fourth part presents some
findings, while the conclusion draws expected contributions and future operational
outputs.

2 Context

Today’s value chains consist of globally spread stakeholders, globally spread production
processes, global distribution and retail channels to reach clients. It is very fragile in
essence, either because of geopolitical bottlenecks, environmental and social issues or
because of natural disasters [3]. As part of the procurement process, the purchasing
function is a fundamental hub for the firms, upstream of the Supply Chain, orchestrating
and managing fundamental inputs in term of value creation, adapting to business models
evolutions by configuring the SC to create and capture value.

2.1 Value and Value Creation

Value is a multi-perspective concept that extends beyond the limits of the firm. Glob‐
alization and technological innovation have reorganized the way value is created and
delivered through dynamic networks or chains of interconnected firms or supply chain.
This raises the question on how a particular relationship helps a firm creating value in
terms of offerings, and what factor(s) are essential to successfully establish a particular
relationship [4]. In a globalized Supply Chain, the strategic models of Value Creation
based on arms-length confrontation with suppliers has led many companies on a short
term value creation path, which meant value destruction for many suppliers and their
economic ecosystem, impacting their entire value chain and their stakeholders. The
value proposition is a strategic concept that allows firms to better analyze and describe
their competencies and capacities, on the strategic as well as on the operational levels
[5]. The deployment of the concept of Value Proposition had a significant impact on
operational models of firms [6, 7].

To take into consideration these impacts, we position the Supply Management and
the Supply Chain at the heart of the strategic models of firms.

2.2 Corporate Social Responsibility

There’s an increasing pressure to consider the environmental and social aspects in
purchasing policies: expectations are rising from stakeholders such as customers, the
general public, NGOs, and governments who now hold companies responsible, not only
for their own actions, but also all the partners within the supply chain [8–11].

Corporate Social Responsibility is a concept that is becoming mainstream because it
raises the question of establishing sound and balanced relationships between companies,
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a wider type of stakeholders, and their environment, at all different levels: global, regional
and local, but also strategic, tactical and operational. CSR approach advocates the idea that
companies need to change their business models and value propositions, actually inte‐
grating the idea of creating value not only for themselves, but also for a larger number of
stakeholders. The Strategic Intention of the firm can practically be translated into stra‐
tegic, tactical and operational actions.

The translation of this focus in the Supply Chain and the purchasing process reflects
in a growing number of international recommendations and is now common in
academics [12]. The focus on sustainability reporting initiatives and on CSR shows the
necessity for companies to adopt a multi-perspective approach on the supplier selection
and management: purchasing process and supply chain play a strategic role, which must
go beyond optimization of processes, and take into account the temporal dimensions of
the ROI (short, mid and long term) and the management of intangibles.

2.3 Relationships and Risks Mitigation

Usual competitive strategies based on competitive advantage, such as Porter’s models
[13] or Resource Based View [14], can’t last. To address this issue, firms have investi‐
gated other domains: process optimization to save resources, flexibility, changes in
relationship with other partners to secure exclusive access to suppliers because upsurge
in globalized externalization and sourcing of trade, and the use of the Internet, has
enlarged purchasers’ accesses. Changes in organizational forms involve more decision-
makers. These developments impact the complexity and importance of purchasing deci‐
sions [15–17]. Supplier management is a key issue in supply chain performances and
this reflects in a continuing growth of publications [18–21]. Since suppliers can represent
up to 90 % of firms turnover in industrial companies, the potential impact of inappro‐
priate portfolio of suppliers can seriously impact the value of a company. The question
of risks, systemic and global, predictable or not, strategic or external must be part of the
strategy of firms [22].

At first, firms developed collaborative strategies, internal then between business
units and departments, based on information sharing, and co-development of products
and services. Instead of becoming experts, firms managed to collaborate with partners
that could provide a competitive advantage [23]. Collaboration became a model for
buyer-supplier relationship. Still, this remained in a narrow scope, without considering
other stakeholders and that it’s at a strategic level that is designed the Value Proposition
for which the tactical and operational actions are translated. Firms are interconnected
with their societal, natural and economic environment [24] thus depending on these in
term of competitiveness: trained employees, infrastructures, communications, political
stability. The state of the environment impacts the firms activity, the operational costs,
the availability of the resources, and the value of the firms viewed by the stakeholders.
Global environment is not just about financial crises and competitions: human operations
and natural catastrophes can generate “future simultaneous shocks to systems (that)
could trigger the ‘perfect global storm’, with potentially insurmountable consequences”
[25]. These risks are putting a high pressure on companies that need to adapt rapidly to
innovative or disruptive situations.
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Companies, their suppliers and networks of partners need to be aligned to fulfill the
strategy to deliver the value and adapt rapidly whatever challenge arises, and in this
situation, a power relation may turn irrelevant if not destructive. To be resilient, compa‐
nies and their networks have to build business ecosystems in a systemic thinking with
relationships that are beyond transactional, with constant feedback, collaborative
models, creating and extracting value in cascade and in interaction.

3 Research Framework and Method

The purchasing function is the architect of the globally spread value chain: many func‐
tions are now outsourced. In this regard, the value of the firm largely depends on the value
purchased from the suppliers and appropriately delivered to internal customers, hence
giving purchasing departments a fundamental role to build collaborative, cooperative and
successful relationships both internally and externally.

3.1 Focusing on Intangibles

As we see it, creating value extends beyond the limits of the firm and must question the
different dimensions and boundaries of the firm, their strategies and business models, what
value they place at the heart of their value proposition and how they intend to create,
capture and share value (Fig. 1). This requires considering internal organization of the firm,
its networks of connections and partners, strategic models, its tangible and intangible assets
and the notions of capital and investment. It is possible to comprise in the same model
different values such as economic, financial, marketing but also intangible assets such as,
management, services, strategic position or technical performance [26].

Though there is an abundant literature in economy and management on intangibles
assets [27], we think that there is still a great work to do to operationalize intangible
assets management with value creation for firms, according to a multi-perspective view,
namely time frames, and according to a multi-stakeholder view, that is, in term of value
created or destroyed by the firm for the different stakeholders in the firm’s ecosystem.
Our objective is to identify the value drivers in the organizational processes, going
beyond the drivers already mastered by the buyers and more broadly the supply-chain:
cost, quality, lead-time, financial performances and risk mitigation. The stake here is to
demonstrate the contribution of intangible assets in the processes, seen here as drivers
of successful relationships, by identifying their strategic importance in the interactions
taking place in the processes. Finally, our applied research proposition is to build tools
for the management of value creation in the buying and supply-chain processes that
integrate these new perspectives.

Measure, management and value creation in the firm are spread over time and must
take into account the stakeholders. To ensure the longevity of the firm, the following
dimensions and perspective must be included in the processes:

– The time horizon of the firms’ strategies;
– Value creation/destruction for the firm and its ecosystem;
– Actual place of intangible assets as drivers of competitiveness and value creation.
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To achieve this, we are constructing on an approach by value “enablers” or “drivers”
for future value creation [28], mapping intangible assets, processes and stakeholders
through events that will eventually generate economic value and performance for the firm.

3.2 Ground for the Research

The global research ground for our projects is based on several companies operating in
different industries. For this specific project, three companies offered the ground for
initial explorations. Later on, among the three initial, two offered a long-standing partic‐
ipation for the conduct of the full research project for a period of two years.

– The first company, company A, is a food-products corporation operating on the global
markets of waters, specialized nutrition and dairy products.

– The second company, company B, is an affiliate of the first, operating in France,
specialized in dairy food and infant nutrition.

– The third company, company C, is an international family-owned group, operating
in 13 countries, specialized in aerolic and thermal systems for the building industry.

3.3 Empirical Method

Our position is that “the organizational world is socially constructed” and that “the
people constructing their organizational realities are knowledgeable agents (…) and can
explain their thoughts, intentions, and actions” [29]. We build an iterative process where
in each step, fieldwork confronts hypothesis and theory constructs elaborated on the
previous ground observation. It borrows empirical investigation methodologies found
in cases study methods specifically qualitative, in an interactive way so that the compo‐
nents of the research, i.e. purpose, context, questions, methods and validity of the
research are always considered simultaneously at each step.

– The first step of the research is an exploration where we confront our initial question,
“value creation and collaborative relationships” to the stakeholders of the research
ground. We state a hypothesis and test it.

Fig. 1. Placing intangible assets at the heart of renewed value propositions.
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– The second step, based on the findings of the precedent, is to reformulate the research
question accordingly if need be, identify the underlying concepts, do literature
reviews on these concepts, and go back on the ground to observe organizations and
processes, through the lenses of the concepts, engaging in a near ethnographic
approach.

– The third step is to build and share a conceptual framework where all the elements
observed are connected to theories, build a methodology to gather and analyze qual‐
itative data, and test the methodology with the stakeholders on the ground.

– The fourth step, where we are now, is to deploy the methodology in the field, refine
it, collect data and code it in a dynamic way to avoid holes. This step is the core of
the empirical investigation where different qualitative methods are interactively used:
observation, interviews, questionnaires and documents analysis.

– The fifth and last step is two-fold: in terms of scientific research, we will have to
decide which form will take the conclusion. In terms of applied research, we will
negotiate on outputs that help companies that provided the ground to operationalize
the scientific work.

4 Main Outcomes

As this research project is still ongoing, we only present partial findings from selected
phases tested in the field. This communication wishes to present the research method,
the principles of the practical output, and main outcomes of the empirical work.

4.1 Initial Outcomes

To initiate the research, we extended on a previous literature review on collaboration
[26] and completed it with a literature review on value and on value creation. Then, we
elaborated documents and presentations to share with the participating companies.
Afterwards, we organized informal meetings with two groups of buyers from the three
companies to share these views and gather some qualitative data regarding the proposed
definitions and approaches.

The groups consisted in thirteen buyers from the company C, and two head of
purchasing departments from companies A and B. These two meetings were conducted
by asking open-ended questions to the audience and animating the discussions to gain
insights. The initial open-ended questions were about the criteria used by the buyers and
their managers to evaluate the success or the failure of a relationship with their suppliers.

While we were trying to find a pattern linking levels of collaboration and levels of
(perceived) success, buyers seized the opportunity to focus on the fact that the “life” of
the buyer-supplier relationship is as complex as any human based interaction between
organizations and services, because, according to the buyers, it greatly relies on the
“qualities” of the organization, carried and developed by persons of both sides of the
relation (buyers, vendors, and other stakeholders involved).

We gathered structured data to complete the fuzzy findings of the meetings, by
distributing formal surveys of the same questions, based on a pre-existing model [26]
but providing this time precise criteria associated to likert-like scales. Buyers were asked
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to evaluate collaborative relationships criteria, for a relationship they estimated as
successful, and for a relationship they estimated as failing. The results of criteria eval‐
uation showed that certain collaboration criteria are consistently highly rated with a
relationship considered as successful. On the opposite side, few criteria are consistently
rated when it comes to failed relationships so buyers tend to have a more fuzzy percep‐
tion, as far as criteria are concerned, of what characterizes a failed relationship.

The comments in the surveys were very consistent with the feedback from the meet‐
ings. In the cases of successful relationships, some buyers insisted in their comments on
the facts that the personal behavior and skills of their corresponding contacts were the
main reasons why they were satisfied with the relationship. In the cases of relationships
considered as failing, it’s the quality of the interpersonal relationships and organizational
issues that were described.

Though in the same organization, each individual deals with a series of expectations
and means to achieve them, according to different perception, interpretation and perspec‐
tive. Participants proposed discussions based on their experience while we were biased
trying to use a pre-conceived model: our assumptions assumed collaborative relation‐
ships meant successful relationships, which meant value creation.

4.2 Empirical Outcomes on the Tools Constructs

To help companies in creating value through a multi-perspective and multi-stakeholder
model, we are building a practical methodology to analyze and manage value creation
in the processes, to objectively link the activation of intangible assets to value creation
and achieve performance. At the heart of the methodology, we want to analyze the
drivers represented by intangible assets (human capital, relational capital, structural
capital) to connect them with the value proposition made to the clients.

To do so, we need to clarify what happens in what we call a fuzzy box (Fig. 2) where
players activate processes and stakeholders to achieve objectives and create value. Key
steps here are to identify helping events occurring during the life of the project to evaluate
the role and contribution of intangibles assets, and breaking events to capitalize on
experience and construct feedback.

Fig. 2. The fuzzy box.
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We have elaborated an interactive tool that allows the mapping, contextualization
and linking of the stakeholders, their interactions and the value created or destroyed for
each one of them (Fig. 3).

Fig. 3. Visual canvas, mapping events, value and stakeholders’ interactions.

Helping and breaking points of a given projects’ life are positioned on time‐
lines. Events’ interactions (a) are visually mapped. It is possible to map the value
destruction caused by breaking events (b) and value created by helping events (c).
Assets created during one project can be identified as a significant source of a
helping event in a future project (d), or directly create value (e). A concept that is at
the core of our research work is that assets mobilized in one project are probably the
result of a previous investment, just like assets generated in the current project can
be drivers of future value.

To validate the method and the tools with the participating companies to the
research project, we have organized a workshop with a team from each of the firms.
The three teams add-up to a total of seven participants with varying profiles. To
reinforce triangulation of this experience, we have asked the participating teams to
bring to the workshop the story of a past project, that ended successfully or that failed.

All the team members found easy to list the stakeholders, to map the helping and
breaking events, to connect the values generated, even though these values were
outside of direct economic results, and to point value destructions for the different
stakeholders. A very significant result is that the method offered the possibility to
identify and map the ripple effects of the outcomes of a given project, allowing the
affectation of more value to the global outcome of a project due to previously unac‐
counted dissemination to other projects. Comments were here that the method
offered unsuspected outputs: some assets generated are reusable and thus multi‐
plying their effects and value while remaining unaccounted or miss-affected. Value
generated by one team could be capitalized by third parties without recognition of the
original creators. Some assets generated by one project could be integrated in an
innovative Business Models not foreseen before.
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5 Conclusion

Two participating companies offered to follow one project each, during the full length
of the projects. These two projects found their origin in the apparition of an important
threat to their operations that needed urgent responses involving many internal and
external stakeholders of their value and supply chain. When the incident or the pressure
arises, the organizations temporarily reacts to respond to the issues in a resilient fashion:
they appoint a project manager with appropriate credentials to mobilize all the depart‐
ments of the company in a transversal team and mobilize the web of their partners, supply
chain and value chain, to initiate multi-level tactical actions.

Their resiliency relies on an adaptive line:

1. Companies follow their normal operations;
2. They get hit by a stressful event that impacts their operations and puts them at risk

in term of viability;
3. They create a temporary structure, mobilizing the full web of internal and external

stakeholders;
4. They elaborate a multi tactical strategy to have appropriate responses, deploy them

to adapt or rebuild the necessary flows;
5. Once the response has been delivered and the crisis resolved, the temporary project

structure is dissolved;
6. They return to their “normal” operations.

This ability for firms to adapt, reconfigure and respond, greatly relies on the capacity
of the different stakeholders involved to collaborate and mutually adjust to each-others,
diffuse information and realign. All this relies almost exclusively on the very own
capacities of the actors involved (human, relational and structural capital), thus illus‐
trating the central importance of intangible assets.

Very formalized processes can alter the adaptive capacities of companies and
networks, building the case for a transversal, project based organization of processes
and a qualitative approach of relationships and information sharing, all these heavily
relying on the intangible assets of companies. Our objective is to identify the value
drivers in the organizational processes, going beyond the drivers already mastered by
the buyers and more broadly the supply-chain: cost, quality, lead-time, financial
performances and risk mitigation.

While purchasing managers often apply methods focused on savings, a focus that
limits their scope of action, participants to our research acknowledged positively our
approach and identified intangible assets that could be drivers of the overall “value”
created, because “any factor that enhances operational performance” and allows stra‐
tegic alignment of the actors potentially generates “value”. This is consistent with the
literature review [26].

This research builds meaningful and applied methods to track, document and manage
intangibles assets in response to internal or external pressure on value creation. It
provides tangible and practical ways to objectivate very qualitative concepts all actors
recon as essential to maintain and develop successful operations but have very few if
no tools to leverage on in an environment governed by quantitative methods.
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Expected outputs are: a tool to analyze the strategy of the firm and how it is translated
along the supply chain, an analysis grid to identify and take into account all the stake‐
holders, a tool for mapping, contextualizing and linking the stakeholders, their interac‐
tions and the value created or destroyed for each one of them. These deliverables are
being developed and refined through fieldwork.

Among scientific contributions, we expect this research will contribute to Resource-
Based View theory, to Knowledge Management, to Sustainable Supply Chain and to
Supply Chain performance.
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Abstract. Companies operating in the business-to-consumer (B2C) space have
been increasingly using the social media platform, Twitter, to conduct customer
relationship management activities. Similar practices are also gradually
emerging in business-to-business (B2B) environments. However, B2B service
providers are yet to incorporate social media into their overall business strategy
to the extent that this has become common practice amongst B2C companies.
Engaging with customers over social media poses both risks and opportunities
for companies. This paper examines the customer relationship management
activities of a B2B service provider, Shopify, to identify opportunities for
improving brand perception and business resilience.

Keywords: Business-to-business services � Social media � Twitter � Customer
relationship management � Brand resilience � Shopify

1 Introduction

In recent years, there has been a rapid growth in the adoption of social media platforms
for conducting B2C interactions. This is largely because companies around the world
have recognized the need to build and protect their brands in the virtual environments
in which consumers express their opinions and engage with their peer groups. The
microblogging site, Twitter, has become the social media platform most widely
adopted by Fortune 500 companies [2]. Previous research undertaken by the authors [1]
has demonstrated that these companies are not only using Twitter for promotional
purposes but for the provision of customer service as well. However, companies
operating in the B2B space have not as yet adopted social media as extensively as their
B2C counterparts and there is a lack of understanding amongst these firms regarding
how social media could help the resilience of their brands [3, 4].

Nevertheless, some B2B service providers are beginning to take a strategic
approach to their social media. This paper presents findings in relation to the customer
relationship management (CRM) activities of a B2B company. The data presented here
is part of a larger ongoing project initiated in December 2014 which has now collected
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over 5 million tweets (microblogs) from B2B and B2C companies. The uniqueness of
the project lies in the fact that, unlike previous studies, it is designed to extract entire
conversations rather than just tweets on a large scale.

2 Background and Literature Review

Social CRM or CRM 2.0, is a term coined by president of The 56 Group and leading
CRM thinker, Paul Greenberg describes “a philosophy and a business strategy, sup-
ported by a technology platform, business rules, workflow, processes and social char-
acteristics, designed to engage the customer in a collaborative conversation in order to
provide mutually beneficial value in a trusted and transparent business environment. It’s
the company’s response to the customer’s ownership of the conversation” ([5, 6]).
This definition highlights the need for a shift in focus from customer management to
customer engagement in an era where the customer is in increasing control of the
narrative due to the proliferation of social media platforms.

The combination of rapid technological changes and regulatory and geopolitical
upheavals over the past decade have led companies to recognize the need for resilient
strategies that allow them to adapt their business models as well as their marketing
approaches as their local or global contexts evolve ([17, 18]). As an increasing number
consumers around the world build their presence on social media platforms, companies
have recognized that news travels fast through social networking sites and compla-
cency is not an option in ensuring the resilience of their brands [7]. Dell, for instance,
has a Social Media Listening Command Center to monitor customer conversations
about its brand on social media platforms [8]. Online retailer Amazon has also been at
the forefront of customer engagement via social media and attempts to address cus-
tomer complaints through its Twitter based channel as quickly as possible [1]. PepsiCo
and Gap are also amongst other big brand owners and retailers engaging customers in
conversations about their products in order to keep abreast of brand perceptions and
ensure brand resilience ([9, 10]).

However, as previously stated, while B2C companies have begun using social
media sites to their advantage, B2B companies have been slow on the uptake ([3, 4]).
The business software industry is the leading B2B sector in terms of social media
activity, with Intel, Oracle and IBM being key players in the sector. The medical and
pharmaceutical sector, with leaders such as Pfizer, Merck and GlaxoSmithKlein is the
second most active sector. Other sectors, such as the B2B logistics sector are much less
active on social media with only a few companies in each sector making a noticeable
effort. For instance, the container shipping company, Maersk, is one of the few com-
panies in the B2B logistics space that has been recognized for building its presence
across social media channels [11]. It has over 34,000 followers on Twitter and over 2.2
million likes on Facebook. However, while B2B companies are beginning to building
their presence on social media, few are using these platforms to provide customer
service and build closer ties with customers. This is in significant contrast to the
growing number of B2C companies who have dedicated customer service accounts on
Twitter and are taking a proactive approach to engaging in conversations with cus-
tomers to manage satisfaction and brand perception.
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3 Research Method

Twitter allows users to post microblogs or tweets which are limited to 140 characters in
length. A user’s timeline consists of tweets from accounts the user has chosen to follow
on Twitter. These tweets can be accompanied by links, photos and videos and may be
retweeted or replied to by the user. Tweets, retweets and responses are generally visible
to the general public unless a direct message (DM) is sent by one user to another. The
public nature of most of these interactions has led a diverse range of companies to
monitor discussions about themselves and reach out to customers using this platform.
The limitations posed by the Twitter application programming interface (API) on the
extraction of tweets along a user’s timeline along with a lack of tweet extraction tools
with appropriate capabilities has led to most research till date being focused on the
sentiment analysis of individual tweets ([12, 13]) rather than the conversations between
interacting parties on this platform. For this research, a custom application package was
developed to extract tweets from the timelines of companies of interest along with the
conversations associated with these tweets. Each tweet on Twitter is allocated a unique
identification number. The package developed for this research allows the tweets to be
written to a MySQL database allocates identification numbers for the conversations
thus allowing the subsequent analysis of not just tweets but conversations as well.
Since December 2014, the package has been used to collect over 5 million tweets from
companies and their customers. The data collection methodology is discussed in more
detail by the authors in another paper [16]. The conversations are subsequently
extracted from Twitter and uploaded to the text mining tool for coding and analysis.

4 Findings

One company that has both undergone business model transformation and adapted its
marketing strategies to the proliferation of social media is the billion dollar Canadian
ecommerce solution provider Shopify. The company started out as an online store for
selling snowboards. It later developed its own e-commerce solution and developed into
an e-commerce platform because of interest from other online retailers. As an
e-commerce company, it allows businesses to set up online stores organize products,
accept payments, and track orders. Its ecosystem comprises of small businesses,
developers and end consumers. Although, its accounts on Twitter are oriented towards
business customers, the platform allows it to get exposure to end consumers as well,
thus giving it wider brand recognition. Its site received about 15-20 million visits per
month in the last six months [15]. Around 10.5 % of the visits in the last three months
have been from Twitter. It not only encourages customers to use the power of social
media to create greater awareness of their offerings but has also been making a con-
certed effort to build its own presence on social media. As outlined in Table 1, it
maintains a number of accounts on Twitter.

By way of comparison, Amazon, which has been on Twitter since February 2009,
has over 13,400 tweets on its main account and over 1.84 million followers. Its cus-
tomer service account, operational since October 2009, has over 242,000 tweets and
24,000 followers. The differences in the numbers are indicators of the different levels of
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activity on Twitter in B2C and B2B contexts but both companies appear to take their
presence on Twitter seriously as suggested by their verified accounts on Twitter.
A Twitter verified account has a blue verified badge associated with the account [14].
Twitter does not accept verification requests but prioritizes highly sought users as part
of their ongoing verification process.

4.1 Customer Service Interactions

As shown in Table 2, customers generally post tweets to make Shopify aware of
problems with their system that are interrupting or slowing down business processes.
Such tweets may also be accompanied by photos that communicate the problem.
Monitoring the Twitter accounts allows Shopify to respond quickly on a public plat-
form, thus allowing it to demonstrate its responsiveness to a wider customer base. The
company also uses its Twitter accounts to provide information or direct customers to
websites where the information may be available.

In the previous example Shopify was able to inform the customer that it was
working on the problem. In other instances the platform allows the company to build
goodwill by providing information that resolves a perceived problem (Table 3).

Like companies in the B2C space [1], Shopify uses Twitter in conjunction with
other traditional channels for providing customer service such as email and phone.

Table 1. Shopify’s accounts on Twitter.

Account Purpose Tweets Followers

@Shopify Main account which also addresses customer
service queries

16,900 157,000

@ShopifySupport Dedicated customer service account 2,051 3,276
@ShopifyPicks Product stream curated from over 160,000

Shopify powered stores around the world
4,542 28,100

@ShopifyDevs News for developers about the Shopify API 687 3897
@ShopifyMasters Advice on growing store traffic and sales based

on success stories of Shopify customers
3552 5697

@ShopifyPartners Account for the Shopify Partners Program 4602 7165

Table 2. A conversation with a customer following a system problem.

User Tweet UTC Date,
Time

@notrab Just spent 30 min editing a file with @Shopify templates and
then it errors on save. Doh

5:22 am, Feb
20, 2015

@Shopify @notrab Oh no! So sorry about that Jamie. We are working
on getting everything back up as soon as possible!

5:35 am, Feb
20, 2015

@notrab @Shopify That’s ok! :) 5:35 am, Feb
20, 2015
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However, there are some risks associated with a social media presence. Customers may
contact the company via Twitter if satisfactory customer service is not received
promptly via other less public media but it may not be possible for the company to
provide a resolution via the platform (e.g., Table 4). Thus while the conversation may
suggest that the company hasn’t been able to resolve problems promptly, someone
(e.g., a potential customer) visiting its Twitter account may be left wondering whether
the query was resolved to the customer’s satisfaction. As with B2C companies, cus-
tomers are found to rarely return to thank a company via the Twitter platform if the
query is resolved via a more private channel.

Table 3. A conversation with a customer following a system problem.

User Tweet UTC Date,
Time

@Misc_
Goods_Co

@Shopify y?! [Image of popup error message] 7:27 am, Dec
19, 2014

@Misc_
Goods_Co

@Shopify @ShopifySupport I’m very frustrated about this
new POS fee. I only need to use POS a few times a year.

8:43 am, Dec
19, 2014

@Misc_
Goods_Co

@Shopify @ShopifySupport I’ve been sitting here at my
last minute pop up like a bozo trying to figure out why
it’s not working.

8:44 am, Dec
19, 2014

@Misc_
Goods_Co

@Shopify @Shopifysupport very bad taste in my mouth
right now

8:45 am, Dec
19, 2014

@Shopify @Misc_Goods_Co Thank you for the feedback and very
sorry for any frustration. It is free to process on Shopify
Mobile.

8:51 am, Dec
19, 2014

@Misc_
Goods_Co

@Shopify well that’s cool. went from frustrated to pretty
chill. wasn’t aware of that change

9:00 am, Dec
19, 2014

@Shopify @Misc_Goods_Co Thanks for letting us know. We are
happy to help with other questions.

9:49 am, Dec
19, 2014

Table 4. A conversation with a customer following a system problem that was originally
communicated through a traditional channel.

User Tweet UTC Date,
Time

@gooderdle @ShopifySupport – as an early supporter of Shopify, we’d
like to upgrade but keep our grandfathered “No
transaction fee”… cc @Shopify

8:15 am, Jan
16, 2015

@Shopify @gooderdle We’d be happy to look into that. Can you
please contact our billing team – billing[at]shopify[dot]
com..

8:52 am, Jan
16, 2015

@Shopify What is your open ticket number? 8:54 am, Jan
16, 2015

@gooderdle No open ticket number – been going back and forth over
email and phone for a week with a “Sales Lead”

8:58 am, Jan
16, 2015
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Even if a conversation starts on Twitter, Shopify may still divert the query to email
(Table 5). Unlike B2C companies, Shopify makes very limited use of Twitter’s direct
messaging (DM) service to address problems that cannot be resolved in public.

4.2 Collaborative Approach to Marketing

The company appears to recognize the fact that the resilience of its ecosystem which
comprises of a large number of small businesses is essential for its own resilience. It
takes a collaborative approach to its marketing activities and uses its @ShopifyPicks
account on Twitter to highlight products sold by companies that use Shopify as their
ecommerce solution (Table 1). This allows small companies with modest resources,
such as Stitch and Locke, to focus on their core businesses and provide customers with
links to Shopify’s main Twitter account instead of maintaining their own. There is both
a downside and an upside to this approach. End consumers may approach Shopify
directly with queries regarding products and services provided by Shopify’s customers.
The upside is that if it is handled well, this may create a positive impression of its brand
beyond the B2B environment in which it operates (Table 6). In the conversation below,
the customer adds a hashtag #brandPlus to show his appreciation for the prompt
response. Hashtags are searchable on Twitter and allow users to easily find comments
on particular topics.

The company also engages with developers via Twitter in two ways. On the one
hand it keeps developers informed about changes to its API using the @ShopifyDevs
and @ShopifyPartners accounts so they can continue to support and build solutions for
their customers. On the other hand it encourages them to earn money by developing
apps, designing themes or referring clients to the Shopify platform. The @Shopify-
Partners account helps to highlight successful activities of partners and create a com-
munity atmosphere.

Table 5. A conversation that starts on Twitter but has to be diverted to a different channel.

User Tweet UTC Date,
Time

@Schappi @Shopify heads up that I’m getting multiple reports of
shipping methods not loading at checkout

8:40 pm, Dec
10, 2014

@Shopify @Schappi Apologies for the delay. Are you still
experiencing issues?

6:56 am, Dec
11, 2014

@Schappi @Shopify yup we are still experiencing issues… 3 people
today complained. Just migrated all stores to responsive to
see if that fixes it.

8:04 pm, Dec
11, 2014

@Shopify @Schappi Thanks for getting back to us. Please email
support[at]shopify[dot]com with more info and respond
with the ticket number.

8:34 am, Dec
12, 2014
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5 Discussions

In the B2B environment there continues to be lower uptake of social media platforms
for customer service and promotional activities that might help these companies build
wider brand recognition and resilience. Those B2B companies who are present on
social media are largely engaged in a one-way communication where the provision of
news and updates seems to be the only purpose for maintaining the Twitter accounts.
However, even though their levels of activity may be noticeably lower than those of the
more active B2C companies on Twitter (e.g. Amazon), a small number of B2B
companies such as Shopify are beginning to take a more strategic approach to this
platform. In Shopify’s case, this involves structuring its engagement with the members
of its ecosystem using a number of dedicated accounts for specific purposes. Adequate
resourcing of a social media strategy is essential for its success. For instance, Shopify
was generally found to respond to customer and developer queries within the hour. The
company’s two-way engagement with small business customers, developers and con-
sumers and its attempts to approach benefits to its ecosystem holistically through its
accounts on Twitter makes it an exemplar amongst B2B companies. The ongoing
longitudinal data collection project will examine the emerging trends in the practices of
B2B companies around the world and provide further insights into how these practices
can help to nurture resilient business ecosystems.
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Abstract. Several collaborative networks need to be involved in supporting the
life cycle of complex service-enhanced products. When addressing highly
customized products, these networks need to consider the involvement of the
customer and local stakeholders close to the customer. In this context, a set of
integrated subsystems supporting both long-term strategic networks and goal-
oriented virtual organizations is proposed. Experimental results are presented in
the context of service-enhanced products in the solar energy sector.
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1 Introduction

The development of complex and highly customized products such as a solar power
plant, an intelligent building, or a special purpose complex machine, typically require
contributions from several stakeholders from diverse knowledge sectors. Greater levels
of efficiency could be achieved when these contributors are organized under the form of
a collaborative network in order to better integrate their parts. In fact, most companies
in these sectors are small and medium enterprises (SMEs), which can only cope with
the complexity of the projects and reach markets in different geographical regions if
collaborating with others.

Seeking business opportunities in different geographical regions in these domains
often requires the involvement of the customer (co-creation) and collaboration with
local suppliers in those target markets [1, 2]. This need motivated the emergence of the
term glocal enterprise, to reflect the idea of thinking and acting globally, while being
aware and responding adequately to the local preferences and constraints.

Furthermore, a growing number of business services are needed in association with
the various phases of the product life-cycle, which led to the notion of
service-enhanced product. For instance, in the case of solar energy, such business
services can include: services for operation monitoring (energy monitoring, monitoring
reports, system performance testing, site security, data analytics), preventive mainte-
nance (panel cleaning, vegetation management, wildlife prevention, water drainage,
retro-commissioning, upkeep of systems), corrective/reactive maintenance (on-site
monitoring/mitigation, critical reactive repair, warranty enforcement), condition-based
monitoring, other support (training, audit), etc. [3, 4]. These services add value to the
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physical product, representing a great differentiation factor and creating space for new
business opportunities.

With the exception of a few large companies, the market offer is rather fragmented
while, from the customer side, there is a clear demand for the provision of integrated
services (Fig. 1). The provision of integrated services also calls for collaboration
among multiple stakeholders.

In this context, there is a need to deal with different collaborative networks,
operating at different stages of the life-cycle of the product and associated business
services, which motivates the following research question:

What is a suitable platform and associated tools to support collaborative enterprise networks
involved in the life-cycle of complex service-enhanced products?

This work was performed in the framework of the European research project
GloNet which addressed the development of an agile virtual enterprise environment for
networks of SMEs involved in highly customized and service-enhanced products [5].

The project developed a cloud-based system, which comprises a cloud-based
platform offering multiple collaboration spaces [6], and a collaborative networking
framework including functionalities for specification of products and business services,
and management of collaborative networks (Fig. 2). This paper is mainly focused on
the implemented subsystems for management of the various networks.

2 Collaborative Networks Management

A number of sub-systems are provided in GloNet to support both long-term strategic
networks and goal-oriented networks.

Fig. 1. The need for integrated business services
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Long-Term Strategic Networks Management. The main purpose of this sub-system
is to promote preparedness of its members for collaboration [7]. In the context of this
network a growing number of service-enhanced products are created, leading to a
product portfolio of the network.

Although this network is a typical virtual organizations breeding environment
(VBE), the aim of supporting the glocal enterprise concept led to the involvement of
the customer and other local stakeholders in the target market. In other words, for each
target market the core VBE is extended with the inclusion of local members. In fact, the
selection of partners for each goal-oriented virtual organization (VO) considers the
extended recruitment space, as illustrated in Fig. 3.

The functionalities developed for this component support the main steps illustrated
in Fig. 4:

• members’ recruitment, including basic management services of admission and
withdrawal of members;

• members’ profiling, with members and network profile and competencies definition,
network performance management, among other functionalities; and

Fig. 2. GloNet system architecture

Fig. 3. Extended VBE
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• VBE analysis, through services that enhance the VBE life-cycle, including func-
tionalities for trust management among VBE members and assessment of the
alignment of their value systems. Additional analysis tools could be plugged here
through a web services interface.

Virtual Organizations Creation and Negotiation Subsystem. As mentioned above,
for the creation of VOs, members are first selected from the core VBE, but additional
members can be added, namely local entities from the geographical region of the
customer [8]. When an order for a new product or new integrated business service is
received (the business opportunity that triggers the VO formation), the VO Planner
initiates the creation process. This includes, among other steps, the detailed specifi-
cation of the product or service order, the selection of the partners according to the
necessary skills and competences, and the elaboration of the agreements and contracts
that will regulate the operation of the VO. Figure 5 summarizes the main steps of the
consortium creation process:

• Consortia generation. This step aims at choosing a suitable set of partners to form
the consortium for the VO [8]. It considers the requirements for the new VO, which
depend on the specification of the new product or service, namely the necessary
competences the potential VO Partners need to have. This is done performing a
match with the existing competences in the VBE to identify the members that are
suitable candidates to be part of the VO [7]. Then, a list of all possible VO com-
binations is generated automatically out of the members that can satisfy each goal.
Furthermore, there is the possibility to manually impose “mandatory” or “preferred”
partners in all possible consortia.

• Filtering and selection. In order to select the most appropriate consortium out of the
list of previously generated consortia, the VO Planner can identify and assess, to
certain extent, the risk level of each potential consortium [9]. In the current

Fig. 4. Business ecosystem management
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implementation, the system can infer the alignment level of the value systems of
potential partners, as well as their level of trustworthiness [10]. Depending on the
application domain, additional criteria could be added here. For instance, in the case
of logistics-related goals, it could make sense to consider the geographical location
of the potential partner. Nevertheless, the system provides a ranking of the potential
consortia according to the selected criteria, being the final selection done by the
human planner.

• Negotiation. After having selected suitable partners to form the consortium, it is
also important to have a negotiation mechanism that supports the process of
achieving agreements among them during the VO formation. These agreements will
then be the basis for the governance principles of the VO during its operation phase.
The implemented negotiation support functionalities facilitate the participation of
multiple stakeholders in the negotiation of different subjects via a set of mechanisms
that ensure the privacy and confidentiality (“virtual negotiation spaces (VNSs)”) [8].
For each topic/clause that needs to be negotiated, the VO Planner can invite a subset
of (potential) partners into a specific VNS. The agreement can be built following
either a default or customized template. Templates contain general information
agreed by all involved partners, but also specific clauses agreed by a set of partners.
The agreement is represented in the form of a readable document.

After the VO agreement is reached, the VO Planner can create a dossier comprising
all relevant documentation related to the specific consortium agreement. This package
of documents is stored in an electronic notary system to which all VO partners need to
access in order to digitally sign the agreement. The existence of an e-notary system at
the level of a VBE is particularly relevant in a glocal (multi-cultural) context in order to
avoid future misunderstandings during the operation of the VO. The developed Elec-
tronic Notary and Conservatory Sub-system provides mechanisms for signing

Fig. 5. Partners’ selection and negotiation
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documents and the possibility of exchanging agreements-related documentation with
warranty of authenticity and validity. Furthermore, it provides a safe archive for such
documentation. In this sub-system, the following main concepts are used:

• Dossier: a collection or folder that comprises several documents. Only a limited
number of users will have access to a dossier, and the access is managed by the
owner of the dossier, i.e., the user who created it (typically a VO Planner). In other
words, the dossier represents a set of documentation for a specific consortium
agreement, that is, a package of documents that support the consortium agreement;

• Signature: referring to a digital signature of a document. A consortium agreement,
in order to be valid, will be signed by all involved partners; and

• File Certification: confirming the validity of a document. An authorized VBE
Member may verify if a certain file has maintained its integrity or if it has been
deceived.

Depending on the corresponding access rights, a user of the e-notary system is able
to properly manage dossiers, sign and verify document signatures, etc. The sequence of
use of these functionalities is illustrated in Fig. 6. For digital signatures and certification
an asymmetric keys mechanism is used.

Supporting Co-creation Networks. In order to facilitate co-creation/co-design pro-
cesses, a collaborative environment for multi-stakeholder based design of new business
services, the Services Co-Design Negotiation (CoDeN) sub-system, was developed
[11]. The involved participants (including the customer) in this process are initially
selected by the initiator of the co-creation process. Similar to the Negotiation support
sub-system for VO creation (mentioned above), this sub-system is also intended to

Fig. 6. e-Notary services
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generate an agreement that represents all consensus reached on the characteristics of a
new business service. However, in this case, the process of reaching consensus is based
on the service design methodology [12] that serves as a guide for the negotiation.

As illustrated in Fig. 7, a number of templates are used: stakeholders mapping, to
identify the relevant stakeholders that have to be considered for direct and indirect
contact with the new business service; service blueprint diagrams, considering: User,
highlighting what the customer of the new business service does; Touchpoints, to
identify the moments and places when the customer gets into direct contact with the
new business service; Service direct contact and Service back office, to detect what
should be the behaviour of the new business service staff; and Means and processes, to
identify what else can be involved with the new business service.

The co-design involves thus a specialized iterative negotiation process, guided by
the mentioned templates.

Supporting the Emotional Equilibrium of the Network. The emotional equilibrium
of a network contributes to supporting a healthy and sustainable collaboration among
all the involved parties and in this way leverage the success rate of the collaborative
network. Emotions play an important role in promoting the effective management of
communications and interactions among participants, namely in what concerns dealing
with soft issues such as inter- and inter-organizational abilities, problems in keeping
team cohesion, leadership, decision-making, involvement of customers, potential
conflicts resolution, etc. [13, 14]. Furthermore, it is assumed that emotions also con-
tribute to the sustainability of the network, so the more positive the emotion is, the
healthier the collaboration becomes and on the other hand, negative emotions constitute
a risk factor [15].

Fig. 7. Service co-design support
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In this context, an emotions-based supervision sub-system was also developed. This
sub-system uses a collection of non-intrusive mechanisms to estimate the level of
emotion of each member individually and of the collaborative network as a whole
(collective emotion). Figure 8 illustrates the adopted approach which comprises:

• a non-intrusive evidence gathering module that aims to collect the emotions’ related
data comprising both the member’s and collaborative network’s emotional
information;

• an emotional reasoning module that uses the collected information and estimates
(through a rule-based system): (a) the members’ emotional state, and (b) the col-
lective emotional state;

• the members’ emotional state module shows all the corresponding evidences
information and emotional state of the member;

• the collective emotional state module on its turn presents the evidences regarding
the network as a whole and the collective emotional state;

• a recommendations’ processing module that aims to give support to the network
administrator by suggesting a plan of actions to enhance the collective emotional
state of the network. These actions are merely suggestions and it is up to the
administrator to put them in practice.

All these sub-systems are part of the GloNet system [16], which provides a
cloud-based collaborative environment and includes other functionalities developed by
the other partners of the GloNet consortium, such as a product specification subsystem,
a business services specification sub-system, sub-product/service recommendation
sub-system, complex product portfolio repository, collaboration spaces, and workflow
subsystem.

Fig. 8. Emotions support system approach

188 L.M. Camarinha-Matos et al.



3 Validation

The developed functionalities and methodological guidelines were evaluated through
the implementation of a realistic demonstrator in the solar energy sector. For this
purpose, GloNet selected as case study the Charanka solar park in Gujarat, India, a
contemporary project in which the iPLON partner participated in the Operations and
Maintenance system. The Charanka project started during the early phases of GloNet,
when relevant research results were not available yet, and thus it was mostly imple-
mented through traditional methods in this sector. At that stage, only a small influence
of GloNet could be noticed in terms of the use of the CNs concepts to help iPLON
structure the various partnerships under the notions of VBE and VO. But the involved
processes were essentially manual at that stage.

Nevertheless, the available data, acquired experience, and lessons learned, that are
recent and thus easily recalled, constituted an important basis to help assessing the
potential impacts of adopting GloNet results in similar future projects. As such, the
strategy was to use Charanka solar park as a reference case and to replicate, through the
use of GloNet results, some relevant business scenarios selected from this case and to
compare them with the traditional approaches (Fig. 9).

This case, where a European SME expanded its business to another continent in
collaboration with local stakeholders, also provided insights on the implementation of
the glocal enterprise concept.

According to the assessment made by the end-users, the platform and collaboration
support tools fit well the needs of the use case, although some improvements in the user
interface style could be considered when evolving to a commercial product. Although the

Fig. 9. Demonstration and validation pilot
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needed organizational changes are significant, the expected potential benefits are also very
high, at least as it can be estimated at this stage. Furthermore, the conceptual framework
for collaborative networks and service-enhanced products proposed by GloNet:

• Offers SMEs the opportunity to implement new business models based on
collaboration;

• Certainly requires a change in the mind-set of companies operating in the solar
energy and intelligent buildings sectors, which are more used to sub-contracting
relationships; this also requires an extensive training plan;

• Offers SMEs the possibility of jointly having a more agile response in dynamic
market contexts; and

• Provides an effective way of implementing the glocal enterprise concept, allowing
SMEs to expand into new markets in other regions.

As part of the validation process, a group of external enterprises, i.e. members of
the solar energy VBE (including about 40 enterprises), were invited to get a closer
understanding of GloNet vision and solutions. This process involved a couple of
training actions and an extensive workshop with demonstration of the implemented
system. These external users were then invited to assess the various functionalities of
the GloNet system. A partial example of their assessment is shown in Fig. 10.

The collected opinions regarding the CN management subsystem show a good level
of agreement with the proposed functionalities. The combination of VBE and VO
concepts in the system was particularly appreciated by the users. Regarding the
emotional support subsystem, the assessment was also globally positive although with
some natural dispersion of opinions. The inclusion of “members’ expectations” as
inputs for the tool was particularly appreciated by participants.

4 Conclusions and Further Work

GloNet developed an integrated environment to support complex and highly custom-
ized products. Particularly in the case of solar power plants, the collaborative enter-
prises networking, the notion of glocal enterprise, and the focus on supporting

Fig. 10. Example of validation results
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multi-stakeholder integrated business services, appear as very promising for future
developments in this sector. The solutions developed in GloNet and demonstrated in
the implemented pilot confirmed this expectation, and proved a very good fit with the
identified needs. Furthermore, the developed functionalities contributed to point out
new directions for achieving higher levels of effectiveness in the core business pro-
cesses. Of particular relevance to the end-users is the set of mechanisms, environment,
and tools to support multi-stakeholder co-creation/co-innovation in collaboration with
the customer and local entities close to the customer.

As future work, this use case also showed the need to further address the needs of
multi-cultural business ecosystems involving members from different geographical
regions.
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Abstract. Smart Products are ubiquitous in enterprise’s businesses. They
communicate over cross-company networks and generate a large quantity of data.
By analyzing and filtering these data, enterprises are enabled to create innovative
business models. These service innovations are offered to companies on service
platforms. Furthermore, these platforms can be integrated in the innovation
process. Users are enabled to voice their needs with respect to a particular service
on this platform. A group of service enterprises address these demands by using
the platform as a collaborative network and form a short-term virtual enterprise.
They jointly develop a customer-specific service. There are some obstacles that
need to be overcome in order to operate such platforms and form collaborative
networks on them. This paper identifies and analyses the platform’s framework
conditions which are required to address this issue and allow the enterprises to
form a short-term virtual enterprise. Based on this work, the concept of such a
platform can be defined in a next step.

Keywords: Service innovation · Collaborative network · Service platform ·
Smart service

1 Introduction

The use of information- and communication technologies in business and society are
nowadays taken for granted [1]. Especially concerning the consumer service industry,
the disruptive force of digitalization has changed business fundamentally. New digital
platforms have changed the business structure for example in the music industry as well
as the cinema and television industry. Old value added structures have been abolished
and replaced by new innovative business models. Dominant players, ruling the market
in this field by establishing platforms are e.g. Apple (iTunes), amazon and Netflix
[2, 3]. In comparison to consumer services, industrial services are executed in a business
to business relationship. They are characterized by a high connection to the industrial
good [3, 4]. However, the obstacles for the digitalization of the business models of
indusial services are much higher than in the consumer services. Three reasons for this
can be identified. On the one hand the complexity of products and services is much
higher in the business to business relationship. Industrial services have much higher
requirements with regards to the qualifications of a service provider. Furthermore the
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markets for industrial services are much smaller and regional focused. Developing costs
and market-introduction costs for new digital solutions do not seem to amortize. Finally
entering the industrial service market is often very difficult. Consumer services can be
offered and executed via internet whereas the connection of small and regionally focused
service providers is more difficult.

However, these obstacles should not be seen as a general hindrance for the digitaliza‐
tion of the industrial service industry. These obstacles rather explain why the digitalization
is growing fast in some markets whereas other markets are still lagging behind. However,
in the industrial sector fundamentally changing forces already appear [5, 6]. Established
value creating chains will be changed fundamentally or will completely vanish. They will
be substituted by value creating networks and virtual enterprises formed on platforms [7].
These value creating networks will not only change the process of executing services, but
also the organizational structures and most importantly the way services are being engi‐
neered. The division of labor between producer, supplier and service provider as well as
their business models will be changed by digitalization [6, 7].

The place where producer, industrial service provider and software companies coop‐
erate and form networks are upcoming digital ecosystems. Every company changing
their way of thinking on value creation and using these ecosystems for their business
models will have a competitive advantage [7]. Therefore the ongoing transformation of
business models by digitalization will not only be a challenge but simultaneously a
chance for small to medium sized businesses [7].

Now small to medium sized businesses have the chance to participate in building
value creating networks. This can be achieved for e.g. by establishing new digital stand‐
ards and enabling the access to data and information. One of the new digital standards
can be platforms on which innovative services are engineered by a network of companies
forming a short-term virtual enterprise. This platform can either be operated by one
company or otherwise by a consortium of firms, in order to avoid a dominant party.
These kinds of platforms can be an important part of the new digital value creating in
networks. In the following paper the framework requirements for such a platform will
be discussed and illustrated by a use case.

2 Background

Platforms are building the new digital infrastructure of our economy by offering new
types of collaboration within value creating networks. It means that platforms map
business systems in which actors and their products as well as processes become inde‐
pendent from the used hardware. Regarding product-service-systems platforms provide
the specific cooperation between product manufacturer and service providers. Services
platforms are a perfect opportunity to combine physical and digital services as a so called
smart service. Meanwhile platforms define standards, tools, processes and interfaces.
Therewith they characterize the game rules of interaction between the actors and objects
[6, 7]. To get to the bottom of platforms hereinafter the basics of service engineering,
service networks and virtual enterprises. Service Engineering deals with the question of
how to develop new services including product-service-systems.
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Service Engineering describes the target orientated planning and design of services
[8, 9]. According to intelligences from product and software development the core
element of service engineering is the process design of services [10]. Therefore service
engineering follows an iterative approach, utilizes methods and tools to measure effi‐
ciency as well as effectiveness of services. The target is to provide high quality services
[11, 12]. Based on the work of JASCHINSKI [13] a DIN-standard (DIN is the German
Institute for Standardization) had been developed in the form of a reference process.
Due to the fact that services are more and more provided within a service networks [14]
the question of cooperation and collaboration becomes a key challenge. Though the
reference process by DIN enables service development for networks the research land‐
scape on cooperation and networks cannot be seen as homogeneous in general. There
are rather various theories which in each case are based on insights from different busi‐
ness sectors [15, 16]. Nevertheless the research field of networks can be divided by three
main characteristics. The relation between network partners can be seen as the main
characteristic. Further the examined phase within the evolution process of a network
helps to structure research on networks. As the third characteristic the perspective on
the network is quoted [10].

A closer look should be taken into virtual enterprise structures because these are also
aiming at collaboration between different organizations. Matos lines out that those
virtual enterprises are information centered and its concepts had been developed to
maximize reactivity between the actors. For instance in engineering this goes hand in
hand with concurrent and co-engineering. Virtual enterprises request a management
system to organize its activities and procedures. On the working level technical
constraints like interoperability can be seen quite often but in general there is a strong
need to define interfaces on all levels [17]. To prevent a large, complex and uncontrol‐
lable system MATOS proposes need-oriented acting. Therefor he divides virtual enter‐
prises structures into three different classes by its complexity and lifetime. The first type
of structures is based on a single market opportunity with a short term perspective. These
need only a few co-working activities and work mostly in asynchronous collaborative
phases. The system controls on a high level while sub-activities have to be managed by
the internal departments. Each sub-activity than has to be assigned to a specific virtual
enterprise member who confirms on in- and output. The states of synchronization,
resources and the actors themselves have to be determined by the global control system.
In the result the system has to provide information by an Inter-Organizational Informa‐
tion System (IOIS) and a partner management system. The second type of virtual enter‐
prises is characterized by more complex collaborations crossing company boundaries
meaning collaborations between companies, its partners, customers, suppliers and whole
markets [17]. This implies a possible global exchange, partnership or even subcon‐
tracting. In the resulting increase of coordination expenditure these types of extended
enterprises have to connect external supply chains and information systems with internal
systems. In addition the requirement of a high flexibility comes up. For partnerships
where robustness and reactivity are the main focus, virtual enterprise structures as a
consortium are recommended. Here internal competition could lead to more efficient
resource consumption but results simultaneously to less flexibility.
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Platforms are tackling a hand full of challenges within service design, value-adding
networks and especially in digitalized virtual enterprises. They allow new business
models and extend value streams. It is foreseen that platforms become dominant in
value-adding networks by defining standards of collaboration. Existing manufacturer
and service providers have to be aware of the upcoming risk of their replaceability in
value streams or networks. Especially small and medium enterprises should use the
opportunity to use open platform structures. These also prevent monopoly-like structures
with in a single digital market. Summarizing platforms save employment and make
growth potential accessible by providing optimal and modular types of collaboration.

3 Framework Conditions Forming Collaborative Networks on
Smart Service Platforms

Innovative service-engineering provided by two or more companies forming collabo‐
rative networks on service platforms is hindered by some challenges. These challenges
can be addressed and overcome by framework conditions which the platform must meet.
In this chapter these framework conditions will be introduced and explained. In the
following chapter these frameworks are illustrated by a use-case, covering the service
engineering of maintenance services.

As stated above, some approaches (BAUER and SCHOBERT as well as ZAHN and STANIK

[18, 19]) described service engineering in collaborative networks. However, the smart
service platforms face other challenges and therefore need other framework conditions.

Service engineering by collaborative networks on service platforms unleashes its
potential by integrating cyber physical systems. Therefore each company connects its
cyber physical system with the platform. By doing so these cyber physical systems are
enabled to autonomously provide data on the platform, for the use of service engineering
processes and simultaneously ask for service solutions on the platform. Therefore the
platform has to provide different interfaces in order to enable every company to connect
their cyber physical system to the platform. As these sensitive connections and data are
exposed to the platform, a data security concept has to be developed in order to protect
companies’ data and IT-systems. This can be achieved by software programming, inde‐
pendent servers and server location as well as specific entry requirements for the plat‐
form which have to be passed by every participant. Additionally the availability of data
has to be guaranteed. The engineering process on the platform can only be executed if
the needed data is provided by the companies and their cyber physical systems [7].

Usually the data generated by cyber physical systems is unstructured informa‐
tion [7]. As the service engineering process on the platform can only handle struc‐
tured and refined data.

Another framework condition is the critical mass of platform participants. A critical
mass is achieved when the platform participants provide all the competencies, which
allow them to form a collaborative network on the platform and engineer an innovative
service for the demand of the costumer. This critical mass allows the access to all relevant
data for the service engineering process.

Another framework condition is the operation of the platform itself. The platform
can be operated by a third impendent party, by some participates of the platform or by
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all participants of the platform. However, a neutral operator establishes an atmosphere
of trust for the participants of the platform [7].

Another framework condition are the entry requirements. Data security is a very
important issue for smart service platforms, as they are connected to the cyber physical
systems and infrastructure of each participant. The definition of entry requirements,
which every participant has to pass, allows the operator to control the platform and help
the participants to gain trust in to the platform.

The platform has also to provide framework conditions on the process level. First
the platform needs a standardized process for enquiring demands of services. Basic
characteristics need to be defined, which help the platform-management-system to
match the service provider’s competencies profile with the enquiry. Furthermore the
platform has to provide framework conditions on how the collaborative network is
formed on the platform. It has to define whether a party is included or excluded. Further‐
more, framework conditions with regards to the service engineering process itself need
to be defined. Requirements, competencies and restrictions need to be cleared by the
platform in order to transfer relevant subtasks to the appropriate service provider.

An overview of the mentioned framework conditions is pictured in Fig. 1. They are
arranged under three generic terms which are data, participants and process. In the
following chapter a use case is presented focusing on a complex maintenance task. The
use case demonstrates the framework conditions in the course of an example.

Data

Interfaces

Data Security

Data availability

Smart data 

Participants

Critical Mass

Platform Operation

Entry requirements

Process

Standardized 
enquiry

Forming 
collaborative 

network

Service Engineering

Fig. 1. Framework conditions

4 Use Case – Complex Maintenance Task

In the previous chapter, the framework conditions which provide the platforms required
to facilitate a smart service engineering process were described and explained. This
chapter exemplary demonstrates these framework conditions on the basis of a use case,
focusing on a company, which has machines and software forming a cyber physical
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system. The company wants to be a participant of a smart service engineering platform,
which has a critical mass of participants and an independent platform operator. Here the
participants can form collaborative networks in order to engineer innovative services.

At first the company has to pass the entry requirements for the platform. This allows
the platform operator to guarantee the data security and data availability of the platform.
In the next step, a connection between the company’s cyber physical system and the
platform has to be established (Fig. 2).

Platform

A Company

A

C

B

D

E

F

G Machine operator

Information and Data

Enquiry

Service engineering 
process

Fig. 2. Use-case – complex maintenance task

During operation the company’s cyber physical system detects a demand for a
complex maintenance task, which neither can be processed by the company itself nor
by one subcontractor. Therefore the company’s system autonomously enquires this
complex maintenance task on the platform. This enquiry is standardized by a set of
specific features, which inform the network about the characteristics of the maintenance
task (e.g. duration, subtask and price). The company’s system transfers only a set of
refined data on to the platform. The platform then autonomously forms a collaborative
network of specific service providers (participants of the platform) whose competencies
match the characteristics of the maintenance task. They share the provided data on the
platform in order to engineer the service for the costumer.

5 Conclusion

Digitalization is changing the value adding structure in various industries. (cf. iTunes,
amazon and Uber) However, some obstacles for digitalization can be identified, which
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define the pace of the digitalization especially in the industrial service sector. Value
adding networks form digital ecosystems where producer, industrial service provider
and software companies collaborate and engineer innovative services. The data need for
the service engineering process is generated by the cyber physical systems of each
company participating with the platform.

The paper introduced ten framework conditions. They arranged under three generic
terms named data, participants and process. The framework conditions interfaces, data
security, data availability and smart data are sorted under the term “data”. The term
“participants” include critical mass, platform operation and entry requirements. The last
term is “process”. This term aggregates standardized enquiry, process of forming collab‐
orative network and service engineering process. Platforms meeting these conditions,
allow a collaborative service engineering process with data generated form cyber phys‐
ical systems. In chapter four these framework conditions are illustrated by a use case.

In a next step the framework conditions can be used in order to design and program
a platform for collaborative service engineering processes.
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Abstract. Collaboration between large and small & medium-sized enterprises is
still not adequately supported by current groupware solutions. In this paper, we
present a novel approach that addresses the challenges of inter-enterprise collabora‐
tion. Key elements of our approach are: interoperability to legacy applications to
retain current working styles, basic services for sharing and management of shared
collaboration spaces, use of email for collaboration especially on the SME’s side,
information extraction to enable semantic search in inter-enterprise collaborations
and automatic tagging of documents, and integration of business process models.
We evaluated the approach on three application cases in the workplace: new product
development, software development supply chain, and supply chain collaboration
between SMEs and LEs. Our results suggest that the implemented services are bene‐
ficial in typical cooperation situations between enterprises.

Keywords: Groupware · Interoperability · Lightweight semantics · Virtual
enterprise

1 Introduction

Collaboration between large enterprises (LE) and small and medium-sized enterprises
(SME) is often solely based on exchanging documents via email. The advantage of email
usage is the interoperability of email clients, which means that it is straight forward and
easy to distribute documents and other information to co-workers even if they are using
different email clients. There are drawbacks with email usage: for example, email usage
could lead to divergent document versions, does not provide awareness about activities
of co-workers, and could overwhelm users with messages.

However, even if some of the cooperating enterprises are using collaboration suites
(groupware), there exist several reasons to collaborate via email:

• the cooperating enterprises are using different collaboration systems that are not
interoperable,
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• even if the cooperating partners agree on a common collaboration system, then espe‐
cially SMEs often do not have the resources to buy, install and use all the different
collaboration suites of their LE partners,

• if one partner is already using a collaboration system, then often external partners
are not allowed to register with the partner’s collaboration suite,

• the compliance rules of the cooperating enterprises do not allow to use services in
the cloud, such as Doodle for scheduling or Dropbox for sharing.

In this paper, we present a novel solution to this interoperability problem. After a
section with related work, we will report the details of our approach. The description of
the VENIS application cases, the method and settings for the evaluation as well as the
presentation of the evaluation results follow. Finally, we present a conclusion and future
work.

2 Related Work

Interoperability of collaborative working environments (CWE) has been previously
studied and prototypically tested in several research projects. A Reference architecture
for interoperable CWE systems as well as concrete implementations can be found in [1]
and [2]. This generic architecture is still inspiring; however, our approach focuses on
integration of modularized services and connects to enterprise repositories and legacy
systems.

Email is still widely used today even if there are problems and implications of
message-based patterns for organizing collaboration [3, 4]. For example, exchange of
documents as email attachments cause extra coordination work for the co-workers and
multiple copies of the documents are stored in the users’ email inboxes. In addition,
information overload could be a problem especially when distribution lists are used.
This research supports our decision to integrate email in inter-enterprise collaborations.

In [5] a model for automatic suggestion of shared spaces when a user composes an
email is presented, i.e. email is posted to relevant shared spaces such as wikis, for
example. This approach preserves email usage as our approach does, but we go further
and integrate attachment stripping and named entity recognition to support semantic
search. Our work on email analysis, information extraction, enterprise search, and light‐
weight semantics has been reported earlier [6–9].

3 The VENIS Approach

The requirements for the VENIS approach were elicited from an analysis of LE-SME
collaboration settings and the three application cases. These requirements informed our
design that was mainly driven by the desire to combine the ad hoc features of email,
lightweight semantic technologies, and business process support into distributed serv‐
ices to enabling interoperability and collaboration between enterprises.

The VENIS services for interoperability (VSI) are included in so-called VSI nodes,
which are connected in a network, see Fig. 1. Usually each collaborating enterprise hosts
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its own VSI node, but, for example, very small SMEs could be invited to connect to a
VSI node of an enterprise they are collaborating with. At the network level, the VENIS
network administrator manages the Yellow Pages Server and keeps the network config‐
uration up to date.

VENIS DASHBOARD

VSI NODE ADAPTER

ENTERPRISE
LEGACY SYSTEMS

REPOSITORIES

GROUPWARE

SERVICES

EMAIL

INTEGRATION

INFORMATION

EXTRACTION

PROCESS

MANAGEMENT

VSI NODE 

Fig. 1. Conceptual model and components of VENIS.

The VENIS services for interoperability comprise basic groupware services: sharing
of artifacts, management of shared collaboration spaces, membership management, and
means to notify members about ongoing activities of co-workers. The traditional login-
password access mechanism is replaced by tokens, which enable collaboration members
to access and to revise shared artifacts as well as to upload new artifacts.

The VENIS approach integrates email into collaborative processes. For example,
tokens to access artifacts are sent via email. In addition, attached documents are auto‐
matically stripped of and become thus part of the addressed collaboration space. Further‐
more, email conversations are input for indexing and information extraction.

The means for searching are based on indexing and information extraction services
from emails and human-readable documents in collaborative processes. The extracted
semantic information is stored in a semantic network as a free collection of types. In
earlier research work [9] default annotation types for business documents have been
identified: organization, person, address, product, document, inventory, etc. The type
organization, for example, is sub-structured into attributes such as name, organization
identifier and tax registration number. The type of a document could be invoice, order,
contract, or change request. The extracted semantic information enables rich semantic
search over emails and collaboration artifacts.

The VENIS approach facilitates usage of business process models in collaborative
processes, i.e. management and control of the collaboration flow is supported by noti‐
fications and task lists. Assume, for example, that a LE-SME business process model
has been created, then the execution triggers an event and an email will be sent to the
SME employee containing the token for a particular document. The SME will receive
the token and will get access to the business document to work on it. After finishing the
work and uploading the updated document, other co-workers are informed and the busi‐
ness process continues with the next steps.
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There is, of course, a graphical user interface – the VENIS dashboard – available
that offers all basic groupware functions, search functions as well as functions for task
management to co-workers and it displays an activity stream.

The concept of adapters is used to connect VENIS services to enterprise repositories
and legacy systems. Currently there is a basic set of adapters available that seems to be
sufficient for SMEs: FTP, WebDav, SQL data bases, etc. The Engineering’s application
case ‘new product development’ uses an adapter to connect to the portal and collabo‐
ration software Liferay. From an end-user’s perspective, adapters help preserve current
working styles.

For a detailed description of the VENIS approach, please refer to the project docu‐
ments ‘D5.3 VSI Online’ and ‘D6.2 VSI Prototype’ [10, 11] and videos [11].

4 Style of Working and Description of Application Cases

The style of working for LEs and SMEs differ because large enterprises usually handle
business processes and documents in a more formalized way. An ideal case of intero‐
perability would be the exchange of business data via standardized documents, for
example, using CoreComponents, EDI or ebXML. However, SMEs often handle busi‐
ness documents in human-readable format such as doc, pdf or html and the fixed working
procedures driven by legacy applications are missed. These procedures are replaced by
the SME employee’s decisions and actions taken according to the usual unwritten way
of working [6].

The three application cases reflect these different working practices. For example,
the application case depicted in Fig. 2 focuses on the exchange of resources between
SMEs and LE and the interaction of distributed working groups within a business
process. Collaboration steps between a prime contractor, a partner company and a
supplier are shown.

The application case ‘software development supply chain’ illustrates the situation
that a provider, requiring an implementation of a complex software project, needs addi‐
tional resources from suppliers. In this application case the VENIS support focuses on
the quick identification of suppliers by their skills and on easy management of technical
and contractual aspects between provider and supplier.

The application case ‘supply chain collaboration between SMEs and LE’ stands for
typical inter-enterprise collaboration. The SME supplies IT and Telematics software and
hardware to the large enterprise as well as staff when required so as to fulfill the needs
of their control room staffing requirements. The collaboration includes procedures of
getting quotes and orders from the LE to the SME, while the SME provides either quotes
or fulfills the orders that have been sent.

Altogether, the three application cases are typical for current LE and SME collabo‐
ration and require almost all features that are available in the VENIS services for enter‐
prise interoperability: adapters to connect to legacy systems and enterprise repositories,
basic groupware services, email for messaging and token-based access to shared docu‐
ments, functions for searching and business process support.
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Fig. 2. Application case ‘New product development’.

5 Evaluation Method and Settings for Application Cases

The VENIS approach was evaluated for all three application cases. The goal was to get
findings about usability, user friendliness, benefits, and finally an overall business
applicability of the VENIS approach as a whole. To evaluate these aspects, an on-line
questionnaire was used. The questionnaire was designed with the aim to cover all phases
of the software installation, configuration, deployment, and daily operation from various
user perspectives. To evaluate the usability in all the identified phases, three user roles
and their responsibilities were distinguished as follows:

• Technical system administrator - is responsible for the overall installation, configu‐
ration, and deployment of the VENIS network, as well as for the operational technical
maintenance.
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• Collaboration owner and administrator - uses the installed VENIS dashboard to
perform actions needed for set up and maintenance of collaborations, including
management of collaboration members, handling of business process models and the
repository of artifacts.

• Involved collaboration member - participates in an established VENIS collaboration.
By means of token links, this user role has a controlled read/write access to the shared
space of artifacts, is notified about the required tasks specified in business process
models or by owner’s commands.

In this paper we restrict the presentation of results to the user roles collaboration
owner and collaboration member, therefore we describe only these parts of the online
questionnaire. The questions for collaboration owners is composed by a block of 13
basic quantitative data (number of created collaborations, number of invited users,
number of tasks specified in business process models, etc.) and 16 questions referring
to collaboration set up, VENIS dashboard, actions for collaboration management, and
perceived security, usefulness and overall satisfaction.

The questions for collaboration members is composed by a block of 13 basic quan‐
titative data (number of accepted invitations to collaborations, duration of involvement
in collaborations, number of email notifications, number of artifacts received via token
links, etc.) and 23 questions referring to involvement into collaborations, work within
collaborations, navigation and VENIS dashboard, and also perceived security, useful‐
ness and overall satisfaction.

For each use case one application partner was responsible for the evaluation and had
to set up and customize the corresponding VENIS network. For example, the setting for
the application case ‘software development supply chain’ comprised two networked VSI
nodes. Two SME partners and one LE partner have accessed a shared space of collab‐
orations, employing adapters to connect to respective local resource repositories such
as TestTrack application, local file system, and FTP space. The selection of partners was
performed taking also into account their experience with tools and platforms used for
collaboration, so as to enable them to make an effective comparison and evaluation of
the VENIS services vs. other tools and platforms used.

6 Results from Evaluation

During winter 2015 the three VENIS networks were used by 24 people; one application
case involved 12 people, the other two involved 6 users each. 14 shared spaces for
collaborations were created and 120 artifacts were stored. Two application cases used
the support for business process models with 4 tasks on average.

The evaluation confirmed that the VENIS services could be successfully used for all
the three application cases and that usage of the VSI network has been beneficial (overall
effective and useful) to the different collaborative business processes. However, the
ratings from involved small and medium-sized enterprises were better than that from
the large enterprise, which is only little better than neither agree nor disagree. Moreover,
the evaluation results indicate that the VENIS services are generally applicable to a large
amount of typical collaboration situations involving large and small and medium-sized
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enterprises through its adaptability, integration of email and business process models.
For example, results from application case ‘supply chain collaboration between SMEs
and LE’ indicate that request for purchasing processes seem to be adequately supported
by automating manual tasks.

The deep integration of email into collaborative processes is beneficial for all enter‐
prises. Sharing of artefacts by sending them as attachments was mentioned by the large
enterprise as most frequently used method, the SMEs rely on token-based upload of
documents.

Tokens are used to access or upload documents, with the advantage that no login is
needed. The tokens are sent via email that implies a certain security risk. Despite this
situation our evaluation shows a rather positive rating and also confirms the usefulness
of the tokens for uploading documents.

The means for searching are based on indexing and information extraction services
and are automatically performed on email and other human-readable documents that are
shared in collaborative processes. Those services support annotation of documents and
enable full text as well as semantic search. The evaluation shows for collaboration
owners as well as for collaboration members a slight superiority of full text search over
the innovative semantic search.

The evaluation of the means for business process modeling and management of the
collaboration flow shows that the users see the potential of the business process support.
The robustness and easy to use aspect of the business process support is slightly positive.
For the participating SMEs the evaluation indicates that the VENIS services are able to
manage contractual aspects, support purchasing processes and make interaction with
suppliers easy than what it is in the usual way of working. For the participating large
enterprise the results for those questions are neither positive nor negative.

7 Conclusion and Future Work

Conducting the evaluation with three application cases provided valuable insights from our
users and suggestions how to further improve the VENIS services for interoperability. For
example, the overall evaluation of the VENIS dashboard was positive but additional func‐
tions such as move, copy, or mark as read for artifacts were requested. The integrated
support of business process models was appreciated, but the results suggest simplifying the
creation of the process models. The semantic search seems to be too complex for collabo‐
ration members and an improved user interaction is requested.

Currently the project team is working on improving the VENIS services. We believe
that the VENIS approach combining email, lightweight semantics and business process
support in a unified manner has sufficient potential to improve current styles of working
between large and small and medium-sized enterprises.
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Abstract. In today’s business, consumers are challenging manufacturers by
increasingly demanding low volumes of innovative, fashionable and inexpen-
sive products; adopting high quality standards; responding in smaller intervals
of time, and with high configurability and parameterization. This omnipresent
scenario poses challenging opportunities for collaborative networked organiza-
tions. The present paper addresses the main collaborative business processes
tailored for responsiveness and efficient use of knowledge on customized
manufacturing environments through a lean-based framework proposal for
collaborative networks inspired in the Set-Based Concurrent Engineering
(SBCE) methodology. In particular this work describes the ongoing imple-
mentation of the proposed concepts through a web-based collaborative portal.

Keywords: Collaborative networks � Customer-driven � Framework �
Set-based design

1 Introduction

The recent decades have shown at manufacturing level an expansion of collaborative
strategies addressing the small batches to lot one production of highly-customized
complex products. This is especially critical for innovative and/or fashionable products
with short to micro life-cycles. In fact, consumer needs and expectations are arising as
challenging opportunities for worldwide manufacturing companies which are required
to put more emphasis on the service levels they provide, by reducing response times
and by tackling customers’ specific demand needs of small series of innovative/
fashionable inexpensive high quality products, in shorter periods of time.

Facing a competitive market, companies’ managers are constantly challenged to
reduce the lead time between technical or market opportunity arising and satisfying the
customer need with full-rate production of a quality product. The time to market on the
case of innovative and fashionable goods is a critical factor, since all competitors get
access to new technical ideas and new market information at about the same time.
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On the other hand, with the increasing empowerment of the user/customer role, the
design focus has been shifting from a designer-centered approach to a co-designing
attitude in which the roles of the designer, the researcher and the ‘customer’ have been
moving increasingly closer. The implications of this shift for traditional manufacturing
networks are enormous. The current evolution in the design approach has a significant
impact in the product configurations, product volumes and response time, changing the
landscape of collaborative networking.

In order to conceive, design, develop, manufacture and supply such products, new
approaches and underneath supporting services for collaborative networking are
increasingly mandatory in order to companies succeed in addressing the market
demand through customer-driven value chains.

This paper addresses the multidisciplinary complexity of customer-driven value
chains creation for innovative/fashionable products, in particular, by tackling the main
collaborative business processes tailored for responsiveness and efficient use of
knowledge on customized manufacturing environments through a lean-based frame-
work proposal.

The proposed framework extends the lean product development principles followed
by the Toyota Motor Corporation and presented by D. Sobek as Set-Based Concurrent
Engineering (SBCE) [1] to the presently growing and increasingly significant envi-
ronment of Collaborative Networks (CNs).

This innovative lean-based framework is intended to cope with the challenges
posed by the omnipresent consumers demand of products with manufacturing of low
volume, high variability and increasingly reduced time-to-market expectations.

The remaining sections of this paper are organized as follows: primarily the
existing related literature and research questions are presented as background and
research topics, followed by the presentation of the set-based principles in collaborative
networks. Afterwards, the customer-driven value chain framework is portrayed.
Finally, conclusions and future developments are presented regarding the framework
instantiation and further improvement.

2 Background and Research Topics

The acceleration of globalization and rapid technological evolution are leading to an
increased unpredictability and instability. The emergence of global and competitive
markets are forcing the companies, especially in the case of SMEs, to adjust to this new
aggressive environment in order to proactively respond to challenging market
requirements with increased responsiveness and flexibility [2].

This competitive reality is intensified by the fact that the demand of consumer
goods, especially innovative and fashion products, have in the recent past forcing
manufacturers into delivering an increased number of product variants with a dramatic
reduction of products life-cycle. Furthermore, paradigms such as mass customization
and personalization are forcing companies to increased flexibility in order to produce
small batches, till one-of-a-kind product, to satisfy customer demand.

In many industries, an ever growing number of new products (often only incre-
mented modified) are introduced within increasingly shorter time intervals. In many
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cases, product life-cycles have been cut to one third or even one fourth over the past
decades [3]. Briefly, the modern business landscape is characterized by small batches,
short to micro product life-cycles, fast-passed new product releases designed to attend
increasingly knowledgeable, well informed, and demanding customers.

All these issues create a challenge for companies’ managers: how to address this
present-day consumers’ demand for personalized value-added products, but also cope
with it in terms of high quality levels, innovative functionalities and responsiveness?

Certainly, aligned with the objective to address this new customer demand chal-
lenges, there is a pressing need of new methods and tools for manufacturing value
chains supported in the collaborative network organizational paradigm [4]. This new
forms of networked organizations present a promising approach to deal with the need
to customer driven focus, reduced time to market of new products and cost effective
manufacturing in a cooperative and collaborative environment.

2.1 Customer-Driven Value Chains

Nowadays competition within the innovative and fashionable goods sectors is between
global networks and one of the critical matters are on how to put and execute inno-
vative managerial models and methods to provide and sustain collaborative practices,
especially among SMEs, which represents the majority of companies in Europe [5, 6].

The most recent research in the topic of supply networks addressed distinct forms
of business organizations that participate in value creation. They are distinguished for
example, by the degree of virtualization or hierarchical structure (hierarchical vs.
non-hierarchical networks), the value chain orientation (horizontal, vertical, lateral) and
life span (long-term vs. short-term) [7].

Research in collaborative networks of innovative and fashionable products have
identified six key phases in order to organizations address a specific market need till
final dispatch to the customer (see Fig. 1). It also have shown that each one of these
phases present relevant challenges regarding their complexity, time constraints and
resources consumption [8].

In face of these critical impact phases, the prevailing market environment asks for
flexible and reactive organizational structures which rapidly adjust to new manufac-
turing challenges and revise the business requirements accordingly. These new market
characteristics are compelling manufacturing networks to embody shorter life-time
existences and take advantage of new infrastructure technologies to support distributed
decision making, information sharing and knowledge management [2].

In order to answer to the consumer’s pressing needs and expectations, the para-
digm of customer-driven value chains is emerging in literature as a collaborative

Fig. 1. Market oriented manufacturing network phases
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approach [9–11]. Based on this new paradigm, new approaches to address and engage
market demand are envisioned. These approaches are based not only on traditional
sales distribution channels (as stores or sellers) but increasingly on an Internet mediated
interaction with consumers covering aspects such as product co-design, product cus-
tomization till final sale.

Exploratory work provided evidence to researchers that responsiveness is intrin-
sically related to competiveness. Namely, organizations can increase their ability to
compete based on product innovation, low time to market, low price and high delivery
dependability by increasing the firms’ responsiveness [12].

A direct outcome offirms and by extension collaborative networks responsiveness is
the reduction of the time to market. The time to market is the lead time between a
technical or market opportunity arising and satisfying the customer need with full-rate
production of quality products. The time to market lead time is critical since all com-
petitors eventually get access to new technical ideas and new market information at
about same time. The winner is the one which is consistently faster than competition. As
Li et al. states: “time to market is the ability of an organization to introduce new products
faster than major competitors” [13]. In reality there is a extensive acknowledgment that
time to market is a fundamental determinant for competitive advantage [14].

According to Ward [15] the time to market can be decomposed into the sum of four
periods: reaction time (period between the opportunity appearing and company
decision to invest); exploration time (period which the development team explores
alternative implementations); lock-in time (during which a final solution is detailed);
and fix-up time (during which the company tries to deal with the problems aroused
during the implementation of the solution) (see Fig. 2).

Inversely to the concept of ‘time to market’ there is the concept of ‘market miss’. In
reality, markets are missed because the development team fails to understand the
customer, or because it is not innovative enough and therefore missing the customer
needs on time or generating cost and quality problems [15].

Customarily, the development of a value stream inside companies or inside col-
laborative networks, produces operational value streams. Operational value streams run
from suppliers to manufacturers, into product characteristics, and finally out to cus-
tomers. Manufacturing units are the primary customers of the development value
streams. Actuality, the development process only has value if it enables manufacturing
operations to deliver better products to the final customer.

In conventional development processes the approach followed is the “waterfall” or
“V” methodology. In this approach, starting from the concept specification, first it is
designed the system, freezing the interfaces between the subsystems, then designed the
subsystems, following a top down method.

Fig. 2. Time to market periods (based in [15]).
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A similar “waterfall” approach is followed in the development process of collabo-
rative networks. The initial definition of the business opportunity leads to the collabo-
rative design of the product and subsequently to the process planning and the network
configuration definition. The Fig. 3 presents the similarities between the product design
process and the collaborative network formation process using the conventional
“waterfall” approach.

Although abundantly used this “waterfall” approach, it presents for several researchers
significant drawbacks. The followed top down approach means that critical systems
decisions about module or subsystems interfaces are made on the basis of early insufficient
data about what is possible. The resulting designs on products, processes or network
configurations are usually distorted and inconsistent, leading to usually low levels of
reutilization of parts, manufacturing systems or reconfiguration of networks [16–18].

In reality, is common for companies select suppliers through a bid process usually
based on cost. This approach requires the release of product specifications or drawings.
In many cases, this practice blocks the opportunity to identify what suppliers and
partners can actually do, and therefore which system design, module specification or
network configuration actually makes sense. Also, since the selection of network
members is based in many cases on the basis of quotation, which is in many cases, is
more a “promise” than a commitment.

A major consequence of the typical product development cycle based on the
“waterfall” approach in supply networks is the occurrence of problems that are dis-
covered late or in advanced phases of the design process. These problems force design
loopbacks and network reconfiguration (see Fig. 4) which often consumes 50–75 % of
engineering resources [19].

Fig. 3. Waterfall or traditional approach

Fig. 4. Loopbacks in “waterfall” collaborative networks formation
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In summary, the traditional “waterfall” approach presents several drawbacks which
include: inefficient use of resources due to the late problems discovery and the nec-
essary loopbacks; the discard of knowledge due to the early product concept definition
and design specifications which limits the network partners involvement and knowl-
edge generation; and finally generates poor and unreliable solutions in terms of
products and network configurations since it is based before the customer interests are
understood.

2.2 Collaborative Issues

The recent past has shown an extraordinary expansion in collaborative networks and
customer communities, especially due to the advances in ICT technologies, namely the
internet support and social networking. Manufacturers, designers and customers are
coming together in online communities, where they publish and share their products and
services experiences, assessing the manufactures, vendors and service providers effec-
tiveness [20]. Increasingly, consumers are participating both in the front-end period with
contributions to the idea generation and conceptualization, and the back-end period with
involvement in the sketch, design and testing phases of new product development by
enhancing the innovation process and thus co-creating value [21].

Simultaneously, due to the business increasing emphasis on technological inno-
vation and the improvements in ICT technologies, a growing number of designers and
network stakeholders use knowledge management tools and integrated systems to
support innovation in collaborative design [22].

The recent research shows that collaborative design is a knowledge-based path,
requiring not only experts with knowledge and experience on different multidisci-
plinary areas, but also requiring the integration and coordination of the design and
development phases of different actors. The challenge of providing reliable and fully
operational collaborative design and knowledge management systems increasingly
relies in integrated platforms but also practices and methods that promote and sustain
the development coordinately [23].

3 Set-Based Approach in Collaborative Networks

The concept of set based thinking was initially conceived by researchers from MIT and
University of Michigan in the late 90’s. Starting from Toyota’s product development
success practices, Allen Ward and is team developed what they latter labeled as SBCE
(Set-Based Concurrent Engineering). From the field analysis conducted from D. Sobek
simultaneously at Toyota Motor Company and Chrysler, it was evident that Toyota’s
product development practices surpass its competitors. Toyota is an industry leader in
product development lead time and new product launches, while using fewer resources
than its competitors. It has also shown consistent market share growth and profit per
vehicle. Toyota never performs unplanned design loopbacks; had a systematic knowl-
edge sharing across projects; achieve 80 % engineering development value-added
productivity (4 times the typical automobile manufacturer); and never misses its mile-
stones dates [24, 25].
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Sobek summarized the definition of SBCE as engineers and product designers
“reasoning, developing, and communicating about sets of solutions in parallel and
relatively independent” [1]. In fact, according to the lean approach from Toyota, the
most important input to production is knowledge. Starting from this paradigm, Toyota
doesn’t understood product development as a series of steps that result in a final
product, but rather as an inclusive environment that yield a stream of products.

In order to acquire this ‘knowledge breeding environment’, the set-based approach
followed by Toyota seeks continuously to obtain usable knowledge from the following
sources:

• Integration knowledge - includes learning about customers, suppliers, partners,
designers, the manufacturing network, the market;

• Innovation knowledge - the conception of new ideas and solutions;
• Feasibility knowledge - allows comprehension of the manufacturing constraints and

capabilities enabling better decisions among the possible solutions.

The effort to collect this knowledge starts immediately at the customer requirements
early definition. Traditionally, using the “waterfall” approach, the customer require-
ments are frozen early, followed by a more detailed design and interface specification
of the process. In contrast, in the set-based approach, Toyota builds a set of possibilities
to satisfy their customer needs, and through a series of experimentation, combination
and knowledge acquisition, they narrow the possibilities until arriving at final solution
(see Fig. 5).

In order to the set-based development approach be successful, it relies on basic
tools. As is usual in the lean philosophy, the tools should be simple and as possible rely
on visual sense. Understanding and documenting technical knowledge in the case of
the set-based approach is achieved in the forms of trade-off curves, checklists and limit
curves. This form of representation naturally transfers tacit to explicit knowledge.
Afterwards the approach integrates the knowledge through causal mapping for problem
solving as depicted in Fig. 6.

In summary, a set-based development approach enhances early and efficient
learning so that enough information is attained before decision making. It requires
collaborative learning and the involvement of many areas of expertise, but also the
relevant stakeholders’ commitment. In addition, by allowing delayed decision-making,

Fig. 5. Set-based development life-cycle
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until enough knowledge is acquired, enables wise decisions and not guessing. It also
supports collaborative, converging decision-making by assuring that decisions in one
area will not impact decisions on others areas.

Collaborative networks due to their intrinsic characteristics have immensely to
benefit from this comprehensive approach proposed by the set-based development
theory. The following chapter details how it is possible to apply set-based theory and
methods in the collaborative networks environment through a customer-driven value
chain framework.

4 Customer-Driven Value Chain Framework

The customer-driven value chain framework proposed aims to support companies in
defining and forming collaborative networks for the demand of innovative and fash-
ionable products with short life-cycles, small batch production and high configurability
and parameterization. The framework is based on matching theoretical approaches
from literature, namely the collaborative networks organizational paradigm and the lean
approach of set-based design, but also, by matching practical requirements and con-
straints observed R&D industrial case projects namely on the textile, clothing and
footwear industry (TCFI) sector.

The emerged needs from the analyzed business cases consider three different
decision levels: strategic, tactical and operative. Figure 7 presents the overall con-
ceptual view of this proposed framework mapping its decisional levels with the three
framework structural dimensions considered, namely concepts, methods and tools. All
these levels are instantiated along the dimensions and are embedded with the contri-
butions from the collaborative networks paradigm and the lean set-based development
system approach.

The customer-driven value chain framework proposal relies on two basic elements:
methods and tools. The methods define guidelines which are instantiated though the
definition of the business processes mainly through BPMN notation. On the other hand,
in order to support the realization of the designed methods, specific ICT tools based
mainly in web-technology are required and have been under design and implementation.

Fig. 6. Set-based development supporting tools
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A critical element of the framework is related with the functional view of the value
chain formation. Namely the partner search can occur in different phases of the network
business scenarios namely at:

• Strategic level: during definition of the product portfolio when the manufacturer
needs to select strategic partners which will support both the conception/design and
the manufacturing of the products.

• Tactical level: collaboratively participating in the detailed product design and the
matching production process design.

• Operational level: since a customer order is collected, it is necessary to select
amongst the partners those who will be set off for that specific order.

For all of these three levels of collaborative work, different criteria and partner
search capabilities shall be used, in order to ensure a comprehensive knowledge-based
networked development engineering process.

In the case of the strategic level, the partner search is based on criteria for the
identification and selection of partners based on a partner profile which summarizes the
historical performance of the partner. The partner search at this early stage is useful in
the definition of formal framework agreements. Namely, this formal agreements, bind
partners in the commitment to reserve an amount of their production capacity for the
production of a certain product along the production period and also participate in the
early modular definition of products and respective interfaces. The selection of partners
is based not only on the product characteristics but also on the historical performance of
the partner in terms of quality, expertise, responsiveness and price. In this context,
complementary indicators are flexibility and adaptability to requests from the focal
company, which in summary is the ability to quickly reconfigure or set-up processes, to
support new products variants or to vary quantities.

Concerning the tactical level, the collaboration is tighten and comprehensive. Each
partner make drafts, simulate and conduct tests of solutions. The proponent of business
opportunity expects that the network partners explore the trade-offs among different
product requirements, support decisions with test data and validate designs by deliv-
ering fully functional prototypes as early as possible in the process. In some cases,

Fig. 7. Customer-driven value chain framework conceptual view
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partners are asked to several alternative prototypes and their tradeoffs. While in tra-
ditional companies, a supplier of a particular component is picked at an early stage,
using the set-based approach, network participants are asked to present alternatives
solutions, present the feasibilities of the solutions, and develop sub-systems in parallel
with the focus company designers.

Regarding the operational level, the identification and selection of partners par-
ticipating on specific order requests is accomplished during the production phase
among the partners already selected for the specific product during the strategic and
tactical collaborative design phases. On the other hand, the selection of the manufac-
turing network members is based primarily on costs and capacity availability for the
time period required by the customer. Product characteristics, quality and other
parameters are previously defined during network formation.

In order to test and validate the concepts presented in this new holistic framework, a
specific set of methods, tools and technologies were defined with the purpose to
support the formation and the operation of collaborative networks. This framework
supports the production of innovative and fashionable products by enabling collabo-
rative product design, distributed manufacture and delivery of functional products
aligned with the consumer needs. A crucial element devised to set up these services for
the supply networks stakeholders is the Collaborative Portal (see Fig. 8).

The Collaborative Portal is a web-based front-end accessible through an Internet
browser application. Using the Liferay web content management framework, the col-
laborative portal application server supports legacy integration and messaging with
companies external applications such as MES and ERP’s. Namely the collaborative

Fig. 8. Collaborative portal schema
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portal supports the partner search functionalities for collaborative networks formation
based on the following technological components and data:

• An ontology for the description of KPI concepts and relations;
• A repository of skills and performance data;
• An collaborative algorithm to perform search and matching for network formation;
• Integration of set-based knowledge approach through the support of trade-off curves

and causal maps definition;
• Integration with the ERP databases for collection and synchronization of relevant

data;
• A tool for collaborative production of customer orders.

In order to support the operation formation of the collaborative network, the col-
laborative algorithm used to search and matching for network formation abides to the
following steps:

• A potential customer present a business opportunity to the company front-office
(focal company that identifies the business opportunity and hosts the interaction
with the customer);

• Following the definition of the key requirements on the required custom made
product, the front-office starts an elicitation process for the selection of the
core-partners that will participate in the conception and design activities and are
committed in responding to the overall business opportunity. This selection is based
on their identifiable competencies, historical performance and availability through a
knowledge based engineering approach;

• After the new product design activities, the required list of operations in the
manufacturing network are instantiated by the focal company and core partners,
added with a preliminary sequence plan with time restrictions (start and finish
dates), which take into account the due date specified by the customer and aggre-
gated capacities defined on each partner’s profile (again using a knowledge based
engineering approach);

• At the beginning of the planning phase, the criteria for partner selection is defined
and agreed by the core partners and subsequently will be used to assess the final
solution. The criteria take into account historical performance, time period avail-
ability and partner expertise and knowledge. Through a knowledge based engi-
neering approach the defined criteria is imported to the partner search module;

• Several partners are asked to bid for several operations. The selection of the partners
for the network configuration is accomplished through a multi-criteria process
according to the guidelines of the set-based approach. This leads to a “rough”
manufacturing plan that the focal company proposes to all the partners of the newly
formed collaborative manufacturing network.

• Afterwards the initially “rough” plan is decomposed in a set of partial requests for
quotation on each operation for each partner. Subsequently the partner performs a
local time-framed analysis of their local capacity and availability in order to assess
if it is possible to respond to the proposed dates and lead time. Later a response
quotation is created stating if the proposed plan is accepted with the cost of it, or
replying with alternative solutions for the request both in terms of quantities or time
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constraints. Each response generates a possible plan that is assessed through a
multi-criteria plan evaluation;

• The negotiation process continues until a satisfactory solution is achieved and a
final manufacturing plan is accepted and implemented.

With this approach, it is addressed the role of the network ownership in an “elegant
way”. Even though, the proposed approach relies on a centralized infrastructure when
considering the information and communication technology elements, in reality, it
promotes a decentralized approach on the formation and operation of the manufac-
turing network. This decentralized approach seeks to embody the concept of collab-
orative networks in which each partner is capable of proposing and participating
actively on the characterization of each required product and/or operation, by working
together with high degrees of integration and with matching goals.

In conclusion, through the development of the Collaborative Portal, the proposed
framework offers a set of methods based on a web-based toolset designed to assist
network managers and stakeholders in face of business opportunities to: create, update
and reuse knowledge in development of new products using the set-based approach; to
assist the configuration and the formation of collaborative networks by supporting the
manufacturers in the identification and selection of the network partners; by supporting
the operation of the network and the construction of manufacturing plans; and by
assessing past and present network members performance through the computation of
key performance indicators.

5 Conclusions and Future Developments

This work proposes a customer-driven value chain framework in order to create
innovative collaborative environments which enable manufacturing companies to
produce and supply small series of specialized and customized high value added
products. The empirical origin of the framework empowers it to address the time to
market issue for innovative and fashionable goods as a critical factor and guarantees
full applicability of its guiding principles through the use of a lean inspired knowledge-
based engineering approach.

In particular, the framework represents the translation of a methodology that can be
instantiated to companies with the support of methods and tools for product co-design,
collaborative process planning, networked manufacturing planning activities and
assessment of partners’ collaborative performance. The framework aspires to assist
collaborative networks in understanding consumer needs, engage consumers in product
co-design activities, assist in the creation and reuse of knowledge in the formation of
the networks, encourage joint collaboration with network partners, and support inno-
vative knowledge-based engineering design of new products through a lean inspired
set-based approach.

The conceptual model of the framework, developed from previous and ongoing
R&D projects with industrial partners has been applied to the real cases of TCFI
industry. The instantiations made according to the three levels of the framework
covered the definition of new business models and the description of the most relevant
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dimensions involved in its application concerning the strategy definition, the collab-
orative network formation, the product and process design process and the knowledge
gathering.

Through the development of the collaborative portal, specifically a web-based
toolset, it was possible to instantiate the framework concepts in a practical tool which
supported the necessary mechanisms for network formation, the co-design approach,
the knowledge gathering and reutilization, and the proficiency in designing and man-
ufacturing of small lots of products. The fundamental objective of this collaborative
portal was to offer an integrated set of collaborative services that support the network
managers and stakeholders of innovative and/or fashionable product manufacturers
with the necessary guidance and assistance to address the multitude of processes,
activities, functions, decisions, relationships and interactions alongside with the
products, services and information flows.

The proposed customer-driven value chain framework for small series production
represents a contribution towards the definition of adequate business models addressing
responsiveness and efficient use of knowledge on customized manufacturing and col-
laborative environments.

As future developments, it is intended for the research team to pursue the refine-
ment of the proposed framework based on the contributions of the industrial users and
the ongoing development of more efficient and reliable knowledge-based tools embed
on the lean approach of set-based design in collaborative environments.
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Abstract. Supply Networks (SN) are complex systems involving the interac-
tion of different actors, very often, with different objectives and goals. Among
the different existing modeling approaches, agent-based systems can properly
represent the autonomous behavior of SN links and, simultaneously, observe the
general response of the system as a result of individual actions. Most of research
using agent-based modeling in SN focuses on production issues. To the best of
our knowledge, other relevant issues affecting SN competitiveness have not
been fully studied such as the impact of customer’s individual behavior or SN
adaptability to changes in customer choices due to his/her decision-making
context. In such a context, simulating SN oriented to the customer with context
adaptability skills will allow researchers and practitioners to better look at ways
to improve the relations between the SN and its customers, as well as to enhance
SN’s competitiveness. This paper presents our work in process about the design
of an agent-based model of customer-oriented supply networks. Our focus is on
the inclusion of the customer’s purchase decision-making process and the SN
adaptability. A preliminary model is developed based on a real-life case study
from the floriculture sector in Colombia.

Keywords: Supply network � Multi-agent � Modeling � Simulation �
Customer-oriented � Framework

1 Introduction

According to current definitions in the literature, a supply network “consists on all
stages involved, directly or indirectly, in fulfilling a customer request. The SN not only
includes manufacturers and suppliers, but also transporters, warehouses, retailers, and
customers themselves” [1, p. 19]. The management of supply networks can be defined
as all things required to influence the behavior of the SN and get the expected results [2].
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Effective management of these structures requires simultaneous improvement in both
level of service to customers and efficiencies in internal operations of the organizations
within the SN. Each supply network has its own unique set of market demands and
operational challenges; each actor (company) of the SN must make decisions individ-
ually and collectively regarding production, inventory, facility location, transportation,
and even information management [2]. The complexity of these decisions has increased
in today’s globalized markets; supply networks compete in multiple aggressive and
changing environments. Continuous adaptation of their operating principles to search,
face and act are paramount in response to new business challenges and opportunities in
order to survive and remain competitive in the global market [3]. As a consequence,
traditional SN’s have evolved to become virtual, collaborative, complex and adaptive
systems [4–6].

The academic literature has witnessed the proposition of multiple approaches for
operational, tactical and strategic analyses of SN, including optimization (mathematical
and/or heuristic), system dynamics, simulation and multi-agent modeling (e.g., [7–10]).
Among those different modeling approaches, the multi-agent paradigm serves to model
actors (agents) in the supply network as independent entities with a defined perception
of their local environments, as well as to handle the impact of interconnectivity at a
global level [3]. In other words, multi-agent systems (MAS) allow representing the
system’s behavior as result of the interactions between its members and the environ-
ment. The scientific literature has for a long time centered the study of SN structures on
production, in which agents interact in response to messages sent and received in order
to fulfill a demand requirement. However, this focus must be widened in order to
actually respond to current needs and requirements of customers. It is hence necessary
to analyze SN as costumer-oriented systems by taking into account the customers’
decisional processes and their context. All this is done in order to improve the level of
customers’ satisfaction.

This paper aims at integrating the customers and their decisional processes into the
analysis of SN. The goal is to exploit the benefits of multi-agent systems (MAS) as a
tool of context-awareness analysis of supply networks in order to improve the SN
competitiveness. At this point, the current paper presents our work in process on the
design of an agent-based model of a customer-oriented SN. To illustrate the frame-
work, a preliminary model is developed based on a real-life case study from the
floriculture sector in Colombia.

This paper is organized as follows. Section 2 presents an overview of relevant
related research. Section 3 describes the main features of a customer-oriented supply
network. Section 4 is devoted to the description of the proposed multi-agent modeling
framework in which the real-life case study is taken as an example of its implemen-
tation. The paper ends in Sect. 5 by presenting some concluding remarks and drawing
directions for further research.

2 Overview of Related Literature

This section is devoted to present an overview of related academic works about modeling
and simulation of supply networks using Multi-Agent Systems (MAS). For the purpose of
this paper, we followed the principles of systematic literature review (SLR), in contrast to

224 C.M. Solano-Vanegas et al.



narrative reviews, by being more explicit in the selection of the studies and employing
rigorous and reproducible evaluation methods [11, 12]. Indeed, from a methodological
point of view, a literature review is a systematic, explicit, and reproducible approach for
identifying, evaluating, and interpreting the existing body of documents [13, 14]. To this
end, we defined relevant keywords (“Supply Networks” and “Multi-agents”) and searched
in academic databases (Proquest, Scopus, ISI Web of Knowledge/Science, IEEE) for
research papers published in English since 2003. A total of 53 academic papers are finally
shortlisted and analyzed (see [15]). A summary offindings of this review is presented next.
Interested reader in the complete classification of reviewed papers is invited to check the
internal project report at http://ashiy.javeriana.edu.co/*agora/.

The first important output from this review is that supply networks have mainly been
product-oriented and process-oriented, mostly representing make-to-order configura-
tions, while only one paper focusing on make-to-stock and another on built-to-stock.
Focus of reviewed works has usually been on production planning and control. In
addition, these topics have been modeled with a biased attention into software devel-
opment and information technology implementation. As a consequence, evidence from
the review shows that collaborative issues have been settled from a software-system
development perspective.

Another interesting outcome from our literature review is that, although the MAS
paradigm has been employed to model SN as complex systems, few real life appli-
cations have been employed to validate the approaches in industrial settings. Hence,
there is still a gap between academic models and real-life environments.

Due to the continuous increase of global competitors, traditional product-centered
and process-centered orientations of SN have not been successful. Hence, it is nec-
essary to focus on customers considering the demand side of the SN [16]. As a matter
of fact, only costumer-centered SN’s will be successful thanks to the coordination
between products, services, and plans all together oriented to the fulfillment of cos-
tumers’ satisfaction [17]. At this point, it is important to note that existing agent-based
SN models do not explicitly include the customer or his/her decision-making process;
the MAS modeling paradigm has only been used for isolated simulations of customer’s
decision processes (e.g., [18–20]).

In addition, as stated in the literature [17, 21], it is of great importance to study the
organizational adaptation to costumer changes due to cultural, social, individual and
psychological factors that affect costumer’s purchase behavior, as well as product
utilization and disposition behaviors. Therefore, the SN scope must expand and focus
primarily on the customers who finally determine the systems survival. This requires
looking forward for the integration of costumers into the SN [21]. The current paper
aims at fulfilling this gap in the academic literature. A case study from the Colombian
floricultural sector is analyzed, but the modeling framework intends to be as general as
possible to be applied to other industrial sectors.

3 The Customer-Oriented Supply Network

Before presenting the proposed conceptual MAS framework for customer-oriented SN, it
is first required to identify the different processes within the supply network required to
fulfill customer demands. To this end, the Supply Chain Operations Reference model
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(SCOR®) will be employed [22]. In the SCOR® model, each company of the SN may
perform five macro processes: Plan, Source, Make, Deliver and Return. Through the
detailed performance of the activities within these processes, all companies interact
through the SN, developing business relationships that finally accomplish both individual
enterprise objectives and, most important, global profit. This is done by means of col-
laboration as a way to align individual companies towards this general objective. The
processes supporting the scope of our model are presented in Table 1. In addition, the right
side of Fig. 1 describes the relations and the processes occurring at each link between SN
actors. Within the loop, arrows are centered in each SN company (some processes occur
inside). However, these relations do not currently regard the customer; the customer
appears as a passive SN actor. This behavior is far distant from real life. Customer’s nature
is active, and purchase decisions give sense and guarantee SN survival.

The proposed model of the SN including the customer can be seen in the right side
of Fig. 1, in which the enhancing processes are highlighted with bolded lines. The
processes included are the ones referred to the purchase decisions made by the cus-
tomer (PDM) and the marketing processes: Consumer Analysis, Product Design,
Distribution Channel Relations and Communication with the customer [19]. These are
defined in the figure as MK 1, 2, 3, 4. When simulating these SN relations among

Table 1. Make-to-order processes codification according to SCOR® reference model [27].

Process-level 1 Process-level 2

Plan sP1. Plan supply chain sP3. Plan make
sP2. Plan source sP4. Plan deliver

Source sS2.1. Schedule product
deliveries

sS2.4. Transfer product

sS2.2. Receive product sS2.5. Authorize supplier payment
sS2.3. Verify product

Distribution sD2.1. Process inquiry and quote sD2.8. Pick product
sD2.2. Receive, configures, enter
and validate order

sD2.9. Pack product

sD2.3. Reserve inventory and
determine delivery date

sD2.10. Load product and
generate shipping documents

sD2.4. Consolidate order sD2.11. Ship product
sD2.5. Build loads sD2.12. Receive and verify

product by customer
sD2.6. Route shipments sD2.13. Install product
sD2.7. Receive product from
source or make

sD2.14. Invoice

Make sM2.1. Schedule production
activities

sM2.4. Package

sM2.2. Issue sourced/in-process
product

sM2.5. Store finished product

sM2.3. Produce and test sM2.6. Release finished product
for delivery
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multiple actors, and the impact of context-awareness on the processes, customer-facing
metrics proposed by SCOR® reference model [22], such as Perfect Order fulfillment,
order fulfillment cycle time, upside SN flexibility and adaptability (towards suppliers),
Downside SN adaptability (towards de final consumer) will reflect its improvement,
and measure reliability, responsiveness and agility of the SN under different scenarios.

4 Framework Based on Agents for Customer-Oriented SN

Multi-agent modeling is a tool that allows the simultaneous representation of multiple
actors and their relationship. In the proposed model, further simulation will allow the
customer decision-making agent to decide and generate a purchase order based on the
context adapted information the SN offered initially. This section describes in detail the
proposed agent-based system for customer oriented supply networks. As a matter of
illustration, several parts of the framework will refer to a case study from the flori-
cultural sector in Colombia.

4.1 Context-Aware Customer-Oriented Supply Networks: Considering
Both Customer and Context Profiles

MAS modeling allows the creation of an agent able to perceive the customer’s context
and to change related SN processes in regard to the input received. In order to model
this context-awareness functionality, following the ideas highlighted in [23], the con-
text must be determined. In general terms, it can be defined by the customer’s profile
and the context profile. The former is the characterization of preferences, tastes, habits,
interests, restrictions and benefits of the customer, while the later is characterized by
several variables including spatial-temporal variables, infrastructure, as well as social
technology, normative and environmental variables. All these describe the context in
which the customer is immersed. These context characteristics are refined regarding
each scenario. Some authors (e.g., [24]) have considered the context to be defined by
the information registered in purchase orders, reception goods notes and shipment
notes, but not the customer’s environment itself. It is thus necessary to “capture” the
customer’s mental model of context [25].

In order to illustrate the inclusion of customer and context profiles within the
proposed MAS model, the case personalized flower bouquet is considered. Figure 2
shows these two example profiles.

On the first hand (left side of Figure), the customer profile is explained. Tastes are
customer’s characteristics regarding the product due to past purchase and usage
experiences. These include bouquet types, flowers, colors and varieties bought and the
moments in which they were enjoyed. Preferences are customer choices from a list, for
example ornaments to include in the bouquets, delivery options and costs (or prices).
Interests are costumers’ current trends (e.g., purchase motivation). Habits can be seen
as customers’ behavior regarding purchase frequency. Basic information as location
and purchase type, recipients and restrictions variables determines the customer’s
specific profile. On the other hand (right side of Figure), the context profile is formed
by the variables that characterize the processes context in which customers interact with
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the SN. The spatial and temporal characteristics regarding purchase occasions due to
cultural situations, and the different taxes and customs regulations affect each customer.
Also purchase channels, environmental issues (e.g., weather and humidity levels) affect
the customers’ possibilities towards his/her access to specific products.

The multi-agent model represents a set of customers defined by their individual
profiles and contexts. Regarding this characterization, he/she will make a purchase
decision. At the same time, the SN establishes a relation with the customer updating
both profiles and context information in order to personalize the offers. In response, the
system will adapt processes related to bouquet design and channel options impacting

Fig. 1. General (left) and proposed (right) processes and relations diagrams.
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upstream processes. As stated in [26], it is necessary to consider external conditions
when simulating SN; they are the origin of complexities of these systems.

4.2 Multi-agent System: Illustrating the Order Fulfillment Process

In order to effectively model customer-oriented supply networks, a multi-agent modeling
methodology has to be employed. In our case, we have chosen the so-called Organi-
zational Approach for Agent Oriented Programming (AOPOA) methodology [27] in
order to analyze, design and implement the model. Understanding the problem domain
can be achieved by stating the process activity flow in which SCOR processes are defined
(Fig. 3). Due to the page limitation of the current paper, the remainder of this subsection
illustrates the AOPOA modeling methodology for the Order Fulfillment process. The
agent definition is the result of the description of user case diagrams, functional and
non-functional requirements, activities, objectives, abilities, resources, relations and
roles tables. Finally, Fig. 4 shows how, for each SN actor in the MASmodel, agents with
different capabilities can assume different functions, regarding their role. For example,
the focal company can be represented in the MAS model by either agent Plan (FC-P),
charged of rules and strategies between actors, or agent Make (FC-M), responsible of
assembly processes, or agent Source (FC-S) responsible of sourcing, or agent Distri-
bution (FC-D) managing of delivery processes, or agent Adaptation (FC-Ad) responsible
of the customers’ feedback and communications between actors upstream the SN.

Supplier collaboration in order fulfillment processes is critical for the SN survival;
hence, agility can be achieved as well as enhanced competitiveness. Suppliers’ and
focal company response to requirements from customers are modeled by considering
their context. For instance, the Order Fulfillment Process is improved with initial
communications from the focal company to the customer, taking into account his/her

Fig. 2. User profile and context profiles applied to Flower Company Case.
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context and the supplier’s context. In our case, the agent adaptation sends, one or two
days ahead to the historical request date, a personalized offer to the customer. This offer
may respond to the environmental context profile in which the customer asks for
flowers. The offering message considers customer’s taste (e.g., bouquet and flower
types, colors, and other preferences about ornaments).

Personalized offers will attend to production and sourcing availabilities and product
design preferences. Furthermore, regarding the context information, future orders can
be initiated directly from the customer. This information is used by the Production
Agent in order to modify the product (for the case under study, future bouquets) by
changing the percentages of colors, for example. Figure 5 presents an example of SN
simulated performance of the whole supply network based on context-awareness.

Processes such as product design (in the illustrative case, bouquet and packing,
channel options and prices) will be adapted regarding the costumers’ decisions. As
result of context awareness, personalized product offers, based on product availabilities
considering customers preferences, habits, interests and additional variables from
his/her context that affect the product design and packing, are presented to the

Fig. 4. Agent definition diagram.

Fig. 5. Decision support tool: example of simulated key performance indicators.
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customers considering the incoming product, the requests already assigned to customer
with assorted availabilities. Additionally, external conditions can be considered to
adjust incoming product forecasting for example, weather conditions under different
periods (daily, weekly, monthly, year). Figure 6 illustrates how personalized offers to
customers can be taken into account by our decision support tool, considering sug-
gested suppliers to be recommended as allied SN actors.

5 Conclusions and Further Research

In order to respond to current market conditions in which the customer’s
decision-making process does impact the performance of supply networks, this paper
proposed a conceptual modeling of SN based on the multi-agent paradigm. The goal was
to have more insights about the explicit consideration of the customer decision-making
process and context in the modeling framework, in order to gain competitiveness.
A computational decision support tool is under development allowing the test of different
scenarios and the evaluation of SN key performance indicators. The aim is to have this
tool able to consider customer decisional process and hence provide information to SN
managers for adapting processes in response to customers’ context.

As this is a first step in the modeling and simulation of a customer-oriented supply
network under context awareness, further research is still needed. In particular, we are
still on the data collection stage of the research and hence more numerical validation of
the multi-agent system and the simulation tool are to be done. Additionally, our future
research will also focus on the application of collaborative relations among different
actors of the supply network and include the adaptive processes so as to evaluate the
impact on key performance indicators. Finally, current insights for the design of the
decision support tool are based from a particular case study from the floricultural
industry in Colombia. More tests and feedback is needed in order to have a generic
multi-agent model and computation tool, exploitable in different industrial settings.
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Abstract. Building Information Modelling (BIM) based way of work leads to
increased data complexity in early phases of construction project and to higher
effort in managing collaboration. In this context, techniques and methodologies
have to be developed to support the participants in collaboration process. One
technique is the integration of a workflow management system in a collaboration
platform handling the data in an automatic way. This can be done if two
approaches, the data exchange of an Industrial Foundation Classes (IFC) data
model and a multi-model containing several data models also addressing non-IFC
information, for collaboration in building industry are combined to form a multi-
model BIM collaboration platform. The collaboration platform can be used to
integrate and check relevant data models, which will be utilized by a workflow
engine in a second step. This allows a very flexible and partly automated data and
work management and facilitates the work of participants.

Keywords: BIM · IFC · IDM/MVD · BCF · Multi-model · Workflow
management

1 Introduction

The BIM based way of work wants to achieve a shift of effort from documentation and
construction phase to concept and design phase. This has the advantage that in the
construction phase can more effectively be responded on problems, which often happens
due to the uniqueness of the production place of a building. This is described in [1, 2]
and expressed as MacLeamy-curve [3]. Because of the digital way of work and the
associated new possibilities to support design decisions and planning decisions by
simulation and calculation, the effort increases in sense of data management as well as
the management of participants and their software tools in collaboration process. When
working with BIM the actors in a collaboration process are already confronted in the
early phase with raising complexity of data. Furthermore, quality requirements
concerning the work results have to be fulfilled so that the next collaborator is able to
work with it. The data can be managed in a local or distributed folder structure as handled
in many companies or they can be stored on a file server or model server. Each participant
uses several software tools that can differ from other participant’s tools. With regard to
a computer aided way of work in a collaborative process, the respective software solu‐
tions should not be restricted but should support the way of work of the collaborators.
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In this context, the BIM-Manager is a new role within construction industry [4]. The
upcoming of this new role confirms the raised effort regarding data management and
associated problems during BIM based way of work. It is essential to develop techniques
and software for automated data handling so that the new role will be supported in an
efficient way.

Considering the changed way of work in concept and design phase, we look on already
existing collaboration approaches to support the work of a BIM manager by proposing a
more automatic way of interaction and data validation. The IFC based collaboration is
based on following concepts: IFC, Information Delivery Manual (IDM), Exchange
Requirement (ER), Model View Definition (MVD) and Open BIM Collaboration Format
(BCF). IFC is an open data standard defined by buildingSMART and registered as ISO
16739 [5]. It represents the geometry of a building and its elements which compose it, a
logical building structure and properties as well as quantities of building elements. It serves
the exchange of digital building models and is widely used in open BIM environment to
support high degree of interoperability. The Information Delivery Manuals is a standar‐
dized methodology to identify and to specify information flow during lifecycle of a facility.
It has been developed by buildingSMART and is registered as ISO 29481-1:2010 and ISO
29481-2:2010. The methodology is used to describe information that has to be exchanged
between parties working along a collaborative process [6]. Basis of the IDM methodology
is a Process Map [7]. A Process Map documents the flow of activities of particular busi‐
ness use case and their required, consumed and produced information as well the actors
involved [6]. The Process Map acts as fundament to identify each data exchange of a
common information model between activities. They are documented as Exchange
Requirements specifying a set of information. An ER describes the information in non-
technical terms [6] normally in tabular or spread sheet applications [7]. The elaborated ERs
are handed over to software implementation group specifying out of ERs a more tech‐
nical, model/data-specific description of exchanged information documented as Model
View Definition (MVD) [8]. A MVD defines a subset of the IFC schema that is needed to
satisfy one or many ERs and is published by the software tool ifcDoc that was developed
by BuildingSMART [5]. The Open BIM Collaboration Format enables a model-based
communication between different users based on the standardized data model IFC. It has
been adopted by BuildingSMART as standard. BCF can be used to exchange information
between different software products [5]. While IDM describes and specifies the data flow
within a collaboration process, BCF provides a technical solution for communication of the
actors within collaboration process. BCF provides the opportunity to exchange issues,
proposals or change requests on a particular topic. With BCF it is possible not only to
address a specific IFC data model, but also to specify the location of the topic in form of
snapshots or camera perspectives. It is possible to set up an own BCF server based on a
RESTful API developed by the Institute of Applied Building Informatics (IABI) [9].

In contrast to described data-centric and very monolithic way of work, where collab‐
orators work together on and exchange information about one single IFC data model,
the multi-model approach assumes that one single data model (also called elementary
model) is not sufficient during collaboration. The information space spreads over several
data models during construction project, especially after design phase where other data
models are added to the initially IFC data model like time models in the planning phase.
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The individual elementary data models are composited to one multi-model (MM) and
also exchanged in that way between collaborators. In addition, the multi-model approach
pursues the idea to link the elements of the different data models to raise the information
space of a multi-model [10]. The linkage of elements is described in a separate link
model (LM). The common holistic approach in [11] can be used in all project phases,
e.g. in the design phase for energy efficient simulations [12]. Regarding the technical
implementation of multi-model approach and its use, the multi-model container (MMC)
was developed to transfer multi-models between participants within a collaboration
process [10]. On the other hand a higher semantic way of the multi-model approach
based on ontologies is established. It does not mainly focus on the exchange of multi-
models but it focuses on the centralized management of the distributed data models and
the development of methods based the linkage of information. By means of ontology,
rules can be defined for automatic validation of data quality [13] and automatic linkage
of data models.

2 Multi-model BIM Collaboration Platform Based
on IDM/MVD and BCF

Facing the changed way of work in concept and design phase of a construction project,
there is a need to integrate the multi-model approach into conventional BIM collabora‐
tion platform based on the two standards, IDM/MVD and BCF. These established meth‐
odologies and techniques have to be advanced so they can also be used as basis of a
distributed multi-model BIM collaboration platform. The potential of MVDs is not fully
exploited in the validation and filtering of data in today’s perspective. Today, mvdXML
is mainly used for certification of software products primarily exporting IFC. A certif‐
ication server is used to validate the exported data against mvdXML. The software tool
ifcDoc has also a feature for data validation but there is no more implementation for
data validation using mvdXML on the market. MVDs can also be used to filter IFC data
[5] or to provide a partial model which can be an important feature in a collaboration
platform regarding information security and data traffic. The word BimSnippet defined
within BCF suggests that it should be also possible to address partial models. This
snippet concept is supposed to prevent downloading and uploading of entire bulk of data
model. Therefore, we see a potential to address predefined MVD integrated in the data
management system.

The IDM methodology and the resulting ERs are independent from used data
schemas because of their only documentary nature. BuildingSMART recommends using
BPMN in an IDM specific way [5]. The Process Map is modeled as Pool including the
actors as Swim Lanes. The Swim Lanes contain the activities assigned to the actors
connected by the flow (see Fig. 1). The information model is also modeled as Swim
Lane, the ER as document from or to the information model connected to the exchange
point modeled as message event. This notation can be extended to cover the multi-model
approach by splitting one common information model into elementary models and link
models. An ER can be modeled by aggregating model-specific ER (see Fig. 1).
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Fig. 1. Output of IDM/MVD based on Process Map (a) conventional single model (IFC) (b)
multi-model approach (c) process-centric multi-model approach

Figure 1 shows that the IDM/MVD methodology produces a lot of documents
that can be used as basis of a contractual collaboration but not as structured data for
software interoperability. However focusing on technical interoperability,
IDM/MVD only provides the computer-readable XML based format mvdXML that
have to be laboriously created by entering the MVDs in ifcDoc tool and only works
for IFC data schema. As far MVDs are used as document, there should be no problem
to use this document structure to describe also the exchanged data of non-IFC data
schemas. Regarding the technical utilization of MVD, like mvdXML for IFC data
schema, we have to figure out what kind of other description languages of non-IFC
data schemas exist and how they can be integrated. Furthermore, we have to elabo‐
rate methods how the model specific model views work together aggregating to one
multi-model view definition (MMVD).

Regarding the usage of BCF in a multi-model based data management a BimSnippet
addresses one specific data model mostly IFC. To use BCF for multi-models the fixed
cardinality should be increased so that BCF itself can be used as container for all relevant
models of multi-model. But this change can affect software products already using BCF.
A MMC encapsulates the necessary data models and link models using XML based
description and the concept to provide data models as raw format or to address data
models via Uniform Resource Identifier (URI). Instead addressing all necessary data
models of a multi-model, MMC makes it possible to use only one address. Hence, it fits
perfectly to the BimSnippet of BCF and it would just impact the syntactical way and
not the semantic way. Extending the standards BCF and IDM/MVD to support the multi-
model approach as described in the sections before, a more dynamic architecture of a
collaboration platform can be developed.
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3 Workflow-Driven Multi-model BIM Collaboration Platform

The elaborated process of IDM/MVD methodology with its activities and their flows,
even modeled in the standardized format BPMN, as well as the link information of an
activity to its consumed and produced data and its assigned actor or executing service
is only used as process documentation until now. This information is available and can
be easily integrated in multi-model content management system by storing the process
model and user model in a content management system using an ontology to link the
activities to data models and actors (see Fig. 2). This process-centric data management
can be used as basis of a process-driven collaboration platform by integrating a workflow
management system (WMS) handling primarily the data flow. Considering the raising
amount and complexity of data during early phases of a construction project, software
solutions are needed to support the collaborators as well as the decision-maker and BIM
manager in handling with data during collaboration process in the sense of an automatic
data validation, data linkage, data filtering and data transfer/transport.

Fig. 2. Workflow-driven multi-model BIM collaboration platform

Thereby the requirement models introduced in [14] can have a major role. The
requirement model specifies the requirements on a specific task e.g. the design of a
building that an architect has to create or the resulting values of simulation that an engi‐
neer has to deliver and how they can be verified to guarantee data quality. These task

Towards a Workflow-Driven Multi-model BIM Collaboration Platform 239



requirements are also assigned to a task and could also be integrated in the ontology
based content management and be linked with tasks (see Fig. 2).

The Workflow Management Coalition developed a Workflow Reference Model that
describes the components and interfaces of a common WMS [15]. The core component
is the workflow engine that provides the runtime environment for a workflow instance.
During execution of a workflow instance the engine consumes and produces different
data that is provided by the Workflow Enactment System. In Fig. 2 is illustrated that
these data can be also provided by the described multi-model content. Figure 3 shows
the UML sequence diagram of a common use case describing two interacting partici‐
pants. The participants are using a collaboration client including the functionality of a
multi-model client and a workflow engine. The workflow execution begins by editing
the first or more than one task. After completing his task, the workflow participant
releases his work results for the next participants in the workflow. A release leads to
automatic validation of the results. When the validation fails the work results cannot be
released. The work results are encapsulated and delivered to the next participants in the
workflow who is known because of the underlying process model and the linkage of the
activities to participants. The successor receives the BCF and begins his task. Based on
the validation, there should be no complications in terms of data quality, but still the
receiver should also be given the opportunity to reject the received work results. In case
of a rejection, a BCF is sent with the appropriate comment and possibly even the same
data back to the sender of the BCF. This can then go back and forth, in which case BCF
is more used as a comment. We have identified a set of topics used to execute the
workflow in an automatic way: “Task released” and “Task rejected” during execution
and “New Task” and “New Task rejected” during set up. After receiving a new task in
the set-up phase, it can be accepted or rejected by the workflow participant. In case of
rejecting, the decision maker is notified and changes the entire workflow and distributes
it again to all participants or a single activity is changed and distributed to one specific
participant. In case of accepting the tasks, no further notification to decision-maker is
necessary. If all tasks are accepted the workflow can be executed.

Fig. 3. Excerpt of UML sequence diagram of workflow execution
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Based on the process, task and user information within the multi-model, the work‐
flow engine takes over the function (1) to identify the next actor in the workflow, (2) to
load the content of the activity based on previous finished tasks and (3) to identify all
actors in a process they have to be informed during setting-up the workflow. In addition,
the workflow engine is in charge (4) to manage the state of the activities and also the
state of the process. The collaboration client has the functionality to fire the described
BCF topics and to validate/check the quality of work results before they are released.
Supporting the multi-model way of work, the collaboration client must be able to
assemble multi-models by different elementary models and to link them. Especially the
linkage of necessary information and tasks done by decision-maker is important.

4 Summary and Conclusion

This paper presented an approach for the integration of a workflow engine into a multi-
model BIM collaboration platform. In a simple use case we showed how the workflow
engine could be integrated to increase the degree of automation. In addition, the require‐
ments on necessary software components were listed. It was also shown how a multi-
model BIM collaboration platform based on ontologies and BCF can be formed, which
made it possible to integrate workflow-specific data models. It was explained that MVDs
are crucial factors in an automatic driven collaboration process. But their usage for
validation and filtering of data is not fully evolved. It has been shown how the work-
flow specific data can be obtained from the multi-model IDM/MVD methodology, not
only data relevant information but also process model and user model as well as their
linkage information.

In next steps the sketched workflow-driven BIM collaboration platform will be
implemented successively focusing on the workflow engine. First, a collaboration client
will be developed including the functionalities of a workflow engine. Hence, the elabo‐
rated execution of a workflow can be proofed and be advanced. In a second step, the
developed functionalities of a workflow engine are deployed as services in combination
with BCF server.
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Abstract. This paper defines the Smart x Sensing reference model (S2-RM) as
a model that fulfills the requirements, characteristics and processes of a Manu‐
facturing Collaborative Network to face the challenge of a digital economy. All
the attributes have been formalized using Unified Modeling Language (UML).
The S2-RM allows a complete description using the five generic viewpoints stated
in the Reference Model of Open Distributed Processing (RM-OPD): enterprise,
information, computation, engineering and technology. A Collaborative Network
Organization that produces micro-machines is used as pilot demonstration
showing the specific purpose of each viewpoint and its relevance to achieve a
smart and sensing environment.

Keywords: Collaborative networks · Smart organizations · Enterprise modelling ·
Sensing enterprise · Distributed systems · UML description · Manufacturing
enterprise

1 Introduction

To compete in an ever-changing environment, enterprises face a number of challenges
in the digital economy such as:

1. A connected economy and social networks as customers
2. Global clouds for share information services, data and applications
3. Worldwide real time design and on-site creation of product and services
4. International open innovation for new product and services
5. Universal global collaboration focuses on the right competencies
6. Collaborative networked organizations for manufacturing and services
7. Economical, ecological, and socially sustainable products and services

Collaborative systems play an important role in addressing these challenges. Smart
environments require connecting all the smart and sensing objects of the physical and
digital world [1]. There is a need for Enterprises or Collaborative Network Organizations
to become aware of the global and physical context by means of sensing elements, which
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can be used to determine the actions needed to be agile and resilient. In PROVE 2014, we
introduced the concept of the S2-Enterprise (Smart x Sensing) reference model to address
the above challenges [2]. According to Tolle et al. [3] a reference model is a model that
captures characteristics and concepts common to several enterprises and organizations to
capitalize on previous knowledge rather than developing the models from scratch. In brief,
we designed a reference model using the RM-ODP as generic model to guide the design
and development of Smart and Sensing Enterprises or Collaborative Networks Organiza‐
tions in the manufacturing domain. An Enterprise in the context of this research is also a
Collaborative Networked Organization (CNO) as described by [1]. Therefore the refer‐
ence model could be used and applied in the creation of Smart and Sensing Collaborative
Networked Organizations (Fig. 1). This paper develops further the reference model using
UML as the formal language to model each of the five viewpoints of the RM-ODP
standard: enterprise, information, computational, engineering and technology. Section 2
describes the general definitions of the S2 Reference Model. Each of the viewpoints with
their UML descriptions is presented in Sect. 3. A case study is presented in Sect. 4. Finally
conclusions are drawn of the experiences of formalizing the reference model and experi‐
ences are shared on experiment with the pilot demonstration.

Fig. 1. The use of the S2 Reference Model in the context of a Collaborative Networked
Organization (Adapted from Molina et al. [13])

2 Smart x Sensing – Enterprise Reference Model (S2-RM):
Viewpoints Perspective

As stated by Putman [4], the use of 5 standard viewpoints proposed by the RM-OPD
standard allows independence of business and architecture specification from
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technologies, therefore emerging technologies could be easily adopted by the enterprise
without changing its elementary behaviour. The approach to the manufacturing system
as an enterprise follows the description established by the RM-ODP standard; thus, the
viewpoints inside the S2-RM are used as described below (See Fig. 2).

Fig. 2. The use of UML in the S2 Reference Model and the definition of each viewpoint

The Enterprise viewpoint takes the perspective of a business model, so this viewpoint
should be directly understandable to the stakeholders. As stated by Molina [2], this
viewpoint represents the functionality that Smart and Sensing Enterprise is intended to
achieve. Business concept creation, strategy formulation and action plan definition are
the main issues identified for starting a description of the Enterprise, and thus, these
components are proposed as the core of the enterprise viewpoint.

The information viewpoint focuses on describing the semantics of information and
information processing functions in the system. Three information models are required
in an enterprise to describe all data, information and knowledge required: Product,
Manufacturing and Knowledge models [2].

The computational viewpoint represents a functional decomposition of the system;
therefore this level represents the core business process and core competencies.
Selecting the importance of business, customer and supplier related processes according
to the Browne et al. [6] is important to know the level of detailed that must be represented.
The internal processes of the business are: product development, obtaining customer
commitment, order processing, and customer service. The interaction processes are co-
engineering, co-design, and supplier and client relationships management.
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The engineering viewpoint deals with the distributed nature of the system and the
interoperability. This viewpoint offers the capability to support value added industrial
networks or Collaborative Networked Organizations (CNOs). These networks rely on
e-services in an open technological platform: e-HUB. PyME CREATIVA [7] is a project
start-up enterprise that has the objective to develop and integrate the necessary tech‐
nologies to create the e-HUB to enable interaction among organizations. As a result,
engineering viewpoint focuses on the role description of PyME CREATIVA as a system
for distribution and interoperability.

Finally, the technological viewpoint focuses on the selection of the necessary tech‐
nologies to support the enterprise o collaborative network system. For sensing purposes
candidate technologies include RFID, wireless networks and real-time networked
systems. For smart resources candidate technologies include machines, AGVs, robots,
PLCs, CNCs with Intelligent control systems based on Fuzzy logic and Artificial
Organic Networks. All these resources are distributed in the network or are integrated
in the enterprise manufacturing facility.

3 S2 –RM Formal Representation Using UML

In order to represent the enterprise according to the different viewpoints of the S2-RM
some modeling languages such as the IDEF family and Petri nets has being analyzed.
However, the Unified Modeling Language (UML) has been chosen as the language for
that purpose because of its wide use as a standard for designing software. UML was
created for the visualization, specification, construction and documentation of the arti‐
facts that involves a great quantity of software [8]. It offers a set of elements, relation‐
ships and diagrams for achieving those objectives. There are UML diagrams that can
describe the structural and behavioral perspectives of a system. UML has been efficiently
used for software systems in banking, telecommunications, transport, commerce, medi‐
cine, space, etc. And because its flexibility, UML not only is useful for modeling soft‐
ware, but also for modeling juridical systems, security systems and hardware design [8].
And because UML has been used also in manufacturing systems [9], some diagrams
will be proposed for the description of the S2-RM.

For the representation enterprise viewpoint, Molina et al. [2] have proposed use-case
diagrams and activity diagrams. In UML, use-case diagrams are used for representing
actors and the actions they can accomplish. For the enterprise viewpoint case-diagrams
specify actions such as defining and implementing the strategy (Fig. 3). Activity
diagrams are used for the definition of the dynamics of a system. Then, it is used for the
definition of the process suggested for defining the enterprise (Fig. 5).

The information viewpoint encompasses the product model, manufacturing model
and knowledge model of the enterprise [10]. Because the object nature of the information
in this viewpoint, UML class diagrams are convenient for modeling the information
entities and their relationships.

In the computation viewpoint, key processes are nominated, so the business process
strategy is defined. UML sequence diagrams and activity diagrams are used for this
viewpoint (Fig. 2).
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In the engineering viewpoint, information and communication technologies (ICTs)
are seen as the key enabler for collaboration among SMEs, and consequently the creation
of virtual enterprise [7]. PyME CREATIVA was born as an e-HUB to support e-part‐
nership, and e-commerce. The use of that platform is described with a deployment
diagram because it shows the nodes that participate in the execution and the components
inside.

The technology viewpoint defines choices of technologies, products, standards and
tools. For example, PyME CREATIVA platform was chosen as the e-HUB but other
platforms that offer e-services can be used. For the representation of this viewpoint class
diagrams together with objects-diagram can be constructed.

4 Case Study

In order to evaluate the effectiveness of the S2-RM model, we are studying its application
to create a S2-micro-factory that produces reconfigurable CNC-micro-machines [14] in
collaboration with Tecnologico de Monterrey. The pilot has being selected due to its
simplicity and completeness; it is a single product where the main concepts regarding
CNs and manufacturing can be found. The product is designed according to the user
needs. For example, if the user is a low-income college the micro-factory may be for
academic only purposes. In this case study, the objective of the enterprise is to design a
low cost micro-machine where the precision is not an issue. The micro-factory has the
capability to produce small sized products (e.g. gears, screws, joints, etc.). In addition,
collaboration is necessary in order to manage resources, (e.g. motors, computers, DAQs,
structural profiles, etc.) in an effective way. Expert engineers and researchers from
Tecnologico de Monterrey manage the product development process. And finally, De
Lorenzo is in charge of the distribution and sales. The micro-factory, suppliers, Tecno‐
logico de Monterrey and De Lorenzo are the enterprises, which conform the temporary
Virtual Enterprise (VE) for the creation of the micro-machine. The VE should accom‐
plish the competences of a smart organization: internetworked, virtual in concept,
dynamically adaptive, knowledge driven and hierarchically flattened (Fig. 4).

Fig. 3. Use case diagram for enterprise viewpoint activities

Reference Model for Smart x Sensing Manufacturing 247



Fig. 4. Collaborative Networked Organization for the design, manufacture, assembly,
distribution and sale of the reconfigurable CNC micro-machine.

4.1 Enterprise Viewpoint

For the definition of the enterprise a UML activity diagram is used (Fig. 5). It shows the
steps to define the enterprise, the first one is the Business concept where the Canvas
model, mission and vision, and values and policies are created. The second step is the
strategy definition: competitive strategy, value chain strategy and product/service
strategy. And finally the third step consist in the identification of core process and
competences and the creation of the business plan.

Fig. 5. Activity diagram defining the enterprise.

Regarding the pilot case, the strategies are exemplified. A competitive strategy is
defined depending on whether the goal is for Product Innovation, Operational Excellence
or Mass Customization [5]. Product innovation and client customization were selected
as the competitive strategy for the Manufacturing Collaborative Network. This decision
was made based on the assumption that the enterprise has a strong R&D area. Therefore,
the objective is to implement the best technology available according to the needs of a
specific client. This requires a network of suppliers to manufacture the micro-machine
components.

The value chain strategy allows the design and creation of Collaborative Networks
Organization with all the SMEs required to support the design and fabrication of the
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Micro-Machines. The Value Chain Strategy could define two collaborative approaches:
Vertical and Horizontal. Vertical is used when the enterprise collaborate by aggregating
its competencies to build components and parts of the Micro-Machine. Horizontal
Collaboration is when the enterprises share their competence to design and build together
a new component. In this particular scenario Vertical Collaboration has been defined,
as the type of collaboration require for this particular CNO because there will be many
suppliers for each part of the micro-machine. The Build to Order (BTO) was selected
as production strategy because there is a design according to each client needs and
specifications [5]. For evaluating the strategy, the global KPIs are: time to market, time
for customization, delivery time, customer satisfaction, total costs and ROI per product.

4.2 Information Viewpoint

Figure 6 diagram shows an overview of the information viewpoint and its basic inter‐
actions and contents. Product Model, Manufacturing Model and Knowledge Model
should be represented in this viewpoint.

Fig. 6. Class diagram represents the information viewpoint of a micro-machine, manufacturing
resources and knowledge to manufacture it.

The product model is divided into five different types of components due to the
mechatronics nature of the reconfigurable micro-machine. Then within each type of
component there are three different models. The functional model defines the set of
functions the product has to accomplish. The solution model defines alternatives of
solution to design the product. The physical model describes the final product with
specific parts with restrictions and specifications. The technology used is a PLM system.
Figure 6 illustrates how some functions for the mechanical components of the system
are accomplished. A screw for a precision axis movement and a gear motor mechanism
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for high torque spindle movement. The specific design is stated in the physical model,
where a 20 mm screw is selected for the Z axis for the specific micro-machine and a
gear motor that increases the torque 20 times is selected.

The manufacturing model is presented as a class with three subclasses: manufac‐
turing resources, manufacturing processes, and strategies of the company and opera‐
tional rules. Figure 6 shows the case of a manufacturing model for the fabrication of a
gear used for the gear motor. The resources listed are the components of the micro-
factory, two reconfigurable CNC machines, a robotic arm, and a warehouse. Then the
processes for the production of the machined product are stated: a milling and a turning
operation for getting the gear. Finally the third part of the manufacturing model consist
of a set of strategic decisions, operational rules, and performance measures on each of
the levels i.e. factory, shop, cell, and station. This manufacturing model has being
described within the capabilities of the micro-factory, nevertheless it offers resilience
because the manufacturing model for collaborative networks has the ability to acquire
manufacturing resources via e-services. The distribution nature of the collaborative
networks that support this agile recovery in case of a failure of the micro-factory is
explained in the engineering viewpoint.

The knowledge model is used to model different knowledge domains of the enter‐
prise related to a product [11]. This model is especially important because it offers the
manufacturing enterprise the knowledge driven attribute defined in [2] to have a Smart
organization. The knowledge model is represented inside the information viewpoint by
a class that is the generalization of 3 ways of creating the model. Knowledge based on
cases is suitable for this case study because there are new micro-machines according to
customer specifications. One example is “use of a screw when precision is important
alternatively use a gear motor when torque is important.” Knowledge based on rules
represents direct relations between the product requirements and operation limits [12].
An example of rule based knowledge could be the decisions that allow the selection of
the spindle motor depending on the materials the user want to mill. A knowledge based
on model structures for this case study is being constructed for the motor selection but
needs to be validated since there is no way to have control within its interior.

4.3 Computational Viewpoint

Figure 7 describes a sequential process diagram for the BTO micro-factory, the key
external processes are co-design since it is a customized product, and supplier relation‐
ship due to the Vertical Collaboration strategy that will allow the CNO to have suppliers
ready for operating the distributed manufacturing processes. The main internal process
identified is customer satisfaction, related with the achievement of its loyalty defined as a
KPI in the enterprise viewpoint. Once there is a selection of the process it is required to
focus for designing the activity diagram. This diagram was selected because it captures de
dynamic aspects of the system. It shows the flow control between activities. Figure 8 shows
the creation of the micro-machine focusing on core processes.

The activity diagram describes the creation of the reconfigurable micro-machine tool
for academic purposes and displays the importance of the core processes. As it can be
seen co-design plays an important role, since there is a loop with the customer in the
designing stage. This loop together with the analyze clients activity are sensing activities
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since they makes the manufacturing collaborative network to be aware of its contexts
in terms of client satisfaction and requirements. The supplier relationship is also impor‐
tant so there is an alternative start with no end that has supplier management activities.
This activity is located between two swim lanes since it is an activity done by the
Collaborative Network conformed by the enterprise and its suppliers. Finally, customer
satisfaction stages have many related activities i.e. send retro, request support, customer
service and evaluate customer satisfaction.

4.4 Engineering Viewpoint

The most important core processes are co-design, supplier – customer relationship
management. The co-design process can be supported by expert engineers and
researchers from Tecnologico de Monterrey. Then the supplier relationship will be
supported by the e-Supply service provided by the e-HUB. Finally, e-Marketing services

Fig. 7. Sequence process diagram showing the business process strategy selection for the S2-
micro-factory that creates micro-machines.

Fig. 8. Activity diagram specifies the enterprise activities according to business process strategy
of the pilot demonstration.
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will be provided by De Lorenzo who is in charge of distribution and sales. This sharing
of services is modeled in Fig. 9.

Fig. 9. Deployment diagram for representing the distribution of processes of the pilot case, using
the e-HUB platform: PyME CREATIVA.

In the engineering viewpoint, the nature of a manufacturing collaborative network
is well represented. The upper nodes represent VIC (Virtual Industry Cluster) with
different capabilities and the down node represent the e-HUB. Within the VIC a VEB
(Virtual Enterprise Broker) is displayed to have a set of options. The notes show the
process developed by the VEB (e-HUB). The artifacts shown are e-services used by the
pilot VE (Virtual Enterprise). The virtual enterprise or collaborative networks aim to
capitalize individual capabilities by creating a temporary arrangement to share skills and
core competences. And with platforms such as PyME CREATIVA the internetworking
is easy to achieve, allowing the pilot enterprise to rapidly configure is competences to
fulfill new customer requirements. Cooperation, ubiquity and ability to adapt are the
main principles of this viewpoint that defines a smart organization.

4.5 Technology Viewpoint

A technology review is necessary before choosing any tool, since it guarantees smart
and sensing capabilities of the organization. This paper presents the sensing and smart
resources used by the collaborative network to produce the micro machine (Fig. 10).
The sensing resources allows the acquiring of data and information. And the smart
resources has to do with the efficient operation of the manufacturing. The independency
of technology achieved with this viewpoint improves the resilience of an organization
since a deficiency detected can be solved adopting new technology that deals with the
shortage.
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Fig. 10. Object diagram showing the actors with its smart and sensing resources for the
fabrication of the micro-machine.

5 Conclusions

The S2-RM defines a set of generic viewpoints to design and create Smart and Sensing
Manufacturing Collaborative Networks using a structural approach by defining strat‐
egies, KPIs, core process and technologies. When applied to the pilot case it helps to
have a better description of the system and hence identify the sources of advantage and
key points for supporting collaborative networks. The functionality of each viewpoint
can be formally represented using UML because its variety of diagrams. The enterprise
and information viewpoints focus on the business perspective, strategies and core
processes and core competencies. Therefore this viewpoint must define the smart and
sensing concepts. The information computational and engineering defines the architec‐
ture of the system; especially the computational and engineering form a specific descrip‐
tion of the core processes, and interactions inside the enterprise and the collaboration
network. Here at these viewpoint the collaborative organization definition is established,
and the advantages such as resilience and agility are identified. And finally, the tech‐
nology viewpoint forms a constraint on the implementation of the system, but due to its
independence it allows the integration of the latest technology to assure the best devel‐
opment of smart and sensing through all viewpoints.
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Abstract. In Germany, the importance of renewable energy resources increased
significantly within the last years. In contrast to conventional power plants, there
are highly interactive and complex value-added networks around such an energy
resource. Today, the members of these networks mainly have to cope with infor‐
mation gaps or other issues regarding documentation quality. These challenges
become critical in the context of knowledge intensive business-to-business
processes. To encourage better business collaboration, a holistic knowledge-
centered approach is needed. The digital Plant Lifecycle Record (PLR) addresses
the given challenges in the context of wind turbines. Based on this approach, the
members of the value-added networks cooperatively manage a plant-related
knowledge base. By means of a use case, the general concepts of the Plant Life‐
cycle Record are introduced. Furthermore, empirically collected expectations of
the most important stakeholders are discussed.

Keywords: Renewable energy · Business collaboration · Documentation ·
Knowledge management · Plant lifecycle record

1 Introduction

In Germany, the number of wind power plants (WPP) increased significantly within the
last decade [1]. In contrast to conventional power plants, WPPs are widely distributed.
Remote monitoring and remote services of WPPs enable an unattended operation. Thus,
no permanent on-site staff is required. If needed, the plant owner can commission local
service providers, which are often specialized on knowledge intensive business tasks.
For example, maintenance services depend on up-to-date and complete information
about the structure of the WPP and a complete maintenance history. Another example
are surveyor services, which require a complete and comprehensive list of certificates
and the latest technical documentation. All these service providers interact within a
dynamic market whereas WPPs are incorporated in a highly flexible value-added
network.

Today, most challenges in business collaboration and service commission result
from missing information as well as from the lack of standardized business processes,
services, and information technology. The digital Plant Lifecycle Record (PLR)
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addresses these challenges by providing a shared knowledge base that satisfies the
specific information needs of every stakeholder. Based on this approach, the members
of the valued-added network can cooperatively share and manage plant-related knowl‐
edge. This results in lower process costs and improved collaboration within the network.

This paper addresses the following research questions. (1) Which requirements, poten‐
tials, and stakeholder types are important for a knowledge-based approach in the wind
energy domain? (2) What are the most relevant structural elements of the PLR? There‐
fore, this paper has the following structure. Firstly, the used methodology is introduced.
Secondly, the theoretical framework of the Business Collaboration Pyramid by Ewig [2] is
discussed, including a short discourse about the dependencies between organizational
structure, knowledge and information technology. Thirdly, in Sect. 4, empirical based
requirements and innovation potentials are presented and the overall structure of the digital
PLR is introduced. Finally, a use case and an outlook on further research will be given.

2 Methods and Methodological Remarks

The methodology of this work is oriented towards the design science1 with the aim “to
create things that serve human purposes” [3]. The resulting artefacts need to be designed
and evaluated [4]. Therefore, methods and knowledge of natural and social sciences are
applied.

Following a middle-out strategy, the presented findings result from two sources. The
first source is the relevant literature, which provides a theoretical description of the
problem and the context (top-down). The second source is an explorative semi-struc‐
tured expert survey (bottom-up) which aims to identify different stakeholder viewpoints
(called ideal-types) and their particular requirements on the PLR. The extracted ideal-
types help to understand the specific information needs of the stakeholders as well as
the practical potential of the PLR approach.

3 Related Work

Collaboration in value-added networks is a young phenomenon with growing interest.
Due to organizational specialization and outsourcing activities in the industry, collab‐
oration issues emerged. This work mainly refers to the business collaboration framework
developed by Ewig [2] that is introduced below. Additionally, other related works in the
field of organizational theory and knowledge management are presented.

3.1 Business Collaboration Pyramid

Ewig [2] introduced a framework to describe the transformation process of business and
value-chains towards business collaboration. The current state of this transformation can be
described with the help of the Collaborative Business Pyramid. This pyramid consists of
five dimensions (strategy, organizational operations, organizational structure, information

1 In contrast to natural sciences and social sciences, which try to understand the reality.
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structure, and information technology) with three maturity levels each. In this work, only
three dimensions and their mutual relations are investigated (see Fig. 1).

Fig. 1. Business transformation pyramid following Ewig [2]

Within the complete lifecycle of a WPP, numerous stakeholders cooperate, espe‐
cially in the operation phase. Hence, the organizational structure can be classified as a
network. Although, most of the business tasks and services are knowledge intensive, the
quality of the available information is often insufficient and the data exchange is only
semi structured. Thus, the type of information structure is on the level of data. One
reason for this situation is the low maturity of information technology. Individual
proprietary software products are prevalent, due to low company ages or sizes. No
common information system integration approach is established.

To reach more efficient business collaboration in the wind energy domain, the
maturity of the information structure and information technology should be increased.
The PLR approach explicitly addresses these two dimensions.

For a better understanding of the connection between technology and knowledge, a
short excurse to organizational theory is introduced below.

3.2 Network Organization, Knowledge and Technology2

Scott describes a direct dependence of technical and structural complexity: “The struc‐
tural response to technical diversity is organizational differentiation.” [9]. A high degree

2 The presented theoretical background is very similar to virtual organization approaches (e.g.
[5–8], which will not discussed here.
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of organizational differentiation also means a high degree of network complexity, which
results in a substantial amount of required information in specialized business network
activities [10, 11]. Hence, information technology and information distribution mech‐
anisms become increasingly important with a growing complexity of the network. These
information distribution mechanisms are the basis for knowledge creation and transfer
via information interlinking [12, 13]. An efficient knowledge transfer as well as skill
transfer across single organizational units become important issues to reduce overall
operating costs [12, 14]. This leads to the perspective on knowledge as a factor of
production [15]. Accordingly, organizations integrate individual knowledge into goods
and services [16] and “[t]he primary task of management is [to] establishing the coor‐
dination necessary for this knowledge integration” [16]. This perspective on organiza‐
tions and networks is called knowledge-based or –centered3. Knowledge integration into
services, products, or business activities is characterised by the availability of informa‐
tion as well as personal skills and internalised knowledge. Therefore, it is important to
distribute most specific information to the stakeholders using network-oriented infor‐
mation technology, because “the more formal the information system, the fewer the
resources consumed in transmission” [10]. The PLR provides such an approach for the
distribution and management of plant-related information and supports efficient knowl‐
edge transfer between relevant stakeholders.

4 The Plant Lifecycle Record Approach

Stakeholders can have different objectives in a value-added network. As a result of a
qualitative survey, four ideal-types can be distinguished which refer to their specific
needs as well as their expectations on a knowledge-based approach. The structure of the
PLR considers these expectations and is introduced shortly in the following. Finally, the
application of the PLR is shown by a use case.

4.1 Stakeholder Expectations and Requirements

To explore requirements and potentials of a knowledge-centered approach in the wind
energy domain, experts have been questioned with the help of an explorative semi-
structured survey. The qualitative analysis (cross-case and case immanent analysis) of
the interviews results in four preliminary types of stakeholder viewpoints (called ideal-
types4):

1. Stakeholders with an information-oriented point of view are mainly interested in
structural properties of information. Unification, completeness, comprehensibility
and centralisation of information have been mentioned as most important functions

3 This definition of knowledge-centered approaches is similar to [17] and other researcher in the
domain of Knowledge Management, which define it “as any approach which can be applied in
KM and facilitates the knowledge activities in KM” [17].

4 An ideal-type is a stakeholder with empirically extracted and exaggerated properties. The ideal-
types are disjoint in their interpretations.

258 C. Zinke et al.



for a knowledge-based approach. This leads in the innovation potentials of improved
information flows and higher efficiency in general. It can be assumed, that this ideal-
type only has insufficient access to required information and seeks for improvements
in information organization. Maybe this is the reason why this ideal-type is –in
context of a knowledge-centered approach– not interested in dimensions like legal
evidence, processes, or business.

2. Stakeholders with a documentation-oriented point of view focus on documentations,
particularly on information exchange, historisation, and completeness. A docu‐
mented history enables transparency and leads to the identified innovation potentials
of an improved information flow and higher traceability. The special importance of
the documentations suggests that this ideal-type mainly works with (technical)
documents and does not depend on specific contents that might not be available in
general.

3. Stakeholders with a process-oriented point of view concentrate on business
processes, activities, and activity data. They refer to information distribution and
(legal) evidence instead of information exchange. Furthermore, these stakeholders
are interested in activity-tracing. They act as a networking hub of process-based
information. From their point of view, the innovation potentials of a knowledge-
based approach are the better availability and reusability of process information as
well as the improved (legal) safety.

4. Stakeholders with a systemic point of view follow a holistic and systematic under‐
standing of business processes and their structure. Especially, the comparability and
effectiveness of information logistics are important concepts for these stakeholders.
Probably, they are not actively involved in business process operations, but rather
perform managerial functions.

4.2 Concepts of the PLR

According to Ewig [2], common information concepts as well as better information
system integration are needed to reach a high level of business collaboration maturity.
The technical specification DIN SPEC 91303 [19] introduces a generic structure of a
Plant Lifecycle Record for sustainable energy resources based on international technical
standards. A PLR is defined as a collection of information sets, which consist of an
amount of documents, data or both of them. These information sets refer to the following
concepts: (1) the plant structure, (2) the product structure, (3) one or more views, (4)
the lifecycle phase, and (5) the responsible stakeholders.

The most important concept of the PLR is the plant structure definition. All infor‐
mation must refer to that structure. In the wind energy domain, the so called Reference
Designation System for Power Plants (RDS-PP®) is relevant [18]. It defines a standar‐
dized language to describe the e.g. functional components of the WPP system. Further‐
more, it defines a syntax to designate relations between information and the plant struc‐
ture. The actual product structure of the WPP is managed separately. This enables an
overview of every installed product that realized a specific function for the complete
lifecycle of the WPP.
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A special characteristic of the PLR is the view concept. Based on a classification of
the stakeholder information needs, five basic views have been defined. They refer to
scopes of responsibilities like commercial, technical, or legal aspects. Every information
can be annotated using a set of view meta-data. Accordingly, the stakeholders can access
and filter the PLR based on their responsibility with respect to their activity based infor‐
mation needs.

The DIN SPEC 91303 only defines the top level concepts of the PLR. No detailed
meta-data is defined. To qualify these concepts, existing and standardized meta-data defi‐
nitions and information models are applied. This ensures a high degree of interoperability,
comprehensibility, and acceptance. The designation and semantics of services for the oper‐
ation of sustainable energy resources can be found in DIN SPEC 91310 [20]. For WPPs,
the ZEUS approach by FGW renewable energies [21] defines the semantics of the plant
state. Based on this classification, the actual health and possible resulting tasks can be
described in a generally understandable notation. Furthermore, existing complex informa‐
tion models have been taken into account, like the Common Information Model by the IEC
[22], or the ISO 15926 and IEC 61400-25 standards [23].

The digital PLR concretises and implements the given concepts of the
DIN SPEC 91303. It provides a scalable and highly integrated knowledge base that can be
accessed by every member of the value-added network. The digital PLR is an integrated
information system that can be used by every stakeholder to manage plant-related infor‐
mation. A common information model ensures consistent data and information linking.

4.3 Use Case

The owner is responsible for the secure operation of a WPP. In the operation lifecycle
phase, a so-called operator often undertakes the operation tasks in the name of the owner.
In this case, the owner’s point of view is systemic, whereas the operator is a process-
oriented stakeholder. Based on the PLR, the owner can supervise the operator and
compare the information of different WPPs. The operator can use the digital PLR to
coordinate the information distribution as well as to analyse the quality and completeness
of the available information.

In the context of maintenance and repair, the operator has to coordinate the pending
processes of the service providers in charge. The PLR represents a common knowledge
base for every partner involved. The service providers take an information-oriented
perspective on the PLR. They can directly access the required information and file new
documents. The information sets can be exchanged directly between the partners. No
information conversion or restructuring is needed. The operator only has to check the
quality of the new information and can add new links to other relevant information in
the PLR. This shared management leads to better information quality, higher actuality
of the information and reduced workloads for all involved stakeholders.

The digital PLR approach provides the basis for a structured information exchange
between the stakeholders. The improved availability of information reduces the efforts
for service preparation and completion. The digital PLR ensures an improved system
integration and supports the automation of data exchanges. In total, the business collab‐
oration is strengthen by an improved information technology support.
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5 Conclusion

Value-added networks for WPPs are complex and highly dynamic. Today, business
collaboration between the stakeholders is amendable because of inefficient or broken
information flows, which are results of immature information technologies and an
insufficient inter-company knowledge management. The digital Plant Lifecycle Record
approach addresses these challenges by providing a shared knowledge base whose
concepts are premised on international technical standards and information models.

To identify the main innovation potentials and the requirements of the PLR, experts
have been questioned. The resulting four preliminary ideal-types are introduced. These
types can help to create a theoretical framework to describe the stakeholder-network
and interactions for WPPs and beyond. Furthermore, the main concepts of the PLR are
derived from the requirements of the ideal-types.

A demonstration implementation of the digital PLR is under development and will
be evaluated in different practical use cases. In contrast to DIN SPEC 91303, this proto‐
type will consider requirements like security or system availability in more detail and
will provide some decision support methodology.
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Abstract. The development of the Port Community System (PCS) concept, as
a single access point to a port, offering integrated logistics and transport services,
is a complex and challenging endeavour. Effective value creation in PCS requires
the integration of stakeholder’s internal processes with the collaborative activi‐
ties/processes, under an open framework. The establishment of such community
thus requires a well-founded collaborative framework to integrate and coordinate
the diverse IT-systems of the participating stakeholders. These IT-systems, in
most of the cases, were not designed and developed for a cooperation context,
leading to a complex overpriced web of disconnected systems that are difficult to
manage, maintain, and adapt to the fast evolution of technologies and collabora‐
tion models. In this context, an enhanced Enterprise Collaborative Network plat‐
form is presented and discussed as an approach to support PCS.

Keywords: Collaborative networks infrastructures · Business ecosystems ·
Service oriented computing · System of systems

1 Introduction

An increasing pressure for organizations to participate in collaborative business
processes has created new research challenges on how to adapt the IT-systems to effec‐
tively cope with this fast emerging dynamics. This trend is observed in diverse domains,
including manufacturing supply chains, services sector, and also logistics networks. For
instance, a collaborative logistics framework for the integration and collaboration among
stakeholders in logistics chains is proposed in [1]. A particularly relevant sector, due to
its economic relevance, is the logistics ecosystems associated to ports. Stakeholders in
this area are under the pressure to adopt electronic data exchange with peers, private or
governmental, while at the same time their success depends on their strategies regarding
business partnerships.
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The difficulties here are related to the large number of services each partners has
to offer/participate in, associated to the adoption of a total electronic data manage‐
ment and exchange. The electronic data exchanges can take many forms in terms of
protocols and technologies (e.g. HTTP, FTP, SOAP, RESTful, WCF/.NET, JEE,
DNS), and data models structure and semantics (e.g. STEP, HL7, DATEX, SWIFT,
IMO, GS1), to mention only a few. Furthermore, business requirements are
commonly directly mapped to software development needs without strong enough
component models. This is recurrently identified as a process to technology “gap”,
representing the lack of well-founded approaches to automatically manage all steps
from the inception/design of new business services/processes to their execution,
management and evolution.

This challenge requires multi-disciplinary contributions from processes/business
to technology/engineering domains. Although modularity is recognized as of para‐
mount importance to reduce lifecycle complexity, promote collaborative develop‐
ments, and allow competitive complex IT-systems composed of components supplied
by diverse software developers, typical software systems lack sufficient adaptability
to the world diversity [2], i.e. generated solutions tend to be specific. As a result,
making adaptations is a needed time consuming process, aggravated by the associ‐
ated risks of potential errors that might be introduced through changes. The research
community is for long tackling this problem from complementary approaches. One
of those approaches is the component-based software engineering (CBSE) initiative
[3], focused on efficiency issues like performance and reliability. The certification
of components is argued as a valuable contributor to the increase of reusability, and
model behaviour prediction. Another approach is related to a formal modelling, using
domain analysis (FORMULA) [4, 5]. The establishment of model driven strategies
to address formal structuration of the complex technology bindings were since long
proposed by the Object Management Group (OMG). A concretization of the OMG’s
Model Architecture (MDA) vision, where platform independent models (PIM) are
automatically mapped to platform specific models (PSM), is proposed and discussed
in [5]. Nevertheless, given the underlying complexity, the proposed modelling
approach and tools offer only partial specialized automation, lacking a whole and
consistent integrated development workbench (e.g. popular frameworks/tools like
OSGi, Maven, Eclipse and interdependent plug-ins, are not consistently integrated).

Considering this context, this paper presents and discusses the ECoNet platform
[7], and its application to support a port community business case. Unlike an initial
suite of concepts to model collaborations in the context of the Logistics Single
Window (LSW), introduced and demonstrated in our previous research [7], in this
paper we enhance the ECoNet platform with the concept of Virtual Collaboration
Context (VCC). The experience with the development of a PCS demonstrator,
involving the integration of a large amount of heterogeneous open source code, is
discussed. It further argues for the need to move towards a total coordinated collab‐
oration integration, and discusses the strengths, weaknesses and needed further
research.
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2 The Port Community System Business Case

The MIELE project has established the strategy to develop a Port Community System
(PCS) as an enhanced version of the existing port single window (in Portuguese, Janela
Única Portuária - JUP). The PCS, as defined by the EPCSA1 association:

(i) “a neutral and open electronic platform, enabling intelligent and secure exchange
of information between public and private stakeholders in order to improve the
competitive position of the sea and air ports’ communities”, and

(ii) “it optimises, manages and automates port and logistics efficient processes through
a single submission of data and connecting transport and logistics chains” [6].

The Portuguese port single window (PSW/JUP) system is developed based on the
National Reference Model (NRM) [12], a set of business processes models associated
to its offered services, and their supporting functionalities. The NRM processes, while
following a model-driven approach, soon became outdated in relation to the operating
PSW/JUP. This is a common problem as it is difficult to maintain the models updated
along the lifecycle (inception, design, development, operations/maintenance, evolution)
of complex IT-system. A suite of good practices regulating the changes required during
the development and evolution, based on the operation experience and the identification
of required changes, is necessary. The difficulties to maintain the consistency of the
mapping between the platform independent model (PIM) and the platform specific
model (PSM) are recognized and commonly associated to the weakness of the supporting
tools. Existing development tools (e.g. Eclipse, Maven, plugins) are not complete
enough to manage changes (refactoring at any level) and maintain the consistency of all
supporting models (and meta-models).

This is a common situation considering that the implementations usually have to
adopt specific approaches in order to answer requirements not identified during the
design phase. Furthermore, the PSW/JUP system has different implementations for at
least the Lisbon and Leixões ports. In fact one identified difference is the approach to
manage the port gates. A port gate is a physical place where freight trucks or trains are
registered and controlled. In Leixões there is an automated and reliable gate that registers
all freight/transport flows using road transportation (trucks). On the other hand, in Lisbon
the role of the gate is played by the IT-system of the port operator (concession managed
under a pubic private partnership). This situation makes us to question the current PSW/
JUP system and identify the need to rethink its architecture in order to promote similar
computational responsibilities for all the ports.

3 ECoNet Platform Concepts, Services and Validation

The Enterprise Collaborative Network (ECoNet) platform supports preserving electronic
relationships between an organization and its partners [7]. It follows an analogy with the
classic correspondence management department, responsible to manage the inbound/
outbond surface mail. The Enterprise Collaborative Manager (ECoM) IT-system is the

1 European Port Community Systems Association.
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component of the ECoNet platform responsible to manage the electronic exchanges. It can
be seen as a formal abstraction for the current panoply of adapters necessary to support
business message exchanges specific needs. For such abstraction, the ECoM implements a
suite of Collaboration Contexts (CoC) specialized in managing the semantics of specific
electronic message exchanges (EDIFACT, GS1, STEP, and HL7) developed to support
distinct application domains. The ECoM component has therefore the following main
computational responsibilities:

• Based on the Collaboration Context zero (CoC0), a common secure and reliable
communication infrastructure is made available to be shared by the other collabora‐
tion contexts;

• The other collaboration contexts {CoC1, …, CoCN} are responsible to manage
specific electronic data exchanges, share common services with the CoC0 (also
representing system collaboration context) and might establish secure direct commu‐
nication links depending on specific communication requirements (e.g., fast FTPS
large files exchange);

• The collaboration context might evolve to incorporate standard messaging (MOM2)
with publish/subscribe capabilities, transactions management for atomic (reliable)
coordination, and other specialized mechanisms depending on specific requirements
of a particular message exchange.

By computational responsibility we define the abstraction that models a mapping
between requirements and capabilities that are (completely) fulfilled by an IT-system
(made of software or software and hardware, under a unique supplier responsibility).

In the ECoNet platform model, the ECoM component plays a core role as the unique
IT-system of the organization responsible for the coordination of the electronic message
exchanges. In fact, ECoM is the inbound/outbound endpoint of an ECoNet-enabled organ‐
ization (or ECoNet node). The proposed approach adopts a unified coordination of message
exchanges between an organization and its peer partners (other ECoNet members). This
raises two complementary concerns: i) the establishment and lifecycle management of the
ECoNet network, and ii) the relations to the IT-systems of an ECoNet member.

Current approaches in this sector are based on proprietary architectures, usually
positioned as B2B integration platforms associated to specialized services to access
existing repositories in a diversity of formats to make effective the exchange of business
messages (e.g., GXS platform). Depending on the scale/complexity, large business
companies commonly establish their own standards for business partners to access elec‐
tronic exchanges (INTTRA, DHL). Also large logistics and transport companies usually
hold expensive enterprise resource planning IT-systems already embedding the capa‐
bilities to manage business messages exchange in a diversity of formats. The (Enterprise
Application) IT-system to IT-system data exchange faces three main concerns:

(i) How can an IT-system data be retrieved/stored (outbound/inbound);
(ii) What is the format of the exchanged data (payload) and;
(iii) What is the transport protocol, Fig. 1.

2 Message Oriented Middleware.
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This scenario establishes a complex distributed system where a source IT-system
needs to be accessed to generate the payload message. If the IT-system has B2B data
exchange embedded capabilities, the adapter might not be necessary. Nevertheless the
question is what should be the adopted format (e.g. EDIFACT/X.12, GS1) considering
that the potential partners might have adopted different IT-systems and so different data
formats.

The fast growing of business exchanges makes interoperability, maintenance, and
adaptability to a new business partner, a difficult and error prone process, not only at
setup time but along the overall life cycle. Furthermore, as legacy IT-systems are usually
not prepared for cooperation, the integration of B2B adapters or platforms requires, in
most of the cases, a tight integration process by accessing internal data models to
retrieve/store data. This process contributes to potential problems (and additional costs)
when integrated systems are updated or new versions are installed, [13]. The growing
complexity associated to the number and diversity of specialized IT-systems (adapters,
B2B platforms), contributes to increase costs and the operational risks. Figure 2 illus‐
trates a group of organizations linked by such adapters or B2B integration platforms as
a traditional approach to establish B2B relations among organizations.

Fig. 1. Exchange of data between organizations

Fig. 2. Current B2B interoperability based on adapters
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Some of the main problems associated to the current B2B data exchange are:

• Existing enterprise IT-systems, at least cheaper ones mostly adopted by medium and
small enterprises (SME), are not prepared for B2B data exchange;

• Adoption of adapters establishes strong dependencies on the legated systems. They
generate a web of interdependent IT-systems difficult to maintain and evolve;

• There are diverse standards for data modelling/format (e.g. EDIFACT, GS1), trans‐
port protocols (e.g. AS2, FTPS), security frameworks, and coordination frameworks,
which might be adopted by a potential business partner, making the joining process
of a new business partner a complex endeavour;

• A new collaborative business partner might require changes to the installed B2B
adapters if adopting different payload or transport formats.

The ECoNet collaboration platform aims to answer to the formulated weaknesses of
existing approaches. Instead of putting pressure on unification of existing standards or
proprietary models and protocols, ECoNet assumes diverse cultures (processes or tech‐
nology), establishing a unified adapters framework, the collaboration context (CoC). In
fact a collaboration context provides a unified framework for the adapters/B2B platforms
as shown in Fig. 3. Instead of specialized adapters, vendors are invited to adopt the open
specification of the ECoNet collaboration context mechanism and publish the newly
created CoC at the ECoNet root portal (providers of certified CoC as products). In this
way, any organization that decides to initiate a business relationships with new business
partners, if they are ECoNet-enabled (if they have a certified ECoM instance installed
or accessible through a cloud provider) they only have to install an interoperable collab‐
oration context. At a higher abstraction level, the ECoNet establishes a kind of unified
B2B logical bus. As such, ECoNet contributes to the collaboration preparedness of the
members of the business ecosystem [8].

Based on these principles, a prototype of a generic file/message exchange and a Port
Community System IT-system were developed. The file/message exchange system was
the first reference implementation of the ECoM subsystem. The collaboration context

Fig. 3. The ECoNet collaboration platform as a unified B2B bus
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zero is based on the CIPA reference implementation of the PEPPOL EU project as
already discussed in [7].

Considering the complexity of the PEPPOL approach, a simpler generic secure and
adaptive communication management is currently being evaluated. An alternative refer‐
ence implementation was studied, OXALIS, promoted as an open source by Difi3.
Nevertheless, there is a significant conceptual different between PEPPOL, OASIS/Busi‐
ness Document Exchange Architecture [9] and the ECoNet strategy. In PEPPOL, the
access points need to expose compatible transport protocols (START, LIME, AS2)
while for ECoNet nodes, the transport protocol is internal to ECoM. The transport
protocol is transparent for the IT-systems and also for the collaboration contexts (CoC),
considering it is abstracted by the collaborative context zero (CoC0). The CoC0 maintains
the concept of access point (AP) as defined by OASIS/BusDox [14]. The plans are to
(re)implement a simplified secure and reliable message exchange mechanism between
ECoNet nodes eventually reusing some parts from the PEPPOL reference implementa‐
tion but based exclusively on ECoNet requirements. There is a common idea about the
simplicity to use nomadic commodities (smartphones or tablets) and the Web Services
technology to support collaborations. In fact, those facilities offer services to the users
of some organization of some service provider (e.g., Facebook). The ECoNet infra‐
structure addresses the business data exchange needs, but only those with origin in the
IT-systems that automate the enterprise’s business processes. Those IT-systems in fact
are being enhanced with new communication channels beyond classic user interfaces
(web based or not), to support nomadic and things (Internet of Things) interactions, e.g.,
a transponder (thing) in a container to support real-time tracking.

Introduction of the Virtual Collaboration Context (VCC) concept
A collaboration Context was defined in [7] as:

• Collaboration Context (CoC) – abstracts a specific collaboration and is made of one
or more collaboration context services (CCS), where CCSA = {CCS0, CCS1 …
CCSk}, for k > 0, is the set of the CCS of the collaboration context CoCA. The
collaboration context service zero (CCS0) is a mandatory (system) service and estab‐
lishes the CoC entry point.

It establishes a bounded collaboration semantics as far as data formats and semantics
of source and target IT-systems are concerned. As mentioned, it plays a similar role to
a specialized adapter for the management of the exchanges of data between IT-systems
in two organizations. Nevertheless, in the initial model, if an IT-system that accesses
peer IT-systems through an interoperable CoC needs to establish multitenant spaces for
groups of ECoNet nodes (partners), there was no mechanism available. To solve this
weakness, the model was improved to support the concept of Virtual Collaboration
Context (VCC). A VCC establishes one or more groups (multitenant spaces) from the
ECoNet ecosystem members able to establish restricted view only accessible to nodes
that joined the VCC. It is important to clarify here that a VCC is to be managed by IT-
systems that access one or more CoC to exchange business date with a peer IT-system

3 http://www.difi.no/; https://github.com/difi/oxalis.
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(from a business partner). For an ECoNet node (from the initiative of an IT-system) to
join a VCC it needs to be accepted by the VCC owner, i.e. the node that created it.
Formally this new concept enhances the CoC with the newly created virtual collabora‐
tion context (VCC):

• Collaboration Context (CoC) – also abstracts one or more virtual collaboration
context services (VCC), where VCCA = {VCC0, VCC1… VCCm}, for m > 0, is the
set of the VCC of the collaboration context CoCA

• A Collaboration Context (CoC) is therefore (e.g. for the collaboration context A):
• CoCA = CCSA U VCCA; i.e., the set of all the CCS and VCC of the collaboration

context CoCA;
• The Virtual Collaboration Context zero (VCC0) exists by default and includes all the

ECoNet nodes that have the respective collaboration context installed and belongs
to the same business partnership.

The visibility of an ECoNet node is restricted to the peer ECoNet nodes that accepted
to be business partners (same business partnership). This means that each ECoM
instance maintains a list of the ECoNet nodes that were trusted to be considered as
business partners. The ECoMsgExchange reference implementation already supports
the virtual collaboration contexts making possible for ECoNet members to establish
restricted file or message exchange share spaces, Fig. 4.

From the ECoMsgExchange web interface a user from the organization can create
and invite ECoNet members to join a VCC. For a selected VCC, a user can share files
or messages (currently limited to 10 Kb). For both the ECoMsgExchange and PCS IT-
systems, presented in the next chapter, two distinct specialized CoC were developed:
(i) the CoCECoMsgExchange, and (ii) the CoCPCS.

Fig. 4. A snapshot of the ECoMsgExchange ECoNet reference IT-system
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4 The PCS Validation Business Cases

The Port Community System was developed as a complement to the current PSW/JUP
system. The objective is to develop a wider port community of service providers with a
single access point for both electronic exchanges and web access. A snapshot of a trans‐
portation container tracking inquire is shown in Fig. 5. The proposal of an extended
approach to the management of formalities in a sea port, as worked in the MIELE project
are related to the application of the Directive 2010/65/EU4 and the need for an enhanced
collaboration among EU ports promoting, in this way, single procedures for stakeholders
and thus simplify processes while maintaining the required security. A first prototype
implementing container tracking as an initial service for the new a PCS was developed,
Fig. 5.

Fig. 5. A snapshot of the PCS ECoNet demonstrator IT-system

One of the main challenges in this domain is related to the need for a generalized
cooperation among a panoply of IT-systems supporting transport and logistics processes
from business stakeholders and interactions with customs and other authorities. By estab‐
lishing a unified adaptive business collaborative framework, the ECoNet infrastructure is
expected to make easier the adaptation of the participating IT-systems from a diversity of
(with multiple cultures) stakeholders on answering the requirements established by Direc‐
tive 65 for single authorization/control procedures inside Eurozone. The port community
system is from inception integrated to ECoNet being this way interoperable with port
administrations and other regulators IT-systems along the transport chain. Such common
interoperable platform plays a key role for the agility of door-to-door integrated transport
and logistics services offered by the concept of logistics single window (LSW) as
discussed in [7].

4 Directive 2010/65/EU of the European Parliament and Council of 20 October 2010 on reporting
formalities for ships arriving in and/or departing from ports of the Member States.
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The need for efficiency on the exchange of logistics information between information
systems is discussed in [10] by proposing guidelines to promote collaboration processes
among stakeholders of maritime transport and regulatory procedures for Single Window
Systems. In fact, the ECoNet open specifications aim at contributing to establish a
structured multi-supplier technology landscape able to reduce costs and risks associated
to existing models to make effective electronic data exchanges.

The ECoNet proposal emphasises a separation between intra-organization and inter-
organization issues. While focused on the inter-organization perspective by postulating
a well-founded model (a common virtual breeding environment - VBE) to manage
collaborative relations among groups of organization with different organizational,
processes, and technology cultures, the intra-organization is also being considered. The
difficulty to adapt complex legacy IT-systems to the newly proposed ECoNet services
has motivated the (re)construction of PCS as a wrapper of JUP, Fig. 6. Nevertheless,
further enhanced integrated models and validations are necessary, namely a high level
modularity abstractions in line with the Cooperation Enabled System [11] as a strategy
to contribute for a reduction of the growing technology dependencies (vendor lock-in
situations).

Fig. 6. The new PCS IT-system wraps the legated PSW/JUP

5 Conclusions and Further Research

The collaborative logistics and transport involves large-scale complex distributed
systems that must be reliable, maintainable (panoply of technology suppliers), compet‐
itive, auditable, and secure. Additionally, it is necessary to get the confidence of all
stakeholders for the management of their critical business processes. The ECoNet plat‐
form is developed in support of a holistic framework able to speed up the adoption of
competitive business collaborative networks and at the same time it contributes to a new
generation of dynamic and agile IT product and services. Unlike the first prototype of
ECoNet focused on demonstrating the potential of a unified coordination of B2B
exchanges, as discussed in our previous research [7], in this paper both an enhanced
model of the ECoNet platform as well as a reference implementation for its PCS
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prototype were presented. Furthermore, the complexity of adopting the open source
PEPPOL/CIPA reference implementation and the need for a simple approach to the
communication layer was discussed.

The need for novel distributed systems technology able to cope with the growing
complexity of collaborative logistics and transport was confirmed by a great level of
adherence of stakeholders to the ECoNet proposition. Further validation of the imple‐
mented system regarding the exchange of traffic data involving DATEX2 format and
payment security enforcement for a competing gas distribution networks (forecourts) is
now under planning and development. Nevertheless, some weaknesses can be identified
in the current implementation, namely:

• The proposed model is not yet validated for large data sets under diverse formats and
semantics. Existing approaches while proprietary are quite complete and credible to
manage complex exchanges;

• The ECoNet strategy might challenge the value of well-established business plat‐
forms (or products) considering that with the adoption of ECoNet by main stake‐
holders such unique solutions might have to move to the open ECoNet environment.
Nevertheless this change needs to get the approval and confidence of stakeholders
about its competitive advantage against current proprietary approaches (even if they
adopt existing standards).

The EcoNet infrastructure is to underlie professional business to business data
exchanges. While possible, it is not expected to be installed in a personal laptop or in a
nomadic (smartphone or tablet) to support the establishment of personal or even business
data exchanges. For those case other simple technology approaches are available (from
single Web Service mechanism to platforms specialized for personal interactions
support). Nevertheless, it is expected that through the new enhanced ECoNet enabled
IT-systems (integrated to the ECoNet platform) a suite of new APP based services indi‐
rectly using the ECoNet infrastructure, might be available.
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Abstract. Transportation planners require software support to easily monitor
and dispatch transportation resources, especially when transportation is multi-
modal and when resources from different companies in their network are being
used. We call such an application a transportation control tower. This paper
presents a software architecture for transportation control towers. It focuses in
particular on the novel aspects of the software architecture. These are: the ability
to easily configure the monitoring of resources and tasks; the ability to create the
statements for monitoring resources and tasks based on the transportation plan;
and the ability to dynamically adjust the monitoring statements. A prototype of
the software architecture is implemented and evaluated on three usage scenarios.

Keywords: Collaborative networks · Transportation · Transportation
management system · Control tower · Transportation planning

1 Introduction

On a daily basis, planners at transportation companies are working on the assignment
of transportation resources to transportation orders. Each transportation order involves
a large variety of activities and may involve many different parties. Of course, activities
include the actual transportation of the goods, either by the company of the planner or
by partner companies. However, they also include logistic activities around the trans‐
portation, such as collecting an empty container to transport the goods in, temporary
storage of the goods in a partner of a warehouse, and transshipment by a terminal. They
also include administrative tasks, such as reserving resources of transportation partners,

A working version of this paper is available as A. Baumgrass, R.M. Dijkman, P.W.P.J.
Grefen, S. Pourmirza, H. Voelzer, M. Weske. A Software Architecture for a Transportation
Control Tower. BETA Working Paper WP-461. Eindhoven University of Technology,
Eindhoven, The Netherlands, 2014.
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filling out forms, inspection of the goods by customs, and billing. Transportation plan‐
ners are responsible for planning and monitoring these activities. This task is made more
complex by the fact that the transportation plan for a transportation order often changes,
for example, due to changes in the availability or cost of transportation resources. This
may have a rippling effect on other transportation orders as well.

To support these tasks, a transportation planner would benefit from software that
helps him monitor the tasks that have been performed for the transportation order, the
tasks that still have to be performed, and the transportation resources that are assigned
to, or are available for, the transportation orders. We also call such software a ‘trans‐
portation control tower’ analogous to the control towers that monitor transportation
resources in aviation.

There exist a large number of transportation management systems (TMS), which
provide functionality for monitoring transportation resources. In previous work [4], we
did a thorough analysis of a collection of 49 of these tools. The difference between such
more traditional TMS and a control tower is that a control tower provides a more open
ecosystem with advanced facilities for incorporating monitoring capabilities of partner
resources and other data.

This paper presents an architecture for a transportation control tower. The architec‐
ture is based on an analysis of transportation scenarios from practice.

2 Usage Scenarios

This section presents three scenarios that were developed in collaboration with industry
partners [9]. The scenarios represent situations that occur on a daily basis and that require
advanced (control tower) functionality from transportation management systems to
properly support transportation planners. The section ends with an overview of this
functionality.

2.1 Multi-modal Planning

A transportation planner can plan a multi-modal route for a full container load. To do
that effectively, the planner needs to have insight into real-time information about the
transportation infrastructure, including both the current traffic conditions and transpor‐
tation-related events, such as the waiting time at customs or the gate at the harbor.

Often, transportation companies make use of partners to do the transportation. To
that end, the transportation planner needs insight into the availability of transportation
partners. Using this information, the transportation planner can select the trucks that are
closest to the pick-up location of the goods. These trucks can either be own assets or
assets owned by transportation partners or single drivers.

After the transportation plan is created, the planner should be able to automatically
distribute the transportation plan to the parties that are involved, including transportation
partners. Subsequently, the execution of the transportation must be monitored, the
geographical position of the resources involved must be tracked, as well as the status of the
transportation steps that have been performed and the steps that still must be performed.
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2.2 Freight Shift

It happens every day that transportation capacity or demand shifts from one location to
another. For example, an airplane that carries 10 containers may have to land at a
different airport unexpectedly due to weather conditions. As another example, an
airplane may suddenly have more transportation capacity available, because of the
cancellation of a transportation order.

Such freight-shifts should be detected as quickly as possible to properly act on them.
Nowadays, transportation companies often hear about it at a late stage, for example,
when the airplane has already landed at another airport.

Once the freight-shift has been detected, transportation planners must change the
plans around the affected locations. This involves re-planning the resources that were
originally planned to pick-up or drop-of the cargo, possibly even if they are already en-
route. It also involves re-planning additional capacity to pick-up or drop-of the cargo at
the new location.

2.3 Inland Waterways

The use of inland waterway transportation usually is associated with transportation cost
advantages and positive environmental performance. However, its reliability is influ‐
enced by varying water levels which might lead to restrictions or complete close down
of the waterway for days. Since such situations can, to an extent, be foreseen, the creation
of robust offline plans, which consider the risk of low or high water levels, and careful
monitoring and prediction of water levels, can mitigate the need for ad-hoc online re-
planning.

Based on historical data and information about the current water levels and their
development, situations in which the planned transportation by inland waterway might
lead to problems due to insufficient water depth can be detected. Since this information
can be transmitted to the planner in ample time before the start of the transportation, the
planned route can still be changed using other transportation alternatives.

The choice of other transportation alternatives is facilitated by the consideration of
existing alternatives based on schedules as well as on information about the available
capacities and routes shared by transportation partners or by assigning free vehicles to
new routes.

2.4 Required Functionality

The scenarios above, point to a number of requirements that transportation control tower
software should support. A detailed analysis of requirements can be found in [9], but on
a high level of abstraction, a transportation control tower should support:

• the provisioning of information on the availability of transportation resources,
including own resources, and partner resources;

• the provisioning of information on infrastructure availability;
• automated detection and prediction of disruptions of transportation infrastructure and

resources;
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• offline planning (before the transportation is executed);
• online planning (while the transportation is executed and taking real-time information

about resource availability and disruption into account);
• robust planning (taking into account likely changes to a transportation plan);
• multi-party tracking and tracing based on a transportation plan; and
• automated reconfiguration of the tracking and tracing facilities based on changes to

a transportation plan.

3 Architecture Overview

Considering the requirements that are explained in the previous section, we developed
a software architecture for a transportation control tower. Figure 1 shows the high level
components that are provided by this architecture. The architecture is described in detail
in [10].

Fig. 1. Architecture for a transportation control tower.

The architecture is layered and shows the following components. There are user
interfaces for both the planner and for devices that drivers of transportation resources
use. In addition, there is a process configurator that can be used by a designer, to describe
the activities that must be executed for various types and legs of transportation routes
in terms of processes. Through the user interface, the planner has access to various types
of planning algorithms.

Both the planning algorithms and the user interfaces make use of information that
is either accessible from an (external) information store such as a database or via an
event manager. The event manager is a publish-subscribe mechanism that can be used
to monitor events that are published by event sources, such as board computers of trucks,
road management systems, and AIS transponders of ships.

The tasks that must be executed and monitored during the execution of a transpor‐
tation plan, are determined by composing them based on the transportation plan and the
processes that are designed in the process configurator. These tasks are subsequently
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managed by the orchestration engine, which also takes care of subscribing (and unsub‐
scribing) to events that are relevant in different stages of the transportation plan and must
be shown on the various user interfaces.

4 Detailed Architecture Operations

In the usage scenarios, the architecture components work together as follows.
In order to plan the fulfilment of a transportation order, the route planning component

is used to create a, possibly intermodal, routing for the transportation order or each
consignment thereof. Such an intermodal routing is an alternating sequence of trans‐
portation legs and transshipments that connects the pick-up point with the delivery point
of the consignment. Optionally, multiple transportation orders can be planned together,
e.g. to benefit from optimal sharing of resources, by using the transportation planning
component. The transportation plan must then be refined into a detailed actionable plan,
which we also call a transportation process.

Figure 2 shows a section of a transportation process. This section corresponds to two
legs: first an empty container is procured by a truck and then the truck picks up the goods
and drives them to a train terminal for further shipment.

Fig. 2. Initial part of transportation process example.

To construct the transportation process from the transportation plan, we follow the idea
that a process model is composed of process snippets, where we have essentially one snippet
for each segment (i.e., leg or transshipment) of the transportation routing. For example, in
Fig. 2, the vertical dashed red lines show the boundaries of the snippets. Functions to create
models from snippets, i.e., creating a snippet from scratch, registering it to the repository using
index attributes, searching for snippets with transportation routing segments and composing
snippets together, are integrated into the process configurator component.
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The orchestration engine provides a means to enact transportation processes. The
orchestration engine has a task handler to monitor the state of transportation tasks that
are derived from the transportation order and to enable different users, e.g. a planner, to
perform the tasks that need to be done. To this end the orchestration engine also has
access to the static information store. Optionally, it can activate external applications to
perform certain tasks (not in the architecture).

The transportation resources that are being monitored may vary per process or per
task. For example, during a truck leg, a truck is being monitored, while during a train
leg, a train of a partner company is being monitored. In order to receive notifications
from the event monitoring component about the status of the resources, the orchestration
engine has to subscribe to predefined queries. The transportation process itself as well
as all of its tasks can be annotated by these predefined queries as shown in Fig. 2. The
orchestration then ensures that a subscription becomes active when the corresponding
task or process becomes active.

To process the queries, we implemented an event manager responsible for collecting
events from different sources and processing them. The event manager is based on
‘complex event processing’ [3, 6, 7] and builds on Esper [2, 5]. In this paper, we focus
on the usage of event subscriptions during transportation execution and refer the inter‐
ested reader for the technical details of the event manager to [1] and the corresponding
tutorials1.

The engine integrated in the event manager registers each event subscription via
listeners. These listeners get informed if the subscription matches observed event types
from relevant event sources. We assume that all required event types are registered in
the event manager. The queries that activate the listeners look like SQL queries, but
instead of tables, they query the pre-defined event types. For example, the query below,
subscribes to events of the type ‘VehiclePositionUpdate’ for a specific truck that is given
as a parameter and within a time interval that is given as a parameter.

We mainly work with high-level and transportation-related events for which we
provide subscription templates. To obtain such high-level events, aggregation rules are
defined, which combine or select event information contained in events, possibly from
different event sources. A simple example of such an aggregation rule is the following
rule, which generates events of type ‘TransportFinished’, when a truck with a given
identifier arrives at a certain geographical position.

The planning algorithms are made accessible to the end-users via user interfaces. The
user interfaces also show information on the status of transportation orders, the tasks that
must be performed for these transportation orders, the status of resources that are needed
for executing the transportation orders, and related information such as the weather condi‐
tions, traffic congestion or low water levels that might affect container transport on barges.

1 http://bpt.hpi.uni-potsdam.de/Public/EPP.
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5 Evaluation

We have done an initial evaluation of the architecture, using a questionnaire in which we
asked practitioners about the use and usefulness of particular aspects of the transportation
control tower. In particular we asked them to rank the importance of completeness, time‐
liness and accuracy of different types of information in their system on a five-point Likert
scale. We also asked them whether their current systems provided the information in a
complete, timely and accurate manner. The questionnaire was filled out by three practi‐
tioners from different logistics service providers during this initial evaluation. We are
currently working to have it filled out by a much larger number of respondents. The prac‐
titioners ranked the importance of completeness, timeliness and accuracy of all types of
information as high or very high. Interestingly, they also indicated that timeliness is a
problem with many types of information. In a discussion with them, we found that this
was because planners often need to resort to searching for information on, for example,
delays of trains on a web-site and they need to ask for availability of partner vehicles by
calling their partner organization. In a transportation control tower, that information is
available in a more timely manner, because it is directly fed into the system through event
aggregators. More detail on the setup of the evaluation, including the questionnaire can
be found in [8].

6 Conclusion

This paper presented an architecture for software that transportation planners can use to
manage and monitor their transportation orders. Using a publish-subscribe mechanism,
information on transportation resources of the company itself, on the transportation
resources of transportation partners, and on other transportation-related events can be
made available in a flexible manner. Subscriptions are associated with tasks in the
process model that is derived from the transportation planning. In that way, information
subscriptions are highly configurable and will adapt to the context of the tasks that are
being executed for the transportation order.

The architecture has been implemented in a prototype, of which a demo is available
on-line2.

This paper focuses on introducing the overall architecture of a transportation control
tower and the information aggregation component of the architecture. We acknowledge
that there are other aspects that are important to ensure the collaboration of partners in
such a platform, including security and technical and conceptual data translation. These
aspects have, to an extent, been addressed in the work described in [1, 9, 10] of which
this paper is a summary.
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Abstract. The complexity associated with fast growing of B2B and the lack of
a (complete) suite of open standards makes difficulty to maintain the underlying
collaborative processes. Aligned to this challenge, this paper aims to be a
contribution to an open architecture of logistics and transport processes man-
agement system. A model of an open integrated system is being defined as an
open computational responsibility from the embedded systems (on-board) as
well as a reference implementation (prototype) of a host system to validate the
proposed open interfaces. Embedded subsystem can, natively, be prepared to
cooperate with other on-board units and with IT-systems in an infrastructure
commonly referred to as a center information system or back-office. In inter-
action with a central system the proposal is to adopt an open framework for
cooperation where the embedded unit or the unit placed somewhere (land/sea)
interacts in response to a set of implemented capabilities.

Keywords: Logistics � Transports � Service oriented computing � Internet of
things � Location based services/devices

1 Introduction

The idea of open systems has been placed with increasing acuity wherein the need for
new services and their supporting processes require overall integration of a disparity of
systems. By open system within a framework of complex information systems
(IT-Systems) is understood by a system (of systems) in which its subsystems imple-
ment a responsibility framework, or set of computational capabilities, where for each of
those subsystems there are at least two implementations that compete in the market. In
an architectural service oriented framework it could be considered that each subsystem
implements a set of services whose interface corresponds to an open specification or
even a norm when a specification is required by a formal standardization [12].

The generalization of sensors/actuators as intelligent systems with an increasing
degree of autonomy, adaptability and may be permanently connected, has motivated a
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number of works in the area of Internet of Things (IoT), [1]. As defined in [1], “The
Proliferation of These Devices in the Communicating-actuating Network Creates the
Internet of Things (IoT),…”, which means that the growing number of networked
devices form the growing capacity and distributed intelligence in the perception of
environment where devices are always connected to any decision system (IT-System).

Although expectations are high concerning the widespread potential adoption of a
network of “things”, the success depends on the establishment of a “business eco-
systems” as a multiplier of devices installed settling the contribution to the develop-
ment of Big-Data concepts in supporting business and decision processes. Although
being a recent topic, the first use with the designation of network of things (IoT) dates
back to 1999–2002 being referred in the Forbes Magazine as “We need an internet for
things, a standardized way for computers to understand the real world” as an interaction
strategy with the real world [2]. In the same paper is identified a set of capabilities that
could help reduce the gap between the physical and virtual worlds:

• Communication and cooperation - either among different units in close spaces or
in communication/cooperation with the infrastructure side systems in connection to
central information systems (back-office). Recent developments in technologies
such as GSM/UMTS/LTE, Wi-Fi, Bluetooth, ZigBee, DSRC-MDR (Dedicated
short-range communication – Medium Data Rate), Sigfox, NFC (Near Field
Communication), among others, has established facilitators (production capacity
and costs) in the generalization of devices, with more potential to incorporate more
functionalities;

• Addressing capability (Addressability) - the devices must be able to be addressed
for what a reference must be located (sought) in any directory or by any search
(discovery/lookup) process with or without the use of a centralized repository
(peer-to-peer);

• Identification - looks for an agreement under a unique identification framework or
through any qualification that allows the conflict resolution between identical
addresses;

• Sensing - collection of information about the physical environment, its local store
and forward for information systems when available a communication channel for
this purpose (adaptive communication);

• Actuation - generation of actuation signals over physical systems, where such a
responsibility could require a processes coordination with local autonomy (in a
framework of Programmable Logical Controllers - PLC);

• Embedded information processing - the increasing ability of processors provided
by Advanced RISC Machine (ARM) architectures, allow the incorporation of local
intelligence;

• Location - the emergence of intelligent “things” with localization capabilities either
by geo-positioning (GPS/EGNOS) or by identification from stations in the infra-
structure, being the accuracy of the positioning dependent on the triangulation
techniques used;

Thus, this paper aims to be a contribution to an open architecture of logistics and
transport processes management system, as a model of an open integrated systems,
being defined a computational responsibility associated with the embedded system
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(on-board) as well as a reference implementation (prototype) of a host system to
validate the interface. The idea is that the embedded subsystem can, natively, be
prepared to cooperate (cooperative systems [11]) with other on-board units and with
systems in an infrastructure commonly referred to as a center information system or
back-office. The interaction under a framework of cooperation between equals
(peer-to-peer) can occur through a virtual connection point to point communication. In
interaction with a central system the proposal is to adopt an open framework for
cooperation where the embedded unit or the unit placed somewhere on land or sea
environment, which has been called the Mobile Services Unit (MSU), interacts in
response to a set of implemented capabilities in cooperation with a monitoring infra-
structure ensuring its operability and response in case of failure (prognosis). This
research presents the results from the SASPORT project, namely the nomadic unit
(MSU) as an initial prototype.

The paper is organized as follows: Sect. 2 provides a discussion about open
interfaces for communication; Sect. 3 describes the proposed approach architecture;
Sect. 4 presents the concluding remarks and highlights few future lines of research.

2 Open Interfaces for Communication

This section is concerned with the establishment of a theoretical framework that
underpins the architectural options, with special emphasis on scientific and techno-
logical work streamlined by the scientific community and industry, in promoting
heavily based solutions in electronics, telecommunications and computer and infor-
mation systems, in an open architectures framework for communication between
devices and a host (the central of back-office system). In fact the trio, people, “things”
and Internet can be connected via mediators’ devices as shown in Fig. 1.

Although the devices tend to be simple and specialized, either in the number of
sensors/actuators or in the computational and communication resources, the trend with
the increasing competitiveness at the hardware level is to implement increasingly
intelligent and autonomous units or “things” [3].

Fig. 1. The Smartphone as a mediator between people, “things” and Internet [2].
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However, all this potential requires the definition of a set of open specifications and
even the definition of new standards so that the devices within a framework of IoT can
participate in transport processes, logistics, decision support approaches and others. As
a strategy to respond to the increasing network complexity of smart devices [4] and [5]
proposes a network management architecture of intelligent “things” through a
multi-agents architecture. The architecture presented and discussed in [4] and [5] was
framed in the project called Platform for Transport Management Systems (P4TMS)
considering the transport of goods in an inter-modal way. The P4TMS aimed at the
management of transport processes involving multiple modes (road and rail). The
models of a transport process includes activities and their interdependencies. An
activity involves one or more services under a pre-established contract celebrated by a
service provider that implements an open interface. A service provider is referred to as
its implementation and its operationalization through a computational agent (intelligent
entity or not). Thus, in a services oriented architecture, all are services, being under-
stood as computational entities with which other services can establish dependency
relationships.

Although one of the platform’s goals was an agile response (intelligent) to transport
planning and associated logistics, the platform aspect most closely with this paper’s
topic refers to the network management methodology of devices that is intended to be
adaptive and intelligent. Thus, we propose a component, as another IT-system with the
management responsibility of a network of devices through the implementation of a
component called intelligent Transport Unit (iTU) Technological Infrastructure Man-
agement Services (iTIMS) [4]. This component is in charge of the devices network
management through the concept of “surrogate” as a mediator mechanism in managing
unique identifiers applied to the data base management [6] and later in devices
abstraction with limited resources that are unable to manage state information or
advanced features [7].

In addition to devices network management strategies in maintaining updated
global state information, a key aspect is the establishment of open interfaces to min-
imize the need for adapters. In the electronic information exchange between hetero-
geneous systems has been a common practice the integration based on adapters.
However, the costs and risks associated with the development of integrated systems, in
particular by establishing technological dependencies (vendor lock-in solutions) sug-
gests the development of strategies based on the definition of open interfaces.

In recent years the trend in the IoT area includes the development of open archi-
tectures aiming the systems integration in an organization and the definition of new
models for the coordination of increasing complexity in the exchange of electronic
messages between organizations. In the latter case, a significant work has been
developed in the field of collaborative networks standing out works leading to the
structure of organizational networks where is required that the companies progress
towards a framework of preparation to cooperation through the implementation of what
is known as a Virtual Breeding Environment (VBE) [8] in supporting the establishment
of virtual organizations (VO) [9]. Thus, it was proposed a collaborative platform
ECoNet aiming to structure the collaboration between organizations in the transports
and logistics domains where the members of this network can share and exchange
information using a common middleware infrastructure [10].

288 J.M.F. Calado et al.



3 Proposed Approach Architecture

The definition of a communication open interface between devices and the host of the
approach proposed in this paper, it is an opportunity for the projection of some of the
above listed concerns. Thus, for the open interface definition, the following guidelines
are considered:

• Characterization of requirements and its generalization in an accountability
framework formulation (capabilities) of a MSU unit:
• Functional model: Data model; Exceptions; Tests/Compliance (conformance

tests); Interface and semantics/coordination of access operations.
• Monitoring model: Data model; Operational quality assessment rules.

• Decoupling strategy of MSU units through surrogate services (MSU-S) being the
development management responsibility of each unit as follows:
• Coordination server of a set of surrogates through a gateway server (MSU-G):

Responsible by communications with the network of MSUs.
• Implementation strategy of each MSU-S: Pairs lifecycle (MSU, MSU-S); Pair

monitoring (MSU, MSU-S), where a MSU-S may or may not reflect a MSU
(based upon availability and status update rate of the status of these two systems
(tandem).

• Set of interfaces to be made available as open specifications and may evolve in
the context of standardization processes.

As a first approximation, it will be considered the overall architecture of the pro-
posed approach into its main components, Fig. 2. It will be considered an information
system, generically called IT-System, with the responsibility of access one or more
MSU networks.

A MSU network is established by a group of solidary MSUs with a particular
process or set of transport processes. In the context of the current approach, the aim is
focused on the validation of an interface or interfaces proposed as an open framework.

Fig. 2. General system architecture of the proposed approach.
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This validation focuses on the MSU network management key component, itself an
IT-System installed in containers or other mobile (nomadic) resources. This compo-
nent, called MSU Technological Infrastructure Management Services (mTIMS) has the
responsibility to provide access services to each of the distributed units (remote) MSU
transparent to communication failures or periods when the units are turned off (for
maintenance or other reason). The iTIMS is responsible for the management of groups
of transponders associated to specific transport processes. It uses services implemented
by the mTIMS it-system.

Thus, the architecture of the IT-System, mTIMS (Fig. 3), includes the following
main modules:

i. Security and authentication mechanisms to access, either by users, or by other
IT-Systems;

ii. Monitoring the implementation and a model of cooperation with a monitoring
infrastructure for maintenance management based on open specifications such as
SNMP or JMX;

iii. A manager of remote connections (MSU-G or MSU-gateway), sometimes with
multiple access numbers (GSM/UMTS/LTE), with responsibility for management
of communication channels (uplink/downlink) with the MSU units installed in
containers or other mobile resources;

iv. Set of MSU-sets (MSU-S) where a MSU-S object corresponds to a surrogate of a
physical unit (MSU) forming a pair (tandem). A MSU-S instance extends the
capabilities of a MSU including the possibility to respond to a service to obtain a
location when it is not possible a connection with a unit (crossing a zone without
GSM coverage).

The pairing type (tandem) between a physical unit with a unique identifier
(UID-MSU) with its MSU-S-UID, which is associated with the same unique identifier,
makes available an MSU with extended capabilities and this runs in a computing
platform with potential unlimited resources (e.g., using cloud computing). The man-
agement of the life cycle of a MSU unit should ensure that the state of the surrogate
unit is consistent with the physical unit, in particular, always an action occurs by a

Fig. 3. TIMS component architecture and its connection to MSU network.
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manual process. If the unit is shut down permanently (by a permanent fault) the
respective MSU-S should also be eliminated, staying for the purposes of historical
information the registration of the “slaughter” together with other information related to
their working state.

For an enhanced management of MSU devices in different application contexts
(different IT-Systems from different stakeholders) is introduced the concept of MSU
groups. An IT-System can access more than a set of MSU devices.

3.1 The MSU-Surrogate (MSU-S) as Abstraction Module of the Device
MSU

For each device (MSU) installed on some mobile resources (container, truck, wagon,
etc.) there is an instance of a model that represents it (surrogate), Fig. 4. Essentially an
MSU-S maintains updated information regarding an MSU, its equal (surrogate). Such
an information update depends on the policy adopted for communication with an MSU,
which is constraint by the energy consumption. Although the proposed approach has
been designed having as key mission the autonomy of a unit through harvesting
techniques, the energy should be managed as part of a policy of reducing consumption
by which the number of communications between an MSU and the mTIMS system
should be maintained in minimum.

Either because long periods without communication or because the unit is in a
location without access to the communications network or yet because the unit is
turned off (e.g. for maintenance), it is intended that an IT-System (client) can access the
information of an MSU device. That is, it is the responsibility of the mTIMS system to
maintain a MSU-S set equal to a MSU set, so that through a MSU-S a client could
“see” the corresponding MSU in its approximate state by inference of attribute of
values that may have been modified by a state change of the respective MSU. This
approximate state may refer to the geo-position of the MSU device. That is, until there
is a new communication of the respective MSU, the corresponding MSU-S can respond
with an inferred position, by calculation or application of some heuristics as to give the
position with a certain degree of confidence associated. An example could be an MSU
device associated with a container moving between point A and B.

Knowing the last position, the azimuth (direction), the direction of movement,
speed and geographic information/roads, a computational agent infers at each instant

Fig. 4. MSU-S unit (surrogate) architecture.

An Adaptive IoT Management Infrastructure 291



the position value with an associate degree of confidence. The architecture of a MSU-S
module that virtualizes a MSU device, consists of the following key components:

i. A sequence of states of a virtualized MSU device (MAX_STATES_QUEUE,
maximum number of ills states, one for each access to an MSU device);
An extended interface related to the interface of a device (MSU), i.e., an interface of
a virtual device MSU-S, such that the computing capacity that is executed allows a
set of functionalities difficult to implement in the corresponding device;

ii. An evaluation module on the degree of trust of attributes of a MSU provided by its
virtual view, when the values are not updated for more than a MSU_DeltaUpdate
time, defined by configuration.

3.2 Open Interfaces of the Proposed Approach

In SoaML model, Fig. 5 depicts the main open interfaces to various levels of coop-
eration. The proposed approach considers a set of interfaces to be implemented for
access by IT-Systems, either by the demo application of the current approach or other
approaches. The open interfaces are as follows:

• mTIMS Interface
– Communication interfaces with mTIMS system to obtain the reference of a

particular MSU-S, and later access through the operations provided by a
MSU-G:
• IMSU_S - access interface to a virtual representation of a MSU device;
• IMSU_G - interface that allows obtain, upon client application authentica-

tion, an end point for a MSU_S that allows access to information of the
respective MSU.

<<ServicesArchitecture>>
mTIMS

<<Participant>>
it_system :IT_System

<<Participant>>
msu_g: IMSU_G

<<Comment>>
MSU Technological Infrastructure

Management Services

<<Participant>>
msu_s: IMSU_S

get

<<ServiceContract>>
:Get_MSU_Msg

<<Participant>>
msu : IMSU

<<Participant>>
mTims : IMSU_TIMS

uplink

msu_msg

<<ServiceContract>>
:Get_MSU_EndPoint

msu_endpoint

<<ServiceContract>>
:Get_MSU_Data

get

msu_data

<<ServiceContract>>
:Update_MSU_Msg

msu_msg update

Fig. 5. Model SoaML of the services architecture.
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• Uplink/Downlink (MSU) Interface
– Access interface to a MSU, through its MSU-G (gateway) in the uplink

operation;
– Updating attributes interface of a MSU, through the respective MSU-G (gate-

way) in the downlink operation.

The interfaces considered a minimum set of functionalities. The objective of the
proposed approach is the definition of a generic interface even without considering
specific requirements arising from the evaluation of one or more application domains.

The messages exchanged between services (producers and consumers) have been
described through messages models directly convertible to eXtensible Markup Lan-
guage (XML) and based on the Scheme Definition (XSD) grammar.

The proposed models represent a first approach to an initial version of an open
specification for the distributed computing responsibilities (the connected intelligent
things). It is expected that more complete and robust models are proposed as valida-
tions identifies features that were not considered but important to the required com-
pleteness of critical operating solutions.

3.3 Characteristics of MSU Device

The developed autonomous locator is self-sufficient, with a rechargeable built-in
“battery”, being the corresponding blocks diagram depicted in Fig. 6(a). It integrates
GPS and GSM/GPRS technologies and other sensors such as accelerometer, temper-
ature and real time clock. The locator, whose prototype is shown in Fig. 6(b) is
intended for market of goods transport and further to harvest energy from the vibrations
and the sun, which is one of the innovative aspects that presents itself to the sector. The
locator will integrate the DSRC-MDR technology (radio technology used in the Via
Verde toll identifiers) thus enabling the unit to detects tolls in all countries that use the
radio frequency identification technology (5.8 GHz) TC270 DSRC-MDR. This infor-
mation will be relevant for logistics operators or logistics parks because they allow
accurately track cargo passage sites, without using GPS or GSM network. This
potential collaboration involving highway concessionaires (as another collaborative
stakeholder) has motivated the promotion of synergies with the ECoNet platform [10].
Nevertheless, the focus of the project is to develop the power generation system
(“Energy Harvesting”) which will load the “battery” extending the unit life. This will
prevent battery exchange after few months of use (when battery exchange is not
possible, often results in the loss of devices).

To complement the system, it will be developed a “central system” with geore-
ferenced maps for display the devices and all data sent by the remote units. The map
chosen was the OpenStreetMap since it has a worldwide coverage and have not running
costs. As far as other options are concerned, e.g. as the possible use of GoogleMaps,
the choice of OpenStreetMap, beyond being made available in an open source model
(Open Source), allows operation in offline mode. The current “central/back-office
system” is presented in Fig. 7, where start/end and trip events, as well as, the electronic
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tolls detected with DSRC-MDR technology are shown. The unit under development
has as main requirements the low cost and low energy consumption. Thus the com-
puting platform chosen was a microcontroller with enough computing power to per-
form the various unit control functions but without the capability to support an
operating system.

To implement the GSM/GPRS communications was chosen the BG2-W module
from Gemalto (former Siemens and former Cinterion) since it is a module with
worldwide coverage (Quad-Band), small size, low cost and low power consumption.

Being available the GSM and GPRS technologies means that could be used the
following communication approaches: SMS - communication limited to 160 characters
to a mobile device; Data - communication via GPRS over the Internet. Of both types of
communications should be privileged data communication due to low cost and ease of
integration with the central computing platforms that integrate geo-referenced maps.
However the SMS communication has the advantages of having a lower consumption
due to reduced communication time. The GPRS communication has as main charac-
teristic the fact of being billed by volume of data rather than the communication time.
On the other hand, reducing the transmitted data minimizes the communication time
and thus increases the device autonomy.

(a) The MSU Architecture (b) The Unit developed by the 
SASPORT Project

Fig. 6. The MSU unit.

End of trip

Electronic Toll
detected

Start of trip

Electronic Toll
detected

Fig. 7. A view of the monitoring web interface.
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4 Conclusions

The architecture of the proposed approach bases its open framework on the possibility
of allow multiple suppliers for an MSU device. For this to happen is necessary that the
uplink/downlink messages between a MSU device and an IT-System gateway
(MSU-G) be standardized, especially in the accuracy of the fields semantics that
constitute the message. This would promote the participation in group or groups of
standardization related to the field of transports or logistics so that the product that
emerges from this project can gain international visibility and credibility.

The standardization of interfaces at the “back office” system level, the mTIMS
system, assumes a dimension of industry promotion in terms of IT-Systems. In fact, the
separation between the system (infrastructural IT-System) and the proposed system
considered here concerned with the management application of a network of MSU
devices, aims at a contribution to a system framework of open IT-Systems. We define a
system of open systems (SoS), where one IT-System for which each subsystem has a
market competitor. This is a complex challenge being that the mapping between
requirements and capabilities of an IT-system is not of simple formulation, nor the
establishment of a closed framework for standardization (full). In any case, the pro-
posed approach aims to be an initial contribute in a validation of a modular framework
contributing to an open SoS in a framework of development and operation management
of transport, logistics, and other related processes.

The IMSU-TIMS interface in which we can consider as a more relevant interface
the IMSU-S access interface to a virtual MSU device, would establish a standard
framework for a manager of a network of MSU devices (potentially from different
vendors). The architecture and interfaces proposed leave a set of open questions to be
developed in specialized projects, concerned with a device perspective in their physical
and functional characteristics, or in the perspective of the development of integrated
systems for the management of transport processes. Such SoS, while being a complex
distributed system have open challenges/questions unanswered as follows:

• Definition of a reference model for component “Accuracy Confidence Agent”
responsible for presenting a virtual interface of a MSU device, having the
responsibility to reply with attribute values with a degree of confidence associated
when the image of the physical MSU device is delayed by a given time;

• The suggestion of the concept of MSU sets (groups) for a more efficient manage-
ment of a MSU devices network (eventually involving multiple transport compa-
nies) requires a modeling work to be reflected in the proposed interfaces;

• The transport processes may involve more than one company which configures the
need to formalize a collaborative network where companies (organizations) with
different cultures of organization/processes and technology have to coordinate their
collaborative processes. These involve the infrastructure component (MSU) and the
IT-Systems component responsible for coordinating the collaborative processes
(exchange/sharing messages) and internal activities of the organization;

• Model of integrated maintenance management through standardized monitoring
interfaces that are able to be integrated with specialized IT-Systems of
operation/maintenance management;
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• Integration of MSU devices with other embedded devices (on-board), e.g. inte-
gration of the tachograph system with a MSU in a container transported by the
respective vehicle (tractor), requires the development of an open framework that
enables interoperability between devices from different manufacturers where the
interception of a set of functionalities is not null (potential redundancy, e.g., mul-
tiple GPS modules), or implement additional functionalities.
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Abstract. The planning, designing and building of roads is an extensive process
that takes several years and involve several actors from industry and the public
sector. This paper reports the collaboration with the Norwegian Road Authority on
using the Active Knowledge Architecture approach and Visual Modelling methods
to support road planning, design and building. The experience is based on the work
conducted on real parts of the E6 Motorway, being built north of Trondheim,
Norway. The purpose of the knowledge architectures presented in this paper is to
improve collaboration and to share knowledge among all the stakeholders in the
process. Road planning projects will benefit from agile collaborative networks and
active knowledge bases built by knowledge models and architectures. Important
lessons learned include the need for holistic design methods, instant data-driven
collaboration, and agile approaches and work environments for continuous plan‐
ning, design and building.

Keywords: Collaborative networks · Active knowledge architecture · Road
planning and building · Holistic design · Model-based architecture-driven
solutions and visual models

1 Introduction

The planning, designing and building of roads is an extensive process that takes several
years and involves several actors from industry and the public sector. The current prac‐
tices take the approach of different phases in the process where different actors are
involved. The procedures and other relevant knowledge are documented in a set of hand‐
books. While the desire to make the process more effective, a change may take time, and
perhaps involve new ways of working and leveraging the knowledge of the actors. The
interactions and alliances among the actors could benefit from ideas addressed by
researchers in collaborative networks [1] and knowledge visualisation approaches such as
Enterprise Modelling, e.g. [2] and Active Knowledge Architectures [3]. This paper reports
the collaboration with the Norwegian Road Authority on using Active Knowledge Archi‐
tectures and visual modelling to support road planning, design and building.
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During the last 25 years, novel enterprise concepts, agile approaches, IT methods and
digital technologies have been developed and applied for new application areas
and purposes. Improving the business processes of public organizations, capturing,
enhancing, and visualizing data and information flows are common challenges.

Industry sectors, in particular the aerospace and automotive sectors, have been very
active participants in networked enterprise R&D projects; for example in several Euro‐
pean projects such as ATHENA [4]. However, the public sector has only recently
become engaged in such collaborative research projects. The reasons why most public
sector agencies are slow in adopting novel approaches, methods and technologies, and
innovation platforms are probably due to the size of the organizations and the fact that
strategic and business objectives and values to be delivered are decided in political
programs. This knowledge is not directly accessible or visible to the project planners,
designers and developers of technologies or the various stakeholders such as the citizens.

The experiences presented in this paper are from the public sector of road planning and
building. The main objectives of the research work performed were to explore Active
Knowledge Architecture (AKA) driven work environments for road planning, design and
building. The focus of this paper is on the many key roles of the Norwegian Road Author‐
ities, and their need to improve knowledge sharing and competence management among
road entrepreneurs and suppliers and the various stakeholders of the process. An ongoing
road building project was selected for testing the approach and gathering of experiences and
work practices. The work reported in the paper are based on a Masters thesis [5].

2 Planning and Building of Roads – Current Practices

The experiences presented in this paper describe a real case on building roads, based on
information contributed by The Norwegian Road Authorities (SVV, Statens Vegvesen
in Norwegian). The road planning and building process is shown in Fig. 1. As most
public sector projects, it is a layered approach, where each layer is managed and executed
by horizontal slicing of activities. The tasks are shown in the top row, whereas the main
actors involved per task are shown in the bottom row.

Fig. 1. Traditional horizontally sliced road planning and building process

Projects start with Concept Choice Validation (CCV), a methodical government
evaluation in the early phases of major road projects and major transport systems in rural
areas and cities. In a CCV, all transportation and citizens’ needs and societal influences
are considered as are the possible solutions and their main concepts. The evaluation and
the following quality assurance measures form the knowledge base for decision making
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and the scope for road planning based on county plans or community regulation plans
covering the entire transportation sector.

The main knowledge is in the minds of people assigned to the major roles as road
owner, consultants and entrepreneur as indicated in Fig. 1. Supporting the people is a
series of elaborate documents maintained and produced by SVV. Currently, there are
153 documents and the road owner, consultants and entrepreneurs must be familiar with
the contents of these documents. They are divided into three categories:

– 11 building norms documents describe the principles for building roads for annual
average traffic, type of transportation, and operational rules;

– 37 legislative and prescriptive documents for planning and building roads;
– 105 documents with SVV approved guidelines and data collected from experiences

in building and maintaining roads.

These handbooks provide the necessary information and data for planning, project
execution and building of roads, including support for decision making in the planning
stage. Most of these handbooks have close to 200 pages.

SVV, as owner, is responsible for all strategic planning of roads, building and
management, and for communication with the stakeholders and users, from community
and county service providers to the common citizen. Arriving at an agreed plan and
concepts that are accepted by all parties can take many years and costs hundreds of
millions of Norwegian kroner. Planning, data collection, design and knowledge sharing
are major challenges and most of the time, the actual costs of planning and constructing
the road is much higher than the respective budgets.

A specific section of the E6 Motorway, north of Trondheim Airport at Stjørdal, was
selected as the case for modelling the first knowledge architecture for road planning and
building. The SVV officials from the Trondheim project office, as responsible road
builders, were the main sources of planning and building competence and provided the
domain knowledge for our modelling efforts. However they were not involved in the
modelling itself.

The questions they wanted answers to were:

– Can SVV implement faster, more effective planning and improved understanding
and communication among stakeholders involved?

– Does the AKM technology give significant time savings in planning and building,
improved knowledge sharing, and a more holistic understanding of the road planning
and building tasks?

– Will AKM capabilities improve collaboration in design and building, enable knowl‐
edge sharing and reuse, and support competence transfer for rapid team building?

3 Modelling Road Knowledge Architectures

Some illustrative examples of the models produced and an overall structure of the rele‐
vant knowledge architectures are described. The main objectives of the modelling, the
resulting architectures, and architecture-driven solutions are to investigate the possibility
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to represent the main knowledge as active models, and get initial feedback from the core
stakeholders on the potential of the approach including:

– How active knowledge architectures might improve the planning and building of
roads, and enhance the present knowledge base,

– Show support for holistic thinking, design principles, and novel road design meth‐
odologies supporting collaborative planning, design and execution,

– Show how existing handbooks, processes and community and county plans can
become valuable knowledge models,

– Show support for traceability, decision/support, predictability and reuse, and auton‐
omous data and knowledge management,

– Enable faster and easier access to knowledge and data, and work-centric views
providing improved collaboration and execution,

– Show that planning, design, construction and operation architectures can be built,
used and maintained by users applying simple graphic modelling

3.1 Active Knowledge Modelling

Active Knowledge Modelling (AKM) is based on the nature of Enterprise Knowledge
Spaces, and practical Work and Collaboration Spaces [3, 6]. Most of the AKM ideas and
design methodologies have evolved through experiences in practical modelling projects
with leading international enterprises such as Volvo Cars, Boeing Aircraft, and US Air
Force (see [3] for descriptions). AKM can be used to create AKAs of enterprises. Of partic‐
ular importance to AKA are the properties of practical workspaces, such as reflective views
of enterprise knowledge, repetitive task-patterns, replicable templates, and reusable knowl‐
edge models. AKM emphasises visual models that bring together different concepts and
their dependencies that are easily visualised by different roles in role-specific workspaces.
Such models facilitate adaptation of methods and contents to produce role-specific views.

3.2 Modelling for Road Planning

Modelling is ideally performed by a team of people that include several roles, e.g. [7].
The roles that were involved in this work were:

– The Owner: the ones responsible for the road building architecture and for contracting
consultants and entrepreneurs.

– Modelling Expert: someone who could provide expert knowledge in modelling
process, methods and tools.

– Facilitator: someone who is experienced in using the selected modelling process and
tool and facilitating the modelling process.

– Modeller: develop the enterprise models in the selected tool during the modelling of
architecture.

– Domain Experts: someone who could provide knowledge about the domain under
consideration, such as bridges and tunnels, which is basis for modelling.

In this case, however, it was not possible to have all these members as active members
of the modelling team simultaneously. The owners, SVV, were also the domain experts.
Due to time constraints on their part, they guided the modeller, mostly the Masters
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student and modelling experts who were the advisors, to the relevant handbooks on road
design and building, which served as the main source of domain knowledge. Several
meetings were held between the modelling team and the owners to verify if the model
was relevant for them and contained relevant and correct domain knowledge. The
owners included four people with competencies from working with road planning and
building, who had over 25 years of experience.

METIS1 was selected as the modelling tool as it is based on the ideas of AKM and
is also the preferred tool by the modelling experts based on their experiences.

4 The Initial Model

The model was designed to represent the knowledge required to execute the processes
identified in the CVV shown in Fig. 1, and to support the different roles involved in the
processes. An overview of the model is shown in Fig. 2. The left hand side of the model
contains generic information that applies to all roads and this information was obtained
mostly from the relevant handbooks and discussions with the owners and domain
experts. The contents of this part of the model were structured to represent the governing
rules and regulations for the specific road. Planning processes and references to similar
projects, the goals and expectations from the project owner’s perspective and from roles
that should be involved were modelled. The right hand side of the model contains the
actual road case, i.e. contents specific to the particular part of the road between
Havnekryss and Kvithammer. This part contains the specific governing information for
that project, the work processes and tasks and the corresponding roles and the road
building plan. One of the rationales of this structure for the model is to enable reuse of
information and experiences so that similar road projects can use parts of this model as
a start for their specific models.

Fig. 2. Overview of the model

An overview of the actual model that was created is shown in Fig. 3. The lines
between different objects indicate relationships among the objects and how they relate

1 The METIS tool is now Troux Architect. For tool information see www.troux.com.
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to or depend on each other. On the right hand side of the model which shows the specific
model for the road section Havnekrysset – Kvithammer (the label translated as “Archi‐
tecture for building plan Havnekrysset – Kvithammer”), there are numerous lines across
the different contents in the model; e.g. the work processes and tasks are assigned to
roles, the plan indicates which work processes are responsible for which parts and the
plan is governed by rules and regulations. The viewing and filtering mechanisms of
METIS make it possible to handle large models such as these with many relationships.
The left hand part of the model (the label translated as “Architecture for planning and
building roads”) shows the generic information from several handbooks that are relevant
for building the road section of interest which is modelled on the right hand side.

Fig. 3. Generic and specific road planning and building architectures

4.1 Modelling for Road Building: Architecture for Road Planning

In this section, we will revisit some of the objectives of the modelling project from
Sect. 3 to illustrate how the model achieves these:

– The contents in the Handbooks could become valuable knowledge models and reus‐
able knowledge architectures.

– Active Knowledge Architectures could contribute to improved planning and building
of roads through enhancing the visualization and sharing of knowledge among the
people.

The governing information that is required for most roads and transport related
projects are documented as Handbooks, which are currently available and textual
documents, in paper and online. Accessing the right information from these Hand‐
books requires experience and knowledge about the domain and can take time.
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As mentioned earlier, the left hand side of the model shown in Fig. 3 contains generic
information about road building. Parts of this model are shown in Figs. 4 and 5 where
the left part of the both figures show governing information from these Handbooks.
These specific parts refer to the relevant documents (live links are available from the
model). How this governing information is used in the planning and designing of
roads is shown in Fig. 4 while Fig. 5 how the project owner’s tasks are governed to
ensure that the project’s goals and expectations are met.

Fig. 4. Contents of handbooks used in planning

Fig. 5. Contents of handbooks used in meeting the goals of the project

During the discussions with the team from SVV, they highlighted the various public
and private institutions that may be involved with project, which ranged from the police
to private entrepreneurs. Similarly, the competence and expertise varied from technical
to legal and design experiences. And most importantly, since these are often fairly large
projects that span a long time period, (for example, there are cases that have spanned in
the range of 30 years from the concept to the actual road in operation), the original
planners, contractors of technical experts may not be around for the complete lifetime
of the project. Thus, the need for making the knowledge visible and accessible to all
became more and more evident throughout the project.

The information that is required to plan, design and build the specific road section
is modelled in the right hand side of Fig. 3. As can be seen from the model, there are
several relationships across the model which relate the different concepts. A simple
example of such relationships is shown in Fig. 6. For example, the specific road section
include a bridge and the process project description (the task “prosjektering”) involves
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the roles of bridge building manager, the bridge expert and SVV’s bridge planner. Simi‐
larly, externalisation of the knowledge from documents, handbooks or contracts, adapted
and shared among several institutions and roles, enhances the existing knowledge among
the people responsible. This facilitates the increase of competences among the individ‐
uals and teams, and sharing of knowledge. This in turn enhances the planning and
execution of the project.

Fig. 6. Relating work processes and roles

4.2 Collaborative Networks

The example process shown in Fig. 7, that for “skilting” or road signs, shows that the
process involve actors from different organisations. The automatically generated rela‐
tionship matrix shows how two sets of concepts relate to each other; e.g. the relationships
between the different processes and roles, where the arrows in the cells show a rela‐
tionship between two objects. The vertical axis shows the activities for creating a road
sign such as the approval of the sign by SVV and the police and the announcement from
the Municipality. The horizontal axis shows the actors that are involved, such as the
Police, the Municipality and the producers of the road sign itself.

Almost all the processes in road planning, designing and building involves several
actors from different organisations and this can be considered as a set of Virtual Enter‐
prises [8] or Collaborative Networks [9]. Some of the most important features of Virtual
Enterprises and Collaborative Networks include the communication and sharing of
information among the collaborating partners. The characteristics of such organisations
become relevant for road building also. Moreover, due to the long time span, the chances
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that the individual actors may change. Also, since different actors are involved in the
different phases, there is a need to support the active participation of new actors and
ensuring the transfer of the relevant knowledge across the actors. The AKM approach,
through visualisation of knowledge, could provide the necessary knowledge base for
the actors that are involved by providing them an overview of the project activities, their
task descriptions and other relevant information for their work. This should contribute
to a more effective working practice and better collaboration among the actors.

Matrices such as these can be used to make various stakeholders aware of their roles
and responsibilities and possibly to provide notifications as necessary. As can be seen
from the figure, each activity involves several institutions and roles and the challenges
in ensuring that all actors are aware of their roles in a timely manner can be challenging.

Whereas the initial model presented is not used in work execution, it has earlier been
reported e.g. in [3] how models can be provided for users in model-driven work envi‐
ronments to be directly accessible and further evolved capturing new knowledge from
the different stakeholders of the project.

4.3 Feedback on the Initial Model from SVV

The validation of the model was done through regular meetings and getting feedback
from the domain experts. Due to the lack of time and modelling experience of the expert
from SVV, there was no opportunity for them to use the model. In total, six people from
SVV participated in three meetings during the project period and the model was
presented to them every time. During the final meeting, they were asked to respond to

Fig. 7. Relationship matrix of processes and roles from the model
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a questionnaire, which contained questions related to collaboration, increased under‐
standing and faster work processes. Three people from SVV responded; their responses
were based on the perceived benefits and the potential of the approaches. The scale used
on the questionnaire is top, high, medium, low and minimal. The average responses to
the questionnaire are presented in Table 1.

Table 1. Summary of the questionnaire responses

Questions Score

1 Enhanced collaboration and holistic thinking among roles and
people

High

2 Collaboration with external parties, entrepreneurs and partners High

3 Reduced planning time Medium

4 Improved decision-support Medium

5 Improved quality control and follow up of plans and resources Medium

6 Traceability Top

7 Predictability High

8 Better understanding of approaches, methods and alternatives Medium

9 Competence transfer High

10 Support for training of new employees and partners High

11 Improved data, knowledge management and viewing Top

12 Reuse of architectures, models and knowledge assets High

The responses to questions 1 and 2 indicate that modelling is a means to support
collaboration across stakeholders and collaborative networks such as those that would
exist between SVV and the entrepreneur that is contracted. Questions 3–7 relate to
reducing the time taken for the project and if improved decision support and quality
control. The responses to these questions were Medium while they all agreed (responded
Top) that the model helped to improve traceability. They also gave a high score to
support for competence transfer and support for training new employees. Similarly,
improved data and knowledge management received a top score. Given that we have
only feedback from very few people that has seen the initial model, and not been yet
able to work within a model-generated workspace, this is only tentative input of course.
However, it would be beneficial to have the model and the approach evaluated by a
larger and more varied group of people.

Considering the fact that the validation was performed based on a 3 month modelling
effort by a student, we regard these validations as good indications that model-based,
architecture driven approaches and solutions have the potential to answer the questions
they had asked.
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5 Experiences and Lessons Learned

Many experiences and practices learned are already included in Sect. 3. For the SVV
people participating in modelling the planning and building architectures, developing
and using enterprise knowledge models was a new experience.

AKAs must be modelled from different perspectives: an agile approach capturing
the workspaces, actions and decisions, of the roles designing the solution architecture
and developing and adapting the methods to be applied. Emergent solutions and open
extendable modeling and execution platforms are the other two fundamental knowledge
dimensions, but there are more dimensions that will determine the design and construc‐
tion rules of roads, other products and services.

Connecting the people that possesses the leading knowledge and experience from
practical project work is always a major challenge as these people are always busy with
ongoing projects. Organizational structures should include role-oriented structures,
complementing the hierarchies and networks. Roles should be designed in order to create
the best workspace tasks, views and data [10, 11].

The four dimensions described in Fig. 8 are composed of reflective views and
repeatable task-patterns [12]. Views from each of the above dimensions are mutually
meta- and operational views for each other. The work plan is the meta-view for the work
performer, and the performance is the meta-view for the planner.

The project architecture, the road design and building architecture are independent
architectures, but share many common knowledge models, like the overarching
community transport strategy, design methods and role-oriented workspaces. Road
planning, design and construction should be further researched to test out new collab‐
orative design methods, applying holistic design principles and methods.

6 Summary

Knowledge models were created by a modelling team for the Norwegian Road Author‐
ities, with focus on a specific road section. The responses to a questionnaire indicate that

Fig. 8. Future road building reference architectures
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the customer saw the potential benefits of this approach, which could be summarised as
enhanced support for collaboration, support for reducing the time taken by SVV to do
the work, improve quality and decision making and support for competence transfer and
knowledge management. The responses from SVV indicate that AKAs and AKM could
provide a number benefits in road the planning and designing processes. We plan to
enhance this model and work towards establishing and evaluating role-based work‐
spaces supported by AKAs. We also plan to show the enhanced model to more potential
users and obtain a more detailed evaluation of the approach and the model. With access
to more open platforms we hope to show the way towards novel and agile ways of
designing collaborative road planning, design and building solutions.
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Abstract. Practitioners and scholars have argued that external collaboration has
become fundamental to how organisations function. There is also an emerging
rhetoric on the imperatives of innovation for competitiveness. This amplifies the
relevance of innovation networks that allow partners to pool resources and share
expertise. Consequently, an understanding of collaboration within these net-
works is crucial to better managing the complexities and uncertainties that
underlie how organisations and individuals can collaborate to innovate. Along
these lines, this paper has analysed the nature of collaboration in 12 real-world
innovation networks with the aim of a developing a reference model. The
analysis showed that in order to maintain resilience, the network design and
orchestration in these networks are technology-oriented. In addition, the col-
laborative competencies and capabilities were found to be service-oriented to
provide the mentoring, business support, technological, and scientific needs that
underlie the formation of these innovation networks.

Keywords: Collaborative networks � Innovation � Resilience � Virtual
organisation � Services

1 Introduction

Sustaining competitive advantage of operations is a major challenge for modern firms.
This is due to a variety of existing and emerging uncertainties that make it difficult to
extrapolate from the past and to make forecasts for the future. Behaviourally, several
strategies have been adopted by organisations to maintain competitiveness. Signifi-
cantly, there is evidence to suggest that from the 1990s onward, organisations have
increasing shifted their main focus from efficiency and quality to innovation [1].
Structurally, companies are also changing their focus from knowledge gathering within
a single organisation to knowledge rich distributed processes and arrangements that
co-opt multiple stakeholders. The effect has been a gradual rise in corporate partnering
and increasing reliance on different forms of collaboration with external entities [2].
Here, the imperatives for maintaining competitive advantage has forced companies to
pool resources within intra- and inter-organisational networks in endeavours that create
a critical mass of participants for survival. There are also arguments that this behav-
ioural and structural shift has also been at play in manufacturing where firms have
transitioned from global production networks targeted at new markets and lower cost
production sites, to global innovation networks motivated by knowledge potentials [3].
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These arrangements are set to share risks, gain access to new markets and technologies,
speed up product introduction to markets, learn from partners, and pool complementary
skill [2].

Although there has been increased research and practice in innovation networks,
there are still major gaps in knowledge on the intricacies and permutations of these
forms of networks. For instance, related studies have highlighted paucity in research on
government sponsored innovation clusters [4]. Others have conceptualised and
examined organisational [5] and individual [6] challenges of designing and managing
innovation aggregations. In an attempt to enhance research in this area, this study is
motivated by the characteristics of collaboration that triggers and sustains the
structure/behaviour of innovation networks.

The aim of this paper is to develop a reference model of collaboration for inno-
vation networks. Reference model is used in this context, as a purpose-relevant rep-
resentation for use in construction of other management models [7]. Such models have
been widely used in the conceptualisation and representation of collaboration-related
phenomena such as collaborative networks [8], supply chains and networks [9], col-
laborative value webs [10], and coalition interoperability [11]. In these models,
researchers explore the nature of phenomena for use in detailing aspects such as
strategy, process, information technology, and so on. With this in mind, this research is
guided by the following research question: What is the nature of collaboration for
innovation networks?

The rest of this paper unfolds as follows. §2 will outline the background for the
research. §3 and 4 will present the research method and findings respectively, and 5
will conclude by highlighting the study limitations, contributions, implications and
some unanswered questions that may offer useful paths for further research.

2 Research Background

In an attempt to answer the research question, the theoretical development began with
the review and analysis of the background for the research. For this, literature was used
to analyse collaboration and innovation networks. Particular attention was paid to
current understanding and factors of the key factors that underlie these concepts and
this insight served as the foundation for developing the conceptual framework for this
research.

2.1 Collaboration

Collaboration is a key feature of a process when it involves more than one participant
in durable and pervasive relationships [12]. It is frequently used to mean working
together in group(s) to achieve a common task or goal. This task or goal is often
beyond the capabilities of the collaborating participants and collaboration is typically
achieved through activities for coordination, decision-making and teamwork [12–14].
Accordingly, research has shown that arrangements for collaboration are shaped by
competencies and capacities [15].
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Collaborative competencies are the resources (knowledge, skills and support) that
serve as the basis for working together to achieve a goal. Attitudes towards group work
are also important in collaboration competencies that can be oriented towards: dicta-
torships in which interactions are directed or dominated by a few individuals, mutuality
in which interactions are managed by a set of individuals for solving uni-, inter- or
multi-disciplinary problems, and exclusivity in which individuals negotiate and work
with others (similar or dissimilar specialties) to achieve goals.

Collaborative capacities, on the other hand, are the practices that enable work
across intra- and inter-organisational levels and boundaries irrespective of temporal and
spatial separations. These practices encourage durable and pervasive relationships and
processes that are necessary for gaining the full commitment of individuals to a shared
mission [16]. Effective collaborations, based on these relationships and processes are
assessed in terms of collaborative capital i.e. ‘who we know and how well we work
together’ [15].

Focusing on innovation through collaborative competencies and capacities, firms
have been able to: (i) move from traditional linear attitudes for executing process to
more contemporary concurrent approaches, and (ii) tackle the problematic
‘over-the-wall’ phenomena i.e. intrinsic organisational barriers that were created due to
process demarcations for functions such as manufacturing and marketing. Accordingly,
the benefits of such focus has been increased competitiveness through: (i) greater
awareness of potential cumulative knowledge from key stakeholders such as customers
and staff, (ii) increasing informal interactions among company personnel and
(iii) challenges for understanding and resolving differences between team members and
groups [13].

2.2 Innovation Networks

Citing Van de Ven [17] and Swan et al. [1, p. 263] defined innovation that takes place
in networks as “the development and implementation of new ideas by people who over
time engage in transactions with others in an institutional context.” In other words these
networks have innovation imperatives or outputs that lie at the heart of transactions or
networking. Thus, a key challenge for organisations is to cope with the increasingly
complex nature of innovation processes in tandem with increasing number and
diversity of innovation network actors [4]. There is also an implied ‘voluntary’ nature
of such networks that allow for resources to be mobilised and strategic alliances to be
dynamically created [5].

It is for this reason that scholars have suggested that the locus of innovation in
modern day organisations is situated in networks for internal and external collaboration
[2]. These networks enable companies not only to retain competitive advantage but also
to progressively add and accumulate value for stakeholders. There are also suggestions
that these networks are characterised by innovation that is achieved through collabo-
rative creativity, an ethos of collaboration that is underscored by a strict ethical code,
and communication established by direct-contact networks [18]. However, network
benefits can only outweigh advances with the closed innovations in large corporations
when resources are distributed efficiently by partners [6].
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Theoretically, scholars have suggested that for innovation network arrangements to
generate outputs, two determined need to be considered: network design and network
orchestration [5, 6]. For both determinants, networking takes centre-stage as a social
process that enables knowledge sharing among partners [1].

According to Dhanaraj and Parkhe [6], an important determinant of innovation
networks is the network design. This design is reflected in (i) network membership as
determined by the size and diversity of participants and ties, (ii) network structure in
relation to density of topology and autonomy of participants, and (iii) network position
with respect to centrality of topology and status of participants. Structurally, the dif-
fusion of knowledge in innovation networks is shaped by cohesion and centralisation
factors [19]. Cohesion refers to how participants in the innovation network are related
to each other and centralisation concerns how hubs (highly connected participants)
emerge in innovation networks. The former influences network connectively while the
latter affects network influence – impact on the overall network performance. Inevi-
tably, there is a case to be made for these networks to be “flatter, less bureaucratized
and more decentralised, even virtual, organizational arrangements with key areas of
expertise (e.g. IT) often being provided externally” [1, p. 263]. Consequently, it has
been suggested that innovation networks are typically characterised by low-density and
high-centrality [6].

The orchestrating of innovation networks is also another issue that requires man-
agement for knowledge mobility, innovation appropriability and network stability [6].
The output of this orchestration is often in the form of value for participants and
economic growth in a wider context [4]. Network orchestration or governance [5]
depends on contractual arrangements between partners [3]. With these arrangements in
place, collaborations can then be monitored according to administrative mechanisms
and adjusted with regards to project developments. For instance, studies have explored
contractual arrangements and used insights from findings to advocate for the impor-
tance of innovation champions (i.e. individuals who informally advance the goals of
innovation) in the orchestration of innovation networks [5].

3 Research Method

The study applies a theory-building methodology [20] in a multi-case study [21] that
was undertaken in two main stages: conceptualisation and case study.

During the conceptualisation stage, a review of literature was conducted to analyse
the concepts of collaboration and innovative networks. Insights from this review were
then used in the formulation of conceptual framework, as presented in §2, for use in the
subsequent stage of the study. Drawing on the extant literature, Fig. 1 presents the
conceptual framing of collaboration in innovative networks. The model argues that
innovation imperatives are the major factors that these networks are built on. These
factors in turn necessitate competencies and capabilities for collaboration as well as
design and orchestration for networks.

Next, using the conceptual framework from Fig. 1, an exploratory study of col-
laboration for innovative networks was conducted with twelve real-world innovative
networks (I-nets). These case I-nets (ShoreTel Innovation Network (ShoreTel I-net),
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Water Innovation Network (Water I-net), Genomics Innovation Network (Genomics
I-net), Regional Accelerator and Innovation Network (Regional Accelerator and I-net),
iNnovation Network Liverpool (i-net Liverpool), Food and Drink Innovation Network
(Food and Drink I-net), Co-operative Councils Innovation Network (Co-operative
Councils I-net), Menu Innovation Network (Menu I-net), Quality Insights is the Quality
Innovation Network (Quality I-net), i-net: innovation networks Switzerland (I-net
Switzerland), Roanoke-Blacksburg Innovation Network (Roanoke-Blacksburg I-net),
and European Business and Innovation Network (European Business and I-net)) are set
at industry or regional levels for various goals as summarized by Table 1. These, case
I-nets were purposefully sampled, as is often the case for qualitative studies [22], by
focusing on innovation motives of organisation and institutions. Data was gathered
through secondary sources [23] (specifically webpages, annual reports, press releases
and literature) and examined using content analysis [24] to present network and
innovation orientations due to collaboration in these cases. The study is therefore based
on an exploratory approach that generalises at a level of theory as opposed to statistical
representativeness or significance.

4 Findings

The next subsections present the main findings from the analysis. First, the findings of
network and innovation orientations due to collaboration are presented. Next, insights
from the analysis are used in the development of a reference model.

Fig. 1. Research model
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4.1 Collaboration and Network Orientation

The analysis of the data indicated that network designs tended to be based on specific
regions such as the Genomics I-net in Northern Switzerland and the Food and Drink
I-net in the East Midlands of the UK, as summarised by Table 1.

For network orchestration, the focus in case I-nets was on boards of directors for
governance or focal organisations (Shoretel (ShoreTel I-net), Peterborough City
Council and Anglian Water (Water I-net), Liverpool city council (I-net Liverpool), and
The Food and Drink Forum (Food and Drink I-net)) that are governed themselves by
boards of directors. The boards act in dictatorships style arrangements in which

Table 1. Network design and orchestration in case innovation networks (i-nets)

Case Network design Network orchestration

ShoreTel I-net US-based technology industry
community of 93 industrial partners

Shoretel as focal
partner

Water I-net UK-based partnership of water innovators Peterborough city
council and anglian
water

Genomics I-net Canadian consortium of 10 research
centres

Genome Canada’

Regional accelerator
and I-net

Oregon alliance of 8 academic and
economic institutions

10 member board of
directors and
regional mayors

I-net Liverpool UK-based community made up of
hundreds of individuals and
organisations from Liverpool

Liverpool city council

Food and drink I-net UK-based food consortium of academic
organisations in the East Midlands

The food and drink
forum

Co-operative councils
I-net

UK-based collaboration between 23 local
authorities

6 member executive
oversight committee

Menu I-net UK-based knowledge exchange for the
food industry

Inside foodservice

Quality I-net US community of health-care providers
in New Jersey, Delaware,
Pennsylvania, West Virginia and
Louisiana

6 member board of
directors

I-net Switzerland Switzerland-based public private
partnership

Management board
supported by an
advisory board

Roanoke-Blacksburg
I-net

Virginia community consisting of
hundreds of individuals and
organisations

10 member board of
directors

European business
and I-net

Europe-wide community of professionals 21 member board of
directors
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committees are set up to help discharges duties. For instance an Executive Committee,
Audit and Investment Committee, Programs Committee, and a Governance, Election
and Compensation Committee were all set up by the Genomics I-net board. Advisory
Committees at I-net Switzerland and Genomics I-net were also important for getting
strategic and visionary advice and expertise for research and development.

The data showed that network designs were characterised by varying levels of
membership according to subscription or level of expertise. For instance in the
ShoreTel I-net had two levels of membership: a foundation-level membership for
information and tool provision, and an alliance-level membership for validating,
documenting and marketing interoperability. Similarly, at the European Business and
I-net, membership was according to: quality-certified business and innovation centres,
incubators, accelerators and other support organisations, and associate members that
support the development and growth of innovative entrepreneurs, start-ups and SMEs.
Generally, distinctions were made between founding (or core) partners and associates
that participate in mutual or exclusive arrangements.

4.2 Collaboration and Innovation Orientation

Overall, the analysis found two main focal points of collaborative goals for innovation.
The first was regional-focus and the attitudes tended to be on causes that impacted the
position of unions (European Business and I-net), countries (Genomics I-net) or states
(Regional Accelerator and I-net, Quality I-net, and Roanoke-Blacksburg I-net) on a
global scale, or enhanced the quality of life of communities (Co-operative Councils
I-net, Water I-net, and I-net Liverpool). The second was industry-focus and this often
originated from specific regions but was targeted as novel approaches to delivering and
marketing specific goods, services and technologies (ShoreTel I-net and Menu I-net).
Both orientations were found in I-net: Switzerland and the Food and Drink I-net where
the focus was on innovative IT from Northern Switzerland and food/drink from the
East Midlands respectively.

The analysed data showed that collaborations in the case I-nets were
technology-oriented irrespective of the goals and motivation for collaboration. The
technologies as suggested by Herstad et al. [3] are embodied in the resources and
exchanges between partners. Additionally, the study found that these technologies play
important roles in the innovation network competencies. In all case I-nets, orientations
were not only according to pooled capabilities and competences but were also on
‘networks of networks’ i.e. establishing and communicating the international collab-
orative linkages that would be available to potential network partners. Support for
capabilities was provided through avenues such as training and mentoring while
capacities were maintained through web portals, conferences and other knowledge
exchange events, as summarised by Table 2.

Imperatives for collaboration were also for ground-breaking work with potential
impacts for humanity and in such cases the network design centred on creating a cluster
of specialised organisations. For instance, the Genomics I-net focused on ten research
centres, termed ‘nodes’, within the British Colombia, Alberta, Ontario and Quebec
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regions. In others, the focus was on community building endeavours with opportunities
for networking and access to talent, capital and infrastructure.

Table 2. Collaborative competencies and capacities in case innovation networks (i-nets)

Case Collaborative competencies Collaborative capacities

ShoreTel I-net Partnering of technology companies Web portal
Partner conferences

Water I-net Water utility company with the supply
chain

Web portal
Signposting to
investment/funding
opportunities

Genomics I-net Assembling of highly-qualified
personnel and leading-edge
technologies used in genomics and
metabolomics

Web portal
Commissioned
groups

Regional accelerator
and I-net

Start-up ecosystem of connected
entrepreneurs, investors and resources

Web portal
Working groups
formed by the local
board partners

I-net Liverpool Commissioners, service providers,
user-led organisations, creatives, and
technologists

Web portal
iNnovationXchange
uNconference
Round tables
Hatching and
matching event

Food and drink I-net Community of food experts Web portal
Booster workshops
for SMEs

Co-operative
Councils I-net

Local authority subject matter experts Web portal
Workshops and
conferences

Menu I-net Group menu development managers and
group executive chefs

Web portal awards
Forums Social
programmes

Quality I-net Network of medical institutes and
healthcare strategists

Web portal knowledge
exchange events and
webinars

I-net Switzerland Technology field experts of ICT, life
sciences, Medtech, Cleantech and
nanotechnology

Web portal
Partner and
technology events

Roanoke-Blacksburg
I-net

Start-up ecosystem of connected
entrepreneurs, investors and resources

Web portal
Outreach and
awareness events

European business
and I-net

Team of experts and business and
innovation centres

Web portal
Online and offline
networking events
and technologies
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4.3 Towards a Reference Model

Figure 2 presents a proposal for a reference model of collaboration for innovation
networks. The model mainly captures sets of management models for structural design
and behavioural support. It consists of sub-models that capture relationship develop-
ment, support services, technology embodiments, network board, working committees,
and subscribed partners. There are also rationales according to innovation, task and
network imperatives.

Task imperatives are the motives that necessitate service support and relationship
development in pursuant of collaboration goals. These services included technical
services for technologies (e.g. network design validation) or scientific research (e.g.
proteomics), organisational services that provide business (e.g. idea generation and

Fig. 2. Reference model of collaboration for innovation networks
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networking) and process support. Tasks imperatives concern how businesses bring
together ideas and expertise together with a view to delivering solutions. This involves
interacting, exchanging information and creating synergies with peers as well as
translating co-operative policy and principles into practice.

Network imperatives are the motives that shape the design and orchestration of
networks. This concerns how network designs reflect involvement of individuals for
equal partnership to shape and strengthen communities. It also considers clusters or
hubs of organisations, institutions and regions for generating collective power for the
advancement of cause and ground-breaking work. This focus has been captured by
studies that examine the innovations that emerge when industry and academe collab-
orate in networks for economic growth in specific geographical areas [4].

Task and network imperatives ultimately impact and are impacted by innovation
motives to launch new ventures, create jobs and drive economic growth. This syner-
getic effect is reflected in the different activities that are organised by innovation
networks where feedbacks are used to review set goals. As earlier indicated, innovation
motives are of two forms: regional and industrial. Networks with regional motives have
focused on themes such as establishing viable companies that generate jobs, wealth and
opportunities for Oregon (Regional Accelerator and I-net), unpicking big challenges
facing quality health and social care delivery services in a time of austerity (I-net
Liverpool), and raising the bar for healthcare in the US (Quality I-net). In contrast, case
networks with industry motives include transforming the current water industry for a
more sustainable future (Water I-net), developing hardware, software, and services that
extend telecommunication capabilities (ShoreTel I-net) and improving the food and
drink offered to consumers eating away from home (Menu I-net).

5 Conclusions

According to a Chinese adage, ‘only when all contribute their firewood can they build
up a big fire’. This sentiment stresses the need for joint work and coordination during
collaboration. However, during collaboration for innovation, the imperative for part-
ners working in network extends beyond contributions and encompasses collaborative
creativity through networking. With this in mind, this research has attempted to shed
light on “What is the nature of collaboration for innovation networks?”

Based on a multi-case study of 12 real-world innovation networks (i-nets), the
research found that collaborative competencies and capacities tended to be technology-
and service-oriented with a view to providing the mentoring and networking to sustain
i-nets. Similarly, network design and orchestration were predisposed towards board
style arrangements with committees and subscription-bases partners. Using these
insights, a reference model of collaboration for i-nets was proposed. It consists of
structural design and behavioural support sub-models for relationship development,
support services, technology embodiments, network board, working committees, and
subscribed partners. It also elucidates innovation, task and network imperatives as
rationales for modelling.

Overall, the research makes two main contributions. First it offers an assessment of
the nature of collaboration for i-nets. Second, the research proposes a framework in the
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form of a reference model for use the in construction of other management models such
as those that focus on collaborative resilience, risk and performance. Along these lines,
the research contributes to the rhetoric on competitive advantage realised through
collaboration but offers a prescriptive model to aid collaborative network managers in
developing a grounded foundation for coping with uncertainties.

Fundamentally, this research has focused on secondary sources as avenue for the
exploratory analysis of these i-nets. Further empirical work is therefore needed to
qualitatively and quantitatively study the underlying themes uncovered in this study. In
spite of this limitation, the analysis and insights from this study has offered a reference
model for designing and managing collaborations in i-nets. As firms strive to work
innovatively, using innovation network resources and delivering innovative results, the
behavioural support and structural designs agreed with collaborating partners will need
to ensure task imperatives for integration and network imperatives for cluster-oriented
work are technology-embodied.
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Abstract. Innovation ecosystems (IE) have increasingly gaining importance due
to their potential to leverage regional development. In a previous research, authors
have translated into processes how current IEs have been built or emerged. This
process-based model can be used for building new or support the analysis of
existing IEs. In order to evaluate the completeness of this model, this paper
presents its mapping against the ARCON reference model considering that an IE
can be seen as special type of Collaborative Network. Given the particularities of
IEs, this paper also provides some elements of reflection that may be taken into
account in future ARCON evolutions.

Keywords: Innovation ecosystems · Collaborative networks · Reference model

1 Introduction

Innovation ecosystems (IE) have been nowadays considered as the most prominent
driver to be built up and nourished to reap the benefits of innovation. This reflects a
paradigm shift, whereupon innovation is becoming a centrepiece of a socio-economic
development model for cities and regions [1]. An IE can be defined as an environment
and economic development and diffusion model formed by an ecology of actors whose
goal is to create, store and transfer knowledge, skills and artefacts which define new
technologies, enable technology development and innovation, made up of inter-
connected institutional entities (e.g. industry, academia and government) participating
in the IE, bound together by social interactions and culture [2, 3].

Building an IE is a more complex task compared to other environments that are
typically less open and more controlled, like incubators, technology and science parks,
innovation habitats and centres, or virtual organisation breeding environments (VBE)
[5, 6]. When seen as a whole, this organic task comprises different and independent but
interrelated activities that must be performed carefully considering different tangible
and intangible matters. Such activities (being implicit or deliberate, emergent or planned,
static or evolving, loosely or tightly managed) span the IE’s life through all stages of its
evolution [7].
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An analysis of literature reveals no consensus about the required lifecycle phases,
involved processes, their recommended sequence or stages of evolution; nor is literature
definitive about the actors and enabling elements most likely to play the major roles in
building an IE [8]. Most of the consulted works focus on some specific phases; e.g., how
to qualify different actors; how to analyse a region to better identify its business vocation;
how to conduct innovation processes inside the IE; etc. This lack is also evident in
research projects that deal with enabling innovation1.

This paper extends and complements previous work by the authors [7], which iden‐
tified and represented processes that were involved in building and sustaining existing
IEs. However, in order to both serve as a guide for future IE building, and for refinements
of current IEs, it is important to check how complete the devised model is. Therefore,
this paper is not about innovation models themselves. Adopting as the initial hypothesis
that IEs can be seen as a Collaborative Network (CN) [10], authors organised and
mapped the identified processes against ARCON (A Reference model and Modelling
framework for Collaborative Networks) [11], which is seen as the most relevant model
for CNs. One of the advantages of analysing IEs from the CN perspective is the possi‐
bility to apply the huge bunch of knowledge on collaboration-based networks when
investigating the several issues of IEs.

The remaining part of the paper is organized as follows. Section 2 summarizes the
adopted research methodology. Section 3 identifies the differences and commonalities
between IEs and CNs. Section 4 gives an overview about the IE model. Section 5 maps
this model against ARCON. Section 6 discusses this mapping, highlighting at which
extent ARCON can be used to model IEs. Section 7 presents the conclusions.

2 Basic Research Methodology and Underlying Concepts

This qualitative research work was carried out based on conceptual analytical method
according to Järvinen’s taxonomy of research methods [12]. The work includes three
research actions to achieve its goals: (A) the study of IEs as a type of CN; (B) the mapping
of the devised process model against ARCON and the identification of possible gaps in the
former; and (C) the identification of IE specific details that could be incorporated into
ARCON in order to help its users when specifically applying it for the creation of future IEs.

For (A) a systematic literature review was performed, looking at definitions of IEs
and conceptual foundations of CN-like networks. For (B) ARCON was studied and
compared against the IE lifecycle process model. Authors highlight the diversity of
terminologies used when describing/characterising what an IE is. For (C) the common‐
alities and particularities of IEs against ARCON were identified.

In terms of the present treatment, a combination of terminology established in the
systems engineering community ISO 15288 [13] and enterprise engineering community

1 e.g. The European projects BIVEE, ComVantage, IMAGINE, CoVES, Laboranova, PLENT,
GloNet and SmartNets [9] have tackled innovation with different models, platforms and scopes,
basically supporting the collaborative development of products and related services mainly for
the manufacturing sector. They essentially focus on the “ecosystem” operation stage and not
on how to build it.
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ISO 15704 [14] was used. Thus, by a process (P), we mean a collection of inter-related
activities (ai) that transform physical goods and/or information (the input) into output
by performing a value adding function (F). Activities in a process are performed by
resources (rj), which in turn are entities considered to be systems capable of performing
a set of (more elementary) functions (fj,k).

3 Innovation Ecosystems and Collaborative Networks

In order to better understand the nature of these ‘ecosystems’ and if they can be consid‐
ered as a type-of CN, we looked at literature for definitions of an IE (see below) to
compare these against the definition of CNs:

• “An environment with economic agents and economic relations as well as the non-
economic parts, such as technology, institutions, sociological interactions and the
culture” [3]

• “Networks that provide mechanisms for goal-focused creation of new goods and
services tailored to rapidly evolving market needs, with multiple, autonomous and
independent institutions and dispersed individuals for parallel innovation” [15]

• “Independent factors working together to enable entrepreneurs and allow innovation
to occur in a sustained way in a particular location” [16]

• “An environment and economic model formed by actors whose goal is to enable
technology development and innovation”, made up of institutional entities partici‐
pating in the ecosystem, bound together by social interactions and culture [2, 3]
(paraphrased)

• “An environment that aligns independent actors, regulations and supporting elements
to leverage actors playing their roles in an organised and collaborative way towards
developing innovations” [17]

• “An open, dynamic, sustainable and evolving networked business environment,
which catalyses and drives the transformation of ideas into valuable outcomes under
varied business models, supported by capital and by heterogeneous actors’ knowl‐
edge and infrastructures, constrained by policies, regulations, governance and
culture” [7]

• “The inter-organisational, political, economic, environmental, and technological
systems of innovation through which a milieu conducive to business growth is cata‐
lysed, sustained and supported” […] “It is characterised by a continual re-alignment
of synergistic relationships that promote harmonious growth of the system in agile
responsiveness to changing internal and external forces” [18].

Elements of an IE include [2, 4, 8, 15, 19]: Actors (government, universities, industry,
supporting institutions and specialised people, entrepreneurs, financial system,
customers and civil society, and their [social and economic] relationship, playing various
roles throughout the IE’s life); Capital (financial assets provided by some actors);
Infrastructure (physical, technical conditions and general resources to support the IE
and the innovation developments ‘inside’ of it); Regulations (laws and rules that frame
the IE functioning and innovation environment); Knowledge (existing supporting theo‐
retical foundations, tacit and explicit, formal, informal and specialised knowledge that
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are used, generated (and eventually organised and managed), made available, and
learned along the innovation value chain); Ideas (intentional thoughts that trigger inno‐
vation actions and around which the whole IE works).

Three additional elements impact the way the IE operates [7]: Interface represents
the channel to support the interaction between the IE’s participants with external actors,
considering their usually significant heterogeneity; Culture refers to the mind-set of
people and organisations combined to support and easy innovation initiatives and to
solve related problems [4]; Architectural Principles refers to the way the IEs’ elements
are combined, orchestrated and the culture element is also reflected in them.

The IE’s dynamics makes actors assume multiple, but not fixed or pre-defined roles,
in the different stages and involved phases of IE life.

A Collaborative Network (CN) is defined as [10] “a network constituted by a variety
of entities (e.g. organisations and people) that are largely autonomous, geographically
distributed, and heterogeneous in terms of their: operating environment, culture, social
capital, and goals” […] “CN focus on the structure, behaviour, and evolving dynamics of
networks of autonomous entities that collaborate to better achieve common or compatible
goals” […] “interactions are supported by computer networks” […] “CN collaboration
derives from the shared belief that together the network members can achieve goals that
would not be possible or would have a higher cost if attempted by them individually”.

Based on these definitions and related literature [4, 15, 18, 20], we argue that an
Innovation Ecosystem is a CN as it has all essential CN characteristics, namely: formed
by autonomous, independent, distributed and heterogeneous actors […] that behave,
interact and collaborate with each other with different roles […] in a socio-technical
network […] within a fertile, spatial and evolving environment […] to overcome indi‐
vidual capability limitations, maximise resource usage, and share risks and costs, […]
so as to better achieve common/compatible goals […] regarding the different involved
cultures […] and intrinsic network dynamics. Although not explicitly mentioned in the
above CN definition, trust is also a crucial issue in IEs.

As a matter of fact, it is not the name or borders of the network that turn it into a CN,
but rather what and how things happen inside of it.

There are many other dimensions to characterise a CN, like if it is mono or multi-
sectorial, long-term or grasp-driven, regionally or globally focused/placed, etc. However,
when looking at more specific features of typical IEs, some major differences can be
pointed out. The ARCON reference model identifies fourteen basic types of CN [11]. Two
of these are the most similar to IEs: Business Ecosystem and Virtual organisation Breeding
Environments (VBE) long-term alliances. An IE is a broader concept and is a more open
and dynamically emerging environment than a Business Ecosystem (in the ARCON refer‐
ence model characterised similarly to an industrial cluster). Original VBE concepts [21],
its so-called ‘second generation’ [22] and inter-played CNs [23] still represent ‘closed-
world’ type of alliances, although allowing multi-sectorial companies and inter-VBE
collaboration to better support the creation of virtual enterprises/organisations.

It is important to highlight that it is not our goal here to verify if an IE is ‘better’ or
not than e.g. a VBE. Instead, the point is that IEs seem to be a particular type of CN
suitable to achieve certain strategic goals and objectives. The main similarities and
differences between IEs and other CNs include:
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• CN original definition stands for having computers networks as the means to support
interactions among members. Although ICT can be very much variable in type and
usage intensity, and regarding its current proliferation in the society and organisa‐
tions, it is rather difficult to imagine IE’s members interacting and doing their work
without using ICT reasonably intensively, in the same way as other types of CNs.

• An IE is not always created as a methodologically planned and induced initiative of
some actors. There are several cases (e.g. Silicon Valley) which have simply emerged
as a result of a set of regional factors. In cases of more planned initiatives, its building
is far from being linear or sequential. Its building phases are very much decoupled
from one to another, and processes’ phases and actors evolve at different pace and
independently from the other ones.

• An IE typically embraces many kinds of actors, existing infrastructures and even
other CNs. Because there is no physical or organisational border, IEs embrace
universities, private R&D labs, funding agencies and banks, etc., besides previously
established industrial clusters, innovation habitats and VBEs. Therefore, IEs can be
considered as a ‘logical’ environment on top of existing CN and other non-CNs alli‐
ances. IEs can also interplay with other ones.

• Actors can perform several different roles throughout the IE’s life, having plenty of
members’ capabilities overlapping.

• Actors may be different in nature, internal processes, stages of evolution/maturity
level, and value systems. Therefore, an IE can be seen as a heterogeneous system of
systems. Although being independent entities, actors may perform actions related to
sustaining the entire IE and not only to the operational actions related to various
innovation initiatives, e.g., some actors help other actors to be created and evolve.

• The so-called ‘minimum level of preparedness’ that each actor should have to collab‐
orate is much less formalised, controlled and homogenous than in other types of CNs.
Although ‘preparedness’ can be used as one important criterion for partners selection
or suggestion, practice in IEs shows that this is mostly resolved ‘on the fly’.

• Joining and exiting of actors can be dynamic and even unnoticed. IE boundaries are
intrinsically ‘elastic’. This means having only general and less formal governance
and performance management models: the IE manages itself in an organic manner
rather than being managed by some central authority. Due to cultural factors and
implicit social rules it is unlikely for a formal governance to strongly coerce members
and system behaviour.

• IEs involve another level and nature of outcomes. Besides generating physical
outcomes, less tangible or more abstract impacts are just as important. This requires
the identification of adequate performance indicators aligned to the IEs’ goals, but
observable by all as a feedback mechanism.

• An IE is devoted to conduct, leverage and sustain innovation and to boost business
and (real rather than virtual) enterprises creation;

• The creation of Virtual Enterprises/Organisations (VE/VO) can be seen as a possible
consequence – and not as an ultimate purpose – of a given innovation initiative. There
are four differences compared to ‘classical’ VE/VO: First, innovation can happen
anytime in the IEs’ phases and processes performed by actors involved in, creating
multiple and simultaneous value chains. Second, an innovation initiative includes
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partners not having ‘common’ goals in the strict sense. Actors have their own intrinsic
interests aligned to the type of ‘system’ they belong to. Therefore, when a CN is
defined to ‘achieve common or compatible goals’, in the context of IEs perhaps a
more appropriate formulation might be as ‘support the achievement of mutually
beneficial but independent/aligned goals’. Third, innovation outcomes not necessa‐
rily refer to final physical goods to be delivered or ready commercialisable ideas.
Sometimes the goal is to test a concept or technology; intermediate results may be
exploited in different ways and by another VOs; etc. Fourth, the VE/VO composition
can vary depending on the innovation needs, the required path and the innovation
model in use. A significant part of a VE/VO is created ‘on the fly’, rather than follows
the classic, usually linear and coupled steps of opportunity identification :: VO/VE
characterisation and planning :: partner search and selection :: negotiation ::
contracting :: launching VE/VO. Many other ‘sub’ VE/VOs can emerge as the result
of such dynamics.

• The classical role of the so-called ‘VO Coordinator’ does not necessarily exist.
Coordination is achieved through organic negotiations between stakeholders as
defined by the needs of the business and exploitation plan. This kind of network may
use multiple network brokers and orchestrators who are in charge of finding the most
suitable partnerships as the innovation project goes on.

All these particularities make IEs extremely difficult to build and integrate (including at
the ICT level); they are perhaps the most complex type of CN when considering those
fourteen types identified in ARCON.

4 The Innovation Ecosystem Model

This section presents the lifecycle phases and processes involved in the building of an
IE (Fig. 1), and were inspired by the description [21] of VBE evolution. The IE’s stages
of life are named according to ARCON [11]. In Fig. 1 processes are presented in a
condensed way as the details are not essential to achieve this paper’s objective. A very
detailed description of each process, and how they were identified and derived from the
current body of knowledge on IEs, can be found in [7].

When discussing the processes involved in creating, operating, changing, etc. of a
system (such as an IE or in general a collaborative network) it is customary to categorise
these processes according to the level of abstraction at which they consider that system.
This is done by defining (from abstract to concrete) lifecycle ‘processes’ that define the
identity, develop the concept, specify the requirements, and design, build, operate, and
decommission the system. These types of processes are called lifecycle phases, due to the
fact that their instances are repeatedly executed, often in parallel, and there is considerable
amount of feedback (constraining relationships) involved. In the context of IEs, lifecycle
processes cannot be seen only from the classical engineering perspective, where processes
are always deliberately performed. In the present organic context, processes are often
related to social phenomena, which in turn are largely unpredictable, dynamic, unstruc‐
tured, emergent, and are only up to some extent observable and manageable.

A system can evolve throughout its life in stages, and each stage can involve the
execution of the same type of lifecycle processes many times over.
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The evolution of a system may involve various kinds of change, like the joining of
new members, replacement of parts of the system, creating new connections and rela‐
tionships, learning, restructuring, developing new assets that enable previously impos‐
sible functions, etc., so a system evolves throughout its life, at the same time as it is
operating. Part of this evolution includes the improvement of the system lifecycle
processes themselves. Improvements include changes in maturity, emergent or induced
growth, learning and gaining experience, making autonomous decisions within the IE.
Improvement may also be due to external events, or feedback from internal processes,
or the external environment that cause or enable processes to change.

Both the system as a whole and supporting subsystems have stages of life that
together cover their respective lifespans, and each have a respective lifecycle, that consist
of their specific (lifecycle) processes (types).

Each phase has processes (e.g. Project consists of ecosystem design and ecosystem
preparation processes) and activities (the set of actions performed within each process).
Process scopes are not always perfectly determined and the control and information
flow can vary due to the intrinsic non-linearity of enacting an IE (represented as dashed
lines in Fig. 1).

These processes are continuously performed/instantiated throughout the stages of
the IE life. The IEs is initially devised, prepared, set-up and launched (initiation and
foundation), it reaches operation and gradually evolves as it goes (operation and evolu‐
tion), and may need deep changes in its identity (metamorphosis), or can even reach
closure (dissolution). Note that we define ‘metamorphosis’ as substantial change in some
of the identity attributes of the IE, but still the result of such deep transformation is rooted
in the IE’s earlier existence. If this were not so, then we would talk about ‘dissolution’.

What follows is a description of the lifecycle phases. Note that the name ‘phase’ of
‘lifecycle phase’ suggests that these ‘phases’ consider the IE on different levels of
abstraction. If we go from left to right in Fig. 1, these processes reveal more and more
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concrete detail, and – as the phases of the Moon – they repeat by being instantiated
during the stages of the IE’s life, as well as use information feedback from previous
instantiations of any of the phases through evolving cycles.

• Strategy Formulation Phase: take strategic decision of creating a new or reinforcing
an existing IE. This phase has three main processes: Strategy Definition (re)identifies
the IE’s mission, vision, values, performs feasibility analysis, and strategic goals.
Strategy Planning defines actions plans and milestones, critical success factors and
key indicators for the IE to be built or already running, actions to ensure preparedness
of actors, defines mandates and overall plans, dedicated IE-building or transformation
programs, and projects. Strategy Analysis refers to the variety of strategic analyses
informing the evaluation and feedback of the outcomes of the two other processes.

• Project Phase: design and take all steps to prepare the underlying conditions for
building or transforming the IE. It has two main processes: Ecosystem Design defines
the IE’s ‘architecture’, its components, types of actors, roles and relationships, infra‐
structure requirements, governance model, operating and business models, bylaws,
code of ethics, incentives and mechanisms to attract actors. Ecosystem Preparedness
defines a plan of actions related to preparing involved actors, infrastructures, laws
and regulations to cope with the IE’s requirements, mid- and low level specifications,
along the future stages of evolution.

• Deployment Phase: formally establish the designed IE, transform specifications into
infrastructures and populate with real actors. This has four main processes: Actors’
Attraction and Marketing designs and executes actions to publicise the IE to attract
qualified actors. Actors’ recruiting aims to attracting participants according to prepar‐
edness directives and rules. Physical building makes available suitable facilities to
support the diverse types of actions required throughout an innovation’s lifecycle,
following the requirements and guidelines indicated in the design sub-process.
Ecosystem foundation refers to the official organisational foundation of the IE, when
pertinent. Depending on the deployment model and taxation laws as well as legal
incentive mechanisms, this can involve a legal or more formal establishment of the
IE, or in the other extreme case this may simply take the form of an ‘announcement’.

• Execution Phase: is the set of processes involved in the operation of the entire IE. It
has two main processes: Ecosystem operation consists of the activities involved in
creating and bringing to successful conclusion various innovation initiatives, as
carried out ‘inside’ the IE. Ecosystem Management includes management activities
of the IE, and can cover two levels: the strategic management of the IE itself (iden‐
tifying opportunities, threats, issues, etc., and initiating other relevant lifecycle
processes as above); the tactical and operational management of the IE. This process
involves dealing with human resources, financial, organisational, technological,
governance issues, and is likely to be a distributed collaborative set of activities,
rather than being concentrated into a management role performed by any one partic‐
ular organisational or individual actor.

• Conclusion Phase: this phase is basically responsible for handling issues that deeply
impact the continuation of the IE’s life. This phase has two main processes:
Ecosystem Decommission refers to handling the coming and going of actors within
the IE along its life cycle. Ecosystem Disbanding refers to a gradual exiting of actors
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from the IE business environment due to e.g. strategic changes and general disa‐
greements.

• Sustenance Phase: this phase is responsible for handling the future evolution and
viability of the IE, managing the IE’s life cycle. This phase has one main process,
but which crosses, impacts and receives feedbacks from all the other sub-processes.
Ecosystem sustainability corresponds to tactical and strategic management levels
that all phases have when performing their actions.

5 Mapping ARCON and Innovation Ecosystems

ARCON is a reference model and modelling framework directed to collaborative
networks. It intends to be used as a basis for derivation of other specific models for
particular cases in various types of CNs, helping to understand the involved entities and
significant relationships among them [11].

For the purpose of modelling all features of CN components, ARCON considers
three perspectives [11]. The first one (ARCON lifecycle) addresses the timing of CN’s
life stages: creation, operation, evolution, metamorphosis and dissolution. The second
perspective (‘environment characteristics’) focuses on capturing the CN’s general
features. This perspective in turn includes two so-called subspaces: The endogenous
elements sub-space embraces the internal CN elements’ characteristics and are classified
into four dimensions: structural (S), componential (C), functional (F) and behavioural
(B). The exogenous interactions sub-space handles the logical surrounding of CNs and
are also classified into four dimensions: market (M), support (S), societal (S) and
constituency (C). The third perceptive (‘modelling intent’) refers to the different goals
one may have when modelling a CN, addressing the three possible intents: general
representation, specific modelling, and detailed specification/implementation model‐
ling. Figure 2 presents a very general ‘instantiation’ of ARCON.
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This instantiation has the intent of representing the phases (groups of processes)
involved in creating or transforming CNs of the type ‘innovation ecosystem’ at the
specific modelling level.

Table 1 shows a small and simplified excerpt of the IE’s modelling regarding the
ARCON’s environment characteristics perspective for one of the processes within the
Project phase. As it will be discussed and is illustrated in Fig. 2, given the decoupled
way of the IE’s life cycle processes, these processes present a high level of independence
from each other in terms of evolution (life cycle perspective). The instantiation of the
endogenous elements and exogenous interactions can vary in the same process
depending on the evolution stage of the IE, existing level of technical maturity, mana‐
gerial experience, basic general conditions, and eventual inter-dependence with other
processes.

Table 1. Example: Ecosystem Preparedness process - environment characteristics perspective

Innovation ecosystem endogenous elements sub-space

Structural Componential Functional Behavioural

Active entities
Actors: universi‐

ties, …
Roles: member,

service provider,
coacher, …

Concepts
Relationships:

funding, …
…

Passive entities
Human resources:

recruiter, orches‐
trator, …

Knowledge
resources:
members profile
and competency
info, …

…

Actions
Processes: eco

membership
mgmt., strategic
mgmt., …

Concepts
Methodologies:

training method,
coaching
method, …

Concepts
Behaviour: busi‐

ness culture,
governance prin‐
ciples, …

Contracts and
Agreements: …

incentives and
sanctions: …

Innovation ecosystem exogenous interactions sub-space

Market Support Societal Constituency

Mission state‐
ment: Eco
mission, vision,
goals, …

Marketing strat‐
egies: …

Market interac‐
tions:

strategic
customers, new
members, …

Network social
Nature: profit-
oriented eco, …
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6 Discussion

Having in mind the differences between IEs and other CNs (see Sect. 3), it could be
observed that the usual way of using ARCON as a process-based methodology seems
not applicable at all here, because lifecycle processes are normally performed in parallel
in a decoupled way, and not sequentially, refining the outcome in an evolutionary manner
throughout the stages of the IE’s life.

Although decoupled, activities of these processes may be circularly dependent on
one another. This can be easily understood by differentiating between activity as in
process (type) definition (meaning ‘activity type’) and activity as in process instance
(meaning ‘activity instance’). This feedback in turn can be affected by the different pace
and implementation success of each process’ activities and policies. This means that an
IE does not evolve linearly and harmoniously.

Therefore, modelling innovation systems should perhaps be done looking at each
individual process level and not at once as if it was a “monolithic” block. This suggests
a very high level of complexity – perhaps not being truly and tightly manageable – as
each “step” of every single evolving stage is different among the phases/process as the
processes evolve in a non-synchronised and non-linear way. A possible approach for
this is to see the IE’s processes from the fractal point of view, where each process might
be independently (although not in an isolated manner), modelled as the image of the
whole.

Processes’ activities need specific and proper instantiations for the given IE instance,
with consideration of the maturity levels of technical and management capabilities, local
conditions, culture, planned goals, and the required and available investments. Actors’
involvement in each process in terms of intensity of participation and roles can also vary
due to emergent leaderships. In the case of the operation processes (the phase where
innovation projects are usually performed), the derivation of particular models is prob‐
ably only feasible if done by the people involved, using a library of elementary process
definitions, such as described in Malone’s Process Handbook [24]. This is because every
single innovation project is carried out differently, in terms of partners, innovation
model, (eventual) supporting ICT tools, governance model (if any), planned outcomes,
IPR and transfer mechanisms, etc. In other words, there might be innumerable possible
instantiations. Therefore, given the intrinsic “elasticity” and dynamics of IEs, it is an
open point how feasible it is to derive a complete instance of a particular model, even
via ARCON.

Other issues have to be tackled from wider views, as business models for example.
Considering its role in terms of regional development, business models for IEs can be
as many and should be handled at regional level, at the IE (as an entity) level, at the
processes level, and at the individual innovation’s level. Less tangible issues, like
culture, are extremely critical in IEs. They are difficult to be understood and hence
modelled. In this aspect, ARCON leaves to the “derivers” the option of using whatever
tools and approaches when intending to derive particular instances of CNs; e.g. via soft
modelling methods [11].

Another aspect refers to the terminology and underlying semantics of the evolution
stages. The building or the emergence of an IE does not start from scratch and via an
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explicit trigger. Instead, it is established after a usually long process of seeding and
cultivation of a multitude of disparate actors and supporting elements and conditions,
without having a moment where such environment can be considered as ready to start
from that point on. In this sense, and inspired by the terminology used in [4], a more
proper term might be ‘induce, seed and cultivate’ instead of ‘initiation and foundation’.
As mentioned, innovation-related actions can happen ‘everywhere’ throughout the IE’s
phases, and not only during the so-called ‘operation’ phase. The IE as a whole and its
components constantly evolve. All this should be handled in such way the created cata‐
lysing environment remains sustainable. More proper terms for that might be as ‘nourish
& sustain’ instead of ‘operation & evolution’. Deeper changes in an IE can indeed
happen, both due to endogenous or exogenous factors. This may impact an IE to signif‐
icantly modify its general identity, profile and focus, policies, structures, etc., to adapt
to the new scenario. As such, the term: ‘metamorphosis’ seems adequate for this stage.
On the other hand, this kind of ‘reset’ in the IE does not happen suddenly. Instead, it is
a gradual process that can take years, so processes involved in metamorphosis may start
during operation, before change manifests as a stage.

‘Dissolution’ also happens differently in an IE. Considering the type of actors and
existing infrastructures, IEs are likely to never ‘disappear’. At a more daily level, indi‐
vidual members can come and go freely as the IE operates, some businesses and start-
ups may go bankrupt, etc. At a more strategic level, an IE can lose its vitality as actors
– the key ones in more particular – start disbanding the system for many possible reasons.
This ‘vanishing’ event can be gradual and may take years, and even after that, some
actors would remain in the region and could go back to be active again in any moment.
Therefore, more proper terms for this stage might be as ‘decommissioning &
disbanding’. Summing up, where creation, operation, evolution and metamorphosis
share the same semantics in IEs as in CNs, the same thing is not true at all in the disso‐
lution stage.

7 Conclusions

This research work has presented an analysis of how innovation ecosystems (IE) fit the
CN foundations. In a previous research a bottom-up approach was applied with the aim
of describing the set of processes that have been carried out when building IEs. In order
to evaluate how complete the devised process-model is regarding future derivations and
considering some intrinsic characteristics of IEs, ARCON was used as the reference
model to be checked against in a top-down approach.

Based on literature review and on CN foundations, we could deduce that IEs share
CN’s essentials and so they can be considered as another CN type.

After mapping our process model for building IEs against the ARCON reference
model, we could verify that all ARCON aspects were present in the devised model
regarding the general representation and specific modelling intent levels. Therefore, we
conclude that our model is complete in terms of phases, stages of evolution as well as
of endogenous and exogenous elements. This is important as the so-developed model
does not intend to be a ‘recipe’ to build IEs. On the other hand, given a particular case,
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the model can be used by stakeholders as one basis to analyse, enhance or better sustain
existing IEs, and be considered when conceiving future IEs. Thanks to the holistic and
complete view of the whole IE building process and its life cycle, the devised model can
help stakeholders to better plan and manage the time, resources allocation, and the degree
of complexity of actions in different stages of IE building. This all can be helpful for
predicting points of higher risks, and to prevent the whole system from achieving unde‐
sirable states.

In this research we could observe that the specific IEs model has a set of particularities
not detailed by ARCON, as discussed in Sect. 6. IEs have a number of particularities
when compared to the other fourteen types of CNs used as the basis for the ARCON
conception. They are built in a decoupled and non-linear way throughout independent
although inter-related phases. Processes evolve at a different and autonomous pace rather
than in common cycles of global evolution. We believe that these aspects, with careful
conceptual definitions (phases, processes, process and activity types and instances),
would benefit the users of ARCON as a reference model.

This paper is the result of an ongoing research. Next short-term steps include the
development of a more formal model of the IE and its processes, comprising the mix of
deliberate and emerging decoupled processes regarding the IE evolution, and the formal‐
isation of business models at all the involved levels.

Acknowledgements. This work has been partially supported by CNPq - The Brazilian Council
for Research and Scientific Development funding agency.

References

1. OECD: Innovation to strengthen growth and address global and social challenges (2012).
http://www.oecd.org/sti/45326349.pdf

2. Jackson, D.: What is an Innovation Ecosystem?, pp. 1–12. National Science Foundation,
Arlington (2011)

3. Mercan, B., Gökta, D.: Components of innovation ecosystems: a cross-country study. Int.
Res. J. Finan. Econ. 76, 102–112 (2011)

4. Hwang, V.W., Horowitt, G.: The Rainforest - The Secret to Building the Next Silicon Valley.
Regenwald Publishers, USA (2012)

5. Romero, D., Molina, A.: Virtual organisation breeding environments toolkit: reference model,
management framework and instantiation methodology. J. Prod. Plan. Control 21(2), 181–
217 (2010)

6. Molina, A., Romero, A.: (University) Technology parks toolkit: knowledge transfer and
innovation - the Tecnológico de Monterrey experience. In: 19th International ICE-Conference
on Engineering, Technology and Innovation, pp. 1–10 (2013)

7. Rabelo, R.J.; Bernus, P.: A holistic model of building innovation ecosystems. In: 15th IFAC
Symposium on Information Control in Manufacturing, Ottawa, Canada (2015)

8. Mercier-Laurent, E.: Innovation Ecosystems. Wiley, New York (2011)
9. CORDIS: http://cordis.europa.eu/projects/home_en.html

10. Camarinha-Matos, L.M., Afsarmanesh, H.: Collaborative networks: a new scientific
discipline. J. Intell. Manuf. 16, 439–452 (2005)

Innovation Ecosystems: A Collaborative Networks Perspective 335

http://www.oecd.org/sti/45326349.pdf
http://cordis.europa.eu/projects/home_en.html


11. Camarinha-Matos, L.M., Afsarmanesh, H.: A comprehensive modeling framework for
collaborative networked organizations. JIM 18(5), 529–542 (2007)

12. Järvinen, P.: On Research Methods. Opinpajan kirja, Tampere (2004)
13. ISO 15288: Systems and Software Engineering – System Lifecycle Processes (2008)
14. ISO 15704: Industrial Automation Systems – Requirements for Enterprise Reference

Architectures and Methodologies (2000; Amd 1. 2005)
15. Durst, S., Poutanen, P.: Success factors of innovation ecosystems: initial insights from a

literature review. In: CO-CREATE 2013, pp. 27–38. Aalto University (2013)
16. Lawlor, A.; Woodley, M.: Innovation ecosystems. The economist insights (2014).

www.economistinsights.com/sites/default/files/barclays_1.pdf
17. Spolidoro, R.: Innovation habitats and regional development driven by the triple helix. In: IX

Triple Helix International Conference, Silicon Valley, pp. 1–23 (2011)
18. Rubens, N., Still, K., Russell, M.: A network analysis of investment firms as resource routers

in Chinese innovation ecosystem. J. Softw. 6(9), 1737–1745 (2011)
19. Carayannis, G., Barth, D., Campbell, D.: The quintuple helix innovation model: global

warming as a challenge and driver for innovation. J. Innov. Entrepreneurship 1(2), 1–12
(2012)

20. Lundvall, B., Johnson, B., Andersen, E.S., Dalum, B.: National systems of production,
innovation and competence building. Res. Policy 31, 213–231 (2002)

21. Afsarmanesh, H., Camarinha-Matos, L.M.: On the classification and management of virtual
organization breeding environments. Int. J. Inf. Technol. Manage. 8(3), 234–259 (2009)

22. Afsarmanesh, H., Camarinha-Matos, L.M., Msanjila, S.S.: Models, methodologies, and tools
supporting establishment and management of second-generation VBEs. IEEE Trans. Syst.
Man Cybern. 41(5), 692–710 (2011)

23. Camarinha-Matos, L.M., Ferrada, F., Oliveira, A.: Interplay of collaborative networks in
product servicing. 14th IFIP Working Conference on Virtual Enterprises, pp. 52–62 (2013)

24. Malone, T.W., Crowston, K.G., Herman, G. (eds.): Organizing Business Knowledge: The
MIT Process Handbook. MIT Press, Cambridge (2003)

336 R.J. Rabelo et al.

http://www.economistinsights.com/sites/default/files/barclays_1.pdf


Innovation from Academia-Industry Symbiosis

Paula Urze1,2(✉) and António Abreu3,4

1 FCT/UNL, Faculdade de Ciências e Tecnologia da, Universidade Nova de Lsboa,
Lisbon, Portugal

pcu@fct.unl.pt
2 CIUHTC – Centro Interuniversitário de História das Ciências e da Tecnologia, Lisbon, Portugal

3 ISEL/IPL – Instituto Superior de Engenharia de Lisboa do Instituto Politécnico de Lisboa,
Lisbon, Portugal

ajfa@dem.isel.ipl.pt
4 CTS – Uninova - Instituto de Desenvolvimento de Novas Tecnologias, Almada, Portugal

Abstract. Anchored on a systemic perspective of innovation and particularly on
the triple helix model, which highlights the state, university and companies as
central players, this paper aims to discuss the factors that enable or constrain the
processes of innovation, using the system thinking approach to understand the
academia-industry symbiosis. The paper’s empirical section is based on a case
study on Portugal’s major highway management concessionaire. In order to
ensure a “healthy” co-innovation environment, the archetype studied emphasizes
the need to implement coordination mechanisms such as communication routines
and metrics to monitor collaborative behavior in addition to the need to develop
global goals that align the efforts of the partners.

Keywords: System thinking · Triple helix · Collaborative networks · Innovation
and case study

1 Introduction

Today, companies in global markets need to achieve high performance levels and
competitiveness just to stay “alive”. Recent studies point out that a growing number of
innovations introduced in the market come from networks that are created based on the
core competences of each member.

In a collaborative environment, the existence of cooperation agreements, norms,
reciprocal relationships, mutual trust and common infrastructures allows members to
operate more effectively in pursuit of their goals. Partners “split the innovation value
chain” into various tasks where the assignment of these tasks to each partner is based
on the identification of resources that hold lower costs, and better skills and/or access
to specific knowledge, in order to make the outcome more competitive [1].

Furthermore, the synergies created by “confrontation” of different perspectives and
sharing experiences in a “healthy” collaborative environment, lead to the reinforcement
of innovation flows [2]. The aim in such an innovation environment is to establish
mutually beneficial relationships through which new products and services are created,
often in close interaction with the customers.
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It is frequently mentioned by many industrial managers that a poor understanding
of the drivers that underpin the innovation processes in a collaborative environment is
an obstacle for a wider acceptance of this paradigm.

Based on an academia-industry perspective, this paper helps identify and discusses the
relevant drivers and barriers that support “healthy” innovation in a collaborative context.

2 Drivers and Barriers in Industry-Academia Collaboration

Although collaborative networks have this great potential to both create value and boost
innovation, several empirical studies show that many of today’s joint ventures fail.
According to Lee [3] several types of co-innovation networks can be identified taking
into account the diversity of entities that make up the collaborative network such as large
companies, SMEs, Universities and research centers, where the roles of each player and
the strength of the links differ. Looking at the academia-companies link, there are many
types of links that depend on the respective goals and the institutional arrangements.
Collaboration to support co-innovation activities can be more or less intense, and also
may be formal or informal.

In terms of time one can find short-term and long-term collaboration agreements.
Short-term collaborations generally consist of on-demand problem solving with prede‐
fined outcomes. Long-term collaborations are associated with joint projects, often
allowing companies to contract a core set of services and to periodically re-contract for
specific deliverables in a flexible way. Long-term collaborations are more strategic,
providing a multifaceted platform where companies can develop a stronger innovative
capacity in the long run [4].

The purpose of this section is to address the key factors identified in the literature
that are involved in Academia-Industry collaboration. Table 1, shows these factors.

Despite the potential gains obtained from the collaboration between academia-
industry several barriers have been identified in the literature which helps to discuss
ways of overcoming these constraints to the innovation processes (see Table 2).

3 Models to Understand the Innovation Processes

The National Innovation System theory has attained a dominant position, but over recent
decades there have been several new perspectives, which give emphasis to the systemic
conception of innovation. Carlsson [12] developed the concept of the technological
system in the early 90s.

Leaving aside the national approach, Carlsson and Stankiewicz [13] defined a techno‐
logical system as a network of agents interacting in a specific industrial or economic area,
within a set of infrastructures involved in the generation, dissemination and use of tech‐
nologies. The literature on regional systems of innovation has grown rapidly since the mid
90s and this time also witnessed the development of the concept of the sectorial system of
innovation [14]. Some of the crucial ideas inherent in the innovation system concept
(vertical interaction and innovation as an interactive process) emerge in Porter’s industrial
clusters, as well as in Etzkowitz and Leydesdorff’s [15] Triple Helix (TH) theory.
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The TH theory highlights the state, university and companies as influential players
in the NIS. The TH improves on this (national) innovation model, because it no longer
requires the assumption ex ante of national or regional systems for its integration [16].
The TH Model was developed as a result of the convergence and crossing over of the
three worlds: research, business and government, which used to be very much separated.

The most recent step in the TH debate has been the concept of the TH system of
innovation. This step was introduced and has been integrated into the system as an analyt‐
ical framework that synthesizes the key features of TH interactions, defined according to
the systems theory as a set of components, relationships and functions [17]. In this new
design, among the components of the TH System, a novel distinction has been made
between: (1) R&D and non-R&D innovators; (2) “single-sphere” and “multi-sphere”
(hybrid) institutions; (3) individual and institutional innovators. The new strategic rela‐
tionships between components have been synthesized into five main types of operations:
(1) technology transfer, (2) collaboration and conflict moderation, (3) collaborative lead‐
ership, (4) substitution, and (5) networking. This perspective provides an explicit frame‐
work for the systemic interaction between TH actors, which was lacking up to now, and
a more fine-grained view of the circulation of knowledge flows and resources within and
among the spaces, helping to identify blockages or gaps. Thus, the TH system will
generate new combinations of knowledge, resources and relationships which will in turn
improve innovation theory and practice. The role of universities in this conceptualization

Table 1. Innovations Drivers.
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is often mentioned as its “third mission”. In fact, the concept of the entrepreneurial univer‐
sity is central to the TH model. As universities forge links, they can combine separate
parts of knowledge and bring them together to innovate. Collaborative links with the other
innovation actors have improved universities ‘production of scientific research over time.
Moreover, entrepreneurial universities are now educating organizations as well as indi‐
viduals and also have an enhanced capacity to generate technology that has shifted their
position from a traditional source of human resources and knowledge to a new source of
technology generation and transfer. Rather than only serving as a source of new ideas for
existing firms, universities are now combining their research and teaching capabilities into
new formats and triggering the establishment of new companies, especially in advanced
areas of science and technology.

4 System Thinking to Support the Dynamics of Co-innovation

According to Hakansson and Snehota [18], to ensure the success of the TH model it is
crucial to understand and develop mechanisms to coordinate the complex interactions
among university, industry and government, which is impossible to achieve when using
linear approaches.

Table 2. Innovations Barriers.
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The tendency to apply models where analysis of the reality is mainly based on a
linear approach, where the system behavior and its dynamic is explained through a series
of one-way relationship events, together with the predisposition to ignore feedback and
delays, might all be obstacles to grasp a better understanding of the dynamics of inno‐
vation processes.

Brown and Smith [19] developed a model based on a systems thinking approach to
understand the dynamics within networks, as shown in Fig. 1. Based on this model the
behavior of the network is determined by its causal structure rather than by specific
events. This model tries to describe how a successful network might develop and the
changes in network behavior and company interaction that might be perceived at each
stage. The model consists of several loops that are used to build different stages of the
network’s development and impact on the performance of both individual firms and all
the firms in the network.

An important aspect of the system thinking approach is that certain patterns repeat
themselves, allowing an “archetypes” portfolio to be built.

The systems archetypes provide a basic form to describe generic stories and scenarios
that can be applied to distinct contexts and environments. Each archetype is built based
on a causal loop diagram and offers a common language to understand the behavior and
dynamics of a particular system over time. The archetypes can be used to support the
decision-making process in two distinct contexts: as a diagnostic tool, it can help
managers understand the dynamics of a specific set of behaviors or events that have
emerged over time. As a prospective tool, it can help managers identify undesirable
behaviors in advance.

The most common systems archetypes are the following: Success to the Successful,
Limits to Growth (also known as Limits to Success), Accidental adversaries, Tragedy
of the Commons, Growth and Under Investment Attractiveness Principle, Fixes that Fail
(also known as Fixes that backfire), Escalation, and Shifting the Burden (also known as
Addiction). Considering that at any given time a company is in a state of dynamic equi‐
librium, the drivers underpinning the innovation processes and the barriers opposing it
can be represented using causal loop diagrams.
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Fig. 1. Cluster dynamic model.
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5 Brisa Case Study

The research was carried out on Portugal’s major highway1 management concessionaire,
and is based on two main projects undertaken by Brisa. The Brisa company currently
operates a network of eleven highways, with a total length of around 1096 km,
comprising the main Portuguese road links. Given its importance and dimension, Brisa
owns several companies specialized in motoring services and geared towards improving
the quality of the service provided to customers and increasing its own operating effi‐
ciency. The Brisa co-innovation network is a long-term collaborative network.

In order to analyze the sustainability of the link between Universities/Research
centers and Brisa in terms of drivers and barriers of co-innovation, as an initial approach
an effort was made to find some similarity to the most common systems archetypes
mentioned in literature. Taking into account the data collected and the archetypes causal
loop diagram, the choice fell on the Accidental adversaries Archetype, whose Causal
Loop Diagram is illustrated in Fig. 2.
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Qualified
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+

+

+

+
Brisa's Sucess
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Ability to recruit Postgraduate Students

+

R&D Projects
New Tecnhonogies

/Processes
+
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+

R4

R1

+

R3
R2

B5

B6

Fig. 2. Influence diagram showing the drivers and barriers of innovation.

The application of the Accidental adversaries Archetype to this analysis backs up
the following explanation: initially, Research Centers/Universities and Brisa begin a
relationship with the best of intentions on both sides, with the purpose of maximizing
their respective strengths and minimizing their weaknesses. From the perspective of the
University/Research Centers, the main goal was to increase their level of prestige.
Brisa’s goal was to increase the success of its business.

In the first stage, University/Research Centers establish an alliance with Brisa
that benefits both parties. This is a virtuous reinforcing dynamic (R1) – in order to
increase their prestige, University/Research Centers carry out R&D projects and the
outcome of the R&D projects (new technologies and processes) increases Brisa’s

1 These results are based on research carried out in the project – DIINOV - DINÂMICAS DE TRANS‐

FERÊNCIA DE CONHECIMENTO EM REDE DE INOVAÇÃO, FCT/UNL, BRISA, ISEL/IPL, 2015.
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success. Furthermore, the growth of Brisa’s success increases the possibility of
recruiting postgraduate students, which creates more prestige for the University/
Research Centers. The two reinforcing loops R2 and R3 illustrate the actions taken
by University/Research Centers and Brisa to improve their growth, the University’s
prestige and Brisa’s success.

However, the problem might arise when one or both parties take some action that
looks perfectly reasonable from their perspective. By seeking improvement through R2
and R3, University/Research Centers and Brisa suppress the effects of R1 and establish
the negative-effect reinforcing loop R3, which in turn completely takes over B5 and B6.
For instance, the dissemination of scientific results based on industrial data may compro‐
mise Brisa’s competitiveness. The impact of these harmful actions may merely create a
sense of frustration and antipathy between the parties, who remain partners, or it may
get to the point of turning them into hostile adversaries.

The balancing loop B5 is formed by: Brisa’s success, ability to recruit postgraduate
students, University prestige, qualified researchers, production of scientific results, R&D
secrecy to be competitive, and Brisa’s success.

6 Conclusions

This paper discussed the systems thinking approach and the general systems archetypes
applied to co-innovation in a collaborative context. The development of models to gain
a deep understanding of the dynamics of the co-innovation processes in collaborative
environments will not only help to better understand the area, but also contributes to a
broader adoption of the collaborative networks’ paradigm as a way to develop capabil‐
ities that will enable companies to respond quickly to market needs.

In order to ensure a “healthy” co-innovation environment, the archetype studied
emphasizes the need to implement coordination mechanisms such as communication
routines and metrics to monitor collaborative behavior in addition to the need to develop
global goals that align the efforts of all parties involved.

Some preliminary steps in this direction, inspired by system thinking concepts, were
presented. Initial results illustrate the applicability of the suggested approach.
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Abstract. Mobile services have unique characteristics and can provide oppor‐
tunities for added value, new types of value and new ways of value configuration.
Mobile cloud computing can boost the development of mobile services. In this
paper we provide a user-driven and usage-oriented perspective on mobile serv‐
ices, especially when they are provided via the cloud. We examine the different
perspectives on mobile services and outline models of mobile service provision.
Mobile services are regarded as embedded in the daily activities of the mobile
user in order to attain personal objectives. We provide an integrated view on
mobile services that combines technological and usage aspects and emphasizes
on value creation. This work helps understand better the provision, usage and
value creation in mobile services and can provide new research and practical
opportunities for developing new service models in mobile environments.

Keywords: Mobile service · Mobile cloud computing · Service value · Value co-
creation

1 Introduction

The substantial progress in mobile technologies and the wide availability of wireless
Internet has driven to an increasing popularity of mobile computing. Mobile devices,
especially smartphones and tablets, serve today as a multipurpose tool in everyday life
practices of the people. They are used more and more to provide a variety of services
(‘mobile services’) that go beyond communication and support a wide spectrum of
human activities, including social interaction, entertainment, economic transactions,
business operations, personal time management, data management, learning, healthcare
and a variety of location-aware and context-aware services, such as navigation, tracking
services, emergency services, etc.

A serious obstacle for the further development and use of mobile services stems from
the technological limitations of mobile devices, especially with concern to resources
(battery life, storage space, etc.) and capacity (processing, bandwidth, etc.). Mobile
cloud computing has been developed as a solution to these problems, by marrying
together mobile technologies and cloud computing to extend the benefits of cloud
computing to mobile services and applications. Mobile cloud computing can supposedly
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boost the development of mobile services, as well as enable the development of entirely
new types of services [1] and become the dominant model for mobile applications in
the future [2]. Huang et al. [3], for instance, give a perspective of the ‘service of the
future’ as a combination of people needs, the physical environment surrounding people
and the virtual environments with which people interact. Research in the areas of ubiq‐
uitous and pervasive computing (e.g. [4]) recognizes the central role of the user in the
interaction with cyber-physical systems, as a part of their everyday life practices.

In this paper we provide a user-driven and usage-oriented perspective for mobile
service, especially when it is provided via the mobile cloud. We acknowledge that
mobile services are embedded in people’s everyday life practices. For this, we introduce
concepts from service management to explore the meaning of service value, analyze the
role of the user and examine the interaction, collaboration and co-creation of value
between the user, the service provider and the mobile cloud actors that facilitate the
provision of mobile service.

The emphasis on the mobile cloud is founded on its significance as a new techno‐
logical approach that can empower the mobile user in his everyday activities and can
support the emergence of novel distributed and collaborative models of service provision
and consumption [2]. Notice that the business and usage or user aspects of the mobile
cloud computing remain marginal in the literature (e.g. [4, 5]).

The purpose of this paper is to provide a framework that integrates concepts from
mobile cloud computing on the one hand and service management on the other hand in
order to understand better the usage and value creation in mobile services. Without good
knowledge of the usage aspects of the mobile service, companies are prone to fail to
support their customers and they may be missing opportunities for the development of
new services and new business models.

The paper contributes in the literature in the following ways: first, it analyzes
concepts and models of mobile service provision and explains the roles and activities
of the different actors. Second, it integrates in the analytical framework the human
aspects of mobile service regarding the usage and value creation with the computing
operations for the provision of mobile service. Third, it introduces concepts of mobile
service provision as a cyber-physical phenomenon that includes computing operations
and value creation activities from the part of the user. Fourth, it provides a bridge
between the technological, business and use aspects of mobile services and supports the
better understanding of the relevant concepts.

The rest of the paper is organized in six sections. In the next section we present
an overview of mobile services and mobile cloud computing, by emphasizing on the
use aspects of services and the service models. In section three we analyze the
different perspectives on the concept of mobile service and we describe the related
mobile service models. In section four we provide an integrated view on mobile
service provision that combines technological and usage aspects, regards mobile
service provision as a cyber-physical phenomenon and emphasizes on real world
effects and value creation. In section five we develop a conceptual framework for the
provision, usage and value creation and co-creation in mobile services. The paper
concludes with the main points of this work and the research implications.
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2 Mobile Services and Mobile Cloud Computing

Mobile services are services that can be accessed and used with the use of mobile
technologies and mobile devices, such as smart phones, tablets and other wireless
devices. The great advantage of mobile services comes from their ability to support
the mobility of the user. They are characterized by ubiquity, localization, improved
personalization and increased convenience [7, 8] and, thus, they are different from
other e-services and physical-world services [9]. Under certain circumstances [10],
mobile services can provide new types of value (e.g. location-aware services), new
ways for value configuration (e.g. real-time interaction with friends and other users
who share the same context), rich experiences (e.g. context-aware services that adapt
to the situation of the user) and opportunities for more added value (e.g. receiving
service any time and especially at the moment it is needed). Satyanarayanan [11]
describes the vision of mobile computing as “information at your fingertips
anywhere, anytime”.

Mobile cloud computing has been developed as the integration of mobile computing
and cloud computing with the purpose to bring the benefits of cloud computing into the
mobile environment [12, 13]. Cloud computing is a new computing paradigm [14, 15]
that is based on the use of Internet infrastructure for the provision or sharing of
computing resources, hardware and software, ‘as a service’, that is on demand and on
temporary basis. Cloud computing has been recognized as the ‘next generation
computing infrastructure’ [13] and a ‘new economic and business computing para‐
digm’ [16].

With the explosion of mobile applications in the first place and the supplementary
support of cloud computing in the provision of mobile service, the significance of the
mobile cloud computing was amplified. Mobile cloud computing can bring new types
of services and it offers ample business opportunities [11].

The literature of mobile services and mobile cloud computing suffers from ambi‐
guity. Yang et al. [12] distinguish three major approaches in the literature for mobile
cloud applications: (a) extending the access of cloud services to mobile devices; (b)
enabling mobile devices to work collaboratively as cloud resource providers; (c)
augmenting the execution of mobile applications on portable devices using cloud
resources. In the first approach, users access with their mobile devices software/appli‐
cations “as services” offered on the cloud, with all the computation and data handling
being performed in the cloud. The second approach makes use of the resource at indi‐
vidual mobile devices to provide a virtual, ad hoc and local mobile cloud environment.
The third approach uses the cloud resources for the execution of the operations on mobile
devices. We can gather that, from a usage point of view, mobile cloud applications can
support the access of services offered in the cloud, while from a computing point of
view, they can enable mobile devices to work collaboratively as cloud resource providers
or augment their operations by using cloud resources.

Regarding the typical service models of cloud computing [15], the mobile cloud is
most often considered as a SaaS model, when it is used to access software offered on
the cloud, and it is considered as IaaS or PaaS model, when it is used to augment the
capability of mobile devices through partial or full offloading of the computational
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operations and data storage from the mobile devices [12]. Qi and Gani [16] describe
three basic mobile cloud computing service models that are based on the role of the
mobile device. In ‘mobile as a service consumer’ (MaaSC), which is the most common
model, the mobile device receives computing functions as single direction service from
other actors that operate on the cloud. In ‘mobile as a service provider’ (MaaSP) the
mobile device becomes the service provider of information or computing capacity
through the cloud. ‘Mobile as a service broker’ (MaaSB) is a special case of MaaSP,
because the mobile device provides services to other mobile devices or sensing nodes
in its proximity.

In the literature we can find several examples of mobile cloud applications and serv‐
ices. Here we are interested in those that include user’s involvement and provide direct
benefits to the user. Common examples refer to mobile crowdsourcing [2, 11], collective
sensing [3], location-aware and context-aware services [3, 17, 18], pooling mobile
resources and sharing applications between mobile devices [19, 20].

3 A Service Terminology and Service Models
in Mobile Environments

The discussion about the mobile service provision is prone to serious misunderstandings
as concerns the meaning of the term ‘service’ when one adopts a user-driven and usage-
oriented approach. The source of misunderstandings is the multiple dimensions of the
concept of service and in particular the different uses of the term in computer science
and in business science [21, 22]. Besides, there are different approaches in running
mobile cloud applications [12] and commercial hype in mobile cloud computing [23].
In this section we attempt to clarify the concept of service in the mobile cloud. In partic‐
ular, we distinguish between mobile service for the user and computing service for the
operation of the mobile device in the mobile cloud. We name the former ‘mobile service’
and the later ‘mobile cloud service’.

A ‘mobile service’ is an electronic service that can be provided, accessed and used
with the use of mobile technologies and mobile devices. Mobile services are used by
users in commercial transactions, business operations, learning, healthcare, entertain‐
ment/multimedia, gaming, social networking and collaboration, augmented reality,
searching/querying, etc [5, 13, 23, 24].

A mobile service can be the mobile version of an e-service (as the term is
described in [21]), or it can be provided only in a mobile form, such as some kinds
of location-aware and context-aware services. Likewise, a mobile service can be the
mobile counterpart of a physical world service, or it can be only in mobile form.

A mobile service is an electronic in nature service that is produced and consumed
by real world entities: business entities, as service providers, produce and provide mobile
services as a part of their business functions; end-users as individuals consume mobile
services in their everyday life practices. Thus, mobile services produce a real world
effect.

Service providers can offer mobile service directly to the end user with the use of
mobile computing technologies and Internet and wireless technologies. In addition, they
can provide mobile service via the cloud, with the use of cloud resources and cloud
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computing technologies. In most cases, the user does not know (and perhaps does not
care) about the way mobile services are transmitted and received by his mobile device.
These relationships can be seen in Fig. 1.

A ‘mobile cloud service’ is a computing service that is provided with the use of
mobile computing technologies and cloud technologies and consumed by the mobile
device of the user to run more efficiently and effectively mobile applications and provide
mobile service to the user. For instance, in order to provide navigation service (mobile
service) to the user, the mobile device uses cloud resources for processing location-
aware data (mobile cloud service). Examples of mobile cloud services are related to the
access, transmission and storage of data in the cloud, the outsourced execution of
computing operations of the mobile device, the use of security services, etc. Mobile
cloud services exist only in the virtual world of the cloud and serve the augmented
operations of the mobile devices.

In Fig. 1 we see two approaches for mobile cloud service. In the first case the mobile
device receives computing service from the cloud for the augmented execution of
computing tasks. In this case we have basically a two-level architecture for the provision
of cloud-based service that is consumed by mobile devices. In the second case the mobile
device participates in a local and ad hoc cloud environment that exploits distributed
operations and opportunism and enables mobile devices to work collaboratively by
pooling resources and sharing operations.

In Fig. 1 we can see the distinction between the cloud and the ad hoc mobile cloud.
In the literature the term mobile cloud is used frequently as a general term to refer broadly
to cloud services for mobile applications. However, in most cases it is simply cloud
service that is offered to mobile devices, adjusted to the requirements of mobile

Fig. 1. Provision of mobile service and mobile cloud service
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computing. We can see also the provision of cloud service (iterative link) as a part of
the operations of the different actors of the cloud ecosystem.

Is sum, we can distinguish the following mobile service models:

(a) Direct Mobile Service Provision. The service provider offers mobile service to the
user directly, without the use of any cloud resources.

(b) Cloud-Based Mobile Service Provision. The service provider uses cloud resources
in order to offer mobile service to the user. Satyanarayanan [11] refers to it as
‘mobile Web-based service’. SaaS is the prevailing cloud computing model here.
The users may not be aware that the mobile service is transmitted via the mobile
cloud.

(c) Mobile Cloud Service Provision. The mobile device receives service from the cloud
in order to augment its computing capacity by executing remotely computing oper‐
ations and tasks. SaaS is the prevailing cloud computing model. The user is not
directly involved. However, the user is aware and, in fact, decides for the use of
mobile cloud services (e.g. by applying the required settings and possibly paying
a fee).

(d) Ad-hoc Mobile Cloud Service Provision. The mobile device participates in a local
cloud (e.g. cloudlet, mCloud, etc.) that is created ad hoc with other mobile devices
and cloud-based resources in proximity. The mobile device both receives and
provides computing services in the ad hoc cloud; for instance, it offers computing
capacity because it holds bigger battery resources and uses the bandwidth of an
other smartphone in the ad hoc cloud, because it provides cheaper or faster Internet
access. All cloud computing models can be applied here (SaaS, IasS and possibly
PaaS). As in the previous case, the user is not directly involved, but is aware of the
participation in the ad-hoc mobile cloud.

4 An Integrated View on Mobile Service

Mobile devices function in an autonomous way in mobile cloud computing, when they
interact with other devices or mobile cloud resources to receive or provide service. In
addition, they have their own objectives, such as reduce energy consumption or improve
the quality of connection to the Internet. However, their objectives and their operations
are closely related to the provision of mobile service to the user and they must serve the
needs of the user. Mobile services and mobile cloud services are supplementary. It is
difficult to see the mobile device in separation of the user, his activities and intentions.
The mobile device is simply the smart and multi-functional tool that enables people
receive service in a flexible way in their daily life practices, anytime and anywhere.

The combination of service concepts from the real world and the computing world
introduces the idea of mobile service provision as a cyber-physical phenomenon. This
idea is not new in the literature of mobile cloud computing. Huang et al. [3] suggest a
user can be represented by a virtualized entity in the cloud, through his mobile device,
an approach that can introduce a “next-generation mobile cloud computing service
model” in that both physical systems and virtual systems are seamlessly integrated
through virtualization technologies to provide service. The connection between a cyber-
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physical system (CPS) and cloud computing is envisaged also by Simmon et al. [26],
who cast the term ‘Cyber-Physical Cloud Computing’ (CPCC). Moreover, research in
the areas of ubiquitous computing, pervasive computing and the Internet of Things
include also the user (as a human being) in the conceptualization of the cyber-physical
framework. The National Institute of Standards and Technology (NIST) uses the term
‘Smart Networked Systems and Societies’ (SNSS) to describe the network of connected
computing resources, things and humans [26]. Humans participate as an integral part of
SNSS, especially through social networks, and social networking services allow people
to access, store and share their real-life experiences. Conti et al. [4] place humans at the
center of the ‘Converged Cyber-Physical World’, as humans use several computing
devices in their everyday life practices. Likewise, Zhuge [27] suggests people live and
develop in a ‘Cyber-Physical Society’, which is a multi-dimensional complex of the
cyberspace, the physical space and the social space. Huang et al. [3] suggest mobile
devices have a dual character and operate in the physical world as cyber-physical system
(CPS) and in a virtualized mobile cloud as cyber-virtual system (CPV).

The development of an integrated view on mobile service that combines techno‐
logical and usage aspects and emphasizes on real world effects and on value creation
requires inevitably to include explicitly the user and his context in the analytical
framework. The mobile service should be seen as an embedded part in the life of the
user that supports human activities and attains personal objectives. Hence, the mobile
device facilitates the provision of mobile service and intermediates and connects the
physical world of the user with the virtual world of the electronic systems. In sum, the
mobile device can be seen as a cyber-physical system and the mobile service provi‐
sion as a cyber-physical phenomenon.

This approach can have important implications for value creation in mobile service
environments and can provide new research and practical opportunities. For instance,
the interconnection of the cyber and the physical worlds enables the observation and
measurement of human behavior, which can allow the analysis, modeling and experi‐
mentation with human behaviors, reveal behavioral patterns and support a dynamic
adaptation of service provision [4]. Understanding better the individual and how it uses
mobile service in the daily life practices is a key requirement for understanding service
value, improving service provision and developing new services and new service
models.

Input from the service management literature can help understand better the concept
of mobile service. Recent research in service management focuses on the role of the
service consumer/user and on the creation and co-creation of value. Service value is
created by users in their everyday practices [28], or co-created with the providers [29].
Service providers do not create value, but they only offer service, as a ‘value proposition’
and as input in the value creating process of the users. Service providers can also support
and facilitate the users in their value creating processes.

The mobile technologies have some value potential, but value is created by the user
only when the mobile service is used. If it is not used for some reason (e.g. technological
restrictions, computing failures, security issues, wrong settings in the mobile devise,
ignorance of user for the existence or the usage method of the service, etc.), then it creates
no value at all. In addition, the same service will bring different value to different users.
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For instance, the value of the mobile cloud services varies for different mobile devices,
with different technical features, or for the execution of different tasks that have different
computing needs.

Value is created in the context of the user. The notion of the context includes anything
that characterizes the situation of the user [30]; key dimensions of the context refer to
the time and location. The context is a key characteristic of mobile service and offers
plenty opportunities for the development of personalized services and further service
innovations [31]. Mobile devices are in most cases strictly individual and, therefore,
mobile services can be personalized to each user. Hence, besides contextual, value of
mobile service is highly personalized and experiential.

5 A Conceptual Framework for the Provision, Usage and Value
Creation in Mobile Services

In this section we present a conceptual framework for the provision and usage of mobile
service and the creation and co-creation of value in mobile service. The framework
considers mobile service provision as a cyber-physical phenomenon that is enabled by
mobile devices and facilitated by mobile cloud technologies and resources. The
proposed framework is depicted in Fig. 2.

The Service Provider is the business entity that provides Mobile Service. The key
activity here is the provision of Mobile Service. Mobile Service can be provided
directly by the Service Provider or with the support of Cloud Service, provided by a
Cloud Actor. The Service Provider makes a Value Proposition to the User through the
offer of the Mobile Service. The Value Proposition describes the potential uses and
value of the Mobile Service.

Fig. 2. A conceptual framework for value creation and co-creation in the mobile cloud
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The User is the human entity that consumes Mobile Service through the use of a
Mobile Device. The basic activity of the User is the creation of value. Value is created
by the User as an outcome of the meaningful Usage of Mobile Service, which takes
place as a part of the daily Activities of the User in the Context of his life.

The Cloud/Mobile Cloud refers to the general cloud computing idea and infrastruc‐
ture. It is a middle layer between the User and the Service Provider and facilitates the
provision of Mobile Service to the User. The key activity here is the provision of
computing service as Cloud Service and Mobile Cloud Service. Cloud Service supports
the provision of Mobile Service by the Service Provider. Mobile Cloud Service supports
the virtualization of the operations of the Mobile Device in the Mobile Cloud. The MC
Actor is a resource (i.e. network, infrastructure, platform or software) and service
provider of Cloud Service or Mobile Cloud (MC) Service. Value Proposition of MC
Service refers to the potential use and value of MC Service and it is a key selection
criterion for MC Service.

The Mobile Device serves as an interface of the User in order to receive Mobile
Service and participate in the Mobile Cloud. It is a middle layer that refers to: (a) the
interaction of the User with the Service Provider, directly or through the Mobile Cloud,
in order to receive Mobile Service (as Cyber-Physical System), and (b) the computing
operations of the Mobile Device (as Cyber-Virtual System) in order to interact with
other MC Actors and receive or offer MC Service. The key activity is the co-creation of
value, as a result of the interaction of the User with the Service Provider and possibly
other Users. Value co-creation exists also when Mobile Devices interact with other
Devices and MC Actors and they work collaboratively in the mobile cloud.

Mobile Cloud Service is based on the dynamic pooling, sharing and composition of
resources and it can be even more interactive and collaborative than Cloud Service. For
instance, while in cloud computing the client regularly receives services only, in the
mobile cloud the client usually both receives and provides services. In certain cases,
such as in mobile crowdsourcing, value is always co-created as a result of the active
participation and contribution of a large number of users.

6 Conclusions

Mobile devices, especially smartphones and tablets, are used today more and more to
provide a variety of mobile services. In this paper we analyzed the concept of service
in mobile environments and distinguished between ‘mobile service’ on the one hand as
an electronic service that is provided through mobile devices and with the use of mobile
technologies and possibly cloud computing technologies, and ‘mobile cloud service’ on
the other hand as a computing service for the improved performance of the mobile device
through the virtualization of its operations in the mobile cloud. Based on this distinction
and on the complementary relationship between mobile service and mobile cloud
service, we analyzed mobile service provision as a cyber-physical phenomenon. At the
end we developed a conceptual framework for mobile service provision and for the
creation and co-creation of value in the mobile cloud.

This paper integrates concepts from mobile cloud computing and service manage‐
ment and provides a user-driven and usage-oriented perspective for mobile service that
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explains mobile service provision, value creation and value co-creation. The paper inte‐
grates the human-related aspects for the use of service and the creation of value with the
computing operations for the provision of the mobile service. Certain concepts of the
service management literature, especially for the creation and co-creation of value, are
relevant in mobile cloud computing.

The conceptual framework provides some key concepts for the analysis and the better
understanding of the usage of mobile service by the user. Understanding better the
service user and how he creates value in his context and in his daily life practices, in
which mobile service is naturally embedded, is a key requirement for the creation of
service value, for service improvement and for the development of new services and
new service models.

Future research can develop further and refine the proposed conceptual framework,
as well as explore its practical implications. For instance, it can be used for the analysis
of use and the identification of use patterns of mobile services (e.g. who uses them, when,
where, with what application and technologies, with what resources, with whom else,
for what reason, etc.). Such use patterns can be useful for the service improvement and
the development of new service. In addition, use patterns can be used for the assessment
of the mobile service models in terms of the technological restrictions and limitations
in the use of mobile cloud services, the functional requirements and the motivation of
the users to receive mobile cloud services and share their resources in the mobile cloud.
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Abstract. The new concept development is a critical stage of the innovation
process that can be seen as a new knowledge creation process. This paper presents
a new approach and a software tool for a collaborative new concept development.
Our approach considers Collaborative Innovation Networks as ecosystems for
new knowledge creation and integration, and Web Mashups as supporting plat‐
forms for the development of virtual co-learning and knowledge co-creation
environments. The achieved results confirm the utility and efficacy of the software
tool and allow foreseeing its suitability for use in educational contexts.

Keywords: Collaborative innovation networks · Learning · Web mashups

1 Introduction

Innovation plays a central role within businesses because it is seen as a way of
sustainable competitive advantage creation. Initially rooted in R&D and based only
on organizations’ internal knowledge, the innovation models have evolved to the
current open and networked models. Today, the locus of innovation is no longer the
individual or the organization, but, increasingly, the network where the firm is
embedded [1]. External socio-economic agents such as clients and users of products
and services are significant sources of knowledge, especially in the Front End of
Innovation (FEI). User communities are an important locus of innovation and can
increase the productivity in the development, test, and diffusion of innovations. Infor‐
mation Technologies (IT) and the Web 2.0 have come promote and facilitate the
creation of innovation communities. User Innovation Networks, Peer Production,
Community-Driven Innovation or Crowdsourcing, are terms often used to describe the
innovation by virtual user communities. Table 1 presents a summary of IT tools that
operationalize the mechanisms [2] typically used to acquire user’s knowledge for
innovation. On the one hand, current approaches are not entirely effective because
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they limit user participation to idea generation and design of simple products. On the
other hand, the supporting IT tools may not also be totally efficient in knowledge
structuration and systematization, two key requirements for easy knowledge transfer
[3, 4]. Moreover, these tools are not entirely effective in the exploration of the tacit
knowledge latent in people’s mind. The linear text format typically used to express
ideas makes difficult the establishment of connections between ideas.

Table 1. User innovations promotion mechanisms in the front end of innovation

Mechanisms Operationalization Studies

Idea contests (Ideagoras, Ideariums,
Ideatubes)

Knowledge brokers applications [5]

Social media platforms;
SNS platforms

[6, 7]

Product related discussion forums Discussion forums [2]

Communities of creation Social media platforms;
SNS platforms

[2, 4]

In the contemporary context, the integration of external and internal knowledge to
organizations through collaborative approaches is a critical factor for successful inno‐
vation. Thus, a collaborative model that integrates clients, innovative users and partners
in the development of new concepts can increase the chances of creating products or
services commercially attractive. Notwithstanding, the integration, absorption and
application of this external knowledge require mastering a set of dynamic capabilities
where the absorptive capacity (learn, integrate and apply the acquired knowledge) plays
a central role. Firms with a higher absorptive capacity show a strong capacity of learning
with their partners.

This paper is structured as follows. Section 2 presents some background concepts.
Section 3 presents our approach and a software tool for a collaborative new concept
development. Section 4 presents tests and results. Finally, Sect. 5 presents the conclu‐
sions.

2 Collaborative Innovation Networks, Knowledge Dynamics,
and Web Mashups: Background Concepts

2.1 Collaborative Innovation Networks

A Collaborative Innovation Network (COIN) [8] is a social construct that is used to
describe innovative teams or groups. COINs are powered by swarm creativity - their
structural mechanism - and are defined as auto-organized cyber teams of auto-motivated
people that share a common vision and use the Web to collaborate, sharing ideas, infor‐
mation and work, aiming to create something new. The underlying concept builds on
the premise that, the creative production that results from the open share of ideas and
work within a group, is exponential greater than the sum of individual creative produc‐
tion of each element of the group [8, 9]. In fact, the underlying premise is tightly related
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to the foundations of the Collective Intelligence (CI) concept. COINs are the core of a
knowledge ecosystem that encompasses some other virtual collaborative communities
(learning and information), through which the generated knowledge flows until reaches
the virtual world. They can emerge spontaneously outside or within firms. Internal
COINs can cross firm’s boundaries and include external members and even other firm’s
members. Thus, a COIN can be considered, in a natural way, a productive innovation
ecosystem powered by CI that leverages and integrates external and internal knowledge
to firms. Under this view, COINs can work as enablers or facilitators of the absorptive
capability in organizations.

2.2 Knowledge Dynamics and Learning

In knowledge management (KM) related literature [10, 11], knowledge is commonly
classified along two dimensions [12]: tacit knowledge (TK) and explicit knowledge (EK).
TK is personal, context-specific, composed by intuitions, mental models unarticulated
or technical competencies. EK is articulated, codified and can be transmitted in natural
or symbolic language and computationally processed [11].

Knowledge creation is a complex social process that involves the acquisition,
replacement and reconfiguration of existing knowledge structures in entities (indi‐
viduals, groups or organizations). The SECI model [11] explicitly addresses the social
nature of knowledge creation dynamics and comprises two dimensions: (1) episte‐
mological, which describes TK to EK conversion and vice versa; (2) ontological,
which describes knowledge transformation and flow between individuals groups and
organizations. Thus, knowledge creation is a spiral process that builds on four stages
of knowledge conversion (TK → EK; EK → TK): Socialization; Externalization;
Combination and Internalization. Socialization is a social process and consists of
sharing TK through communication. Externalization is an individual process and
refers to the expression and translation of TK into tangible media such as text,
concepts or models (EK). Combination is a social process and consists in the conver‐
sion of EK into more complex sets of EK by means of sorting, combining, adding and
categorizing. At last, Internalization is an individual process that involves the conver‐
sion of newly created knowledge (EK) into TK through reasoning and reflection, i.e.,
learning. This process is iterative and takes place in a shared place known as ba that
defines the context in which knowledge is created.

Individual learning occurs in the Internalization stage. Group learning occurs in the
Socialization stage. Once internalized, the explicit knowledge becomes part of the indi‐
vidual’s knowledge base and becomes an asset for the organization.

2.3 Web Mashups as Learning and Knowledge Management Supporting Tools

The openness and participatory nature of Web 2.0 changed the way that people use the
Web allowing peer production, sharing and collaboration harnessing CI. Users, prior
content consumers become content producers. Rapidly, the web became a huge repository
of information and knowledge (opinions, know-how, etc.) in the form of knowledge arti‐
facts. An intrinsic feature of Web 2.0 applications is the openness of their APIs, which
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allows the development new applications based on those exposed interfaces. These are
known as Web Mashups – composite Web applications that allow extend original func‐
tionalities or the combination of data from different sources into a new presentation, giving
rise to new sets of data, information and knowledge representations. Web Mashups have
been exploited in support of Web-based learning and KM. As supporting platforms for
learning contexts, Web Mashups are capable to integrate and enable the learning functions
that the learning process depends on [13]. In the scope of education, several studies [14]
showed the benefits of Web Mashups for the construction of Personal Learning Environ‐
ments. In the scope of KM, the literature shows practices of analysis [15] and attempts of
use of Web mashups in the development of KM tools [16]. These platforms provide a solid
support for personal KM and informal learning [15, 16].

3 Supporting Collaborative Innovation Networks for New Concept
Development Trough Web Mashups

Supported by the concepts presented in the previous section, we derived a conceptual
framework (Fig. 1) for the development of new concepts in FEI, harnessing CI of COINs.
The framework assumes the new concept development process as a new knowledge
creation process [17] and the Web as a vast repository of individual knowledge repre‐
sentations in the form of knowledge artifacts.

Around a seminal idea about a new concept of a product or service, a group need
or a market need, a COIN can emerge. Its members can join in a virtual shared space
(ba) and start to collaborate by sharing ideas, know-how, experiences and opinions
(Socialization) around a shared vision that is mapped into a plan (NKL) and codi‐
fied as a shared conceptual structure (Externalization). The externalized knowledge
can be combined or supported by/with knowledge embedded in knowledge artefacts

COIN’s Collective Intelligence

Collaborative Innovation 
Networks

Automatically Discovered
knowledge Bases

(Web crawling + Web 
Mining)

Knowledge Artefacts
(Codified Knowledge) 

Individual Knowledge

Conceptualization

.....
Socialization

ba ba

New Knowledge New knowledge

Organizational Knowledge 
Bases

Web

Combination Externalization

Internalization

New Knowledge 
Level  
[NKL]

Sharing and 
Collaboration 

Level 
[SCL]

Codified 
Knowledge Level 

[CKL]

Individual 
Knowledge Level 

[IKL]

Fig. 1. A conceptual framework for harnessing the collective intelligence in COINS
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distributed and available on the Web (videos, images, Web pages, RSS feeds, etc.)
or located in organizational knowledge bases (design schematics, models, product’s
data, etc.). Web knowledge artefacts can be manually or automatically selected and
aggregated and then manually combined and recombined (mashup) giving origin to
new and more complex knowledge artifacts (Combination). The analysis and reflec‐
tion on the conceptual structure collaboratively created, promote knowledge endo‐
genization (Internalization), i.e., learning. The process is iterative and stops when a
common understanding about the new concept is reached, which can be translated
as new knowledge that results from the CI of COIN members. This new knowledge
can, in fact, promote the organizational learning once it may help improving organ‐
ization’s technology, processes and structure and consequently, acquire market
competitive advantage.

3.1 A Web-Based Software Tool for New Concept Development

The conceptual framework provided a base for the development of a collaborative Web-
based software tool aiming to support COIN’s activities in the new concept development
in the FEI. The tool builds on a set of ontology-based knowledge management services
[18] that provide an effective management of COINs’ activities and resources. The
system relies on a multi-layer modular architecture (Fig. 2) in which three major modules
stand out: (1) Collaboration Module; (2) User Mashup Builder Module; (3) Mashup
Middleware. The Collaboration Module operationalizes a virtual collaboration space
(ba) providing users with communication tools, real-time collaboration and a shared
whiteboard used for the co-construction of the shared conceptualization which is shaped
by an extended concept map, where the shared concepts can be supported by Web
Mashups. The User Mashup Builder Module provides functionalities for setting up
searches and combination of results into a single and new representation – a mashup.
Finally, the Mashup Middleware provides an interface layer for fetching and pre-
processing data.

User Mashup 
Builder Module

Administration 
Module Collaboration Module 

Application Logic Mashup MiddlewareKnowledge-Pull Module

Application Data Bases Legacy Organizational 
Knowledge BasesWeb

Presentation Layer

Logic Layer

Data Layer

Fig. 2. Simplified high-level architecture of the software tool

3.2 The Mashups Development Process

The mashup development process is performed in two levels (Fig. 3). The first level
(low level) is supported and operationalized by the Mashup Middleware which
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establishes an interface between data sources and data presentation by providing
data access and data pre-processing. Data pre-processing can be simple consisting
of data cleaning and filtering followed by data structuring in a normalized format;
or it can be far complex involving data acquisition from different sources, data
cleaning, data filtering, data integration/combination through union, join or sort
operations and subsequent data structuring in a normalized format. This subsystem
is supported by an open mashup platform known as Enterprise Mashup Platform that
allows describing low-level mashups in EMML (Enterprise Mashup Markup
Language), an XML dialect. The module provides multiple data access methods
(REST, WS, JDBC, and POJO), supports multiple data formats (XML, JSON e Java
Objects) and several data processing methods (EMML flow control structures,
XPath, and JavaScript). EMML mashups are hard-coded and developed by software
developers.

The second level (high level) is operationalized by the User Mashup Builder Module.
This module builds on three components (Fig. 4): (1) Resources Library [a], which
provides access and represents the EMML mashups available on the Mashup Middle‐
ware; (2) Mashup Dashboard [b], which hosts the mashup widgets selected in the
Resource Library; (3) Composer [c], which allow the composition and combination of
widgets selected resources into a single representation.

The Widgets define the user interface of EMML mashups providing search queries
parameterization (filtering and sorting criteria), results presentation and selection.

The construction of user mashups for supporting a given concept of the shared
conceptualization can be briefly defined as the selection of data sources [a], data source’s
modeling through the corresponding Widgets, searching, result selection [b], composi‐
tion and combination into a single representation [c] and subsequent association to the
correspondent concept.

4 Testing and Results

Two tests were conducted aiming to verify the utility, quality and efficacy of the software
tool. The first test was performed in the form a real-time collaborative session, involving
persons geographically dispersed (Portugal and Brazil). The main objective was to verify
the system stability in the collaborative construction of a shared conceptualization. The
second test was performed within a real business environment and had as a goal the

Web
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Video Image

First level Second Level
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Fig. 3. Mashup development process
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collaborative development of a solution to an existent identified problem. Data was
collected by semi-structured interviews with the members of the involved teams. Data
analysis was done by qualitative methods using the dimensions and measures for infor‐
mation systems evaluation proposed in [19].

The tool revealed to be efficient in supporting the problems in both contexts.
Especially on the second test, the software tool was able to bridge an existing gap
related with the process of idea enrichment/maturing. Beyond this, the involved
participants identified several positive aspects that can be classified into two levels:
individual and organizational. In the individual level, the promotion of the indi‐
vidual learning and networking were pointed out as two value-added features. The
richness, comprehensibility, format and accuracy of information were the factors
identified as enablers for an easy learning and knowledge transfer. In the organiza‐
tional level, the results achieved (in the second test) produced a positive impact on
the environment which can be translated as an improvement in business process and
subsequent cost reduction.

5 Conclusions

This paper presented a new approach that relies on Web Mashups as supporting tools
for the process of new concept development in the FEI. The results obtained in both
performed tests showed a positive impact on learning and new knowledge creation
processes. COINs are very productive knowledge creation ecosystems and may integrate
internal and external persons to organizations. By fostering and nurturing these networks
through a collaborative platform of this nature, one can promote new knowledge creation
by integrating external and internal knowledge to organizations, facilitating thus the
absorptive capacity and consequently, the innovation.

The contributions of this work are tightly related to learning and knowledge
creation through reflection. The developed software tool revealed the ability to

Resources 
Library

Widgets added 
to the mashup 

dashboard

Mashup 
composition in 
the composer 

panel

c

b

a

Fig. 4. The user interface of the User Mashup Builder Module.
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provide the creation of virtual learning environments. Future work will include the
study of its suitability and extension to educational contexts.
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Abstract. Software sector plays a very relevant role in current world economy.
One of its characteristics is that they are mostly composed of SMEs. SMEs have
been pushed to invest in innovation to keep competitive. Service Oriented
Architecture (SOA) is a recent and powerful ICT paradigm for more sustainable
business models. A SOA product has many differences when compared to
manufacturing sector. Besides that, SOA projects are however very complex,
costly and risky. This can be mitigated if SMEs can innovate together. This
paper presents an innovation model to assist groups of disparate SMEs to work
together towards providing a SOA-based software product. The model is flexible
and adaptive to every innovation project. Final considerations about the work
are presented at the end.

Keywords: Collaborative innovation � Software services � SOA

1 Introduction

Software sector plays a very relevant role in current world economy as a means to face
several of societal challenges [1]. However, being typically constituted by SMEs
(Small and Medium sized Enterprises), most of them use to have many problems to be
sustainable in the increasing competitive, globalized and innovation-driven market [2].

In the software sector, SOA has introduced a new outlook on system design,
implementation and integration, and has been increasingly adopted (as services-based
applications) by software developers and customers in general [3]. In SOA, all system’s
features are regarded as independent and self-contained software modules – called
software services or just services – that jointly form a virtual single logical unit to
create products and processes [4].

However, SOA projects are complex, risky and costly, and its adoption impacts
both customers and providers at many techno and non-techno dimensions [3].

Software innovation is a key factor to increase SMEs competitiveness
nowadays [5]. This paper exploits the premise that SOA providers SMEs can mitigate
the mentioned barriers if they innovate together, collaboratively, towards developing a
SOA-based solution/“product”, although mostly in the form of prototypes. This has the
potential to endow them to develop novel software solutions or gathering existing
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services and solutions from other companies to more effectively and flexibly attend to
new and larger demands and wider markets. Such SMEs are here seen as software
services providers (SSP), i.e. independent organization that owns and provides software
services’ implementations and descriptions as well as the respective technical and
business support throughout a given SOA solution’s life cycle [4, 6].

In a previous work, authors have proposed an innovation model for SOA
providers [7]. However, after further evaluations by some IT companies, it was realized
that it could not support at all the required flexibility in the development path as each
SOA product, as an innovation project, is unique and there is not a single model to
follow.

A sort of innovation models has been presented in the literature. However, it was
not found out anyone devoted to SOA/software sector and that consider software
services’ providers as autonomous SMEs that can participate in all phases of the
innovation process, flexibly, collaboratively, as a network. This is also important as a
SOA/software “product” is different than manufacturing, in terms of e.g. development
stages and methodologies, supporting constructs, physical deployment, SLA treatment,
software/services quality, and product contracting, access and usage [6]. This paper
presents a newer model so as to cope with these requirements.

This work has been conducted as an essentially action-research, qualitative,
deductive and applied research, strongly grounded on literature revision.

The paper is organized as follows. Section 1 has introduced the problem and
research goals. Section 2 presents a brief review of the main basic foundations used in
the proposed model. Section 3 presents an analysis of related works. Section 4 presents
the proposed innovation model. Section 5 presents some results of a preliminary
assessment of the model. Finally, Sect. 6 presents final consideration about the research
done so far and next steps.

2 Basic Concepts

Innovation Models. Literature presents several definitions of innovation. In this work
we have considered it as “the implementation of a new or significantly improved
product (good or service), or process, a new marketing method, or a new organizational
method in business practices, workplace organization or external relations” [8].

An innovation model can be defined as the general conceptual construct that helps
organizations to set up the innovation framework, to develop the innovation itself and
to manage its progress and results (adapted from [9]). In general, it basically describes
the main phases and processes necessary to carry out an innovation throughout (and
typically via) a so-called funnel. These processes often comprise: generation and ideas
selection; concept development; concept evaluation/selection; concept design and
specification; implementation; and exploitation (adapted from [10]).

Innovation models have evolved from linear to open and network models, and can
go back and forth through each stage. Evaluation actions (through gates) are normally
added between each stage in way to restrict process’ continuation. Processes can be
executed sequentially or in parallel. Different types of actors can be involved along the
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innovation process with variable roles, being intra-organizational members or external
partners, like ad-hoc business partners, supporting institutions and customers [11].

Regarding this paper’s goal, two innovation models are relevant. Open innovation
model is based on a more ample collaborative environment where ideas both from the
company and third parties are taken into account in some parts of the innovation
process to add value to what has been conceived [12]. The Network model considers an
environment that is composed of a set of complementary and independent organiza-
tions that work on a given innovative idea regarding their core expertize [13].

Collaborative Networks (CN). CN has arisen as a prominent paradigm to underpin
strategic alliances that are focused on a more intense and fluid collaboration among
autonomous organizations. Its vision relies on allowing organizations to keep focused
on their skills and aggregating competencies and sharing resources with other orga-
nizations in order to meet businesses in a better way [14]. In order to support a higher
agility in the formation of an innovation network, the concepts of two types of CN are
used. A Virtual Organization (VO) can be characterized as a temporary alliance formed
by autonomous and heterogeneous organizations that join their complementary
core-competences and resources to better attend to a given demand, dismantling itself
after all its legal obligations have been accomplished. VOs are originated from
long-term alliances, the Virtual organization Breeding Environment (VBE). A VBE
can be defined as a long-term association of organizations (companies, etc.) which have
the willingness, enough preparedness and trust, and that share common principles to
collaborate. It is assumed in this work that SSPs are members of a VBE-like alliance.

A collaborative innovation network is defined as “a long-term or temporary cluster
of disparate and autonomous organizations with the willingness to collaborate towards
exploiting together an individual or collective business vision by sharing ideas,
knowledge, work, computing and services assets, as well as costs, risks and benefits,
supported by ICT, and grounded on trust, preparedness, governance and IPR” [15].

Service Oriented Architecture (SOA). A SOA “product” typically comprises ser-
vices of several natures, like business services, infrastructure, security, interoperability,
orchestration, wrapped legacy systems’ functionalities, etc., deployed and provided
under different models [4]. Web services are one of the most currently implementing
technologies in SOA [4].

Likewise traditional software engineering methodologies, SOA also has a lifecycle,
covering a number of developing phases [4], spanning from the analysis to delivery and
management. However, these phases have to be dealt with in a different way as: (i) the
final result of a development process within an innovation initiative is usually a pro-
totype, proof of concepts, etc., and where some existing software/services from SSPs
can also be reused for the given purpose; i.e. it is a not a bundled product; (ii) likewise
typical SOA development processes, collaborative innovation involves disparate SSPs,
having different practices, working cultures and sometimes non-common objectives in
terms of exploitation plans, (iii) SOA is not a mere technological paradigm. Instead, it
is an approach to help companies to better achieve its strategic goals. The model should
provide means to bring the business perspective into the software innovation process;
(iv) besides supporting the provision of the services themselves, a SOA solution should
look after its life cycle as a product as well as the general non-software services
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required to support its life cycle (e.g. local integration, ESB configuration, training,
maintenance, etc.), i.e. the set of respective business models. In other words, SOA
deeply involves management too, at several levels [16].

3 State of the Art Review

A literature review was carried out mainly via the SLR methodology, looking for
articles that essentially tackled SOA, innovation, SMEs and networks. The search also
comprised the CORDIS EU’s research projects database. None works were found out
that covered that at all. However, five papers and seven projects presented some
similarities and have provided some useful insights for the proposed innovation model.

In terms of papers, in a resumed way: in [10] an innovation model for manufac-
turing products and related services have been devised, identifying the most important
innovation processes, but without considering software services and a high dynamics in
the network formation. In [18] a supporting language to express the value delivery and
services chain for the general area of services was proposed. In [19] authors stressed the
obstacles for SMEs to collaborate towards jointly handling e-business transactions. In
[20] authors proposed a framework and typology to understand the services innovation
(but not of software) as a wider and multidimensional evolutionary process. In [21] a
model-driven collaborative development platform for SOA-based e-business systems
was proposed, but without considering innovation processes and networks of
companies.

In terms of EU funded projects [22], BIVEE, ComVantage, IMAGINE, CoVES,
Laboranova, PLENT and GloNet have tackled innovation at different perspectives and
levels, but devoted to the manufacturing and general services sectors. Some of them
consider open innovation, some don’t. GloNet is the only one that has specifically
applied the network innovation model using the virtual organization concept. None of
these projects are devoted to software innovation or SOA areas though.

4 Proposed Innovation Model

The innovation process can be triggered on customer request or prospectively (by one
or more partners) with the aim to attend foreseen new businesses or to improve a
previous SOA products. Innovation outcomes can evolve and be exploited according to
what was set up in the governance model. Cycles of developments, prototyping, etc.
can be necessary until a result can be considered as ready for representing the initially
envisaged SOA product. During the development partners can reuse their existing
software services assets and also share them with other members [23].

A set of premises are adopted to frame the envisaged innovation scenario: selected
members may participate along the entire innovation process and associated software
development cycle; this participation, stage of that, and decision power should respect
the respective VO governance model; companies can/should enter to, operate in, and
exit from the collaborative innovation network in different moments and number of
times, both in the normal operation of the network and when problems, changes or
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severe conflicts take place; the innovation process involves creativity and some
unpredictability [24]. These premises were adapted to the envisaged collaborative
innovation, flexible, and SME- and SOA-oriented scenario.

In order to cope with the desired flexibility, we brought inspiration from the Design
Thinking method [25] and of its three innovation “spaces” (immersion, idealization and
prototyping) and innovation stages. This was complemented and adapted (including
processes’ terminology) with the six classical processes suggested in [11] regarding the
specificities of the envisaged scenario. Besides considering the SOA development
requirements along the whole innovation processes and spaces, one of the processes is
devoted to software development itself. For that, we have adopted and adapted the
processes proposed in [4, 16]. Governance issues were regarded mainly considering the
works of [17, 26, 27]. Regarding the intrinsic nature of software development process,
there is no simple progression, being often necessary to go back to earlier stages in
order to overcome problems and need for revisions, in non-linear cycles. In other
words, each innovation is treated as a unique initiative with no predefined paths.

The collaboration within a VO is carried out along four phases/life cycle: Creation
(starting phase, when it is created, partners are selected and the network is configured
for the business); Operation (when the VO effectively runs, executing and managing
the required activities and partners towards reaching its goals); Evolution (performed
when problems take place during the Operation phase and that can hazard the VO
success); and Dissolution (ending phase, where the VO finishes its activities) [14].

4.1 The Innovation Model

The proposed innovation model is to support the development of the SOA product,
from the initial ideas exchange to its final delivery/deployment (Fig. 1). There are three
spaces through which all the actions are carried out.

The execution path within each space is flexible, i.e. each innovation initiative has
particular requirements that determine its flow. Because of that, each process is seen as
a kind of decoupled building block, which is linked with others to define the given
innovation’s path and the set of activities that have to be executed. This also means that
a given space (and so some of its processes) can be revisited in cycles, or that some of
the processes may not be performed. The whole team of companies, also considering
the governance model associated to the given innovation initiative, is the responsible to
set up the path on-the-fly and to make the necessary changes when needed. That is why
there are no arrows in the model as the flow, cycles and sequence can vary from project
to project. Briefly, the spaces and processes are as follows, and they have not to be
understood as sequential steps.

First space: Ideas development space

– Idea Analysis: one or more companies from the VBE-like alliance can propose a
joint innovation to the alliance’s committee (or a kind of board if any), which will
firstly evaluate the idea’s potential. At this moment the idea is just generally
presented.
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– Briefing: the idea is detailed presented, describing the necessary technologies,
potential partnerships, estimated ROI, foreseen market, etc.

– Consulting Alliance Board: process triggered in the case the innovation team needs
some advisory about given issues. Although it can depend on how the governance
model had been set up when the alliance was founded, the board usually does not
have the power to cancel an initiative. It is usually formed by some selected
members and can also involve external actors. The main goal here is to try to
anticipate problems or to identify major issues and possible solutions before
keeping going on.

– VO Configuration: formation of the VO that will develop the innovation. It usually
includes subprocesses, like partners’ search and selection, negotiations of several
matters, the VO governance model setting up, the agreement on revenue mode, and
IPR contracts signature. VO members may have different decision powers and
internal top level committees can be created. This can also comprise the definition
of performance indicators and metrics upon partners and the innovation process
itself.

Second space: Solution development space

– Presentation: a more complete project plan and ICT technological analysis are
conceived and the initially devised business model (if any) is refined. This is done
by the involved companies’ managers and can also be helped by some external
expert actors, depending on the VO governance model specification. This process
also includes discussions on issues like IPR and ownership, technology transfer,
accounting, and knowledge gaps in the VO and in the alliance.

Fig. 1. The proposed innovation model. Source: authors.
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– Software-Service Conceptualization: idealization and macro specification of the
SOA solution, the required services to be composed, the expected end-to-end QoS,
implementation technologies and access modes, SOA governance requirements, etc.

– SOA Solution Development: it is equivalent to the software-service conceptualiza-
tion process, but at a very detailed level. This includes services coding, integration
among services and with their presentation and persistency layers, QoS testing and
launching. It actually covers the SOA/services life cycle, including the particular-
ities when the SOA project is to be developed by a group of companies [6] (see also
Sect. 2).

– Consulting VO Board: process triggered in the case the innovation team needs some
advisory about given issues, for example, when there are relevant changes in the
project course and budget, the need for new members, etc. This VO board can be
composed of a predefined group of partners (and even external actors) or be settled
following the VO governance model.

– SOA Solution Commercial Preparation: this last process makes the idealized
innovation outcomes available for “use”. In this process the VO members make
agreements and sign legal contracts, which can comprise commercial support for
future products and services, IPR, commercialization model, price policy, etc.

Third space: Solution delivery space

– Local Infrastructure Provisioning: preparation and hiring of the required infra-
structure for the SOA solution at the customer, third part, some specific member, or
at the alliance’s site regarding the agreed business model, contracts and QoS
requirements.

– Local Deployment: making the physical deployment of the SOA solution at the
customer’s site once the infrastructure is ready.

– External Deployment: making the deployment (e.g. in a cloud) of the SOA solution.
The third space may be not executed depending on the development results and
even on the initiative’s goals. For example, partners might only be interested in
developing a mockup to better evaluate some concepts even though some potential
customers might be invited to assess it. On the other hand, this space can be
partially visited when e.g. such prototypes require some deployment in external
clouds to evaluate end-to-end QoS.

In general terms, a more human-driven approach tends to prevail in the first space,
and a process-driven approach in the second and third ones as software development
and delivery processes are usually much more structured. As such, in each space, there
are different notions of: budget, time and human resources allocations; the need for
research and even the involvement of research institutions; and the involvement of
customers, experts and other supporting institutions (like IPR offices).

The nature of discussions, type of involved and required knowledge, information
flow, type of responsibilities, etc., are different in each process and space. Regarding
that, the innovation initiative behaves more like as the network type inside the first
space and more like as the open innovation type in the second and third spaces. In
terms of governance model, while the all-ring no-core and buyer-driven models [26]
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are likely to prevail in the first space, this tends to be more core-ring with coordination
firm and information-driven [27] in the second and third spaces. Likewise in the tra-
ditional funnel-based models, where gates are used to decide about the continuation of
the innovation project, the proposed model also has this equivalent concept. Actually,
the innovation initiative can be interrupted, radically changed or just stored (for further
usages) anytime in any of the spaces/processes. Performance indicators can be used to
support this decision [28], following the governance model. All processes can be
audited and authorized knowledge can be stored, also following the governance model.

4.2 Functional Guidelines

Functional guidelines (FG) are supporting and reference constructs of the model.
Members of the innovation initiative require methods, techniques and tools to help
them executing processes’ activities along the collaborative innovation regarding that
SMEs’ managers are often not much aware of which issues are more likely to be taken
into account in each process. The model does not offer the concrete methods them-
selves. Instead, they should be chosen by each alliance or VO regarding existing
practices, available financial resources, prepared people, etc. For example, if VO
members realize that they indeed need some support in terms of (the FG) Project
Management in a given process (or space), they can select the PMBOK methodology
and the MS Project as the specific software tool after an analysis by the members.

FGs are actually associated – as an abstract reference – to each model’s processes.
For example, thanks to the FGs, partners can become aware that (FGs) actors’ roles
and network operation governance issues are important to have in mind in the VO
configuration process.

There are ten main FGs. They were identified and categorized via an inductive
method over a number of papers on innovation, [2, 29] in more particular:

Business level: FGs more related to the business and strategic aspects:

• Business Model Management: foundations to help partners checking if innovation
results are aligned with the defined business model and innovation goals.

• Legal Management: help partners checking if the innovation follows the required
legal frameworks, contracts, IPRs and services ownerships.

Operational level: support to the daily operation of innovation developments:

• Actors’ roles: help partners checking if partners’ rights, duties and roles settled in
the alliances and VO’s governance models are been followed.

• Network Operation: it is also related to the governance model, helping the obser-
vation of the power and structural elements of decision-making along the innova-
tion process.

• Project/Resources Management: supports the issues related to manage the inno-
vation process as a project, including associated e.g. financial, material and human
resources.

• Incentive Systems: checking if the collaboration incentives are being correct applied
to partners, also regarding general performance and adherence to the project’s goals.
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• Performance Indicators: selection and application of adequate indicators to mea-
sure and manage the performance of the innovation projects and partners.

Policies level: FGs related to general relations among the VO, the VO with other actors
(internal or external to the alliance), and with customers:

• Governance: rules to set up how the innovation will be managed, including part-
ners’ roles, responsibilities, boundaries of actions and actors autonomy.

• Software Process Improvement: models, standards, specifications and methodolo-
gies to guarantee the use of more proper practices of software and services
development.

• Knowledge Sharing: to guarantee that the necessary information and knowledge to
support the innovation are properly organized and shared, that lessons are learned, etc.

These FGs and their placement along the innovation process should however be
seen as a reference. Regarding the particularities of the given innovation initiative in
terms of e.g. existing culture, type of customers, current business models, and
regional/national/international accounting and legal frameworks’ requirements, FGs
can support processes at different levels and can have different degrees of importance.
Besides that, other FGs can be added to the model if needed by the particular case.

5 Preliminary Evaluation

This model was preliminary evaluated by a group of experts on SOA from a cluster of
ICT/SOA providers placed in the South of Brazil. Actually, such users have been par-
ticipating since the early stages of the model development, helping in the identification of
requirements. A survey was prepared using the GQM method [30] and the method was
presented and a set of typical business cases were exemplified. In this first stage the
questions of the survey focused on the processes and basic assumptions of the innovation
model. The questions were made using the Likert scale and free-response questions. For
all the experts, all processes were considered as necessary. For most of them the most
critical processes are the Ideas Analysis and the VO Configuration, and the general SOA
delivery space due to commercialization aspects as they are particular to customers and
there can be several providers involved in. The experts called the attention to the gov-
ernance issue and the complexity it can have, at the alliance, VO and SOA levels.

About if software services providers in the near future tend to provide joint solu-
tions in order to reduce costs and risks and increase the chances of better addressing the
market, around 75 % agreed on that. About if more and more ICT companies can
become part of larger IT ecosystems in the near future to take advantage of comple-
mentarities and additional scale, around 85 % agreed on that.

6 Final Considerations

This paper has presented current results of a research which aims at conceiving an
innovation model devoted to support collaborative innovation among SMEs of
software/services providers related to SOA products. Collaborative innovation has the
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potential to leverage new degrees of sustainability for software and SOA SMEs. The
proposed model has been developed in the light of Collaborative Networks founda-
tions, enabling SMEs to work as a network, sharing assets, resources, costs, risks and
benefits. A Virtual Organization (VO) represents the group of SMEs that jointly
develop an innovation. This work has also identified the most important supporting
constructs to consider throughout the innovation process and VO life cycle. Such
constructs, called as functional guidelines, help companies to allocate resources and to
be aware of the different levels of complexities along the collaborative innovation life
cycle. It could be noticed that dealing with the envisaged scenario which combines
collaborative innovation between disparate and independent SMEs, SOA and software
sector particularities, flexibility in the processes, etc., is complex. Regarding it was not
found in the literature an innovation model for this scenario, the proposed model should
be taken as an initial contribution, even because it was not truly validated yet. As the
model was conceived based on more generic and reference innovation models, we
believed it may be also used in the traditional software sector. However, some activities
inside of some processes should be adapted, in more particular the SOA solution
development process and the software delivery.

Next short-terms steps of this research include new rounds of assessment and
practical evaluation of the model towards its validation.
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Abstract. Nowadays Collaborative Networks (CN) have to evolve in an unstable
world and therefore appear, change and disappear quickly. Although IT solutions
like SOA can support these evolutions, there is a lack of governance at the busi‐
ness layer. This lack relies on the poor (i) aggregation of data to information, (ii)
comparison of CN vision of the world and real world, (iii) sharing of partner’s
objectives. Moreover, organizations have to manage exponential growth in the
amounts of data with the development of Internet of Events. Therefore, organi‐
zation should not manage information with an empirical approach. This paper
aims to define a Collaborative Networks Governance Framework (CNGF) in
order to support CN. CNGF manages (i) snapshots, which are timestamp pictures
of the world, (ii) indicator function, which transforms sets of data into informa‐
tion, (iii) agility function, which describes partners’ objectives and (iv) analysis
function in order to evaluate the performance of CN.

Keywords: Governance · Collaborative network · Big data · Internet of Events

1 Introduction

Since the 70’s, Collaborative Networks of Organizations (CNO) have evolved from
single workshops collaborative situations to inter-organizational collaborations [1]. This
evolution could be easily explained by the development of new technology. Indeed, a
set of heterogeneous organizations, geographically distributed, could instantaneously
exchange information in order to achieve common or compatible goals thanks to
computer networks. Nevertheless, organizations are still heterogeneous by nature
(mission, equipment, culture, vocabulary, etc.). To be efficient, they have to collaborate,
or at least coordinate their actions, in order to build a coherent way to reach the shared
goal of the CNO.

Although the new technologies have pushed the boundaries of CNO, in terms of
variety of forms, geographical distribution, variety of data to manage, the CNO life cycle
is always composed of five main stages [2]:

1. Creation: can be divided into two parts, namely (i) initiation and recruiting, dealing
with the strategic planning and (ii) foundation, dealing with the constitution and start
up
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2. Operation: the “normal” stage of the CNO existence.
3. Evolution: when small changes in membership, roles, or daily operating principles

happen.
4. Dissolution: when the CNO ceases to exist.
5. Metamorphosis: when major change in objectives, principles, and membership take

place, leading to a new form of organization.

The need for information management all along the CNO lifecycle is obvious as
underlined in [3]. Even if it is exposed with a manufacturing point of view in [3], the
Challenge 3 could be defined in any domain: “Challenge 3: ‘‘Instantaneously” trans‐
form information gathered from a vast array of diverse sources into useful knowledge
for making effective decisions”.

This challenge is crucial to ensure the success of CNO especially due to the fast
development of new technology that produces amounts of data. Indeed, amounts and
variety of data arose from the development of domain ontologies and the development
of Internet of Event (IoE). According to [4, 5], IoE could be divided in four sources:

1. Internet of Things: all physical objects connected to the network. This includes all
things that have a unique id and a presence in an Internet-like structure. Things may
have an Internet connection or tagged using Radio-Frequency Identification (RFID),
Near Field Communication (NFC), etc.

2. Internet of Location refers to all data that have a spatial dimension. With the uptake
of mobile devices (e.g. smartphones) more and more events have geospatial attrib‐
utes.

3. Internet of People: all data related to social interaction. This includes e-mails, Face‐
book, Twitter, forums, LinkedIn, etc.

4. Internet of Content: all information created by humans to increase knowledge on
particular subjects. This includes traditional web pages, articles, encyclopedia like
Wikipedia, YouTube, etc.

According to [6], the information management all along the CNO lifecycle could
refer to a big data challenges. Indeed, “Big data is a set of techniques and technologies
that require new forms of integration to uncover large hidden values from large datasets
that are diverse, complex, and of a massive scale”[6] and Big Data is characterized by
4V: volume, variety, velocity and value. Value refers to the process of discovering huge
hidden values from large datasets with various types and rapid generation of more
valuable information that is similar to the challenge 3.

Talia [7] pointed out that obtaining useful information from large amounts of data
requires scalable analysis algorithms to produce timely results. As researchers continue
to probe the issues of big data in cloud computing, new problems in big data processing
arise from the transitional data analysis techniques. The speed of stream data arriving
from different data sources must be processed and compared with historical information
within a certain period of time. Such data sources may contain different formats, which
makes the integration of multiple sources for analysis a complex task [8].

Moreover, due to the heterogeneity of organizations and the CNO lifecycle, the
information management has to be defined without requesting a change for the organi‐
zation. Therefore a middleware is needed [9] and, as explain in [10], target architecture
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for this middleware is Service Oriented Architecture (SOA). SOA is composed of
several components and the SOA governance is in charge to manage the lifecycle of the
middleware.

Even if there is lots of work on the SOA governance [11–13], the alignment between
organization (business aspect) and SOA (technical aspect) starts from processes and
there is a lack concerning the information management, especially how to generate
valuable information from incoming data, and process adequacy with the objectives of
cross-organization.

A framework is proposed in this paper in order to fill the previous lack. This frame‐
work is a novel approach to reach the goal to manage data and information in order to
help CNO to make effective decisions all along their lifecycle. This approach aims to
define a business governance as an extension of the SOA governance in a Service
Oriented Architecture.

The remainder of this paper is divided into two sections. Section 2 identifies the
objectives of the framework in order to list the required functionalities and before
concluding, Sect. 3 presents the architecture of the framework.

2 Objectives of the Framework

In order to reach the Challenge 3 and thus to help CNO to make effective decisions, the
aim of the framework is to build snapshots of the reality. The idea of snapshots is to
have pictures of the world state that is composed of all information related to a specific
CNO context. There are at least three kind of snapshots:

– Situational snapshot is a picture of the world state and it is independent from CNO
activities.

– Expected snapshot is a picture of what the CNO expect to obtain after executing
activities.

– Forecast snapshot: what the situational snapshot or expected snapshot looks like in
future.

By comparing information embedded into each snapshot, the CNO could make
effective decision. Figure 1 represents an overview of the comparison principles over
the time.

To illustrate the benefits of the comparison, it is possible to take a common example
as in criminal stories. A murderer exists; his picture is the situational snapshot.
Policemen don’t know exactly how the murderer looks like but based on gathered infor‐
mation, they build a facial composite, which is the expected snapshot. If the facial
composite is closed to the picture, the policemen have a chance to capture the murderer.
Another example is when you are looking for someone for a long time; it is possible to
generate a new picture, the forecast snapshot, thanks to accelerated ageing models based
on a picture or a facial composite.

Another example in CNO context could be the following: several organizations want
to produce together a product and so they define a production process. Based on this
process, the supplier has to finish a part of the product two weeks after the beginning of
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the process but it has a technical malfunction. Therefore thanks to a comparison of
forecast snapshots, it is possible to find the impact at the end of the process and thanks
to comparison between situational and expected snapshots, it is possible to detect the
problem as soon as possible.

Nevertheless, each snapshot depends on time. Therefore, snapshots have to be either
changed directly by user or indirectly by the use of IoE, results of CNO activities.

Therefore, the framework has to propose the following functionalities:

– Compare snapshots.
– Propose forecast snapshot (based on simulation).
– Transform data into information (in order to update snapshot).

These functionalities have to be built in compliance with the problematic of heteroge‐
neity of data and the evolving aspects of CNO. Therefore it is necessary to generate and
manage snapshots by transforming and combining amounts of data without manual effort.

3 CNO Governance Principles

3.1 Snapshot and Models

This section describes the architecture of the proposed framework in order to fit with the
functionalities identified in the previous section. The main purpose of the framework is
to manage snapshots in order to update and compare them. Therefore, each snapshot needs
to be understandable to the same (or at least similar) structure. For this reason, a model
will represent each snapshot because a model “represents reality for the given purpose; the
model is an abstraction of reality in the sense that it cannot represent all aspects of reality.
This allows us to deal with the world in a simplified manner, avoiding the complexity,
danger and irreversibility of reality” according Rothenberg [14]. However to be compa‐
rable, a model has to be written according to a specific language, shared by several users,
called metamodel [15].

Fig. 1. Overview of the use of snapshots in order to help CNO to make effective decisions.
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Accordingly, each snapshot is a model and each model is conform to a metamodel.
Nevertheless it is obvious that defining one metamodel able to cover all CNO contexts
is a pipe dream. But for one given CNO context, it is possible to have one metamodel
describing all information. For this purpose, the framework is based on the core-meta‐
model presented in [16], which is an extendable metamodel from generic concepts of
collaboration to a definition of specific context (such as road management in winter
period).

Finally, the objectives of the CNO governance are (i) to update models based on
information provided by users, IoE or CNO activities, (ii) to compare models, (iii) to
simulate in order to build forecast models and (iv) to design collaborative behaviour in
order to merge, when it is needed, the expected and situational models.

The last point is in conformity with the lifecycle of CNO, especially the creation,
evolution and metamorphosis stages. The chosen model to represent the collaborative
behaviour is the process model in BMPN. Indeed, process model aims to capture the
different ways in which a case can be handled. Process model is composed of ordering
activities and could be described with temporal properties, creation and use of data and
resources [17]. Hence, the simulation could be based on process model in order to build
forecast models. Moreover, on-going research works [18] and [19] propose a method‐
ology to build collaborative processes based on collaborative aims.

3.2 Framework of CNO Governance

Figure 2 represents the proposed framework. It is divided into three main layers in order
to support all the previous identified functionalities and thus reach the aim of “Instan‐
taneously” transform information gathered from a vast array of diverse sources into
useful knowledge for making effective decisions”.

Agility layer:

Numerous authors largely discussed the notion of agility. The Collins dictionary defines
agility as the power of moving quickly and easily. For Badot [20], agility is a reconfi‐
guration of the system to satisfy a need of adaptation. For other authors, such as Kidd
[21], Lindberg [22] and Sharifi [23] agility is a need of flexibility, responsiveness or
adaptability. In logistics, flexibility is seen as “the ability to meet short-term changes”
[24] and is differentiated to the over time adaptation in response to a change [25].
Therefore, the agility layer of the framework is in charge to ensure (i) the assessment of
the need for CNO to evolve or to metamorphose, (ii) the help to adapt the CNO.

Hence the agility layer is divided into three components:

– Model comparison: this component evaluates at any time the divergence between the
expected model and the situational model. If the value of the divergence is higher
than a threshold value, an alert is sent to the detection component.

– Detection: this component is in charge of analysing the divergence and thus defining
the new objectives of the CNO. This analysis is possible because the situational model
and the expected model are defined based on the same metamodel. The result of this
analysis is sent to the collaborative process design component.
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– Collaborative process design is the component in charge of adapting or defining new
collaborative process. This deduction is based on the result of the detection compo‐
nent. The result of this component is composed of two models, which are (i) the
collaborative process and (ii) a mapping between CNO activities and objectives. This
second model will be reuse in the Updating layer (see below) in order to update the
expected model.

This layer was defined in previous research works. The mechanisms of the model
comparison and detection components were described in [26], and [18, 19] present a
solution for the collaborative process design component.

Simulation layer:

This layer aims to produce a forecast model of the situational model and of the expected
model, in order to apply the agility layer to the two forecast models. Hence it is possible
to anticipate, instead of react, an evolution.

The two forecast models are obtained thanks to manipulation of existing information,
e.g. existing model, or by the result of a simulation. The idea of this layer is inspired
from the results of the European funded CRISMA project [27].

Updating layer:

This layer has a simple but difficult objective to achieve: build both situational and
expected model from data. The difficulties arise in the variety and the amount of data

Fig. 2. Overview of the CNO governance framework.
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sources. Three main kinds of data sources could be identified (i) IoE, (ii) data from users
or their ontologies and (iii) the achievement of CNO activities, e.g. the progress of the
collaborative behaviour. This variety of data sources implies issues concerning (i) Trust
management, especially regarding IoE (especially Internet of person), (ii) comparison of
data due to the heterogeneity of semantics and levels of description, e.g. granularity issue.

In order to achieve this simple objective, the Updating layer is divided into seven
components:

– Trust Management: this component aims to filter no-trustable data. For instance, if
a sensor always sends the same expected value during one second, thus we have a
Dirac delta function. This value may be wrong and the governance does not have to
take it into account. Trust management is more complex than just this example as
explains in [28].

– Information function: this component is the key point of the governance. It aims at
transforming data to information. This component is compliant with Big Data chal‐
lenges [6] to automatically define the transformation from data to knowledge.
However, it is possible to manually define information function that transforms data
into information. For example, if sensors could send the heart rate and another could
send the body temperature of a human being, it is possible to deduce if the human
being is ill or not. Indeed, if his/her body temperature is above 39 °C (fever) and his/
her heart rate is above 120, so he/she is ill.

– Model Adaptation: this component is used to update the situational model. Based on
information generated by Information function component, the situational model is
updated thanks to principles defined in [26].

– Compare to process deduction: this component is used to update the expected model.
As described in [26], this update is possible thanks to information generated by
Information function component and the model defining mapping between CNO
activities and objectives.

– Process state: this component is used to also update the expected model based on
the progress of collaborative process. This is allowed thanks to the model defining
mapping between CNO activities and objectives.

– Information added by user: this component allows user to directly add, remove or
modify information from the situational or expected models.

– Semantics reconciliation is needed because we cannot assume that each user and/or
each information function will generate information based on a coherent glossary or
taxonomy. A semantics reconciliation component is used with the aim to unify
semantic as well as the level of description, e.g. the granularity level, of information.
This component is based on work described in [29].

4 Conclusion and Next Challenges

This paper presents a framework for CNO governance that aims to support CNO all
along their lifecycle. Especially, the objective of the governance is to “Instantaneously”
transform information gathered from a vast array of diverse sources into useful knowl‐
edge for making effective decisions. In order to achieve this objective, the idea is based
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on snapshots of the reality that allow CNO to make a comparison between the situational
state and the expected state from the CNO point of view. This comparison is possible if
data provided by various heterogeneity sources could be filtered (using trust principles),
aggregated, and transformed into information.

In order to achieve the objectives of the governance, a three-layers architecture is
proposed. The agility layer aims at detecting divergence between CNO behaviour and
reality and then deducing a new version of the CNO behaviour. The simulation layer
aims to make forecast in order to anticipate evolution. The updating layer is the key
point of the governance. It aims to manage a huge number of data from various sources
in order to produce information usable by other layers.

This framework is based on the result of three PhD works, two on the agility layer
and one on the updating layer. Each PhD provides theoretical solution and a demon‐
strator. Our future work consists in merging the demonstrator and developing the simu‐
lation layer.
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Abstract. The need of collaboration among SMEs and improving governance
has been perceived by the European Commission and by individual countries that
promote since some years new organizational transformations of industrial-
service systems into sustainable networks. The proposed paper is intended to
address: How a manager of an individual SME, aiming to join an existing cluster,
can evaluate a cluster that could be a “collaborative environment” for his small
business; which main characteristics of the cluster governance have to be
analyzed; which network structures appear to be preferable with a mutual profit?
To help the manager to answers to these questions, the proposed work establishes
a Cluster Reference Framework (CRF) structured in three dimensions: (i) the
types of SME clusters; (ii) the types of governance (management) committee;
(iii) the different ways of creating a network of small businesses, depending on
whether or not there is a promoter or an independent will.

Keywords: SME clusters · Graph representation · Collaboration · Management
committee

1 Introduction

The need for strengthening cooperation among SMEs and improving networking has been
perceived of interest by the European Commission [1] and by individual countries [2] that
promote, since some years, new organizational transformations of industrial-service
systems into sustainable networks.

The industrial network systems, in Europe, rise from different needs and with different
characteristics [3, 4]. The Italian industrial districts and the UK clusters of SMEs have in
common the characteristic to be agglomerations of SMEs from the same geographic area.
The development of the network [5] can be determined by the possibility to easily supply
raw materials, the presence of a big local market and the availability of a high level of
expertise in a specific manufactured sector. In France, it is common to find “Pole of
Competitiveness” as well as the “Scientific Parks” in Greece. This kind of networks rise
thanks to national or regional governments incentives to develop a common project. In
other countries, like Germany, the SME networks rise around a leading firms that have the
characteristics to pull all the SMEs in the market.
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The promotion of the clustering or networking of companies can be reached
according different routes:

• stimulated by local training centers that helps the enterprises to create an organic
product service system in order to meet better the demand of the labor market;

• driven by the need to share the resources and to collaborate in order to face the adverse
market environments;

• the local public administration, or agencies/associations for industrial and commercial
development asks SMEs to strengthen cooperation, often during times of crisis.

“A product service-system” is composed by products, services, resources, buildings and
personnel that continuously work to be more competitive, to satisfy the needs of the
market by paying attention to the environmental impact with less effort with than a
traditional business models [6].

Despite the pressure towards cooperation, many SME managers have maintained
their individualistic position: this has reflected in many dramatic crises and closures of
small businesses, especially in recent years [7, 8].

Consequently the problem discussed in the proposed paper is intended to address
the following questions: How does a manager of an SME assess whether an existing
cluster could be a “friendly environment” for his small business? What organiza‐
tional characteristics of the cluster have to be analyzed? Which network structures
appear to be preferable such as the SME would fit into the existing network with
mutual profit? In order for the manager to look for answers to these questions, the
proposed work establishes a Cluster Reference Framework (CRF) structured in three
dimensions:

• the types of SME clusters, modeled in terms of standard networked graphs, such to
allow an easy view of the networked links connecting SMEs;

• the types of management committee, that should assure cooperation among the SMEs
together;

• the different ways of creating a network of small businesses, depending on whether
or not there is a promoter or an independent will.

Even considering only these three dimensions, they offer criteria for analysis and
evaluation of a SME cluster (“marginal analysis”). However, considering them in pairs,
other points of view for the analysis are obtained:

(a) taking into account the pair <network type; type of committee> one can get infor‐
mation about organizational transformation applicable to the network;

(b) from the analysis of the pair <network type; procedures for setting up the
network> design tips arise;

(c) in addition, an analysis of the pair <type of committee; how to build> can give
information on sustainability of the network.

The paper will motivate in detail the CRF, and show its practical utilization by a
SME manager. To this aim, the paper is organized as follows. The introduction of a
model of a SME cluster, by making evidence to the two components above mentioned,
namely types of networks connecting the partner SMEs together, and types of cluster
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management is in Sect. 2. Depending on these two components, a classification of the
different SME clusters can be standardized. Section 3 will illustrate a three-dimensional
framework, namely the mentioned Cluster Reference Framework – CRF, where the
types of networks, the types of management organizations and the different ways to
create a network of small enterprises will be respectively referred to each dimension.
The potential practical utilization of the proposed framework will be discussed by
showing how the presented framework can support a specific analysis of a SME
manager. Section 3 will also illustrated a preliminary application of the CRF, by
analyzing the three types of dimensions for a number of SME clusters, based on data
collected during the European project CODESNET [17] and stored in the CODESNET
archive. The European project CODESNET (COllaborative DEmand and Supply
NETwork) aimed to create a virtual environment to promote the development of SME
network. During the project, a huge number of data and information concerning more
than 100 SME networks have been collected. CODESNET has relied on the contribution
from both enterprises and academia partners since this synergy is considered a strong
point in order to guarantee stability in a network organization.

2 Modeling a SME Cluster

Three important aspects must be taken into account in the modeling of SME
networks [9, 10]:

• the management of the network in terms of functionalities that can assure efficiency,
effectiveness and economy in all the SMEs belonging to the network;

• the structure of the connections among the SMEs, that means the type of their relation‐
ships;

• the reasons at the origin of the aggregation of multiple companies in a common
network.

2.1 Main Functions and Management Organization of a SME Cluster

The management organization of a SME cluster can be represented by a “functional
scheme” that represents the main functionalities and that shows how the committee
of the cluster can receive contributions from the partners of the cluster, can generate
products and financial strategies and can translate strategies into action plans able
to satisfy customers orders by using the cluster structure to produce. In the next
Fig. 1, the functional scheme is presented: “A” denotes the operations control loop;
“B”, the performance evaluation loop; “C”, the finance management loop; “D”, the
partners’ interactions management loop.

In practice, the real application of all these management functions depends on the
type of cluster committee. Consequently, it can be stated that the presence of a
particular type of committee characterizes a SME network defining the robustness
and the possibility of a real future development. With reference to the cluster
analysed in the project CODESNET, you can recognize the following types of the
Management Committee:
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• Industrial management committee, i.e. a committee composed by the top managers
of the most important enterprises included in the cluster: among the managers, a
coordinator is usually nominated. This is the case of small and mid-size enterprises
operating in the manufacturing sector, as automotive, aerospace, electronic ones; in
this organization, all the management functions of Fig. 1 are applied.

• Administration management committee, i.e. a committee composed by admin‐
istrative directors or, more generally, by administrative staff, of some compa‐
nies in the cluster, with the task of monitoring costs and revenues on behalf of
individual companies, and of reporting to external funders (function C in
Fig. 1). This can be the case of clusters having a leading enterprise, whose aim
is to monitor financial flows without completely removing autonomy to other
SME of the cluster.

• Marketing-oriented committee, i.e. a committee made up of directors of marketing
for some companies, with the task of managing specific marketing initiatives, such
as exhibitions, promotional campaigns or advertising (function A in Fig. 1). This is
the case of SME clusters of the jewelry sector.

• Political committee, i.e. a committee composed by representatives of the municipalities
where the SMEs belonging to the cluster are located; this is the case of some clusters
operating in the agro-food sector, as in production of wine. A political committee is a

Fig. 1. Schematic model of an industrial SME network.
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committee that can implement at most promotional functions, but does not have
operational duties.

• No committee, i.e. a form of weak interaction, partly marketing – oriented and partly
characterized by a political and social nature, with the sole purpose to create a market
to the SMEs.

2.2 Models of the Network of SMEs

A network of SME can be easily modelled by a graph G = (V,E), where V is the set of
vertices and E is the set of edges or arcs. Each vertex corresponds to a SME of the cluster
and the edges correspond to the links among the SMEs.

The SME-to-SME connections can have different characteristics:

1. can represent the connection between a client and a supplier and in this case the links
is mainly characterized by the flow of parts from a SME to another;

2. can be the exchange of information and from one SME to another into a cluster
information system;

3. can be the transfer of orders either between SMEs or between a SME and a common
centre, as part of a cluster management organization.

In this analysis of manufacturing SME networks, we will refer to a graph representing
the exchange of material among SME so the links among SMEs are characterized by a
physical exchange of parts or materials.

Depending on the type of production flows connections of SMEs, a classifica‐
tion of the network layout has been defined, by identifying four network graphs
illustrated in the next Fig. 2. The boundaries of the network are represented by a
rectangle; the small and medium enterprises are represented by numbered circles
and the edges are indicated with oriented arc. S and D represent, respectively, the
Source and the Destination node. In Fig. 2 a Job Shop (JS) is represented [11, 12].
This network’s configuration is characterized by a set of SMEs able to provide and
receive material from the SMEs they are linked to and the presence of circle is
allowed. In this first type of configuration, the growth of the network is deter‐
mined basically by the geographical proximity and the similarity in the produc‐
tion. The “supply chain” or, more generally, “multi-stage supply chain” [13] can
be recognized as a second type of SMEs aggregation. In this kind of network, the
relationships among the enterprises are of client/supplier along the production
chain that ends with an important leading enterprise whose brand is known all over
the world. The structure, in terms of graph, of a Multi-stage Supply Chain (SC) is
represented in Fig. 2b: arrows represent the connections between two SME typi‐
cally characterized by an exchange of material or components. In this network
configuration cycles are not allowed. Figure 2c gives a simplified illustration of the
Hub-and-Spoke (HS) type. The main characteristic of the Hub-and-Spoke network
is the presence of a leading firms to whom almost all the other SMEs are
connected. It is possible to recognize this type of network since it does not allow
cycles and the node corresponding to the leading firm has a high number of
entering edges with respect to the other nodes. The last type of aggregation
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proposed has less ruled interactions that permit to recognize the aggregation. This
type of networks is mainly exploited by high-tech production and/or service supply
where the nature of such aggregation is mainly oriented to R&D. This configura‐
tion is named Scientific Park (SP) [14, 15] and, in terms of graph representation,
the nodes can be considered as inserted in a pre-existing with very flexible and
more informal connections. To differentiate these potential connections from the
classical ones, we represent them as switches on the graph edges. An example of
the Scientific Park network is shown in Fig. 2d.

The typical feature of a Scientific Park is that each node is connected directly with
the source and the destination nodes due to the pre-existing network. Furthermore, all
possible edges between nodes can be activated or interrupted at any time. The exchanges
between such companies do not concern materials or components but rather exchanges
of information (knowledge, data, models, ideas) and services, thanks to the underlying
network of partners specialized in ICT (Information and Communication Technology)
and support to the innovative activities.

2.3 Models of a SME Cluster Dimension Dynamics

The differences in the creation and in the structure of the enterprise clusters give rise to
different types of SME networks, as it has been presented in [15, 16] where an overview
of clusters in some European countries has been illustrated. In some countries, like Italy,
Germany and UK, the enterprises networks have raised in an autonomous way, pushed
either by the companies themselves, or by industry organizations. In countries like France
and Greece, the national or local governments have promoted investment programs to push
the aggregation of SME into networks. The free aggregation of SMEs can occur either in

Fig. 2. Graph representation of the four network types.
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a territory with no boundaries (if there are no specific requirements from logistics needs of
the production) or in a limited small geographical area, due to the necessity of a strict
collaboration and a strong sharing of resources and information or the exchange of parts
or materials. The creation of a collaborative network can be autonomously induced by the
strategic vision of the managers of the SMEs in order to plan and manage their production
activity. This type of aggregation is named Autonomous or Marshallian and two particular
models of SMEs networks prevail: Supply Chain (SC) and Job-Shops (JS). In the JS
network, since the circles are allowed, each SME can both provide and receive products/
services from the others. The SC network is characterized by the presence of a chain
composed by two or more stages with a number of parallel SMEs which provide prod‐
ucts/services to the SMEs in the following stage. When firms of different size and different
strength in the final product market agree to activate together connections depending on one
(or few) leading SME we can speak of Hub-and-Spoke networks. In the HS networks one
or two leading firms push to create a network of suppliers in order to drag the production
and increase their performance and their position on the local and external market. The
aggregation of the Scientific Parks is driven by a public body through a collaborative
project founded by national, international or private bodies. The SPs are characterized by
high skills, high technologies, and high innovation, requiring a high sharing of knowl‐
edge, resources, information, and skills. The aggregation approach cannot be based on
autonomy of SMEs: large investments are required as well as an accurate selection of both
SMEs and the personnel of high qualification to be employed.

3 The Cluster Reference Framework - CRF

The three main aspects of a SME cluster model, namely SME network type, management
organization, and cluster creation, define three dimensions of a frame as in Fig. 3. This
frame can be seen as a three-dimensional matrix, each internal box is associated to a
triplet: <network type; type of Management body; network’s agreement>. Said triplet
specifies a SME cluster type. In each box, the names of some SME clusters (among the
ones stored in the CODESNET archive) can be located: then, each box offers to a SME
manager a set of preliminary information for evaluating if joining the considered
network type could be of some interest for his/her SME. The real utilization of the
schematic model of Fig. 3 can be realized by considering some Italian industrial
districts. In the next Table 1 a set of data of Industrial networks belonging to the
CODESNET archive are given.

3.1 Example of Application

An example of specific analysis has been done by referring to the manufacturing sector,
with attention to districts producing shoes. The manager of a SME of this same sector,
aiming to join a district, has at disposal the “archive” illustrated in Fig. 3. He will use
the archive boxes tagged with the word “product = shoes”, thus obtaining the following
Table 1.

The selected boxes, however, are referred to different triplets, and then the manager
receives the following information:
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(a) Fermo’s District:
• Network type = Hub and Spoke;
• Management body = none (existence of leading firms);
• Network creation = free aggregation.

(b) Vigevano’s District and Lucca’s District:
• Network type = Supply Chain;
• Management body = none (no leading firms in the chain stages);
• Network creation = free aggregation.

(c) Verona’s District and San Mauro Pascoli’s District:
• Network type = Supply Chain;
• Management body = Marketing-oriented committee;
• Network creation = free aggregation.

In summary, manager asking for joining suggestions can get:

Table 1. Selected industrial district from the CODESNET “archive”.

District name Network type Management body Network creation

Fermo HS None – existence of
leading firms

Free aggregation

Vigevano SC None – No leading firms Free aggregation

Lucca SC None – No leading firms Free aggregation

Verona SC Marketing-oriented
committee

Free aggregation

San Mauro Pascoli SC Marketing-oriented
committee

Free aggregation

Fig. 3. Schematic model of CRF.
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• A common information: all districts aim to accept new partners, being born from
“free aggregation”.

• Specific information: make a choice between a cluster where a leader will plan the
future and a cluster where, at most, common marketing strategies could be plan
together. Depending on the manager’s desire to maintain large autonomy and to be
supported, the “archive” of Fig. 3 can provide immediate, even if preliminary,
suggestions.

4 Conclusions

The analysis of a number of industrial districts, collected during the development of the
EU CODESNET project and his evolution in national research programs, gave rise to a
complete model of an industrial SME cluster, with three main complementary aspects
(and model components): SME network cluster, management committee, and cluster
creation dynamics. A graphical three dimensional representation of the cluster model
has been presented. This same representation has to be interpreted as an “archive” of
cluster data/information. This archive is useful tool for a manager who aims to join a
cluster, but wants to take its decision based on a sufficient view of the cluster main
characteristics.

In summary, manager asking for joining a district can get the following suggestions:

• As general information: all districts aim to accept new partners, if they have been
born from “free aggregation”;

• As specific information: make a choice between a cluster where a leader will plan
the future and a cluster where, at most, common marketing strategies could be
planned together.

The two above suggestions (that could be improved by taking into account of the
district management body as well as of the district dimensions, as number of components
and number of connections among them) can help the manager to take a decision, even
if preliminary but sufficient to give him main lines to contact the district representative
and negotiate for a potential joining agreement.
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Abstract. There is growing evidence that internationalization of small and
medium enterprises (SMEs) has become a priority to gain competitive advan-
tage. However, SMEs still face major challenges and obstacles during these
processes. This paper proposes a model of collaborative networks for interna-
tionalization processes of SMEs, mediated by industrial enterprise associations
(IEAs), in order to improve decision-making processes. First, a systematic lit-
erature review (SLR) was performed to study the impact that networks and
collaboration have in the decision-making process of internationalization. Then,
the model was developed using adequate information and knowledge manage-
ment tools. Finally, to understand the relevance of the proposed model, data
were gathered through interviews to key persons in companies of the
IT/electronics and textile industries. Results showed that collaborative networks
can represent an important facilitator in the internationalization of SMEs and
that IEAs can have a fundamental role for promoting collaboration in this
domain, between associated SMEs.

Keywords: Internationalization � Collaborative networks � Decision-making �
Systematic literature review � Interviews

1 Introduction

Small and medium enterprises (SMEs) are the backbone of the economy in most of the
countries around the world, and they can significantly contribute to restoring growth by
entering into new market opportunities provided by developed and emerging econo-
mies. There is growing evidence that internationalization of SMEs has become a key
requirement to gain competitive advantage [1, 2]. Some of the major motivations for
going international are profit and growth goals, competitive pressures, foreign market
opportunities, expansion opportunities, and domestic saturation [3–5]. However, SMEs
still depend largely on their domestic markets and face challenges and obstacles during
their internationalization processes. Among all difficulties in managing internationali-
zation processes, SMEs face significant barriers related to the lack of capital, lack of
adequate information and knowledge, and lack of adequate state support [6, 7].
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Information and knowledge are seen as key resources for facilitating SMEs inter-
national expansion, reducing risk and uncertainty, and increasing creativity in
decision-making [8]. From another perspective, it has been found that collaborative
networks can represent an important facilitator in the internationalization of SMEs,
particularly by nurturing knowledge sharing [9]. However, there is clearly a lack of
comprehensive and systematic studies investigating how SMEs can access, organize
and use the information generated in a collaborative network context, and how they can
collaboratively convert this information into knowledge to support decision-making in
internationalization processes.

This paper proposes a model of collaborative networks for internationalization
processes of SMEs, designed to improve decisions in those processes and to increase
their export propensity. A systematic literature review (SLR) was first performed to
study the impact that networks and collaboration have in decision-making processes of
SMEs internationalization. Then, from the results obtained with the SLR and following
some suggestions for future research in the literature, the model of collaborative net-
works for internationalization was constructed. The main distinguishing factors of this
approach are that the model considers Portuguese industrial enterprise associations
(IEAs) as the context for collaboration and is based on state-of-the-art information and
knowledge management models, to significantly improve collaborative decision making
in internationalization processes. To have a first feeling on the relevance of the model,
three interviews were performed with companies with experience in these processes.

This study contributes to the body of knowledge in internationalization by pro-
viding a new model for SMEs to undertake internationalization processes in collabo-
rative networks. Based on the feedback from experienced companies, the authors
believe that the model can bring significant benefits for SMEs to internationalize,
benefiting from the valuable resources that networks can bring for the process, and
somehow overcoming the barriers of lack of adequate information and knowledge in
decision-making. Moreover this work will hopefully represent an additional opportu-
nity for further research and discussion in international scientific meetings.

2 Research Methodology

The research methodology applied for this study was composed by three parts:
(i) systematic literature review (SLR); (ii) model proposal; (iii) interviews.

2.1 Systematic Literature Review

A SLR was used to study the impact that networks and collaboration have in inter-
nationalization decision-making processes. The intention of using a SLR was to move
away from traditional narrative or descriptive reviews of the literature, creating a basic
framework for a more in-depth analysis of the literature by adopting a replicable,
scientific and transparent process [10]. The underlying literature review methodology
followed a five-step approach, as proposed by [11, 12]:
Step 1: Questions formulation. The research questions to be answered by this work

were defined using the CIMO model [11] (Context, Intervention,
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Mechanisms, and Outcomes) and are the following: how do networks and
collaboration influence the internationalization process of SMEs? How do
networks and collaboration affect the decision-making process?

Step 2: Locating studies. Two databases were used: Web of Science and Scopus.
These databases cover a significant proportion of the published material on
internationalization, including the most relevant peer-reviewed journals on
the area. The search criteria used was: (decision* OR “decision making” OR
“decision-making”) AND (internationali*) AND (collaborat* OR “collab-
orative networks” OR network*)

Step 3: Study selection and evaluation. Inclusion and exclusion criteria were
defined to select the studies to be included in the review. Only English and
published peer-reviewed articles were included in the review. A 5-year time
horizon was established (2010–2014) and some specific areas were
considered, such as International Relations, Engineering, Operations
Research, Business Management and Economics. After checking duplicates,
titles and abstracts of the selected articles were analyzed for relevance.
Articles eligible for review had to fulfil three main criteria: (i) articles had to
be focused on SMEs and on the area of management studies; (ii) articles had
to be empirical (qualitative and quantitative studies) rather than theoretical or
conceptual; (iii) articles had to be focused on the influence of networks and
collaboration in internationalization processes of SMEs, with specific
emphasis on decision-making processes. The application of these criteria
reduced the number of articles for analysis and synthesis to 16 (Table 1)

Step 4: Analysis and synthesis. The 16 papers obtained in this way were analyzed
more in detail to extract and store information and cross tabulating the
studies, in order to identify a set of key issues. For this purpose, a data
extraction form in Excel was created

Step 5: Reporting and using the results. Section 3 of this paper formally presents
the SLR results

2.2 Model Proposal

With the results of the SLR, and based on the future directions for research proposed in
the literature and on the authors’ knowledge and experience, a model is proposed in

Table 1. Summary of the study selection and evaluation (date of search: March 2014)

Criteria Web of Science Scopus Total

Database analysis 180 195 375
Date range 91 99 190
Document type 72 75 147
Subject area 60 35 95
Language 58 34 92
After checking duplicates - - 81
Title and abstract analysis - - 16
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this paper (Sect. 4). This model is expected to support the internationalization processes
of SMEs in collaborative networks contexts. The model is focused in IEAs addressed
as collaborative networks for internationalization. SMEs operating in industrial sectors
with more uncertain environments might have larger information requirements than
other SMEs operating with less amounts of uncertainty [2]. Thus, two types of
industrial sectors will be considered as the target for implementation of the model:
(i) the IT and electronics industry that operates in a quite uncertain context; (ii) the
textile industry where more certain and foreseen environments are expected.

2.3 Interviews

To understand the relevance of the proposed model and to validate the idea before
starting to apply it in a real world context, some interviews were performed, this
providing a first feedback from potentially interested companies.

Semi-structured interviews were carried out with three Portuguese companies (one
from the IT/electronics industry and two from the textile industry) in order to discuss
previous internationalization experiences and to evaluate the role of IEAs in those
processes. Personnel with experience in internationalization processes were inter-
viewed, with an average duration of each interview of approximately one hour.
A semi-structured interview guide was used and all conversations were recorded and
transcribed. The open-ended style of interview allowed the respondents to describe
their experiences and ideas freely, without being limited to standardized categories [4].
Section 5 describes the main findings of the performed interviews.

3 SLR Findings

All the 16 analyzed papers had their focus on the influence of networks and collabo-
ration in internationalization processes of SMEs. In fact, to limit the number of papers
for analysis, emphasis was made on studies specifically approaching decision-making
processes in internationalization.

The research methods most frequently adopted in the papers were interviews,
questionnaires and surveys, with 13 of the 16 papers using those methods to obtain data
for their studies. This kind of empirical research is very common in studies of inter-
nationalization: authors prepare different types of questions, and mainly approach
companies’ entrepreneurs, managers and key informants with experience in interna-
tionalization processes.

From the results of the SLR it can be concluded that, undoubtedly, SMEs need to
form alliances, collaborate with different entities and use resources from their social
and business networks, to be successful in internationalization processes. This con-
clusion can be generalized for almost all kind of companies from different types of
industries or sectors: born global firms1 [3, 13], manufacturing firms [14–16], service

1 “Born global firms” is a term used in the internationalization literature, applied to firms aiming for
international markets right from their birth or very shortly thereafter [3, 13, 20].
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firms [17–19], and start-ups [20, 21]. According to this literature, an SME can establish
collaborative networks for internationalization purposes with quite different types of
intermediaries (Table 2).

The knowledge, experience, information and learning from business partners,
network relationships and collaborations, are resources that can be very useful for
making decisions in internationalization, and which have influence on first entries into
markets and on selection of host countries. Table 3 presents the reasons for establishing
collaborative networks in internationalization processes.

From the SLR results, it has been found that networks can represent an important
facilitator in the internationalization of SMEs, in quite different ways such as:

Table 2. Types of intermediaries for collaborative networks in internationalization

Intermediaries References

Local partners (distributors, subcontractors and customers) [3, 6, 8, 13, 15, 17, 19, 20, 22]
Competitors [13, 17, 19, 23]
Managers’ contacts from previous jobs or experiences [3, 13, 19, 24]
External parties [14, 16]
Foreign firms [13, 18, 19, 21]
Institutional agencies [8, 25]
Consultants [8]
Personal network, family and friends [8, 13, 19, 21, 24, 25]
Government bodies [8, 13]
Strategic allies and affiliated companies [16, 22]

Table 3. Reasons for establishing collaborative networks in internationalization

Reasons References

Achieve rapid international expansion and growth [3, 8, 13, 17, 19–22]
Obtain information about foreign markets [8, 14, 16, 19, 20, 25]
Explore how quickly an international opportunity can be exploited [8, 19, 20]
Create strategic alliances or cooperation agreements [13, 20]
Provide access to new knowledge [3, 8, 13–17]
Create a source of learning [16, 17, 22, 25]
Foster the decision to enter the export market [8, 13, 16–19, 22]
Build up a distribution and commercialization network abroad [18]
Increase export propensity [13, 18, 21, 22]
Reduce information asymmetry [8]
Reach target niches across international markets [19]
Assist in mitigating the costs and risks of cross-border activities [6, 19, 23]
Reduce uncertainty [6, 13, 25]
Compensate the lack of financial resources [13]
Assist in the selection of foreign entry modes [3, 6, 8, 13, 19, 22]
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(i) providing important channels of information and knowledge to decision-makers;
(ii) influencing the approach adopted by SMEs’ leaders; (iii) influencing decisions on
foreign market selection and entry mode; (iv) allowing to increase international com-
mitment; (v) overcoming resource constraints. In despite of this, there is a lack of
comprehensive and systematic studies investigating how SMEs can access, organize
and use the information generated in a collaborative network context, and how they can
collaboratively convert this information into knowledge to support decision-making in
internationalization processes. This is in line with some findings and future directions
for research, as proposed in the literature:

• there is a lack of comprehensive and systematic studies investigating how SMEs
can acquire and use information generated in a network context, to achieve higher
levels of internationalization [2, 8];

• only limited studies show results on how SMEs can convert information into
knowledge, for decision-making towards internationalization [26, 27];

• there has been a limited development of methods and techniques to improve the
decision-making process of internationalization of SMEs [1];

• most of the literature on internationalization of SMEs is centered on companies
acting in isolation, with only few studies considering collaborative internationali-
zation processes [28].

4 A Model of Collaborative Networks
for Internationalization

A model of collaborative networks for internationalization processes of SMEs is pro-
posed in this paper, as a way to address some of the issues and future directions for
research identified in the literature. The objective of creating this model was to con-
tribute to the internationalization of SMEs, mainly in what concerns the associated
decision-making processes. The general hypothesis is that information models and
technologies, by providing information collected from heterogeneous sources and
mediated by favorable collaborative contexts, positively influence the decision-making
capabilities in the internationalization processes of SMEs. This paper is the first formal
presentation of the model, providing a brief description of the approach and methods,
as well as some of the expected impacts.

Introduction and Baseline Research. Managing effectively the information in
internationalization decision processes is, for many companies, a critical success factor
that has been addressed in the literature, in different ways and perspectives. It has in
fact been shown that information is crucial for more rational decision-making [8], to
manage international complexity and ambiguity [29], to reduce risks and uncertainty
[26], and to stimulate awareness of foreign market opportunities [30]. There are also
studies on the importance of the role of information in the creation of internationali-
zation knowledge [17, 31], as well as on demonstrating that cooperation and networks
are facilitators of internationalization [19, 32]. In spite of this, surprisingly there is a
clear lack of exploratory studies on how state-of-the-art information management
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models and technologies can be used to improve collaborative decision-making in the
internationalization of SMEs. Moreover, there is no sound reporting on the benefits of
systematic networking and collaboration in internationalization.

Approach and Methods. The model was designed to be general, but it was instan-
tiated and assessed by involving two Portuguese IEAs that contribute to the interna-
tionalization process of SMEs. IEAs can play a facilitating role to promote
collaboration between SMEs, providing services and information to support the
internationalization of their associates. The model will allow IEAs to assist SMEs in
accessing and interpreting information, decide on the best internationalization strategy,
and join competencies with other SMEs, to maximize the success of their interna-
tionalization processes. Actively involving IEAs in SMEs internationalization pro-
cesses is, to the best of the authors’ knowledge, an innovative contribution of the
proposed model.

The model will encompass novel information management tools, in order to sup-
port collaborative internationalization decisions and processes. These information
management models and technologies will allow SMEs to search, collect, integrate,
organize and visualize information from different internet accessible, heterogeneous
public and private sources, to be used and adapted in the different contexts where they
are embedded. The concept of “information internalization” will be considered in the
development of the solution. As information and knowledge are complementary and
transformable, SMEs should find ways to transform information into knowledge in
order to enhance the internationalization process. Information internalization is the
process of absorbing both tacit and explicit information into the organization and
translating it into knowledge, to be then applied with some specific purpose [33].
Therefore, in this model, a model will be developed in the context of firms acting in
collaboration, exploring the following modes of information internalization: sociali-
zation, combination, externalization, and internalization [34].

Additionally, to improve the effectiveness of decision-making in the internation-
alization of SMEs, a collaborative decision support system (DSS) will be designed,
based on multi-criteria decision-making approaches and on business intelligence.
This DSS will support activities related to market selection, choice of partners and
resources, assessment of risks and negotiation. The “business intelligence” concept will
also be used for gathering, analyzing and distributing information, and also to support
the strategic decision-making process [35]. Figure 1 presents the rationale of the model.

According to some future research directions identified by [2, 8, 27], there is a need
to explore how different contexts would result in different information and knowledge
requirements for SMEs to internationalize. Dutot et al. [2] stated that SMEs in
industries operating in more uncertain environments might have greater information
requirements than SMEs in more “deterministic” environments. Therefore, to test and
validate the model, the developed solutions will be applied to case studies addressing
SMEs of two different types of industrial sectors: (i) the IT and electronics industry,
which operates in a quite uncertain context; and (ii) the textile industry, where more
certain and foreseen environments are expected.

404 E. Costa et al.



The strength of the model depicted in Fig. 1 lies in the combination of three
valuable components for supporting enterprise networks: information, decision-making
and collaboration. The rationale of the model use is a set of SMEs joining efforts
through networks creation and collaborative process management services, to access
high value added information and knowledge about internationalization conditions and
to perform collaborative decision-making on the development of internationalization
strategies. All these processes are facilitated by IEAs.

Expected Impacts. The main expected results and impacts of the model are:

• a description and explanation of the factors influencing the management of infor-
mation that is relevant for internationalization purposes;

• a comprehensive characterization of the decision processes involved in the inter-
nationalization of SMEs and on how the IEA influences those processes;

• a description and explanation of the factors influencing the implementation of
collaborative processes for internationalization;

Fig. 1. Rationale of the proposed model
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• the identification and characterization of the information sources that contribute to
market knowledge and experiential (network, cultural, entrepreneur) knowledge;

• an informational model adaptable to the processes of internationalization in col-
laboration, mediated by IEAs;

• an analytic solution for the adaptation of the informational model according to the
type and mode of a specific internationalization process;

• a collaborative decision support model to explore the information model and the
internationalization knowledge.

5 Interviews

To understand the relevance of the proposed model, three interviews were performed with
managers and persons responsible for internationalization decisions in companies from
the IT/electronics industry and from the textile industry. The analysis of the interviews
was divided in two parts: (i) the internationalization experience and the role of infor-
mation and collaboration; (ii) the context provided by IEAs as collaborative networks.

Internationalization Experience and the Role of Information/Collaboration. All
the interviewed companies have a lot of experience in internationalization processes.
One of the interviewees stated that, to achieve a successful internationalization, the
company should first gain experience and be well established in the home market, thus
becoming ready for launching innovation products or services in foreign markets. All
interviewees agreed that internationalization is a hard and expensive process, for which
a company needs to be well prepared in advance. Financial capacity was therefore
considered crucial since, at an initial stage, internationalization involves frequent
travelling to the target countries, to analyze market conditions, understand legislation,
and participate in fairs. Nevertheless, they pointed out internationalization as being
essential for the growth of their companies.

Regarding the issue of sharing information with other companies or entities, the
interviewees stated this is an interesting, viable and useful activity. They considered
that companies might be willing to share information and knowledge about previous
internationalization experiences, with companies wanting to start to internationalize in
particular to markets where some experience has already been accumulated. This will
provide a clear idea about the internationalization process, the problems and barriers to
face, and all the particular aspects of some specific target countries.

In what concerns the involvement with other companies in collaborative networks,
some believe that the collaboration of experienced companies with less experienced
companies in internationalization projects, will increase their competitiveness, visibility
and presence in the market. Moreover, as SMEs face more difficulties in internation-
alization processes, they could create joint ventures with each other to increase their
chances of success. Yet, the interviewees of one of the companies suggested that, to
collaborate, companies should be of equal size and have common interests, since
companies with a different economic power will probably have different requirements
and objectives, with different approaches, values and resources. They have also stated
that in a process of internationalization, when approaching a new market, there should
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be a budget, a strategy and an outflow of resources to be adequately matched for
companies to collaborate.

The Context of IEAs as Collaborative Networks. The three studied companies are
associates of IEAs in their industrial sectors. All the companies agreed that IEAs should
be more active in supporting their associates, as they can surely have an important role
for the development of better internationalization processes. One interviewee consid-
ered that IEAs can act as disseminators of information and competences of their
associates, thus promoting the creation of collaborations and of good synergies
between companies. This would be particularly useful in launching internationalization
processes together, as well as in exploring and creating new international opportunities.

One of the main problems faced by these companies is the lack of information and
knowledge about certain markets. The interviewees consider that, in a first stage, IEAs
may play an interesting role as “information aggregators”, analyzing different markets
and pointing paths to follow, and showing the reality of each market. At a later stage,
IEAs may promote discussion and meetings between their associates, seeking the
alignment of strategic objectives and the set-up of joint initiatives and investments in a
given market, thus sharing costs and risks.

6 Conclusion

This study aims at contributing to the internationalization processes of SMEs, by
presenting a new perspective on these processes and a new model of collaborative
networks for internationalization. The next paragraphs present the main conclusions of
the work, as well as some suggestions for further research possibly to be developed in
future scientific meetings and conferences in this area.

From the results of the performed SLR, it has been found that collaborative net-
works can represent an important facilitator in the internationalization of SMEs, par-
ticularly by nurturing knowledge sharing, obtaining information about foreign markets
and achieving rapid international expansion and growth.

From the responses obtained with the interviews, it is clear that IEAs might have a
more active role in the internationalization processes of their associates. IEAs can have
a fundamental role in fostering collaboration between associates, promoting both dis-
semination of opportunities and establishment of relationships.

The model proposed in this paper contributes to the scientific knowledge on SME
internationalization by addressing how SMEs can establish collaborative networks for
internationalization processes. It also contributes to the field of information and
knowledge management, with the development of approaches and techniques to sup-
port these management activities for internationalization decision-making in collabo-
rative networks. In this study the context used for collaboration is formed by
Portuguese IEAs, which, to the best of the authors’ knowledge, has never been
addressed in previous research.

This paper shows that the management of internationalization is a research area that
can be further explored with concepts and approaches based on topics of collaborative
networks, and information and knowledge management. Researchers of these areas can
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bring new insights and contributions for the internationalization of SMEs, as well as for
the internationalization of multinational enterprises (MNEs), with the creation of new
business models and concepts [36–39] that, among other contributions, can provide an
important support to internationalization.
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Abstract. The present study aims at analyzing a territory according to col-
laborative network concepts. It highlights the degree of members’ commitment
with a collaborative project. The research was conducted in a collaborative
network in southern Brazil. The quantitative survey highlighted the three
dimensions of commitment: continuance, affective and normative. Affective
commitment was the most significant for the continuation of the collaborative
network project. The research provides practical and academic contributions and
demonstrates how collaborative processes can depend on a territory’s specific
resources.
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1 Introduction

One of the major challenges of current studies on local development is related to the
processes of endogenization and construction of new development strategies. If, in one
hand, we see the decline of traditional industrial regions, on the other, we have seen the
emergence of a new paradigm, such as the service innovation. This dialectical
movement has been contributing to significant changes in the theories and practices of
territorial development.

This work has focused on emerging forms of cooperation; such forms are called
collaborative networks that consist in entities (people and organizations) autonomous,
geographically distributed and heterogeneous with respect to its environment of
operation, their culture, their goals and their capital [1]. It is precisely because of the
capacity to promote collaboration in order to work collectively, that the collaborative
networks concept can role a key position in the development of a territory.

The associative capacity depends on the degree that communities, groups and
businesses share norms and values and are prepared to subordinate individual interests
to those of larger groups. From these shared values trust emerges [2].

Collaborative networks organizations are structured primarily to make a favorable
position against the competition. Therefore, internal resources presented in the group
should be valued because they can become the source of competitive advantages [3–6].
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From the perspective of territorial development, the process of building a com-
petitive territory can be considered dependent on specific features in the territory.
Resources should be understood as material assets and relational assets. An activity is
territorialized when “its economic viability is rooted in assets (including practices and
relations) that are not available elsewhere and that cannot be easily or quickly created
or imitated in places that do not have them” [7].

However, working together can be challenging and risky. Often organizations can
have a good performance when working alone and show poor performance when they
work together. This means that before deciding to join a network, organizations must
be prepared to collaborate in order to be ready to react quickly and take advantage of
business opportunities [8, 9].

In the case of territories analyzed as collaborative networks, this is especially
relevant. It is common to face some difficulties in collaboration processes, in terms of
resources, individual’s contributions evaluation and lacks of commitment. In fact, a
system of common values development is a significant element for the sustainability of
collaboration, for it allows the key elements identification that create value in the
network, avoiding misunderstandings and promoting the formalization of a shared
understanding [10].

The study objective is to analyze the degree of commitment of a territory with its
development project through collaborative networks, so as to identify strategies that
can strengthen and sustain the collaborative process.

After a literature review and the presentation of the research context, the method
section explains the sample as well as methods for data collection and data analysis. The
subsequent findings section provides a descriptive overview on the thematic areas. The
final section discusses the findings and concludes on the insights gained from this study.

2 Theoretical Background

The analysis of the territories centred on the concepts of territorial economy. Its fun-
damental elements concern the collective construction of the territory, based on its
population daily lives, their work-related activities and family life. The territories and
networks surveyed were considered as socioeconomic and political projects [11–13].

Networks have their own way to structure the relationship between the territory’s
cooperative and antagonistic forces. They are instruments that enable to control power
and disputes and are likely to function as integration and exclusion tools in differen-
tiation processes [14].

Collaborative networks are organizational forms based on the collaboration
between its members, according to a specific shared goal. A collaborative network
organization (CNO) is a form of emerging organizational setting that involves mutual
engagement of participants to solve a problem together, which implies mutual trust, and
therefore takes time, effort and dedication. A CNO can be created from a regional
grouping of companies that already have a longstanding relationship and a cultural
history [15].

In this sense, organizational commitment refers to identification with the organi-
zation, through the belief and acceptance of company’s values and goals and through
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the desire to remain a member of the company making efforts for the benefit of the
organization [16]. In addition, commitment has three main features: strong belief in the
goals and values of the organization, willingness to make an extra effort on behalf of
the company and a great desire to join and belong to the company [17].

The most accepted view on organizational commitment refers to the psychological
state that characterizes the relationship among employees and the company that implies
the decision to continue being part of the company. In this study, we consider three
components of organizational commitment: (i) affective commitment: related to peo-
ples’ emotional involvement and their identification with the organization, (ii) contin-
uance commitment: related to perceived costs of leaving the organization;
(iii) normative commitment: related to the feeling of obligation to remain in the
organization [18, 19].

Once the concept of organizational commitment is extended and applied to the
inter-organizational context of collaborative networks, identities are constructed from
the interaction between networks and the territory. Given the networks’ reciprocal
character, the territory has even more relevance. The interaction between them requires
intercultural exchange and new communication skills [14]. The key for thinking about
the creation of collaborative networks is negotiation and intercultural communication
skills, supported by inter-organizational commitment.

3 Method

This study was conducted at an agricultural business network, located in Southern
Brazil. The survey was applied to 210 employees from companies that are members of
this network. We aimed to correlate the amount of interorganizational commitment
with the collaborative network project.

The territory is part of the Serra Gaúcha region, located in the state of Rio Grande
do Sul (Southern Brazil). It is a region formed mainly by descendants of Italian
immigrants who arrived in Brazil between the years 1875 and 1930. The region is
characterized by the presence of small family farms, in part, due to the fact it is the
largest wine region of Brazil with about 40,000 hectares of vineyards.

The sample was non-probabilistic, which was chosen for convenience. This work is
an exploratory study that used quantitative approach. Exploratory research has the main
purpose to develop, modify and clarify concepts and ideas [20]. This study is based on
the survey method, using the questionnaire as a technique for data collection.

In order to measure interorganizational commitment we used the 7-item scale
developed by Meyer and Allen [18], which was translated and applied in Brazil by
Rego et al. [19]. Before formal survey, we ran a pre-test with fifteen members of the
network. We used the software PASW statistic 18, to analyze data. The statistics
chosen were the descriptive, the factorial and the correlation analysis.

The choice of this referential work was because of the similarity of some features of
the context previously discussed by the authors with the reality of companies to be
surveyed. The geographical proximity between industries and their integration and
relevance in local communities reinforce this choice.
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4 Discussion

The data were submitted to factor analysis using PCA (Principal Component Analysis),
with varimax rotation and pairwise treatment (considered all valid observations of each
variable) for the missing data. The index of Kaiser-Meyer-Olkin (KMO) adequacy of
the sample was 0.903 and the Bartlett’s Test of Sphericity - (significant to 0.001)
indicated the factorability of data.

Results of factor analysis suggested that interorganizational commitment is
explained by three factors, with 63.623 % of total variance explained. The Cronbach’s
Alpha for this scale was 0.922 that represents a satisfactory range for an exploratory
study [21]. It is possible to conclude that the items in each dimension of the construct
are suitable for measuring the interorganizational commitment into territories (Fig. 1).

The factorial analysis resulted in three elements. Those adapted from Meyer and
Allen [18] and Rego et al. [19] remained within the same concepts, which contributed
for the construction of the concept of inter-engagement. The percentage of explained
variance was 63.63 %, which means that the variables chosen and the resulting factors
can explain 63.63 % of the inter-organizational commitment.

Cronbanch’s alpha values were calculated in order to test the consistency of the
variables in each factor. The ideal alpha value in social sciences exploratory researches
should be higher than 0.6 [22].

The first factor identified was instrumental commitment, with an alpha value
(0.906) considered excellent [23]. Its variables obtained the lowest average (from 1.74
to 2.31), which means that in the context studied the degree of instrumental commit-
ment was notably low. The cost of leaving the network was relatively low in the
analysis of the degree of commitment.

Instrumental connection is linked to proximity to or the availability of resources and
territorial assets that interest or benefit the individuals [13]. These resources and assets are
employed in the context of collaborative network. When the relationship is

Continuance Commitment

0.906*

Affective Commitment

0.862*

Normative Commitment

0.730*

Cost of leaving the network

Cost of change

Previous investment in the 
network 

Result of a cognitive evaluation 
process 

Emotional attachment to the 
network  

Strong beliefs in the networks’ 
goals and values

Readiness to support other 
members

Need to maintain their 
membership

Integration into the network

Feeling of obligation to the 
network 

Moral and ethical obligations

Cultural values

Degree of professional 
socialization 

* Cronbach’s Alpha.

Fig. 1. Elements of interorganizational commitment dimensions and Cronbach’s Alphas.
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predominantly instrumental, the cost of moving can be high because it would imply in the
loss of some advantage that the territory can provide to the individual [18]. In this
particular case, the costs of an eventual departure from the collaborative network were
low.

Affective commitment derives from identity bonds built over time. Its variables
obtained the highest average (2.64 to 4.25), suggesting that links with the territory are
essentially affective, the result of experience and acquired knowledge. The relationship
between individuals and the area of the collaborative network includes objective and
subjective aspects, which tend to increase over time [11, 24]. In the case studied, the
strong emotional bonds indicate that members tend to remain in the collaborative
territory even in dire situations.

The third factor, normative commitment, concerns the links established by reci-
procal ties, the normative sense of duty of living in the territory in order to repay what
might have been gained from it [11]. Its variables presented averages between 2.40 and
3.60, indicating that the development achieved through the collaborative network
generated a moral sense of obligation to remain in it [18].

One aspect that was appeared relevant was the difference between the levels of
network commitment of people who work with the family and other employees who
have no family ties to the owners of the companies associated with the network.

As we can see in Fig. 2, the commitment levels are higher for those working in the
family business. The analysis of variance (ANOVA test) was significant for the three
factors (p = 0.000 for continuance; p = 0.002 for affective; p = 0.000 for normative),
which indicates that the family ties are significant important for the network commitment.

Fig. 2. Commitment levels according types of workplace relationships.
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This explains the high level of affective commitment, because it mixes family with
labor relationships, while sharing common life projects. On the other hand, this result
points to a challenge: as the collaborative project matures, the need for more profes-
sional relationships increases and consequently, the need to achieve the commitment of
new members without family ties.

In the region, dominates a workaholic behavior, cultural heritage of immigrants
who believed that with work, everything is achieved. The obstinacy combined with an
entrepreneurial vein, has become an unmistakable mark of the immigrant. This cultural
aspect is predominant in the region and overlaps with other cultural differences.

Linear regression was applied in order to analyze how each group of variables was
related to the general perception of commitment: the variable number 41 of the data
collection tool - “Overall, I feel committed to the territory”.

Variables were considered significant when p < 0.05 (probability of error of 5 %).
Beta is the relative significance of each variable and determines their order of
importance in the same factor [22]. Value R2 indicates the degree of explanation of the
set of variables in relation to the general perception of the degree of territorial com-
mitment. In order to perform linear regression, the stepwise regression was used. Such
method considers as entry criterion of the variables in the model, their significance
level [21] (Table 1).

Regression analysis produced a single factor with R2 at 0.615. This indicates that
affective commitment explains 61.5 % of the variation in the dependent variable terri-
torial commitment (removing sample size and data dispersion, the R2 is 61.2 %).

The fact that only affective commitment is statistically significant indicates that in
the case studied emotional attachment determines the degree of commitment.

This strong emotional link with the area can encourage collective movements
opposed to merely rational practices and policies of territorial development. The area
resulting from a collaborative network project becomes a collective construction that
respects the different links with the territory and promotes multi-territoriality [24].

5 Final Remarks

The relationship between the territory and its collaborative networks can be contra-
dictory: networks can act as a cohesion element or they can transgress territories. In this
respect, even though the degree of commitment is not a determining element, the
analysis of collaborative networks and the degree of the individuals’ commitment with
their projects can demonstrate that participation is essential for the construction of new
territorial scales.

Table 1. Linear regression model

Model R R2 R2 adjusted Error Durbin-Watson

1 0.784 0.615 0.612 0.838 2.198
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This study maintains that engaging practices happen on an instrumental, normative
and affective level, and configure an “ideal way of living” in an area. Residents depend
on local resources and believe in remaining in the territory. The way of living is, in this
case, the attitude of the individuals in relation with the space they inhabit.

Through which mechanisms the process of building a collaborative network can be
understood? Being the territory something “alive”, how the sharing of resources should
be considered? Such questions can lead to the identification of elements and methods
able to encourage the establishment of new collaborative networks. Firstly, it is nec-
essary to recognize that networks are not homogeneous; they function as connectivity
spaces, a reticular formation that can preside over some kind of sociability that minds
specially the level of affective commitment.

National policies for territorial development prioritize rational aspects much to the
detriment of emotional and affective elements. Collective movements opposed to
purely rational policies of territorial development are possible. The present study
argues that divergent perceptions on territorial development projects should be con-
sidered, given that the concept of territory encompasses collective construction and
respect for the different relationships within it.
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Abstract. Since the 2000s, social networks have grown spectacularly until they are
now regarded as indispensable and introduced as a daily practice of millions of
users. Enterprises have become aware of the need and the importance of these
collaborative tools, and the concept of Enterprise Social Network (ESN) has now
emerged. As such, OpenPaaS is an innovative ESN that aims at facilitating inter-
organizational collaborations. In this sense, this paper describes the new OpenPaaS
platform to address current issues of ESNs: (i) the management and exchange of
large amount of data during inter-organizational collaborations; (ii) the ability of the
system to provide synchronous communications between collaborative partners; and
finally, (iii) the establishment of transverse collaborations. This last point is a key
feature of OpenPaaS, which goal is to automatically generate new inter-
organizational coalitions by deducing collaborative processes in response to an
opportunity of collaborations brought by any enterprise of the ESN.

Keywords: Enterprise social network · Collaborative platform · Support for
inter-organizational collaborations · Inter-enterprises process deduction

1 Introduction

Social Networking has emerged with the development of a new technology, “Web 2.0”,
when it became possible for web users to participate actively in the production and
disseminating content. They are shifting the Web to turn it into a participatory platform,
in which people not only consume content but also contribute and produce new content
[5]. Over the past few years, Social Networks (SN) have attracted much attention from
the web users and they have grown spectacularly until begin now regarded as indispen‐
sable and having deeply penetrated our lives.

Companies have become aware of the need and the importance of SN collaborative
tools and the concept of Enterprise Social Networks (ESN) has nowadays emerged.
However, social working inside organizations is still a wild place that is looking for the
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right implementation models. In this context, this paper aims at proposing a new Enter‐
prise Social Network OpenPaaS that is open-source and supports both inter- and intra-
organizational collaborations.

The remainder of this paper is organized as follows. Section 2 presents a brief state
of the art on the topic of Enterprise Social Networks and existing collaborative platforms.
In Sect. 3, we sketch an overview of the proposed architecture. Sections 4 and 5 describe
the main characteristics of OpenPaaS. Thereafter, Sect. 6 illustrates an implementation
of practical use case study. Finally, the last section concludes and gives insights of future
works.

2 Enterprise Social Networks

Enterprise Social Networks allow creating or developing friendly or/and professional
ties between people. They don’t have a unique or fixed form: they are customized to the
needs of the organization. In [7], Altimeter defines ESN as a set of technologies that
creates business value by connecting the members of an organization through profiles,
updates, and notifications.

Various ESN solutions are available (more than 80 according to the last census of
Bébin in [8], but only 29 are interested in social collaboration). According to authors in
[1–4], IBM Connections, Jive SocialBS, NewsGator, Telligent, Confluence, Microsoft
SharePoint 2010, Yammer, SocialText, Webex Social and Open Text are among the most
important existing solutions.

However, all the aforementioned solutions are proprietary and our principal focus is
open-source. Among the existing open-source ones, we find Buddypress, Elgg, Lovd‐
byless, Ning, Statusnet and People Aggregator. Although those solutions consider the
main collaborative concepts resulting from Social Networks, the establishment of a
transverse collaborative communication was not treated.

3 Overall Architecture

We illustrate the overall architecture of OpenPaaS in Fig. 1. Our approach consists on
a PaaS (Platform as a Service) technology dedicated to enterprise collaborative appli‐
cations deployed on hybrid cloud. It provides an innovative Enterprise Social Networks
that innovates both at collaborative level by its capacity to leverage heterogeneous cloud
technologies at the IaaS (Infrastructure as a Service).

Within OpenPaaS Platform, a set of collaborative services is made available in an
IaaS infrastructure. The ESN is itself a service available in SaaS (Software as a Service)
and serves as a point of access to applications deployed in the PaaS. Video Conferencing,
messaging, calendar management and file sharing services are included in OpenPaaS
platform and are presented in the next section. Moreover, our proposed platform
provides Profile and Collaboration Editors tools in order to facilitate the definition of
collaborative workflows adapted to the enterprise’s needs. Furthermore, OpenPaaS
platform includes a Roboconf module that allows both applications deployment and
auto-adaption of the infrastructure.
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Fig. 1. OpenPaaS platform.

4 OpenPaaS Collaborative Framework

4.1 Social Interaction Services

OpenPaaS is a reliable social platform in the cloud. Its main contexts of collaboration are:

• Community, which is comprised of members, has a name, can have an avatar and a
description. Its main space is an activity stream (compatible on mobile phones) where
members can exchange several kinds of messages. Moreover, it has an intrinsic rule
regarding the visibility of information that is shared inside. Four types are considered
(open, restricted, private and confidential): an open community allows every one to
read and to add content, whether or not users are part of the community; a restricted
one allows everyone to see the content but only members can contribute; non-
members of a private community can only see its name, avatar and description; finally
a confidential community is invisible for all users that are not members. Membership
to a community depends on its type. For open ones, the user can freely join it. For
the other types, a membership request shall be sent by the user and, then, be validated
or denied by the community manager (CM), or an invitation is sent by a CM to a user
to become a member who decides whether to accept or not.

• Project. While communities result from an organic self-organization of the users, a
project is more tied to the activity of the company. As such, a project has a start and
end dates. Besides, project’s members can be users or/and communities.

• Conference consists on a short-lived collaboration. It includes instant messages and
WebRTC (Web Real-Time Communication) videoconference.

• Synchronization with external contacts lists, which allows to import contacts from
an existing database in order to invite them to join. Currently, OpenPaaS can be
connected to Google Contacts API.
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• Moreover, other features are ensured within OpenPaaS, such as calendar manage‐
ment and messaging services (Indeed, thanks to OBM1 integration within OpenPaaS)
and Sharing of large files between members (which is ensured by an integration of
LinShare2 within OpenPaaS in order to allow user to add and share files with other
users).

4.2 Automated Creation of New Collaborations

In addition, a collaborative module has been implemented and aims at facilitating new
inter-organizational collaborations: it gathers knowledge on collaborative contexts and
needs (profiles and objectives of collaboration) through two modelers and exploits it to
create new collaborations: (i) the Profile Modeler lets the enterprises describe their
business capabilities (e.g. produce cars) and (ii) the Objective Modeler offers a way to
propose new collaborative objectives (e.g. buy cars) and answers to them by setting up
the corresponding optimal (e.g. on cost, delivery time, quality criteria, etc.) collaboration
(i.e. selecting the best partners to answer the objectives, and order their corresponding
capabilities into a business process). A last Collaborative Business Process Modeler
allows the users to adapt the latter process and to orchestrate it on the later run-time
phase. Figure 2 illustrates these three parts of this knowledge-based system.

In [9], authors explain the interaction of these three modelers with two ontologies
as structured knowledge bases: the Collaborative Ontology (CO) provides a decompo‐
sition of collaborative objectives into sub-objectives, and for each objective the corre‐
sponding capabilities to execute in order to fulfill it; the Business Field Ontology (BFO)
has been implemented since the latter objectives of the CO remained very generic (e.g.
“Buy” which doesn’t make the difference between “Buy cars” or “Buy candies”). The
CO has been populated y adapting the MIT Process Handbook OWL version [10], and
the BFO results from the decomposition of the international business activities in the
ISIC Classification (International Standard Industrial Classification of all Economic
Activities) [11].

1 OBM: http://obm.org/.
2 Linshare: http://en.linagora.com/produits/linshare.

Fig. 2. Overview of the three modelers.
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As a first step, the capabilities, described via the Profile Modeler, are represented by
their “intrinsic” name, and their inputs and outputs. The capability itself is linked to a
capability of the CO, and the input and the output are linked with business fields of the
BFO. Then, the objectives described via the Objective Modeler are represented with a link
to an objective of the CO and are linked with a specific domain of the BFO. The third step
is executed in back office: it is based on an Ant Colony Optimization algorithm (ACO)
that exploits the knowledge included in the ontologies and also gathered by the Profile and
Objective Modelers. The overall mechanism of this algorithm can be found in [9]. This
ACO allows selecting the optimal set of partners to answer the objectives of the collabo‐
ration, and their capabilities. The sequencing of these capabilities into a process is
achieved according to a right-to-left process: if one of the outputs of the selected capabil‐
ities matches the business field of the objective of the collaboration, it is considered as the
final capability of the process. Then, capabilities are linked one to each other by making
a correspondence between the input of a capability and the output of the previous capa‐
bility. The deduced process can be downloaded as a file, which can now be opened,
analyzed and potentially adapted by the users in the Collaborative Process Modeler.

For a better understanding of these steps, a use-case is given and detailed in the next
section.

5 Use Case Validation

In order to constitute the fulfillment of the OpenPaaS platform, to illustrate the work,
we present hereafter a practical use-case that meets the needs of the company Super‐
Cookie that produces cakes with fruits, and which is actually looking for a new collab‐
oration to supply the fruits.

First of all, we start by creating a collaboration context: a use case participant creates
a community inside the ESN and chooses its visibility. Second, he/she invites other
people to join. Those who respond by accepting are considered as members and can start
sharing messages inside the community’s activity stream. They use the most simple type
of message, that is basically a text, attachments and, if the permission is granted, geoloc‐
alisation. Each message appears on the community activity stream. Any member of the
community can answer the root message, thus creating a discussion thread. In the use
case, members conclude that they need help to choose some enterprises to work with,
and they decide to use a collaboration opportunity modeler.

5.1 Profile Modeler

In Fig. 3, SuperCookie declares to be able to “place order” and link it to the corre‐
sponding capability of the CO. From a business field point of view, the input of this
capability refers to the “Combined office administrative services” and the output to
“Wholesale of food and tobacco” and “Processing and preserving of fruits and vegeta‐
bles”. Basically, this means that SuperCookie is able to send order for buying high
amounts of fruits. For the rest of the illustrative case, it is assumed that many enterprises
have already described their capabilities in their own profiles.
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Fig. 3. Example of capability description.

5.2 Objective Modeler

The Objective Modeler lets the companies of OpenPaaS to propose new opportunities,
for which they need to set up a collaboration (select partners, and deduce the corre‐
sponding optimal process). The Fig. 4 describes such an objective: here, SuperCookie
would like to “buy”. As this objective is very generic, the users indicate that the purchase
refers to the “wholesale of tobacco” since they would like to buy high amounts of food
products, and precise it with “processing and preserving of fruits and vegetables”.

Fig. 4. Example of a collaborative objective.

5.3 Collaborative Process Modeler

Finally, the ACO performs the selection of the optimal set of partners and their activities
to execute, and order them into a process. This process can be seen in Fig. 5. Two
companies will take part of the process (SuperCookie and FruitCompany), during the
following supply process. A Mediation Information System Pool is directly dedicated
to the IT system so that the process can be orchestrated after that the users have adapted
this process if needed.
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Fig. 5. Example of a deduced collaborative process.

6 Conclusion

This paper presents an innovative Enterprise Social Network which originality relies on
its ability to support and facilitate intra- and inter-organizational collaboration by many
ways. First, it provides a complete package of social services that helps coordinating the
daily working life of the collaborators by providing easy way to share various types of
information. This contribution to the current offers of social and professional networking
platforms fits a deep need of the companies today, by providing easy-to-use tools. More
than facilitating coordination among collaborators, it also provides a service to create
new collaborations to fit current business opportunities of the OpenPaaS’ users. The
optimal selection of partners (and consequently of their capabilities) can, for example,
help the enterprises in their bidding process: it can indeed be performed on a very large
scope of candidate partners and thus provides quickly an efficient set of partners. Then,
the sequencing of these capabilities into a business process that can be opened in a
modeler lets the companies to easily adapt it (according to their specific preferences),
and then orchestrate it. Besides, works industrialization should be taken in order to
stabilize and improve its usability for a wide number of users. Furthermore, to enrich
OpenPaaS’s features collaborative real-time services (e.g. editing text documents,
spreadsheets, business process modeler) need to be studied.
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Abstract. The ability to mobilize resources through collaborative action is
understood as the social capital present in a territory. The presence of social
capital can indicate how a collaborative network can be managed. Using a
quantitative method, this article aims to analyze the social capital present in
collaborative networks, by accessing the case of three collaborative networks in
southern Brazil. The results show that social capital can be analyzed according
to four factors: proximity, territorial anchorage, reciprocity and collective
memory. The elements found can indicate barriers or motivators for the oper-
ation of collaborative networks.
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1 Introduction

Potential partners in a collaborative network (CN) are expected to collaborate with each
other in problem solving processes, in the compliance with operational standards, in the
establishment of forms of cooperation, in the acceptance of agreements, building trust
among its members. This collaboration process requires effort, time, dedication, and
disagreements might occur. Transparent governance benefits from an incentive system
that encourages proactive participation and recognition of individual contributions [1].

New researches demonstrate that elements, such as values, trust and norms can
influence collaboration processes, shape networks and members’ behaviors in a sig-
nificant way and, consequently, indicate the chances of success (or failure) of col-
laborative networks. On the other hand, competence or technologic affinities can be
important during the preliminary stage of the development of a network [2].

One element of social theory that highlights the potential of a collaborative network
is the social capital [3], because it represents the “sum of the actual and potential
resources embedded within, available through and derived from the network of rela-
tionship possessed by an individual or social unit” [4]. In this sense, social capital is a
strongly competitive resource, enhancing the individual and collective capacities
through collaborative practices.
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Social capital favors collective actions due to the dynamics and density of inter-
actions, changes and learning processes. These learning processes, on its turn, define
the ability to intervene and manage change processes, allowing people to act as active
agents rather than as merely passive recipients of outside demands [5, 6].

The present paper aims at identifying and analyzing elements of social capital
present in collaborative networks, focusing on local aspects and on the links among
collaborative networks and the territories in which they are located. By analyzing these
elements, we expect to contribute to the debate on inter-organizational issues, such as
the elimination of obstacles generated by the environment and/or other organizations
which might hamper collaboration processes.

2 Theoretical Background

Social capital is a set of informal norms and values common to the members of a
specific group which allow cooperation among them.

Since its creation, the concept of social capital is being used to explain specific
social phenomena. Most researches have focused on its role in the human capital
development [7, 8], in economic performance [9], in regional [10] and national
development [11].

In a study that relates social capital and intellectual capital, Nahapiet and Ghoshal
[4] propose three social capital macro-dimensions: structural, relational and cognitive.
However, such analytical division does not exclude the existence of a close association
between their main features.

The structural dimension of social capital is related to the presence or absence of
interactions between the members and the configuration or morphology of the network
by describing the standards of connections through variables, such as density, con-
nectivity, network configuration, stability, and ties. The relational dimension describes
the kind of personal relationship developed through a history of interactions. This
concept focuses on aspects that influence behaviors, such as trust and distrust, norms,
obligations, expectations and identity. Finally, the cognitive dimension refers to
resources that originate shared visions, interpretations and systems of meaning, mainly
codes, shared narratives, values, and other cultural elements. Some authors believe that
the cognitive dimension is not sufficiently explored in the literature [4].

The promotion and strengthening of solid networks of relationships based on trust,
reciprocity and values is more easily done in a micro rather than in macro society where
relationships tend to be more formalized and impersonal. In this sense, it is necessary to
analyze the three main characteristics of the collaborative processes that contribute to
the creation of a territory [12]:

(a) the society and the community are in balance. The main characteristic is an
economy that is autonomous in relation to politics and the functioning of society
itself, which brings out the concept of territorial anchorage;

(b) historicity (collective memory), i.e. the social construction of collective cognitive
reserves and the learning ability of the agents involved;

(c) reciprocity which determines the relationship between the agents recognized by
their life beyond purely commercial transactions.
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Pecqueur’s elements [12, 13] can be associated with Putnam’s [14] and Coleman’s
ideas [7]. The characteristics of the regionalized production model lead to the estab-
lishment of a new local/global relationship around which territorial anchorage and
non-spatial production are complexly articulated. In other words, the territory becomes
central to the coordination of collaborative actions among players interested in solving
unprecedented problems [12]. This can be achieved by the mobilization of the existing
social capital and the promotion of collaborative networks.

Local agents able to activate and evaluate the area’s social capital, as well as, to
change generic into specific resources are increasingly important. Specific resources are
unique and differentiated and, consequently, difficult to transpose or translate, being
one of the keys to territorial competitiveness and development.

3 Method and Context

Data was collected through survey in order to identify and analyze the social capital
elements present in collaborative networks and its relation with the territory.

The authors conducted an extensive literature review in order to identify the most
significant studies on social capital [4, 15, 16], collaborative networks [1] and terri-
tories [12, 17]. The variables to be used in the survey were decided upon after
meta-analysis.

All items were measured using a five-point Likert scale (1 = strongly disagree;
2 = somewhat disagree; 3 = neither agree; nor disagree; 4 = somewhat agree;
5 = strongly agree). Before formal survey, we conducted semi-structured interviews with
three experts in collaborative networks and social capital theory to validate our scale
items (these experts are researchers and professors of graduate programs and members of
the Social Theory Research Group). We also ran a pre-test with ten respondents.

The survey was conducted in three Brazilian collaborative networks (Caminhos de
Pedra, APROBELO and APROVALE) immersed in the same regional culture. These
collaborative networks are located in three areas of the Serra Gaúcha region, state of
Rio Grande do Sul (Southern Brazil). The APROVALE (Association of Producers of
Fine Wines of the Valley of Vinhedos) consists of 31 wineries, and 43 members to
support tourism, including hotels, hostels, restaurants, handcraft and antique shops.
The APROBELO (Association of Producers of Fine Wines of Monte Belo) comprises
11 wineries; the Caminhos de Pedra Association has 23 members, including restau-
rants, hostels and small family businesses.

The networks have a diversified economy, and are located in the largest
wine-producing region of Brazil (with approximately 40,000 ha of vineyards). The
region is also characterized by family farms and lower mechanization level, because of
the mountainous terrain. Nowadays, rural wine tourism is also an economic resource
being explored.

The survey was conducted with employees and company owners. The sample of
206 respondents was chosen by convenience [18]. We used the software PASW sta-
tistic 18, to analyze data descriptive and factorial analysis.
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4 Results and Discussion

The responses were submitted to PCA (Principal Component Analysis) factor analysis
with varimax rotation and pairwise treatment (considering all valid observations of
each variable) for missing data. The Kaiser-Meyer-Olkin index (KMO) of sampling
adequacy was 0.837 and Bartlett’s test of sphericity (significant 0.001) indicated the
factorability of the data. The answers submitted to descriptive analysis revealed
averages ranging between 2,158 and 4,356, with standard deviations from 0.906 to
1.836.

The Cronbach’s alpha measured for the instrument with the 23 social capital
variables resulted in 0.829, demonstrating excellent internal consistency of analyzed
variables [19]. Moreover, few cases of missing values were observed.

The final factor analysis resulted in four elements; the percentage of explained
variance was 54.52 %, which means that the variables chosen and the resulting factors
can explain 54 % of the area’s social capital of the collaborative networks studied.
Applied social researches consider that a good result: the classic study of social capital
in Australian communities conducted by Onyx and Bullen [15], whose factor analysis
explained 49.3 % of the variance, is a reference in social capital measurement.

In order to check the consistency of the variables in each factor, values for
Cronbanch’s alpha were calculated. The ideal value in social sciences exploratory
studies should be higher than 0.6 [20]. Considering the whole instrument, Cronbach’s
alpha was 0.833.

The fourth factor presented an Alpha value considered low (0.567). Its removal was
not recommended given the significant reduction it would cause in the explained
variance and even in the KMO index.

The first factor identified was proximity with alpha of 0.813, which is considered a
very good result [19]. The variables in this factor concern the participation in associ-
ations and organizations, volunteering, participation in the community’s festivals and
celebrations. These variables are related with situations that promote the coming
together of people and groups, either by shared goals (associations/organizations)
through volunteer work or at parties and celebrations (Table 1).

The literature describes an oscillatory movement because the coming together is not
a “state” but a “tension”. It does not abolish the distance and it is defined by oppo-
sitions [21].

The question of proximity can also be understood through the analysis of the three
mechanics of social capital (bonding, bridging and linking). A significant difference
between bridging and bonding, for example, indicates the distance between hetero-
geneous groups in the same way that low linking levels indicate the presence of
asymmetric power relations [15]. “Taking part in a network” allows discussion of
common problems, exchange of information and practical experience, facilitated by
territorial proximity. This aspect is decisive for the development of innovations and the
building of a sense of inhabiting.

The second factor, territorial anchorage, displays a set of variables in which the
collaborative network illustrates the sense of experiencing the territory. The social
approval of the territory and its resources and the collective investment and believe in
its development characterize territorial anchorage.
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The variable “people treat well those coming from outside” shows willingness to
accept the “different” and indicates a certain degree of openness (51 % of the
respondents worked for the network and also reside in the territory). The coexistence
between rich and poor suggests that, despite economic differences, there is a movement
towards the horizontalization of the social relationships.

The variable “feel proud to work to the network” obtained the best performance.
Even those who do not live in the area, feels connected through the work. To consider
people trustworthy is a key indicator of the presence of social capital; trust allows the
establishment of informal standards systems, which facilitates the coordination of
existing regional resources, strengthening territorial anchorage. Finally, to “believe that
the territory has a future” summarizes the belief that it is worth investing in collabo-
rative network, i.e. there is adherence of individuals and groups to future projects.

The third factor, reciprocity, relates to the feeling of obligation one feels to return a
favour and to the social embarrassment of anyone who does not cooperate or violates
agreed norms [14]. To count on neighbours to take important decisions, to recognize
other people’s help (and be socially compelled to repay it) and to consider that the
organization is a place of exchange (mutual assistance) are reciprocity indicators. In the
literature, norms of reciprocity and participation systems are the main evidence of the
presence of social capital.

The fourth factor is designated as collective memory, due to variables that show the
families’ efforts so their children and grandchildren follow customs and are aware of

Table 1. Social capital elements in collaborative networks

Variables 1 2 3 4

11 – I participate in the network 0.797
12 – I do volunteer work 0.794
17 – I participate in parties and celebrations 0.790
13 – I believe that people treat well those arriving from
outside to work in the network

0.708

16 – The rich and poor live well together 0.627
15 – I feel proud to work to the network 0.599
19 – The local government supports local development 0.584
20 – I consider locals trustworthy 0.505
22 – I believe in the future of the territory 0.480
2 – I can count on other members to take important
decisions

0.773

8 – I would not have made it without the help of others 0.677
7 – People help each other in the territory 0.561
1 – Co-workers are friends 0.712
14 – I can share a family meal at least once a day 0.706
4 – The children and grandchildren are encouraged to
follow traditions

0.499

6 – I know local history 0.452

Source: present study
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the region’s history. The other two variables - consider co-workers friends and share a
family meal at least once a day – seem, at first, unrelated to the others. However, when
we analyzed the difference between the responses of resident and non-resident workers
we realized that the residents perform better, i.e. “work” seems to be the link between
the variables. Working and living in the same territory offer more opportunities to share
family meals and to work with the family, which encourage the teaching of values and
customs and contribute to the preservation of the territory’s collective memory.

Among the factors found, three had already been reported in the literature [12] as
essential to the process of collective construction. The authors identified these elements
through the analysis of groups and of specific literature. Pecquer’s typology [12] failed
to include an element (factor 1 in this study), which the authors linked to the concept of
proximity.

5 Final Remarks

This study allowed the identification of the members’ perception about their interac-
tions and purposes, in other words, the social dynamic. The interaction between
members and organizations appears to broaden options to reach common interests and
projects, and to break through bureaucratic barriers. The idea is to preserve the group’s
heterogeneity and seek flexibility, focusing on cooperation without eliminating con-
structive conflict and competition [22].

Social capital is not disconnected from historical or geographical influences.
Therefore, the results were strongly influenced by the context in which they were
inserted. Analyzing the main evidences according to that theoretical framework, the
authors could collect evidences about the dynamics of collaborative networks and their
links to social capital.

The present study identified and analyzed the elements of social capital in territories
with collaborative networks based on four main factors: proximity, territorial anchor-
ing, reciprocity and collective memory. In an initial stage, usually technical skills were
essential to the network’s functioning. Nevertheless, research on the role of social
players in territorial building can contribute to broaden the debate on the role of
collaborative networks in local development.

The theoretical contribution of the paper is the identification of a new element
necessary for the maintenance of collaborative networks in communities: the concept of
proximity. Moreover, from the practical perspective, the study provides a social capital
assessment tool to access social capital levels in collaborative networks.

Many questions remain to be answered, such as: how to develop new ways of
network management capable of dealing with the territorial multiplicity in which we
are inserted? How to reinstate a territorialization concept that means not only “con-
trolling” the space, but also its production and experience taking into consideration the
collaborative networks?

In conclusion, social capital is not an instrument to be used in isolation, nor it
claims to be the single tool to understand the role of collaborative networks embedded
in a territory. The authors expect that this study can contribute to the reflection on the
obstacles to the establishment of collaborative networks.
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Abstract. Green Virtual Enterprise Breeding Environments (GVBEs) are long-
term strategic alliances of green enterprises and their related support institutions
aimed at offering the necessary conditions to efficiently promote and establish
common working and sharing principles with the intention of creating sustainable
(shared) value in a collaborative way. The Sharing Economy (SE) is founded on the
principle of maximising the utility of assets and other shareable resources by means
of renting, lending, swapping, bartering and giving them away in order to avoid their
idle existence, and is currently being facilitated by emerging collaborative business
ICT infrastructures in the marketplace and society. The SE provides the ability to
GVBE members to unlock the untapped social, economic and environmental value
of their underutilised assets and other shareable resources towards higher resource
efficiency. This paper explores the enabling role of the GVBE bag of assets as a
virtual and physical warehouse, including collaborative procurement and shareable
assets management strategies, in order to facilitate the sharing of tangible and intan‐
gible resources between GVBE members. The GVBE bag of assets is put forward
as a novel internal sustainable business model, based on a conceptual framework,
taking advantage of idle assets and other shareable resources within the breeding
environment in order to save costs and generate new revenue streams (economic),
make efficient use of resources (environment) and create deeper social connections
– trust – among member enterprises (social).

Keywords: Collaborative networks · Green virtual enterprises · Bag of assets ·
Sharing economy · Industrial ecology · Sustainability · Shared value

1 Introduction

The Sharing Economy is founded on the principle of maximising the utility of assets
and other shareable resources by means of renting, lending, swapping, bartering and
giving them away in order to avoid their idle existence [1] and is currently being facili‐
tated by emerging collaborative business ICT infrastructures in the marketplace [2] and
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society [3]. The Sharing Economy provides the ability to organisations and individuals
to unlock the untapped social, economic and environmental value of their under-utilised
assets and other shareable resources towards higher resources efficiency. Such resource
efficiency strategies (e.g. virtuous business value cycles) are known as the Circular
Economy [4] and Collaborative Consumption [1] by the economists, and as Industrial
Ecology [5] by the engineers. Complementarily, these concepts focus on enabling links/
exchanges/sharing of information, materials, water, energy, technology, services
and/or infrastructure, and any other possible tangible or intangible asset, including by-
products, based on collaboration and sharing strategies supported by shared/communal
use of assets, logistics, expertise and knowledge transfer within a collaborative network
[6, 7].

This paper explores the enabling role of the GVBE bag of assets [6, 7] as a virtual
and physical warehouse, including collaborative procurement and shareable assets1

management strategies in order to facilitate the sharing of tangible and intangible
resources between GVBE members. The GVBE bag of assets is put forward as a novel
internal sustainable business model, based on a conceptual framework, taking advantage
of idle assets and other shareable resources within the breeding environment in order to
save costs and generate new revenue streams (economic), make efficient use of resources
(environment), and create deeper social connections – trust – among member enterprises
(social).

2 Green Virtual Enterprises and Their Breeding Environments

A Green Virtual Enterprise Breeding Environment (GVBE) is a long-term strategic alli‐
ance of green enterprises2 and their related support institutions aimed at offering the
necessary conditions (human, financial, social, infrastructural and organisational) to
efficiently promote and establish common working and sharing principles with the
intention of creating sustainable (shared) value3 in a collaborative way [6–8].

From a functional point of view, GVBEs focus on sharing information, resources,
responsibilities, risks and rewards to jointly plan, implement and evaluate sustainable
initiatives and collaborative endeavours [10]. From a behavioural point of view, GVBEs
focus on adopting common governance rules and bylaws [11] and a common ontology
[12] in order to reduce the barriers towards successful collaborations. From a structural
and componential point of view, GVBEs focus on developing common interoperable
infrastructures [2] and creating a resource pool (bag of assets) with different tangible
and intangible shareable resources in order to eliminate redundant assets within the

1 A shareable (tangible) asset is characterised by its high acquisition price, low availability and
low frequency of use.

2 A Green Enterprise is an enterprise that strives to meet the triple bottom line by ensuring that
all products, processes, manufacturing and logistics activities in its business operation address
the sustainability principles [6, 7].

3 Sustainable Value is the long-term shareholder value created as a scalable source of competitive
advantage by embracing opportunities and managing the risks/benefits associated with their
economic, environmental and social developments [9].
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GVBE and manage their ownership costs in an efficient way [6, 7]. As a result, a GVBE
can be considered as an intelligent network for competences and resources (assets)
management contributed by various green enterprises aiming to combine their green
capabilities in order to develop triple top-line4 strategies for creating sustainable (shared)
value – though GVEs creation [6, 7], as addressed below.

“Green” VBEs in particular are aimed at facilitating the sharing and recycling of
assets and other resources with the intention of creating industrial symbiosis [5] links/
exchanges and shared/communal use of assets between their members [6, 7].

A Green Virtual Enterprise (GVE) is a short-term and dynamic coalition of green
enterprises that may be tailored within a GVBE to respond to a single sustainable value
creation opportunity to deliver new green products to the market by means of dynamic
forward supply networks creation (see F-GVEs [14]), or to capture the value that may
exist in a product or by-product, by recovering it temporarily during its mid-life for
service provisioning or at the end of its life for reuse, repair, remanufacturing, recycling
or safe disposal by means of dynamic reverse supply networks (see R-GVEs [15]).

3 GVBE Bag of Assets and the Sharing Economy

The GVBE bag of assets provides collaborative procurement and shareable assets
management services to the GVBE members in order to develop economies of scale and
scope, and enable an ‘inter-organisational’ sharing economy (see Fig. 1).
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Fig. 1. GVBE bag of assets: a sharing economy scenario

Collaborative procurement services [16] aim to ensure GVBE members improved
security of supply through aggregated buying power; exploit economies of scope within

4 A Triple Top-line Strategy establishes three simultaneous requirements for sustainable activi‐
ties: financial benefits for the enterprise, natural world betterment, and social advantages for
employees. Though this is sometimes called the triple bottom-line, triple top-line stresses the
importance of initial value rather than after the fact effects [13].
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the breeding environment through bundling where there are significant costs common
to different products or services in a supply chain; strengthen the negotiating position
in contracting with suppliers; reduce prices through economies of scale; share procure‐
ment costs for buyers and reduced bidding costs for suppliers through a single tendering
process; share the costs associated with gathering price and market information; facili‐
tate improved management of suppliers and contracts at a strategic level for contracts
agreed by the GVBE management and GVE coordinator(s); deliver service and process
improvements through the adoption of best practice; reduce fragmentation, number of
contracts and unnecessary complexity for the breeding environment; ensure all collab‐
orative procurements adopt the highest standards in terms of safety and environmental
protection; better decision making through cross-GVBE members and external price
benchmarking; and more consistent application of best practice, innovation and
enhanced opportunities for learning [adapted from 16].

Meanwhile, shareable assets management services aim to create a resource pool that
in the sharing case of tangible assets may include transportation vehicles (e.g. collabo‐
rative logistics), physical spaces (e.g. shared warehouses, excess space), infrequent-use
items (e.g. event equipment), durable goods (e.g. productive assets), etc., and in the
sharing case of intangible assets, individuals’ knowledge, skills and services (both busi‐
ness and software services), data, time and experiences, with the intention of maximising
the return on capital investments and maintaining a shareable knowledge and skills base.

Shareable assets can have different dimensions according to [17], based on their
nature and lifecycles, assets can be ‘synchronously shared’ when the GVBE members
can rent, borrow, and use an item from the bag of assets and return it to the central pool
when finished using it, ‘asynchronously shared’ when GVBE members pass off – gifted,
traded, bartered, or resold – the item from one to the other for reuse, and ‘collaboratively
shared’ when the item can be simultaneously shared; furthermore, when it comes to their
management [17], shareable assets can be administrated within the breeding environ‐
ment under a ‘centralised model’ where the GVBE manager (or lender) is responsible
for providing access to the central resource pool (the bag of assets) and all GVBE
members are renters or borrowers, or under a ‘decentralised model’ (e.g. peer-to-peer)
where the GVBE members control their own assets and play the dual role of lenders and
renters/borrowers within the networked community; lastly in regards to the shareable
assets potential for ‘value co-creation’ [10], value is created through interactions [17]
that enable the creation of financial capital (e.g. money) as well as social capital (e.g.
reputation and social reach) for the GVBE and for its members [Adapted from 17].

As shared value increases within the breeding environment, GVBE members will
discover new collaboration (business) opportunities to link/exchange/share their assets
and value-added activities to gain competitive advantage and sustainable organisational
performance [18].

3.1 Towards a GVBE Bag of Assets Framework and Lifecycle

A GVBE bag of assets represents a new long-term collaboration (business) opportunity,
namely: the Sharing Economy [1], aimed at making ‘business sense’ of the efficient use
of common and shareable assets within the untapped internal B2B breeding environment
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sharing marketplace. Therefore, the GVBE bag of assets creation will be triggered as
an internal collaboration (business) opportunity to create a resource pool that will be
gradually built-up with the GVBE members’ shareable assets and joint purchases and
investments in common assets.

Similar to the GVE creation framework [6, 19] and according to GERAM - ISO/IS
15704 guidelines [20], the GVBE bag of assets creation framework (see Figs. 2 and 3),
on its ‘shareable assets’ pillar, starts with the identification of a set of shareable assets
between the GVBE members within an open or predefined conceptualised scope that
will trigger and justify the resource pool and its related services creation. Next, the
collaboration (business) opportunities identified will be characterised (requirements
design) in terms of their ‘economic drivers’ (e.g. monetise excess and idle inventory,
increasing financial flexibility, access over ownership, etc.), ‘ecological drivers’ (e.g.
reduction of ecological and carbon footprints, etc.) and social drivers’ (e.g. asset-light
business paradigm, collaborative consumption, etc.). Following, a first rough architec‐
tural design of the GVBE bag of assets taxonomy will be defined (e.g. based on business
and accounting principles – current assets, long-term investments, fixed assets, intan‐
gible assets, other assets) together with its sharing governance model (e.g. own-to-mesh
vs. full mesh, community diversity vs. company control, adoption vs. appropriability of
benefits, informal contracting vs. formal contracting, trust by reputation vs. trust by
commitment, non-market mediated vs. market mediated, social capital vs. individual
benefits, identification avoidance vs. perceived ownership [21]) and business models
(e.g. sharing plan, sharing method(s), sharing investment, cost and profit model(s)).
Subsequently, GVBE members willing and suitable to participate (as sharing users,
sharing suppliers and/or broker(s)) in the long-term Sharing Economy collaboration
(business) opportunity should be searched and selected according to the degree that their
shareable assets profile (e.g. shareable assets inventory, trust level [22], etc.) matches
the GVBE bag of assets scope. Then the rough taxonomy and sharing governance and
business models should be detailed and agreed by the GVBE members through a nego‐
tiation process that aims to embed social (shared) value creation into contracts and
agreements. Finally, the GVBE bag of assets operation should be launched.

For the particular situation of the GVBE bag of assets dissolution, shareable assets
already count with an specific ownership by the GVBE members (sharing suppliers), so
decommissioning efforts will be centred in common assets jointly purchased.

On its ‘collaborative procurement’ pillar, the GVBE bag of assets creation frame‐
work starts with the identification and conceptualisation of the potential participant pool
to get involved in the collaborative purchasing opportunities. The GVBE members
interested will begin communication and information exchange concerning their (indi‐
vidual) planned purchases in order to identify similar commodities in the same market
– a broker may support this coordination action. Next, the collaborative purchase will
be characterised (requirements design) in terms of number of participants involved, their
size, their geographic location, their purchasing volume, etc. in order to use the appro‐
priate mechanisms to obtain additional discounts or rebates beyond the initial volume-
driven lower per-unit pricing. Following, a first rough architectural design of the total
purchase size and individual bundles will be calculated as well as expected benefits for
the participant GVBE members. Subsequently, GVBE members will confirm their
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participation in the collaborative purchasing opportunity. Then the rough collaborative
purchase order will be detailed and transform into a request for quotation that will trigger
concurrent negotiation processes with the suppliers, responding to a call for tenders
issued by the GVBE manager or GVE coordinator, until an agreement is reached and a
contract is signed. Finally, the winning supplier will issue an invoice and the GVBE
members will expect the purchase within the time frame agreed in the collaborative
procurement operation.

3.2 GVBE Bag of Assets Management Practice Aspects

The GVBE bag of assets management practices may include function-wise, the
following bundle of services, related to the shareable assets management: setup and
update of the shareable assets taxonomy, shareable assets inventory management, reser‐
vation and scheduling of shareable and common assets, assignment/re-assignment of
shareable and common assets, logistics and distribution of shareable assets, and moni‐
toring of shareable and common assets utilisation (e.g. tracking assets condition, life‐
cycle cost, performance measurements, etc.). Resources-wise (and related to GVBE
members’ participation management), the services bundle may include: shareable assets
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contributions and utilisation accounting, shareable and common assets financials (e.g.
purchase, payment and invoice systems) and rewarding mechanisms to stimulate the
internal B2B breeding environment sharing marketplace. Organisational-wise (and
related to the GVBE bag of assets governance), the service bundle may include support
for ‘centralised’ and ‘decentralised’ control and management models. Finally, informa‐
tion-wise the GVBE bag of assets services bundle should be supported by an information
management system as detailed below.

3.3 GVBE Bag of Assets Information Management System

First generation GVBE bag of assets management systems [23] were mainly focused on
storing and sharing intangible assets (e.g. documents, software tools, and other knowl‐
edge items); they were implemented as ‘content management systems’ providing serv‐
ices (functionalities) for the GVBE members, such as: subscribing/unsubscribing,
publishing information (metadata), viewing information (browsing and sorting) and
support for GVBE member(s) reward. In this first generation, the GVBE bag of assets
management was mainly a task for the GVBE manager and GVE coordinator(s), respon‐
sible for collecting ‘reference information’ that could support future better decision-
making and efficient business processes execution.

Second generation GVBE bag of assets management systems, empowered by the
Internet of Things [24] paradigm, aim to enable a repository supporting the collection
and dissemination of common and shareable assets-related information, capable of
offering advanced functionalities or services for assets availability, assets conditions,
assets tracking and assets usage, cost tracking, cash flow forecasting and financial
reporting. In this second generation, in a centralised management model, brokers play
a new supporting role for the GVBE manager and GVE coordinator(s) as ‘matchmakers’
of the supply and demand for common and shareable assets within the breeding envi‐
ronment, closing deals, and scheduling and tracking their utilisation. On the other hand,
in a decentralised GVBE bag of assets management model, assets’ sharing becomes
every breeding environment member’s business.

As a result, a GVBE bag of assets management system can be seen nowadays as a
B2B e-marketplace within the breeding environment, based on a collaborative business
ICT infrastructure (online platform), capable of creating reciprocal economic value by
increasing assets utilisation through online accessibility and community sharing, as well
as environmental and social value by reduced ownership overhead and stronger
collaboration.

4 Conclusions and Further Research

The Sharing Economy attempts to define a wide range of collaborative (business) prac‐
tices whose central characteristics are the ability to save or make money, reduce ecolog‐
ical footprints and strengthen social ties. This paper has put forward the concept of
GVBE bag of assets as a novel internal sustainable business model based on sharing idle
assets and other under-utilised resources and collaborative procurement strategies within
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a breeding environment in order to save costs, co-create shared value, efficiently utilise
resources and deepen the trust among GVBE members. Moreover, the ongoing research
work has introduced a proposal for a GVBE bag of assets conceptual framework to be
further developed.

The transition to an ‘assets sharing economy’ as a corporate practice is not an easy
task; nevertheless, GVBEs collaborative culture and common infrastructure present
promising social, economic and technological drivers and enablers [25] such as the
desire for cooperation, sustainability, shared value co-creation, social networking, and
collaboration platforms.
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Abstract. Health systems around the world have been continuously subject to
many questions about their performance. In order to improve the functioning of
such systems, Health Information Systems (HIS) and Technologies (HIT) are
deployed to support patient care pathways and ensure information exchange
between health structures, actors of patient care. The aim of this paper is to
propose a generic modelling framework for describing the exchange of infor-
mation between health institutions in the context of patient’s care, concerning a
given chronic pathology. The purpose is to facilitate building of flow models
starting from the proposed modelling framework, those models will be used to
support quantitative evaluation through discrete event simulation, useful to
evaluate the impact of communication between health institutions on patient care
pathway. This work is a part of a research project entitled e-SIS (“Assessment in
Health Information Systems”), project funded by the French health ministry
(DGOS) as part of its research program called PREPS (“Research Program on
Performance of Healthcare Systems”).

Keywords: Patient care pathway � Hospital � City health facilities � Informa-
tion systems � Interactions � Generic modelling framework

1 Introduction

Health systems around the world are in crisis because of the increase of care expen-
ditures whereas resources become limited [1]. The French health system is constrained
in the same way and faces since many years an increase mainly related to care spending
which can be explained, in part, by the increase in care demand due to the population
aging and also the increase of the number of people with chronic diseases. On the other
hand, the increase in health spending is explained by the many frontiers that separate
the French health system and generate costs: the barriers, now considered as
non-quality, could explain up to 15 % unjustified costs [1], the main partitioning being
between hospitals and private practitioners.

To tackle this problem, it is important to reorganize the health system around the
patient’s care pathway [2]. Given that the hospital represents itself a care pathway,
organized and coordinated by the hospital information system, it seems judicious to
export that model outside the hospital walls, by implementing e-health platforms and
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the interfaces between such platforms and all the information systems of health insti-
tutions within a territory. The goal consists in having a health information system
which is computerized and integrated, enabling the continuity of care and the trace-
ability in patients’ pathways. Such approach is motivated by the fact that organizational
problems related to patient care (delays between health-care stays, ruptures in patient
pathway…) are primarily related to a lack of communication between health institu-
tions, which lead to a lack of coordination between the different health actors involved
in the patient’s care [3].

This work is a part of a research project entitled e-SIS (French acronym for
“Assessment in Health Information Systems”), project funded by the French health
ministry (DGOS) as part of its research program called PREPS (French acronym for
“Research program on performance of health-care systems”). The project aims to assess
the impact of information systems on creating value in health facilities.

As regards the quantitative evaluation of HIS, there is no study that takes into
account, at the same time, human, organizational and technological aspects of an IS and
their impacts on values’ creation within health institutions [4]. Whereas for the mod-
elling of HIS, some authors have proposed flow models which were described using
graphical formalisms such as UML [5] and 3LGM2 [6], except that these models
describe only the flow of electronic information among computer systems within an IS,
neglecting thus the human and organizational aspects. Other authors, for their part,
have proposed models to exclusively describe patients’ flows through their care
pathway, using formalisms such as BPMN, SADT or also Petri Nets [7, 8]. Therefore,
there has not been, to our knowledge, a modelling framework that jointly describe the
flows of patients and information within a one and only model representing a health
institution or territory.

Thus, before achieving such evaluation, a modelling work of cancer care system
should be performed upstream. For that reason, we decided to implement a modelling
framework based on the process approach. Then starting from the proposed modelling
framework we belt a flow model which will support the quantitative analysis (through
discrete event simulation), the ultimate objective being to evaluate the impact of
information exchanges between a hospital and a city health facilities on patient cancer
pathway.

This paper is organized as follows: position of the problem is presented in Sect. 2.
A generic modelling framework for describing the management system of information
exchanged between health institutions within the context of patient pathway is
described in Sect. 3. Finally, conclusions and perspectives are given in Sect. 4.

2 Position of the Problem

Anyone who is suffering from a chronic disease, such as cancer, follows a double care
pathway: (i) In-hospital, within a hospital centre or a specialized centre for cancer care,
and (ii) out-hospital, within city health facilities (General Practitioners (GP) offices,
biological analysis laboratories, rehabilitation care facilities, hospital at home struc-
tures…). The role of hospitals is to provide a highly specialized diagnosis and
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treatment, which will be supported by an out- hospital care, provided by city health
facilities.

On the other hand, patient’s care at a health facility (hospital or city facility)
requires external medical information provided by other health facilities; patient’s care
at that facility will also create, by the same occasion, medical information that will be
required as a result of patient care in other health facilities. It is noteworthy that the
exchange of information between institutions is done through one or more commu-
nication interfaces (e.g. postal mail, secure electronic messaging, shared patient record,
etc.), each interface being characterized by a cost, related to resources used to transmit
information, as well as an information delivery delay.

Given that the actual literature does not provide models or tools that allow assessing
quantitatively the impact of information systems on patient pathway, the aim of this
work is to propose a generic modelling framework for describing both patient pathway
and the exchange of information between health institutions in the context of patient’s
care, concerning a given chronic pathology. Such framework should be compact and
simple enough to be used by any stakeholder to build the specific model of a patient
pathway including all HIS available in the environment. The resulting model can be
used to support risk analysis and discrete event simulation, in order to assess the impact
of health institutions’ communication on the patient care pathway.

3 A Generic Modelling Framework for Describing
the Management System of Information Exchanged Between
Health Institutions Within the Context of Patient Pathway

In the perspective of assessing the impact of interactions between the hospital and the
city health facilities on patient’s cancer pathway, we have decided to implement a
generic modelling framework for describing the management system of medical
information which are exchanged between health institutions within the context of
healthcare for patients suffering from a chronic disease. This modelling framework uses
the process approach as a modelling method, as well as the BPMN (Business Process
Model and Notation) as a graphical formalism with, however, some modifications
made on that formalism. Furthermore, any model built starting from the proposed
modelling framework will be represented according to two views: (i) a « Patient
pathway » view and (ii) a « Shared health information system » view. The aim of such
modelling structure is to increase the readability of the model and therefore the
intelligibility of the described system.

(i) The « Patient pathway » view: described on one hierarchical level, it makes
explicit all healthcare processes that can compose a patient pathway regarding a given
disease (e.g. medical consultation, biological analysis examination, surgery, etc.) as
well as the articulating of these processes, i.e. the various possibilities of process
sequences. In order to illustrate our point, we will give the example of the patient’s
cancer pathway (see Fig. 1). The figure below describes the cancer patient’s pathway
through the processes that compose it: the red area constitutes the in- hospital care,
while the green area will constitute the out-hospital care (within city health facilities).
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(ii) The « Shared health information system » view: described for its part on
three hierarchical levels:

Level 3: representing the highest level of abstraction, it allows describing for each
process, implemented within a given health facility, its potential interactions (or

Fig. 1. The cancer patient’s pathway (Color figure online)
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information exchanges) with all processes implemented in other health facilities,
knowing that the transmission of information can be done directly between two pro-
cesses through a direct communication interface (e.g. postal mail, electronic messaging,
fax, etc.), or indirectly by feeding an electronic patient record shared between health
facilities within the health territory. Let’s take as example the “hospital’s medical
consultation” process which interacts with two other processes occurring outside the
hospital (see Fig. 2).

We can see that each process has four inputs and four outputs. An input (I/P0) for
the “Patient” entity, and three inputs for entities of “Information” type: I/P1 for the
information received through a direct communication interface, I/P2 for the information
that are available on an electronic patient record shared within the health territory, and
I/P3 for the information that are already available on the patient record of the health
facility which implements the described process. Idem for the outputs, there is one
output (O/P0) for the entity “Patient” and three outputs for entities of “Information”
type: O/P1 for information that has been exploited and which need to be (re)integrated
into the patient record of the health facility, O/P2 for the information that will feed the
electronic patient record shared within the health territory, and finally O/P3 for the
information transmitted to another process via a direct communication interface (postal
mail, fax…).

Level 2: describes each process from the view of the shared health information
system, i.e. from the view of the management of medical information received or sent

Fig. 2. Information exchanges between healthcare processes
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by the described process. The management of these information is performed through
the concatenation of a number of dedicated activities which are (at most) in number of
seven: (1) Receive an information, (2) Integrate an external information into the patient
record, (3) Retrieve the patient record, (4) archive the patient record, (5) Consult an
external information, (6) Produce an information and (7) Communicate an information
(see Fig. 4). We can distinguish in that figure the four inputs and the four outputs of the
process. We can also distinguish two types of transitions: the ones with an arrow in
solid line correspond to patient flows, while dotted arrows represent information flows.
Furthermore, we can see that the execution of some activities may require synchro-
nization between the “patient” entity and an “information” entity such as for the
activity “Consult an information”.

Moreover, it is important to emphasise the generic nature of that level which allows
describing any healthcare process from the point of view of the shared health infor-
mation system, regardless the degree of development of the facility’s information
system (a paper or an electronic patient record, a non-integrated or a highly integrated
computer system, etc.).

Level 1: finally, this level allows describing the implementing procedures of each
activity composing a given process: each activity has at least one implementing pro-
cedure, each procedure is characterized by a delay and a cost related to the mobilization
of human, hardware, software and network resources which are necessary for its
achievement. Example: The implementing procedures of the activity “Communicate an
information” for the process “Medical consultation” within a hospital having an
electronic patient record (see Fig. 3).

Fig. 3. The implementing procedures of the activity “Communicate an information” within the
context of a medical consultation at a hospital
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4 Conclusion

In this paper we proposed a new framework based on the process approach for patient
pathway and information modelling. We first defined the context of the study in the
e-SIS project. Then we presented the basics of the modelling framework which allows

Fig. 4. The generic description of a healthcare process from the view of the shared health
information system
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describing the management system of information exchanged between health institu-
tions within the context of patient pathway. The resulting models will be used to
support simulation for performance evaluation.

In future work we are currently working on the development of a rigorous meth-
odology to propose a performance evaluation of the health information system on the
regional level. Such quantitative evaluation will be performed taking into account
(i) patient quality of care, (ii) working conditions of health-care professionals, and
(iii) economic evaluation of health structures.
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Abstract. Information exchange is the object of intensive research from quite
separated communities, dealing for instance with connected objects, interopera‐
bility of industrial information systems, personal information systems or data
security. A unified framework, defining the conditions of interrelations of elemen‐
tary information systems, could allow to address these problems with a holistic
view. In that purpose, we suggest the concept of Singular Information System
(SIS) and give the basic principles allowing the connection of two SIS. We show
then how exchanges of information between objects, persons and organizations
may benefit from such a unified paradigm.

Keywords: Information system · Personal information system · Collaboration ·
Interoperability

1 Context: Information Sharing in Collaborative Networks

Collaborative Networks (CN), i.e. networks of autonomous organizations that collabo‐
rate to better achieve common or compatible goals [1], are now considered as the best
solution for coping with the uncertainty of the markets and with an increased competi‐
tion. For a company, the interest to belong to such networks is to extend its competences
and share risks, allowing to benefit from opportunities that the company could not
address alone. Information sharing is quite commonly considered as an essential condi‐
tion for maintaining collaborative relationship between partners [2]. What information
should be shared and how is an important problem for long-term relationships, but
becomes critical when organizations want to create a short term relationship. In this
context, the mass of digital information created today by individuals, organizations and
connected objects may result in an uncontrolled flow of information. Breaches in confi‐
dentiality and inefficient communication, resulting in an increased risk, are possible
consequences in collaborative networks. A reason of this situation is that even if the
interoperability of organization’s information systems, personal information systems
and connected objects are “hot” topics now, no framework has yet been proposed that
would provide a unified, secured, centralized and controlled way for exchanging infor‐
mation between “carriers of information” of different levels. To the difference with many
works focusing on the interoperability of the information systems of organizations, we
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suggest choosing as central component the dedicated and private information system of
an entity (object, individual or organization), that we call the Singular Information
System (SIS). The qualifying term “singular” was chosen to strongly underline the
uniqueness of such IS. SIS are owned by only one entity and contains only information
the entity wants to store in a secure and private manner. Therefore, each SIS is singular
by its content and by its nature. Collaboration between SIS is achieved through their
interconnection resulting in (singular) information transactions.

The aim of this communication is to present this prospective work by explaining the
basic principles allowing SIS to communicate, focusing here on applications linked to
collaborative networks.

2 Related Works: From Collaborative Organizations to Singular
Information Systems

The interest of process modeling for describing the internal behavior of an organization
is now universally recognized. Comprehensive modeling tools like ARIS [3] allow to
link process activities to the organizational elements performing these activities (serv‐
ices, departments), then to persons belonging to these elements of organization. It is not
anymore enough: many papers have shown the interest of building communities for
taking benefit from external experience, within or outside the company. The success of
professional social networks is an illustration of this new propensity [4]. In that case,
the distinction between the individual and professional social networks may become
unclear. Therefore, there is in our opinion a need for clearly defining a personal infor‐
mation system, and investigating how it feeds personal or professional “consumers of
information” in a controlled way, respecting the basic principle that personal data may
be used by external entities only under permission. The page of an individual or organ‐
ization in a social network can be considered as an embryonic SIS regarding the func‐
tionalities but most of the time, control and privacy are not guaranteed. Clarifying the
relationships between a person and an organization is not the single utilization of SIS:
“connected” or “intelligent” objects [5] will be more and more present in companies.
Their embedded simplified information system may also be considered as a SIS, and
their relationship with the SIS of persons and organizations may be managed according
to the same principles. So, the SIS can be considered as the private information system
of an entity (object, individual or organization), allowing the entity to keep control over
all information transactions in which it is involved. In this paper, only the personal and
organizational level is tackled.

The idea of personal information system is not new. Vannevar Bush’s 1945 Memex
vision (namely memory extender) was the description of an analogical computer where
people could store and link information together [6]. Recently, an implementation of
Memex was realized with MyLifeBits [7], a lifetime store of everything a person could
encounter in his life. These systems are limited to person and do not enable collaboration.
Recent considerations of the problems related to information dissemination have raised a
new literature related to personal information systems. Ann Cavoukian [8] proposes for
instance a new paradigm called Privacy By Design (PbD) that aim at considering privacy
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as the raw building block of an information system. Close to this point of view are alter‐
native social network tools distributed as open-source solutions, built with privacy as first
principle (e.g. Diaspora [9], Heartbeat [10] or Safebook [11]). Interesting works on the
development of personal information systems, called Personal Data Store/Server (PDS),
Personal Data Vaults/locker (PDV) or Personal Cloud, can also be found [8]. Some recent
initiatives (Mydex [12], Meeco [13], sdX [14], etc.) share the same goals of data storage
and exchange security and privacy with different design choices. Even if these tools are
said to facilitate information exchange, they essentially focus on data storage and data
aggregation, and stay essentially at a personal level (even if some of them, like Meeco or
Mydex, include the relationship of the customer with organizations).

Several works focus on the collaborative aspects of information exchange in organ‐
izations and are by the way good inspirations even if they do not consider persons as a
first principle which is essential to us. Besides all works on Collaborative Information
Systems ensuring interoperability between several exogenous IS, let us note one initia‐
tive. Federated Information System [15] is the evolution of federated database system
which is a multi-database system in which every node in the federation maintains its
autonomy on the data. A set of export schemas (derived from local schemas) through
which the data is made available to other specific nodes are the underlying working
principle. The way information is exchanged is interesting but the SIS approach is more
global and not limited to a given context. Instead of exporting internal IS database
models, SIS rely on messaging between SIS according to a given protocol ideally
without considering IS internals. Moreover, the unicity of a person, an organization is
again not considered.

Another recent tendency is BYOD (Bring Your Own Device) in cloud environments
allowing people to bring and use their own devices in work contexts. Indeed, personal
devices (smartphones, tablets, …) associated to Cloud environment and smart assistant
(like Apple or Google ecosystems) tend to be potential SIS but they have inherent limi‐
tations (business model based on data disclosure or proprietary model without guarantee
in the long term). More over, BYOD is a rather practical approach that raises several
security issues [16] and promotes the multiplication of entry points which is clearly in
opposition to what SIS envisions.

Finally, some other recent researches fostered around the idea of privacy exchange
of information seem to be good foundations for the development of SIS. The Minimum
Exposure Project [17] aims at controlling information sharing and capitalization for an
entity both in input (filtering data input) or output (data exposure frequency and dura‐
tion). This underlying limited data collection principle seems essential to limit the
dissemination of information (a well known privacy principle) but also to have a fine
control on incoming information. Also, Trusted Cells as component of smart objects
(trusted devices) are an interesting approach to ensure privacy relevant application [18].
Finally, asymmetric architectures like MetaP have been suggested for connecting
secured and unsecured networks [19] and could be of high interested to interconnect SIS
through Internet.

In the next sections are defined SIS principles and abstract models so as to show how
interconnected SIS can improve agility of CN and therefore their resilience regarding
communication inefficiencies.
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3 SIS Architecture and Principles

A SIS is a private and dedicated information system that would be the unique place
where is recorded the whole “digital life” of an entity (object, individual, organization,
network of organizations, government…). It has the ambition to provide a scalable
framework able to link individuals, smart objects and organizations. As a consequence,
the required global functionalities of a SIS should be:

– global querying and data/information/knowledge mining,
– anonymous data publishing,
– distributed secure sharing (users must get a certified proof of legitimacy for the

credentials exposed by the participants of a data exchange eventually using a third-
party),

– secure usage and accountability (users must not loose control over their data through
data sharing),

– service offering or acceptation (local push opportunities, ads, love market,…),
– collaboration facilities (automatic update of information about other SIS, distributed

planning of collaborative processes between SIS partners…).

The core of the system is the private information stream (life data stream) capturing
each piece of information (data, pictures, videos…) that the singular entity wants to
store. All recorded information is private by default, leveraging todays legal limitations
of classical IS to store personal information, according to the PbD principles. A “view”
on the SIS can be created for a certified partner, according to the respective roles of the
entity and its partner. Several SIS, when interconnected, define a network of SIS called
INTERSIS (Interconnection of Singular Systems).

SIS dedicated to persons, organizations or objects share the same architecture.
Conceptually, a SIS is composed of a private core and of information views extracted
from the private core to structure information of interest, used internally or shared with
other SIS. Private core singular information must only be accessible by his owner and
contains only singular information.

Singular information structuration is important to be able to do generic lookup on
past information, but also to perform information and knowledge inference at the owning
entity level (assistant dimension of SIS). Singular information (SInfo) can be considered
as a personal digital trace and is essentially a wrapper on usual kind of data (structured
or unstructured data, files, applications logs…). Meta information is added in a generic
manner (geospatial and temporal information on the information input, with an extensive
use of tags that express the context of the information). Useful information can be added
in an information container without being conformant to a data model. SInfo have
several properties: they can be composed forming a tree where leafs are raw types
(composition), evolution and history must be accessible (versioning), several variations
may represent the same information according to different detail level (variation) and
one SInfo could be the synthesis of several others (synthesis). Raw types may be text,
picture, video, sound, website snapshot… An information view is a particular kind of
SInfo that may be dynamic (for example, the age of a person could be a view extracted
from his singular information “date of birth’’). Singular information views and singular
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information structuration will be deeper studied in future works so as to validate its
universality and scalability.

Collaborative dimensions are managed through SIS interconnections. For such
purposes, SIS basic structure includes collections of persons, organizations and objects/
resources with which the owner has authorized exchanges of information in given situa‐
tions. Information exchange is materialized by singular information transactions and
consists in: (1) extracting a view from singular information, (2) defining the term and
conditions of the exchange (limited data collection principle) and (3) establishing the
transaction according to a secured communication protocol.

Several types of interactions are possible. The first kind is the exploitation of the SIS
itself by the owning entity (information mining, digital assistance…). Other kinds of
interaction may be defined depending on the entities that are engaged in any singular
information transaction. There are transactions between similar entities: (a) person to
person (PtP), (b) organization to organization (BtB), (c) object to object (OtO) and
transactions between different kinds of entity: (d) person to organization (PtB), (e)
person to object (PtO) and (f) object to organization (OtB). Each of these interaction
classes is a potential CN use case, but the most important are BtB and PtB, the former
underlying each potential collaborative role in the supply chain for instance, while the
latter implements each potential role a person can have regarding an organization.

Of course, it is not reasonable to imagine that every organization and person on
earth would adopt at short term the SIS paradigm and this is why one major require‐
ment of SIS is the interoperability with legacy IS (for people, organizations and
smart objects). Moreover, although the basic idea is to interconnect SIS, it is not
viable to imagine an always-connected system, hence SIS has to “work offline”.
Eventually, SIS could be most of the time disconnected, only initiating a communi‐
cation when necessary, without being connected to an unsecured network like
Internet (e.g. if a person wants to exchange information with an organization like a
hospital, the connection can be done physically). SIS “proxies” can be introduced as
a mean to deal with non universality and sporadic connections. A proxy is a classic
pattern in computer science, whose intent is to provide a surrogate for another object
to control access on it. They can be considered as “smart and authorized views” on
external information systems associated to objects, persons, and organizations.
Actually, a SIS owner can “see” what another entity “sees” of itself by exploring its
associated proxy (however he has no clue on what was filtered). When discon‐
nected, a SIS proxy acts as a non-synchronized system. It can represent entities that
are not SIS (legacy system for which bridges can be developed) but also non-
connected SIS. SIS proxies, when interconnected, have of course much more poten‐
tial. This connection is necessary to establish/resume information transactions, which
is the core functionality of INTERSIS. Also, to deal with the sporadic functionali‐
ties, information transactions have to be asynchronous, i.e. there can be pending
transaction, initiated when disconnected, and resumed once connected. Information
update is done only when all SIS engaged in a transaction are connected.

Defining a proper communication protocol so as to meet the requirements of singular
information transactions will be a very important challenge in future works.
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4 Collaboration Through SIS

In this section, more details are given on the organizational SIS, and a collaborative use
case is introduced through a planning assistance tool.

Imagining SIS for persons and objects is more straightforward than for organizations
because of the complex nature of an organization (composed of services, departments
and ending with persons). An organization has a main global SIS but also includes a
composition of other SIS: several organizational SIS reflecting its organization (compa‐
nies, subsidiaries, services, working group…), several personal SIS according to the role
of persons (governance, employees, stockholder, final customers…) and several SIS for
objects of interest (resources that are shared and smart objects). One important aspect
to consider is that personal SIS is the main entry point for organizational SIS (for
instance, a CEO access his organizational SIS through his personal SIS). The organi‐
zational SIS can be more volatile than the organization structure, i.e. it can be created
on the fly according to a specific task that needs a specific organization (project group
for instance). When the task is over, the SIS is dismantled and absorbed by the parent
SIS. By default, it is possible to include all SInfo of the former SIS, but clever inclusions
can be done depending on what lesson learned are interesting to store (is it the result of
the project or eventually the process followed that we are interested in?). Temporary
creations of organizational SIS are also possible for working groups that are a federation
of people and/or organizations (i.e. outside an organization perimeter).

To illustrate the collaboration facilities that SIS provide, one major tool is the planning
assistant, which is a basic but very important application of all SIS. Its functioning is illus‐
trated on Fig. 1 and rests on the SIS Timeline Paradigm that serves as support to plug
applications to one SIS. The SIS internal architecture makes a clear distinction between
three temporal dimensions: past, present and future. SIS is primarily a unified communi‐
cation framework but its first purpose is to help organization, so this temporal distinction
is very useful in that respect. The past dimension is about storing the singular information
stream to reuse it later (global querying, information view creation/extraction…). Storing
SInfo is an important requirement and so as to ensure privacy and control, it is possible to
choose between different providers (todays encrypted cloud services for instance).

“Present” corresponds to the basic usage of a SIS and consists in the conversion of
future planned activities to digital traces stored as singular information belonging to the
“past” dimension. Coupling between future activities and current activity could be of
great assistance to infer and classify automatically new SInfo. Let us remark that singular
information is not always converted from a planned activity. Indeed, an activity can start
without being planned. Figure 1 also symbolized activity treatments that result always
in new SInfo (one that can be a summary of the activity done, or one logging the fact
that the activity was postponed or cancelled).

One important aspect of the present dimension is the “offline gap”, meaning some
activities or tasks may be started when the SIS is not used. So when resuming a SIS,
each application has to provide facilities to roll out the timeline until the last usage so
as to give the possibility to enter SInfo asynchronously as if it was done inline.

“Future” is mainly about planning tasks. In todays world, it is a real challenge to
reconcile our career and private life. Applying SIS to planning through singular
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information transactions seems promising as it enables an up-to-date and efficient view
on every planning of interest (personal, organizational…). Of course, this is possible if
you have an authorized (full or restricted) view on another SIS planning. On Fig. 1 is
depicted a personal and a professional activity flows. Note that there are potentially as
many activity flows as you have personal/object SIS. The limited data collection prin‐
ciple applies here too. One can decide to share only some activities with some persons
or some organizations or to share free time intervals on specific durations. One can set
up an activity that engage someone else and, once accepted, he will be notified in near
real time on all possible (authorized) evolutions. For instance, somebody can assign a
task to you and it will appear in your planning. Once started, the responsible could know
if it is started (if you have authorized this transaction) and once finished, the responsible
could receive specific information like the time spent on the activity, eventual encoun‐
tered problems, etc. Again the power of SIS is that you send only what is needed or what
you think is relevant. Nothing prevent yourself from recording lots of information and
keeping most of them private at the end.

5 Conclusion and Perspectives

The uncontrolled access of information created by the daily life of individuals and
organizations clearly set confidentiality and efficiency problems. The first elements of
Singular Information System have been described in this communication, with the aim
to give to each entity a permanent control on its digital information, while increasing
the interoperability between entities, which seems to be now a non negotiable require‐
ment of our modern life. We strongly believe such systems would greatly enhance the
agility of collaborative networks by improving reactivity.

Having one logical entry point per entity aggregating all life information exchanges
regardless their context (personal(s), professional(s), …) is according to us an important
foundation to cope with today explosion of data exchanges: it considerably leverages
interoperability and complexity issues while preserving privacy. Of course, this require

Fig. 1. SIS timeline paradigm applied to planning
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a strong paradigm shift which could be considered infeasible as one may think that
everybody, every organization, every smarts objects should embrace this paradigm to
succeed. Of course, this is not the purpose of SIS and this why we envision SIS proxies
as a way to manage under the same interfaces legacy IS and SIS.

As a prospective work, SIS approach needs several additional developments and
refinements. Next step will be the development of personal SIS applied in the context
of SME so as to share productivity information (processes, activities, …) between a
project manager and employees. In the same time, theoretical developments will be
conduced regarding singular information structuration and information transaction defi‐
nition (as the underlying communication protocol).
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Abstract. Software sector has become a very important and increasing com-
petitive sector, being mostly composed by SMEs. Enhancing partnerships at a
more valuable business level can help companies to attend to wider markets in a
more sustainable and agile way taking advantage of assets that they would not
have if working alone. One strategy to reach this is via collaborative networks.
However, companies should be prepared for that. One of the first issues is to
understand more deeply what working collaboratively actually means in busi-
nesses and how to support it. This article presents the set of business processes
that need to be handled in a collaboration among software service providers
throughout its lifecycle. Final results are discussed at the end.

Keywords: Collaboration � Business process � Software services

1 Introduction

The software industry has nowadays become a very important and increasing com-
petitive sector. In Europe, for instance, there are more than fifty thousand SMEs within
the ICT (Information and Communications Technology) sector [1], being mostly
composed of small and medium-sized enterprises (SMEs). SMEs, however, usually
have much difficulties to engage general conditions to be competitive, lacking more
advanced and sustainable models [2].

In the software sector, SOA (Service Oriented Architecture) [3] has arisen as a
prominent paradigm for wider and more sustainable business models. It has introduced
a new outlook on system design, implementation, integration and agile partnerships,
and has been increasingly adopted (as services-based applications) by software
developers and customers in general [4]. SOA and services-oriented market is already
very representative and can reach up to US$22 billion in the next years [5].

In SOA, all system’s features are regarded as independent and self-contained
software modules – called software services or just services – that jointly form a virtual
single logical unit to create software products and processes [3]. SOA is an architec-
tural style that supports loosely coupled software services to enable business agility and
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flexibility. These services are made available by software services providers (SSP),
which are independent organizations that own and provide software services’ imple-
mentations and descriptions as well as the respective technical and business support
throughout a given SOA solution’s life cycle [3]. Web services are one of the most
currently implementing technologies for SOA [3].

Regarding their intrinsic nature and goals, SOA projects are very complex, risky
and costly. A big operational or strategic mistake in a given SOA project may even
hazard the SME survival.

An alternative to decrease these obstacles but keeping companies’ sustainability is
to work collaboratively with other SSPs, as a network [6]. Collaborative Networks
(CN) [7] leverages many competitive advantages. They allow its members to overcome
individual limitations and to maximise the utilization and sharing of resources and
assets (of many types) while risks and costs are shared, so as to better achieve
common/compatible goals regarding the different members’ culture [6, 7].

In order to support the envisaged collaborative scenario among disparate SSPs, two
types of CN are of particular importance in this work: VO (Virtual Organization) and
VBE (Virtual organization Breeding Environments). A VO is characterized as a
temporary alliance formed by autonomous and heterogeneous organizations that join
their complementary core-competences and resources to better attend to a given
demand. VOs are originated from long-term alliances, the VBE. A VBE can be defined
as a long-term association of organizations (companies, etc.) which have the willing-
ness and enough pre-conditions to collaborate towards creating VOs with the most
adequate partners in a more agile and trustful way [7].

In the CN scenario, working collaboratively means a practice to be introduced by
companies in their daily routines. Focusing on the business process perspective, this
work identifies and synthetizes which business processes are required to support the
collaboration among SSPs that are members of VBEs. In general terms, it is assumed
that a VO will be formed to represent every collaboration initiative among SSPs no
matter its purpose (e.g. joint innovation, joint training, joint marketing, joint devel-
opment of services-based software solutions, etc.).

Related works have proposed reference models and processes for creating and
managing VBEs and VOs. However, they are (on purpose) generic and not devoted to
any particular sector (although most of them have been based on manufacturing setor).
Besides that, the scenario envisaged in this paper deal with “extended” VBEs, a
“federation alliance”, which logically embraces different VBEs (although can be
applied to single VBEs), other alliances, individual companies and even independent
professionals which develop and share their software services in a governed and col-
laborative cloud-like shared services repository [6, 8].

Regarding the massive SME nature of SSPs, the relevance of knowing more pre-
cisely these processes are: (i) processes are many and SMEs managers are usually not
aware of them; (ii) managers can more properly evaluate how prepared they are to
indeed start collaborating more effectively and so which measures should be put in
place for that; (iii) processes have interdependencies and different levels of imple-
mentation complexity and practices; this process list helps SSPs’ managers to plan their
gradual introduction in this larger scale collaborate scenario regarding current maturity
level and priorities.
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This article is organized as follows: Sect. 1 has introduced the problem and
intended contribution. Section 2 explains the adopted methodology. Section 3 presents
the state-of-the-art review. Section 4 presents the set of collaborative processes.
Section 5 discusses about the current main findings of this research.

2 General Methodology

In order to gather a coherent and comprehensive set of business processes to support
collaboration among SSPs this research was conducted as action-research, qualitative
and applied work, strongly grounded on literature revision.

The literature review was mainly conducted applying the SLR (Systematic
Literature Review) methodology [9] over the IEEExplore, ACM Digital Library,
Compendex/Engineering Village and ScienceDirect scientific databases, collecting
papers published in journals and conference proceedings in the period of 2002:2013 on
long-term and more formal enterprising strategic alliances. 308 works were initially
retrieved and a subset of that was considered as relevant for the purpose of this research
was selected. A special attention was given on trying to identify the works which dealt
with SMEs and software and services sectors.

Five steps were carried out to achieve this research’s results. First, gaps and
existing knowledge in the state-of-the-art about supporting processes for VBE-like
alliances were identified (see next section). Second, applying an inductive approach, 28
papers were selected as the basis to generate an initial generalized list of business
processes. Considering that there are too few VBE alliances already deployed over the
world, more “classical” and very studied long-term alliances (namely clusters) were
analyzed in terms of how (processes and actors) they have been created, managed and
sustained. Due to space restrictions, these 28 papers are not shown in the references.
Third, regarding that classic clusters do not handle some VBE process, a second study
(upon other 14 selected papers) was executed to complement and adapt that list for the
VBE context in a first step, and for the software services in a second step. Fourth, this
list was compiled and refined by a working group, composed of some experts in the
involved areas. Fifth, the list was finally evaluated by those experts and evaluated by
some users, applying a questionnaire over the Internet (expert panel technique).

3 State-of-the-Art Review

The goal of this review is twofold: to identify gaps, and to gather and take advantage of
existing models and processes to generalize and adapt to the envisaged scenario.

After evaluating related works it was observed that none of them have dealt with
processes to the software services sector. On the other hand, several works have
provided important related outcomes. For example, Afsarmanesh et al. [10] proposed a
VBE reference model identifying a comprehensive list of required elements, but
without identifying which business processes should be considered to support them.
Romero et al. [11] identified a list of processes along the collaboration life cycle, but
at a too generic level. Rabelo et al. [12], Krogstie [13], Franco et al. [14] and
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Camarinha-Matos et al. [15, 16] adopted the VBE concept as a wider and logical
federation of providers to cope with that wider services-based digital business eco-
systems, but also without identifying the required business processes. Cancian et al.
[17] have elicited the processes and practices for SSPs that want to develop a joint SOA
solution, but just assuming that companies would come from a federation. Other works
have proposed processes for dealing with collaboration but focused on single issues.
For example, Danesh and Raahemi [18] focused on services management; Haines and
Rothenberger [19] on how to glue different services in cohesive SOA solution; Svirska
et al. [20] on the supporting services infrastructure; Santanna-Filho et al. [21] on
innovation among SSPs; BS 11000 British Standard only handles collaborative bidding
processes [47]. In terms of EU funded projects, for instance, ECOLEAD [6] DBE [22],
COIN [23] and GLONET [24] have developed platforms and visions to support col-
laboration among (also) software providers, but without identifying which more con-
crete processes are necessary to support when creating and maintaining the alliance.

4 The Collaborative Processes

After the analysis and generalization (as described in Sect. 2), a list of 22 business
processes has been identified, reflecting the processes that are involved in a collabo-
ration among SSPs throughout the VO life cycle. Therefore, it is not related to the
processes involved in the creation, management and dissolution of VOs, but rather how
collaboration activities span along this.

Objective
Management of inter-organizational trust (in terms of e.g. reputation, financial health, 
performance, competences, etc.) so that the Federation's members, customers and supporting 
institutions can be confident about the existing transparency, honesty and interpersonal 
relationship values.

Extended Description
Considering that a federation is a long term alliance and independent of its aiming sector and 
size, one of the aspects to be discussed is the trust management. In order to provide the trust 
between partners in a Federation some elements should be managed. Those are transparency, 
honesty and interpersonal relationship values […].
The trust is defined as an expectation that others will behavior in a not opportunistic way 
[…], or in a committed way not only with their tasks, but with the group […]. The trust 
management deals with the management of trust between organizations, including either a 
basic evaluation level of individual trust or between members of different organizations […]. 
Partners need to trust to each other enough in order to allow and/or to facilitate the 
collaboration. A low level of trust increases the “transactions costs”, requiring an additional 
set of protection actions against unknown partners. In order to measure the level of trust a 
careful evaluation analysis criteria is necessary. (...)

References
[…] Msanjila, S.S., Afsarmanesh, H. Towards Establishing Trust Relationships among Organizations in 
VBEs. In Establishing the Foundation of Collaborative Networks, 2007. Springer, pp 3-14.

Fig. 1. Partial example of a process’ complete description
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Table 1. List of processes

Process Objective

Trust management [10, 25] Inter-organizational trust management of (in terms of e.g.
reputation, financial health, performance, competences, etc.)
so that the alliance’s members, customers and supporting
institutions can be confident about the existing transparency,
honesty and interpersonal alliance’s values

Governance management
[14, 26, 27]

Definition of rules, decision making criteria, responsibilities
and autonomy levels that should be set up upon the alliance’s
members, customers and other supporting institutions
regarding current contracts and businesses. This process
affects all the other ones directly, although with different
degrees of intensity

Quality management [28] Management of quality aspects upon the alliance’s members of
their software services and supporting non-software services.
This involves organizational-related aspects (e.g. members’
reputation, services trustworthiness and QoS), software
maturity models and certifications as means to selecting
providers and SLA (Service Level Agreement) specifications,
and general quality of supporting institutions

Legal issues management
[29]

Management of all legal aspects related to the alliance
establishment. It also provides legal support to all issues,
conflicts, transactions and collaborative processes that are
carried out among the alliance’s members, customers,
supporting entities and eventual external actors

Performance management
[11, 30]

Management of the general performance of every alliance’s
member and supporting institutions by means of qualitative
and quantitative indicators, following the specifications
indicated in the governance process. It is a basis for some
other processes, like membership, competence and
knowledge management

Membership management
[11, 31]

Management of all issues related to the integration,
accreditation, disintegration, rewarding, and categorization of
members and supporting entities within the alliance

Collaborative project
management [32]

Management of collaborative projects that can be done by and
among the alliance’s members or in connection with supporting
entities and customers. Examples of collaborative projects
include the creation of virtual organizations, collaborative
innovation, collective purchasing, joint training, and shared
inventory management. This also involves financial, human
resources, project planning, risk management, among many
other aspects typical in project management

IPR management [33] Management of the rights, duties, rewarding, royalties, etc.,
related to intellectual property rights (IPR) associated to
innovations (of any type), licenses, patents, etc., developed
inside the alliance environment

(Continued)
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Table 1. (Continued)

Process Objective

Competence management
[30, 31, 34]

Management and permanent updating of information about
technical and human capabilities and capacities of each
member and supporting entities. It can also have an active
role, feeding the strategic management process with such
information for strategic plan feasibility analysis

Financial management
[26, 35]

Management of the activities to rise, allocate and use monetary
resources over the alliance, regarding risk analysis and
strategic plan. It also includes cash flow, accounting, tributary
planning, general payments, invoicing and other financial
related actions

Contract management [36] Management of all contractual documents and legal issues to
support the formal entrance and exiting of members,
customers and supporting entities to/from the alliance. It
also involves the establishing, reviewing and cancellation of
all current SLAs (Service Level Agreement) associated to all
members’ software services as well as related negotiations
among its members, customers and supporting entities

Information management
[37]

Management of all information (and their life cycle) that is
generated, stored and made available inside the alliance as a
support to all other processes. This information can be used
by the members, customers and other supporting institutions
according to the governance process

Knowledge management
[38]

Management of all knowledge (and their life cycle) that is
generated, stored, organized, combined, and made available
inside the alliance as a support to all other processes. This
knowledge can be used by the members, customers and other
supporting institutions according to the governance process

Inheritance management [10,
39]

Management of activities related to gathering, storing, refining,
integrating and re-using information and knowledge
from/about/along all actions and transactions among
members, customers and supporting institutions for future
usage and continuous improvement

Strategic management [40,
41]

Management of the alliance’s value system, bylaws,
sustainability and competitiveness via e.g. SWOT analysis
and BSC. It also comprises activities related to KPI and
general performance indicators (seeing the alliance as a
business); evaluation of members’ alignment; strategic
liaisons with supporting entities, new customers and
markets; alliance’s life cycle management, its
metamorphosis and even its closure

Innovation management [21,
42, 43]

Management of activities, resources and results throughout the
innovation life cycle developed in the scope of the alliance by
its members and partnerships in terms products/services,
processes, marketing and business

(Continued)
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By business processes it is generally meant as the set of inter-related activities and
resources involved in the accomplishment of organization’s goals. Each process is
expressed in a table form (Fig. 1) identified by its core objective and by an extended
description, which was conceived after a refinement of similar definitions and semantic
interpretations. Only the most relevant sources of supporting references are presented
in the end of each process. Figure 1 shows an excerpt of the Trust Management
process.

Table 1 presents the 22 elicited business processes. Due to space restriction, only
their short description (objective) is presented. Their complete and detailed descriptions
can be accessed in https://sites.google.com/site/federationmanagement/.

Table 1. (Continued)

Process Objective

Marketing and commercial
management [11]

Management of the activities related to all commercial practices
derived from the strategic and marketing plans considering
the alliance as a business organization. Marketing acts as a
process over the commercial activities to help the alliance to
achieve its business goals

Bag of assets management
[11]

Management of the activities responsible to handle the access
and maintenance of all existing alliance’s assets (e.g.
information, knowledge, practices, partners’ profiles,
customers’ information, software services and general tools,
etc.). The access to it from certain members, supporting
institutions, customers and other external actors depends on
the governance process and bylaws

Interoperability management
[23, 30]

Management of all levels of interoperability (data, applications,
processes and models) required to support a proper
communication among the members, customers and other
supporting institutions so as to better conduct businesses,
covering the many involved perspectives (organizational,
legal, accounting, technological, etc.)

Infrastructure management
[12, 44]

Management of the activities related to the ICT infrastructure,
human staff, physical facilities and other general infrastructures
to administrate the alliance

Services management
[34, 45]

Management of all kind of software services (at application,
communication, infrastructure, integration, orchestration,
security, etc., levels) provided by or under responsibility of
the alliance, its members and supporting institutions. It
includes services’ life cycle and SOA governance
management, and the management of the non-software-based
services provided by supporting institutions

Security management [46] Management of all access, communication and security policies
involved in the general transactions among members,
customers and supporting entities
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Processes were positioned along the alliance’s life cycle (Fig. 2) so as to help
managers in the planning of activities, resources allocation and priority processes, as
well as to reason about impacts and implementation time. This placement considered
the authors’ experience as well as what the set of related papers and other general
references on CN talked about. They were empirically categorized into four groups
regarding their most intrinsic nature.

5 Conclusions

This paper has presented a list of business processes required to handle when more
ample digital ecosystems of SSPs have the willingness to work collaboratively in a
more intense, formal and systematic way so as to benefit from the sort of competitive
advantages provided by Collaborative Networks.
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Fig. 2. Processes positioning along the alliance’s life cycle
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Each business process was evaluated by a group of experts and some analyses can
be made upon such processes. For example, none of the processes were considered as
unnecessary by them. For most of the experts the processes related to trust, governance,
legal aspects, project management and interoperability/integration are the first ones to
be implemented or tackled from a more technical point of view. In terms of imple-
mentation complexity by companies, this was quite variable as it depends on local
expertizes, “legacy” practices and culture, existing ICTs, and life cycle phase. About if
SSPs tend to provide joint solutions in the near future in order to reduce costs and risks
as well as to increase the chances of better addressing the market, around 75 % agreed
on that. About if more and more ICT companies can become part of larger IT eco-
systems in the near future to take advantage of complementarities and additional scale,
around 85 % agreed on that. Another conclusion is that some processes are in fact
similar to the ones found in other alliances, and there are other processes that are more
related to software services and the federation scenario.

Although comprehensive and can be used by SSPs’ managers as a useful guideline,
the listed processes and life cycle positioning should however be taken as a reference
and not as a definitive or mandatory view instead. Their deployment can vary
depending on local factors, existing culture, already deployed processes, current
business priorities, customers’ needs, financial conditions, etc., as processes are dif-
ferent in terms of complexity, implementation costs and required human resources. One
consequence of this is that processes could not be described at activities level as this
can vary from one alliance to another. On the other hand, most of the identified
processes deal with very known issues to which best practices can be used to more
detailed define the usual activities to be supported within each process. For example,
when dealing with strategic planning, BSC method can be used as a reference.

A business process-based perspective is only one among some others that should be
dealt with by SSPs when working within networks. Therefore, perspectives like the
socio-economic, the general business context, organizations’ preparedness, among
others, should complement the analysis that was done.

The proposed list of business processes was not yet validated in real or near-real
alliances, although it has considered published material also about real cases. Anyway,
SOA, software-services-based alliances and digital ecosystems are relatively new areas
for SMEs, still having many open points and implementation challenges. Actually,
there are too few real deployments of VBE-like long-term examples upon which more
historical and consistent analysis could be taken as a reference.

Next short-term main steps of this research include a deeper validation activity by
world-wide experts and in some real alliances, trying to also getting a more accurate
notion of implementation complexity, importance and inter-relation among processes.
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Abstract. In Virtual Enterprise, Business Processes Management is regarded as
one of the most concerns of managers and academic researchers. Managing
flows complexity and actors requirements in terms of high quality in less time,
make this management more and more complex and push specialists to explore
new promising ways. Like these researchers, we present in this paper, a mod-
elling and simulating software toolkit called BP-EMC2 based on a generic
framework baptized H-BPM. We propose a solution using machine learning
agents operating in an AGR (Agent-Group-Role) organization within the Cloud.
Furthermore, this paper includes a real case study of Adecco® business process
deployed into its Cloud solution.

Keywords: Business process � Multi agent system � Virtual enterprise �
Modelling � Simulation � Cloud computing � Machine learning

1 Introduction

Since the beginning of the 90’s, inter-enterprises collaboration stills growing and
generates new organizations patterns. Today, competition is no more limited in the
internal organization but is extended in the whole enterprises network. These new kind
of relationships created is called Virtual Enterprises (VE) focused on sharing Business
Processes (BP). Here we situate our purpose to address an important issue in Business
Processes Management (BPM): ‘Collaboration’. The main topic considered in this
paper is according to the collaboration strategies and how these strategies could be
deployed overall BPM within Virtual Enterprise Network (VEN).

One from the huge number of methods and techniques used as a support for
collaboration in VEN is Multi Agents Systems (MAS). As in many other business
areas, such as medical, image processing, astronomy, etc. this paradigm of Distributed
Artificial Intelligence (DAI) provided an efficient way to propose solutions and sim-
ulation of complex issues. Furthermore, we explain a new advanced kind of agents
called Machine Learning Agents (MLA), able to use Machine Learning
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(ML) algorithms efficiently within the Cloud environment in order to extract and
predict the best way of providing collaboration to companies.

2 Business Processes in Virtual Enterprises

VEs can achieve their business objectives only through effective collaboration between
the autonomous enterprises that comprise them. A key requirement for theses VEs is
called ‘Collaborative BP’ that explicitly captures and manages the functional and
contractual relationships between VE’s partners.

2.1 Virtual Enterprises Networks

As a formal definition, VEN is a temporary alliance of enterprises that aim to share
resources and skills in order to respond better and faster to emerging opportunities in
the market, based on a technical infrastructure and information technologies [1].

In Fig. 1. we illustrate the VEN concept with a network of companies created to
design and manufacture a new type of stool [2].

The next section deals with the essential elements of BPM to identify concepts and
approaches that aim to design an efficient tool to help VEN partners to manage and
improve their cooperation.

2.2 Business Processes Management Methodologies

As mentioned by the Object Management Group (OMG) in [3], the primary goal of
BPM modelling is to provide a notation that is readily understandable by all business
users, from the draft of the initial business analyst, to the technical developers
responsible for implementing the technology that will perform those processes, and
finally, to the business people who will manage and monitor those processes. The
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Fig. 1. An example of VEN of a stool supply chain
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state-of-the-art shows three main modelling methodologies: One-Thing Approach
(OTA) [4], View-Based Approach (VBA) [5] and Holistic Process Methodology
(HPM).

The main idea behind the HPM approach is that domain specific process models are
required both to capture the contents of a process based application and to present a
process model in a user-friendly way. The assumption is that this application is
composed of single activities that have to be executed in a certain order [6].

According to our framework, we choose to use this last methodology for several
reasons: agility, wide usage and user-friendly feature to insure business people
requirements.

3 Multi Agent Systems and Machine Learning

Systems based on a set of software agents commonly named MAS have been used
widely following an exponential trend during recent ten years, and this is mainly due to
their potential in understanding various group behaviors such as swarms and flocking.
In industry and business applications, in domains as several as manufacturing [7], war
gaming [8], satellite clusters [9] and so on. Furthermore, a number of development
environments and frameworks are actually available, i.e. SWARM® [10], JADE® [11],
JACK® [12], etc. appeared. Computer science architects and program designers believe
that this paradigm called Agent Oriented Programming (AOP) is the next step forward
from Object Oriented Programming (OOP) [13].

In the following section, we begin by positioning MAS in terms of its business
uptake. We know that there is a lot of research works, ideas, and projects, but the
uptake of the technology is not as rapid or as pervasive as its advocates anticipated
[13]. In the configuration MAS-BP, one of the bright works is that one of Fleischer-
mann et al. in [14]. According to authors, the emerging paradigm of the subject
oriented BPM by MAS is to augment MAS models with a process-centric layer that
preserves autonomy and concurrent interactions. Another remarkable work was pub-
lished by Bonfante et al. in [15] inspired by the same principle of the MAS layer above
the process layer. The proposed architecture is composed of a layer between BP and
Web canals.

3.1 Agents and Predictive Machine Learning Algorithms

Research works, publications, books, projects, applications in the area of Machine
Learning Agents (MLA) are numerous, especially in recent works concerned by Big
Data phenomenon: [16, 17], etc. ML techniques can be classified according on several
criteria to several classes. These techniques are to be coupled to learning classes
according to the data nature where the learning type could be supervised or
unsupervised.

The most widely used technique is the last one; Q-Learning; also called Rein-
forcement Learning (RL), easy to implement and convergence is guaranteed. This is
one of the reasons that push us choosing it to predict our agents’ actions.
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4 Cloud Computing in Business Process Management
Context

Nowadays, Cloud computing is the fundamental change happening in the field of IT.
The special report published by the National Institute of Standards and Technology
(NIST) in US [18] provides a clear understanding of Cloud computing. It provides a
simple and unambiguous taxonomy of three service models available to Cloud con-
sumers: Cloud Softwares As A Service (SaaS), Cloud Platform As A Service (PaaS)
and Cloud Infrastructure As A Service (IaaS).

This paper presents an organized snapshot of the challenges faced by scientists and
professionals in designing and deploying BPM within VE in the Cloud. Our back-
ground study encompasses both classes of systems: for supporting update dynamic
BPM and for ad-hoc analytics and decision support using intelligent tools within SaaS
Cloud platforms.

Since 2010, big numeric companies propose industrial software products for BPM
in the Cloud, such Oracle Fusion Middleware 11 g by Oracle® [19]. A ‘Cloudified’
BPM allows what is called ‘Unified Collaboration’ or ‘Social BPM’ which becomes
increasingly more and more important, especially with the IT virtualization phenom-
enon. Distributed nature of Cloud reinforces the need for process visibility and col-
laboration, especially as systems and people are distributed. Also, BPM should
leverage optimized structure and management of ‘Cloudification’.

All these reasons have guided our decision to locate our platform on the Cloud,
with services offered in SaaS with appropriate rights management. This particular part
of rights management and security will be presented in further publications topics.

5 Framework Proposal BP-EMC2

In this work, we look at the issue of BPM in VE of nowadays, with new challenge of
‘Cloudification’. As we already introduced, we have chosen to automate the dynamic
monitoring of changes in processes by AGR machine learning agents (Fig. 2).

For experimental needs and validation, we worked on an industrial case study of
Adecco® recruitment process shared with its partners; HP® and Renault® in a VE
context (we call this VE Adecco® & Co.). In the following sections, we will describe
step by step how we design and build our solution by using this case study, without
exposing deep details.

5.1 Building Smart BPM Model in the Cloud

We regard a process as a collection of activities that consume some inputs in order to
produce some outputs based on HPM (as discussed previously in Sect. 2.2) .in the
process life management as detailed in the following steps:

Step 1. Managing Process Life Cycle (PMLC) by Holistic Approach (H-BPM):
The BPM life cycle is constituted by a set of activities and the model has to define a
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clear guideline how a process must be performed. To design our model named H-BPM,
our concern was to notice all key concepts in the life cycle model offered in HPM
methodology. Thus, we consider some of them:

– Item: three types of items; Actor (a reactive or proactive entity which can act and
initiate an activity of launch events, such as human task, automatized task, appli-
cation module, etc.), Object (a passive entity which is handled by actors, such
messages, documents, products, etc.) and Event (all events defined in BMPN such
as ‘timer’, ‘start and ‘end’ events).

– Configuration: a set of items with related parameters define a configuration. It is
the set of all the elements contained in the BMPN relative to a time reference.

– Time guide-based: The life cycle is marked by a time stamp. During this cycle,
multiple configurations may exist following time.

– Version: each item in the configuration is mentioned by a version, and the con-
figuration itself is versioned (Fig. 3).

Step 2. Introducing Machine Learning algorithm in H-BPM agents’ behavior: As
discussed previously, we introduce a Machine Learning algorithm to give ability to our
agents to be adaptive and predictive to augur better actions to help human and system.
We implement ML based on Q-Learning algorithm where each agent has a history as a
sequence of state-action-rewards.

Step 3. Modelling H-BPM components: Our built model is based on autonomous
agents, with whom we aim to understand and study the behavior actors within BPM. In
our proposed platform, agents are necessary to initiate and drive the execution of
processes. Based on key concepts described previously, we design our system com-
ponents based on three main entities: Actors, Events and Objects.

Fig. 2. Machine learning agents in the cloud for BP-EMC2

Machine Learning Agents in the Cloud to Support Smart Business 483



Pools in H-BPM should be designed as ‘Roles’ entities. And agents indicates
‘Actors’, Objects are designed by ‘Objects’ and finally events are defined as ‘Events’
for agents’ input/output flows. Actions performed by actors in H-BPM are imple-
mented in ‘Roles’ (Fig. 4).

Based on this presented model H-BPM, we baptize a software toolkit BP-EMC2 as
‘Business Process – Evolutive Management by Collaborative agents in the Cloud’. The
remaining part in the next section is devoted to the description of this toolkit.

6 Experimental Validation of BP-EMC2

The software platform was designed and conducted in JAVA®. Following the study of
both platforms SWARM® and JADE®, this last was chosen because of the following
advantages: it is a platform FIPA compliant (meaning feature ensures interoperability
with protocols and standards); it manages the task achieving parallelism; it allows
reusability and all imported libraries are free software.

6.1 BP-EMC2 Features: Case Study Adecco® & Co. Recruitment BPM

Our toolkit named BP-EMC2 is a generic model of BPM with agents as we conceive it.
The framework embeds two modules: ‘Modelling module’ where we can configure the
system and the ‘Simulation module’ which is a Graphical User Interface (GUI) that

Fig. 3. Recruitment BPM in Adecco® & Co. modeled by H-BPM (by IBM-Bonitasoft® 6.5.1)
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uses the parameters defined in the model described in the previous section for illus-
tration, analysis and numerical and graphical monitoring of experimental scenarios.

During our simulations campaigns, our main objective was to provide proofs that
agents in BP-EMC2 have the ability to improve overall BPM in terms of time execution
and targets. Using predictive agents in the Cloud should provide a high target level
with short time execution. Thus, we considered described metrics: Time Execution
(TE) and TarGet (TG) according to time-line represented by Versions (V).

In order to compare our proposition with a solution without agents, we refer to
SAS® (the Business Intelligence (BI) software) extracted Key Performance Indicators
(KPI) data in figures below. Used KPI are: ‘AD KPI’ as ‘Action Duration KPI’ (cf.
Figure 6) and ‘AQ KPI’ as ‘Action Quality KPI’ (cf. Figure 7).

6.2 Discussion

As we see on the both trend curves in figure Fig. 5, both indicators TE and TG tend to
stabilize and to optimize values. When, after several iterations we get close values, we
speak of stability. At the 11th iteration, the average execution time of the action
Agent_Job_Requester is 2.9 h with a TG/action indicator of 0.08/10 * 80 %, and this
is satisfactory and maintained for next versions. Then, if we compare this (Fig. 5) with
extractions in figures Figs. 6 and 7, we can notice that the average time per action moy

Fig. 4. Learning with AGR in H-BPM (by StartUML 5.0.3®)
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Fig. 5. Training for Agent_Job_Requester in BP-EMC2 (50 iterations) (with γ = 0.8, Q0[0], 11
versions, 17 days)

Fig. 6. Extraction of AD KPI for a month (30 days) (by SAS® Software)

Fig. 7. Extraction of AQ KPI for a month (30 days) (by SAS® Software)
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(TE)/action may be slightly more interesting (0.5 to 1 episode) but with a mediocre
quality indicator TG of 5.5 /10 * 55 % in longer global time execution (30 days vs 17
days). Also, we have not insurance that this will be maintained as there is no system for
experience storage and management (no memory). As we see, these values vary and
may worsen from an episode to another.

These results are admittedly preliminary but very promising: Learning agents
helped refine the convergence to a more optimal BPM model. This convergence is
reached after a number of versions obtaining a short execution time with a high quality
indicator. These results may be similar to a conventional BPM (without the use of
Machine learning agents Results), but can take more time longer and without any
insurance of stability.

7 Conclusion

This paper attempts to address the issue of collaboration in the area of Virtual Enter-
prises which concerns Business Process Management under Cloud Computing
requirements. As technology evolves, flexibility of BPM adapts to new requirements.
Processes can be managed at anytime from anywhere and optimization allows to adjust
processes to Cloud SaaS context. Our toolkit called BP-EMC2 (Business Process –

Evolutive Management by Collaborative agents in the Cloud), tries to provide a
complete platform for BPM partners to face new IT challenges. We believe that, our
work may be an efficient tool to reduce complexity and provides the flexibility required
for any BPM in Virtual Enterprise.
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Abstract. This paper presents Decision-making in Collaborative Networks and
enlarges the differences between strategic-tactical and operational decisions. The
common way of representing decisions into classical BPMN diagrams is shown,
with its drawbacks. The new OMG’s standard DMN (Decision Model and
Notation) is introduced, with its context and its main elements. Then, the
association between BPMN and DMN is detailed and the advantage of their
separation is illustrated into examples. At last, the related experiments (already
done and future works) are demonstrated: a graphical editor for modeling and an
automatic code generator from a Model-To-Text transformation.

Keywords: DMN � Decision model notation � BPMN � Business process
management � Model to text transformation

1 Decision-Making in Collaborative Networks

Decision-making is an important concern for Collaborative Networks (CN). Several
papers already published address strategic-tactical decision-making, as
Join/Leave/Remain a CN [1]. A few papers address operational decision-making as
Demand and Capacity Sharing [2]. This paper is about a contribution to operational
decision-making, directly linked to business processes.

The environment, the scope and the impact of decision-making are different
depending on whether the decisions are strategic-tactical or operational. The predefined
environment of operational decision usually leads to integrate them into business
processes. Once it is done, due to their high frequency, there is an interesting oppor-
tunity to automate the operational decision-making. The main differences between
strategic-tactical and operation decisions are listed into Table 1.
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2 Decision Modeling Inside Business Process Diagrams

In recent years, BPMN (Business Process Model and Notation [3]; version 1.0 was
published in 2003) has become the adequate notation for modeling business processes.
BPMN Orchestration Diagram has even supplanted UML (Unified Modeling Language
[4]) Activity Diagram for describing business processes, because BPMN provides
modeling elements that are missing in UML and that are useful at business level, such
as inclusive gateways and compensations. BPMN Orchestration Diagram is supposed
to be simple and understandable by many people, among them the business
stakeholders.

In fact, especially with all the features proposed by the version 2.0.2, BPMN
Orchestration Diagram can become complex. The possibilities offered by its gateways
for drawing multi-criteria decisions can lead to represent a business process model as a
labyrinth. Indeed the result is that decisions are often drowned into these complex
BPMN orchestration diagrams. One main consequence is the coupling increase
between the decision elements with the process model: a slight modification on deci-
sion rules may have a strong impact on the whole process model. Here is a simple
example of such Orchestration Diagram (Fig. 1).

Table 1. Strategic-tactical versus operational decisions (from the authors)

Type of decision Strategic-tactical Operational

Environment Uncertain Predefined
Scope Global (to Local) Local (to Global)
Term impact Long Short
Process oriented Low High
Decision-making Human with decision support system (To be) Automated
Frequency Low High
Period Years-months Real time
Decision example Join/Leave/Remain Capacity sharing
Object example CN entity Sales order

Fig. 1. Classical BPMN orchestration diagram with cascading gateways
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3 “Decision Model and Notation” (DMN)

3.1 New Standard Proposed by OMG

It exists now a solution for simplifying these complicated BPMN Orchestration Dia-
grams with multi-criteria decision. This solution is demonstrated in this paper.

This innovation was proposed last year by the OMG (Object Management Group):
its “Decision Model and Notation” (DMN) specification [5] proposes a new way for
modeling decisions, which can be now extracted for business process BPMN models.

This new standard DMN is not isolated. On the contrary, it can rely on the
vocabulary defined in SBVR (Semantics of Business Vocabulary and Business Rules
[6]) and the objectives defined in BMM (Business Motivation Model [7]), others
OMG’s standards. However, DMN is above all interfaced with BPMN 2.0.2. Only the
strong association between DMN and BPMN is detailed further in this paper.

DMN is supported by software companies, but also by KU Leuven University.
Note that, although the final version 1.0 of DMN specification was approved by
OMG’s board in December 2014, it is the beta version 1.0, published in February 2014,
which is still available en OMG’s web site.

3.2 DMN Diagram Elements

A DMN model, aka Decision Requirements diagram, can be drawn using four
graphical elements: Input Data, Business Knowledge, Decision and Knowledge Source
(this last one is optional and is used for quoting external references). The other ones are
mandatory (Fig. 2).

Fig. 2. Decision requirements diagram elements (from OMG specification)
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DMN is supposed to be understandable by stakeholders, as business users. The fact
is that its graphical representation is quite simpler than BPMN one, because DMN has
neither gateways nor events, for instance (Fig. 3).

You will notice that the Decision is the Output Data (aka the chosen option), which
is determined from Input Data, potentially other sub-decisions, and pre-defined busi-
ness logic described into Business Knowledge, using preferably Decision Tables, as
shown on the right side of above Fig. 3.

3.3 BPMN + DMN Association Principle

Business Processes and Decisions can now be modelled separately, using BPMN and
DMN respectively [8]. The multiple gateways into the BPMN Orchestration Diagram,
often nested in cascade, are now replaced by a unique task as “Make a decision” that
returns the result. It is a Business Rule Task, with a small Decision Table symbol on its
top left corner (Fig. 4).

3.4 BPMN + DMN = Separation of Concerns

The main advantage of having two different BPMN + DMN models, decoupling
Decision-making from Processes, is the Separation of Concerns (SoC). SoC is an old
(1974) best practice coming from computer science [9].

These loosely coupled models can evolve independently from each other and can
even be supported by different stakeholders, according to their needs and skills (IT
people and business analysts for instance). Each model (Business Process or Decision)
can consider the other one as a black box, exchanging data against decision.

These models respect the main required property for a good Separation of Con-
cerns: they have their own consistency; to understand one model, it is not necessary to

Fig. 4. Business rule task (BPMN)

Fig. 3. A simple decision requirements diagram (from OMG specification)
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know the other one. Moreover, Decision-making context can be explicitly detailed into
the DMN diagram. Sub-decisions can be reused into several decisions too. This cap-
italization can lead to Knowledge Management (KM).

3.5 BPM + DMN Separation Applied to Collaborative Networks

Here is a couple of examples (willingly simplified), first a classical BPMN Orches-
tration Diagram without DMN, then a new BPMN Orchestration Diagram with DMN
Decision Requirements Diagram, associated together via a Business Rule task (Figs. 5
and 6).

Fig. 5. Classical BPMN orchestration diagram without DMN

Fig. 6. New BPMN orchestration diagram with DMN decision requirements diagram
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Besides reorganizing the diagrams, this implementation of Separation of
Concerns seems to be interesting for Collaborative Networks (CN): a main decision
could be split into several sub-decisions made by each entity and made by the CN as a
whole.

4 DMN Related Experiments

4.1 Our Reached Goals: Graphical Editor and Automatic Code
Generation

The OMG specification of DMN provides both a metamodel of DMN and an
expression language called FEEL (Friendly Enough Expression Language) for defining
and assembling decision tables, calculations, etc. From this specification, we had a
couple of reached short-term goals:

1- To create our own graphical editor for drawing Decision Models (the first two
letters of DMN), compliant with this metamodel. When we started one year
ago, only one tool was available [10]. They are ten now (e.g. [11]), which
certainly demonstrates the interest of software editors for this new notation, but
some of these tools have only drawing capabilities and they are not free of
charge.

2- To generate automatically, from these decision models, the decision code
expressed with FEEL by using a model driven engineering approach and more
precisely Model-to-Text transformation technique. In DMN, FEEL is the language
for Notation (the third letter of DMN). FEEL stands for Friendly Enough
Expression Language. Our approach is to consider FEEL as a DSL
(Domain-Specific Language), where the domain studied is that of Decision.

4.2 Our Targeted Goal: Bring DMN to Life for Automated
Decision-Making

Our targeted long-term goal is to provide a complete computer-aided method going
from decision-making models to automatically generated FEEL code, interpreted or
executed by a BRMS (Business Rules Management System), as open source Drools
[12]. This BRMS will be interfaced with a business process engine, on which the
corresponding BPMN business process model will be executed.

This approach is fully aligned with the Model-Driven Architecture (MDA [13]),
which clearly specifies a system independently from the platform that supports it, with
primary goals of portability, interoperability and reusability. With its Decision
Requirements Diagram for modeling and its FEEL language for notation, DMN
covers the two MDA upper levels CIM and PIM as shown in Table 2. DMN can also
represent Decision Tables graphically (at CIM level) and logically (at PIM level).
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4.3 DMN Implementation Based on Eclipse Tools

We chose best-of-breed modules for Eclipse Modeling Tools dedicated to model driven
engineering:

– Sirius [14] to create our graphical DMN modeling tool (without programming but
with advanced setting),

– Acceleo [15] to generate FEEL code by using a Model-to-Text transformation (with
programming and advanced setting too).

Below is a couple of screen captures about what we have done with theses Eclipse
modules. DMN graphic elements special shapes are for the moment replaced by col-
ours: it is a temporary solution without Java programming (Fig. 7).

This is an example of FEEL code generation from the above DMN model: on the
left, there is M2T (Model-To-Text Transformation Language) code [16]; on the right,
the FEEL code automatically generated from the above DMN model (Fig. 8).

Table 2. Model-driven architecture (MDA) applied to decision-making

MDA levels Decision-making

CIM (computation independent model) DMN (decision requirements diagram)
PIM (platform independent model) DMN (FEEL considered as a DSL)
PSM (platform specific model) e.g. DRL (drools rule language)

Fig. 7. Graphical DMN modeling tool with Sirius module

Fig. 8. Model-to-text (FEEL) transformation with Acceleo module
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5 Conclusion and Future Work

The separation of Decision Modeling from Business Process Modeling is a good
principle, whatever the models, notations and languages are. It will enhance agility
when changes are required, in reducing their impact, among them the risk of failure,
and in increasing the resilience of the Information System (IS).

Our contribution is to present DMN as a relevant standard for Decision-making.
However, DMN cannot deal with uncertainty and is limited to pre-defined decisions
made from known criteria. The emphasis is now on operational Decision-making.

DMN makes it possible to represent Decision Models with sub-decisions, business
knowledge, input data and knowledge sources distributed over various CN entities.
Therefore, DMN can model decentralized and collaborative operational Decisions,
based on standard and international specification. The decision models, shared on-line
by all entities, can provide the transparency required by Collaborative Networks.

DMN is already usable for modeling these decisions, in separating them from
business processes and applying the principle of separation of concerns. In a few
months, due to Model-To-Text transformation, its FEEL code will be runnable and it
will be possible to automate operational Decision-making, in a fast, reliable and
repeatable way from business processes already modelled.
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Abstract. Modern healthcare systems are evolving towards a complex network
of interconnected services. The increasing costs and the conversely increased
expectations for high service levels leveraged the birth of healthcare monitoring
activities and the proposition of numerous performance evaluation indicators.
Generally, the adopted performance measures allow to draw a picture of quality,
equity, appropriateness and efficiency of the medical care at different levels:
caregiver, hospital, local health authority, region. The role of network organi-
zation and its impact on the performances is largely underestimated. It is difficult
to build a Value Stream Mapping of the healthcare network because of the
number and complexity of care and diseases followed. The study tries to
overcome this issue. Starting from a database of the accesses to the services in a
local health agency, the activity flow diagram is produced by using a process
mining software, Disco. A knowledge structured by means of an ontology
allows to describe the logic behind the health service provision. The resulting
process flow chart is the base for the identification and amendment of redundant
and non value added flows among services.

Keywords: Process mining � Healthcare network � Ontology

1 Introduction

Worldwide there is an increasing number of initiatives aimed at introducing a stan-
dardized and centralized information management in healthcare organizations (hospi-
tals, medical centers, drugstores) through digitalization of medical data. It is proven
that digital tools like the electronic health records provide benefits to both patients and
physicians by improving health care efficiency [1]. The availability of the medical
history of the patient’s accesses to medical centers will allow both the physicians to
express meaningful analyses at the patient level (e.g., searching for similar patients
based on their medical history or predicting future events in care pathway) and the
system manager to operate at the organizational level (e.g., discovering which are the
most accessed resources or which are the anomalous managements of patients) [2].
Therefore the analyses are intended to improve the quality of services offered to citi-
zens while to reducing costs and wastes. Since the data volume is very high, and it is
expected to grow dramatically in the years ahead, for healthcare organizations it is
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vitally important to acquire the available tools, infrastructure, and techniques to
leverage big data effectively. The enormity and complexity of collected medical data
present great challenges [3].

The format of medical data and the data base structure is a serious issue preventing
their use for operation managements applications. Data describe the healing pathway of
the patient and do not give direct evidence of the process flow in terms of process
times, queues, unproductive times, etc. To have a better insight of the process flow,
data should be elaborated by process mining.

Process mining aims at extracting process knowledge from event logs which may
originate from different kinds of systems, e.g., enterprise information systems or
hospital information systems [4]. Typically, these event logs contain information about
the start/completion of process steps together with related context data (e.g. actors and
resources). Previous works addressed the problem of analyzing single entities (e.g., a
hospital department) by applying techniques of data/process mining and simulation
[4–7]. In these cases, existing processes are compared with the medical knowledge to
determine whether the pathway of a patient within the structure is correct. However, the
analysis of a single entity is limitative, because it does not consider the previous history
of the patient and thus it is not able to evaluate the quality of the healthcare system as a
whole.

Before applying the process mining techniques, it is important to merge data of
different nature to collect the patient movements inside the network. In order to merge
heterogeneous data, we need a controlled vocabulary in term of set of ontologies to
give data a meaning despite the different original data structure. After the merge of
data, it is possible to apply a process mining tool, to automatically reconstruct the
movements of patients inside the network. This analysis is useful both to analyse the
changes in patient flows depending on age or gender of patients and to discover the
bottleneck and waste of the system, toward a lean restructuring of the healthcare
process.

The overall objective of this paper is to contribute in giving medical managers an
accurate and deep understanding of the healthcare network functioning. There are
several contributions: the first contribution is the definition of an ontology of the
healthcare network: general concepts and relationships. Then, starting from the data
organized in the model, the process mining analysis is used to extract information for
the network evaluation. To make the methodology more concrete, the real data col-
lected by an Italian Healthcare Territorial Agency (HTA) is exploited as a case study.
The preliminary results we obtained proved the applicability and the usefulness of the
proposed approach.

2 State of the Art

There is an evolving trend in recent years that has modified the healthcare system from
a few nodes hospital based organization to a branched network of service centers
spread on the territory [8]. Furthermore the approach to disease treatment is now based
on integration among the different agents of the care system. Therefore there is a
convergent trend towards a network of centers that delivery integrated care [9].
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The integration of different aspects of healthcare system has been a subject of study
by many authors in the field of operations management [10–12] and several authors
highlighted the benefits of integration both in terms of quality of care as in terms of
lean organization [13–15]. Drawbacks are equally reported but are mainly due to lack
of cooperation and commitment of the healthcare personnel [16, 17].

The analysis of healthcare network by using the operations management models is
not effective as in the industrial environment where the process activities and the flow
of material are utterly defined. The production is substituted by care pathway, that is far
less deterministic. Products are substituted by patients that are free to move along the
process flow at their will (or even to abandon care and consequently interrupt the flow
of activities). To extract performance variables to be a guidance in the process man-
agement, it is necessary to have recourse to other methods, like data mining techniques
[18, 19]. If time is not a monitored output, the focus is on pattern extraction in order to
detect the most frequent medical treatments undergone by patients [20–22]. These
techniques do not give a comprehensive view of the processes in act in the healthcare
systems.

On the other hand, process mining can be applied to healthcare data to identify the
processes and derive meaningful insights from the complex temporal relationships
existing between activities and resources involved in processes [23]. For example,
process mining was applied to a hospital emergency service in a public hospital in
Portugal to identify regular behavior, process variants, and exceptional medical cases in
[24], and to a hospital in Belgium to model the activities related to breast cancer
treatment in [25]. It was also applied to perform a comparative analysis across four
hospitals in Australia [23]. We follow these previous works, but we applied process
mining to extract the movements of patients among the different centers of a Healthcare
Territorial Agency (HTA), in order to perform a comparative analysis among different
patient segments.

3 Healthcare Network Ontology

The ontology used in our work has two aims: firstly to model the entities and rela-
tionships needed to collect data coming from a healthcare network, and secondly to
provide the controlled vocabulary in order to merge data coming from heterogeneous
sources. For the first aim, we define a model as a UML class diagram, after the
carefully analysis of the data available in Italian HTA. For the second aim, we reused
the controlled vocabularies previously developed relevant for our purpose, i.e., ICD10
[26] for disease classification, MDC [27] for the major diagnostic categories, DRG [28]
for diagnosis related group and ATC [29] for drug classification.

The UML class diagram representing the healthcare data collected by the HTA is
reported in Fig. 1. A service is any kind of healthcare service provided to a citizen,
form examinations to drugs to hospitalizations, while a user is any person who access
the healthcare system. A prescriber is a physician who can do prescription of services
to the users, while a provider is a structure that provides one or more services. For each
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provider, the list of services it provides is known. A prescription represents the
information of the specific services that a prescriber prescribes to a user, and a pro-
vision stores the information of services provided by providers to the users. This is a
very general model that is valid for all the healthcare territorial agency [30].

This UML class diagram can be represented in the form of an ontology, where each
entity is a class, with the corresponding relationships linking the classes. Then, for each
entity, it is possible to specify the hierarchical tree of concepts at increasing detail
levels which represent the knowledge related to the services, providers, users and
prescribers of the HTA [31]. This information constitutes the HTA ontology that will
be used to select the data of interest for the following analysis.

In a HTA, three types of providers can be identified: (i) the medical centers without
hospitalization capacities, (ii) the hospitals and (iii) the drugstores. The existence of
three providers determine the existence of three type of services, i.e., (i) the examin-
ations, (ii) the hospitalizations and (iii) the drugs. For each kind of service, a further
hierarchy can be defined. The examinations can be further specified based on the
medical branch they belong, the hospitalizations based on the diagnosis-related group
(DRG) and the major diagnostic category (MDC), the drugs based on the anatomical
therapeutic chemical (ATC) classification. The prescribers can be divided in two cat-
egories, i.e., the general physician and the specialist physician. The users can be
divided based on their pathology, represented by their exemptions code. These hier-
archical structures are shown in Fig. 2.

The information stored in the ontology is used to extract from the database the
subset of data relevant for the analysis.

Fig. 1. Main entities of the healthcare network ontology.
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Fig. 2. Hierarchical levels of the healthcare network ontology, built with the Protégé ontology
editor (http://protege.stanford.edu).
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4 Process Mining

The goal of process mining is to extract process models from event logs. It includes a
family of a-posteriori analysis techniques exploiting the information recorded in the
event logs. Typically, these approaches assume that it is possible to sequentially record
events such that each event refers to an activity (i.e., a well-defined step in the process)
and is related to a particular case (i.e., a process instance). Furthermore, some mining
techniques use additional information such as the performer or originator of the event
(i.e., the person/resource executing or initiating the activity), the timestamp of the
event, or data elements recorded with the event (e.g., the size of an order).

Process mining was already applied in healthcare systems, trying to answer the
following questions: (i) what are the most followed paths and what exceptional paths
are followed? (ii) are there differences in care paths followed by different patient
groups? Standard paths are the activities that are typically executed by patients and the
order of them. Exceptional paths are anomalous activities due to the way of working of
medical specialists or related to specific patient characteristics or not. The comparison
of the behavior of different patient groups is another interesting issue. This comparison
may not only be interesting for patient groups within a hospital but also for similar
patient groups in different hospitals.

In this paper, we applied process mining techniques to reconstruct the actual
movements of patients among the providers of a Healthcare Territorial Agency. To this
aim, we exploit the software Disco (https://fluxicon.com/disco/), a commercial process
mining tool, freely available under an academic license. It exploits the Fuzzy Miner
algorithm for process mining [32], which uses significance/correlation metrics to
interactively simplify the process model at desired level of abstraction.

The core functionality of this tool is the automated discovery of process maps by
interpreting the sequences of activities in the imported log file. According to the
process mining paradigm, at least the following three elements have to be identified in
the file log: case id, activity, and timestamp. In our analysis, since we are interested in
analyzing the movements of patients among the providers, the case id corresponds to
the patient id. The activity is an event of the process, thus in our case it is the provider
visited by the patient. The timestamp is the date in which the patient visits the provider.

5 Data Analysis

The database considered as a case study contains data collected by an Italian HTA in
the 2007–2012 years. Indeed, the HTAs collect data about the supplied services for cost
accounting. Supplied service data represent an essential resource in planning and
monitoring the Regional Healthcare System. Data for the analysis of diagnostic path-
way are selected from the data warehouse: Hospital Discharge Records, Ambulatory
Care Records, Emergency Department Records, Ambulatory Care Records. They are
composed of personal data and clinical data section, so that it was possible to merge
anonymized personal and clinical data, to collect all databases in a single MySQL
database by means of a PHP routine that automatically import data.
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In order to focus our study on a specific pathology, we extracted from the database
the log file of all the patients suffering from asthma for year 2007. The aim is to analyze
the mobility of patients across the different medical centers placed on the territory. The
data refer to a total of 451 asthma patients who accessed medical centers, divided in
207 males and 244 females. Regarding the age of patients, 155 are younger than 36
years, 333 are between 36 and 65 years old, and 63 are older than 65 years.

Before attempting any process mining it was necessary to preprocess the data in
order to simplify them, by skipping unnecessary low level activities and by merging the
significant low level activities in singular high level ones. We used the knowledge
deriving from the ontology of Sect. 3 to preprocess the data. An example is the log
describing the accesses to a laboratory for executing analyses. Whether the analyses are
executed on the same patient, the same day, for the sake of operations management,
they can be safely converted in a singular access to one activity.

After preprocessing, we performed two alternative segmentations of the dataset,
one based on gender and the other one based on age, in order to highlight the effect of
both factors on the process flow diagram. Each segment was imported in Disco to
perform the process mining. For readability reasons, only the 30 % of activities
involved and the 10 % of the path between activities are shown in the results. These
percentage grant to cover at least the 90 % of the data, since there are many centers that
are accessed only one or two times, and thus are not relevant for the analysis.

From the analysis of the first segmentation, it can be noticed that the some simi-
larities exist between the two obtained graphs (Figs. 3 and 4). The first one is that in
both cases there is a “hub center” which is the most accessed by both genders, since the
majority of patients perform examinations only in this center. Another similarity is that
the processes usually do not involve more than two different centers (the hub center and
one of the other centers). Despite these similarities, the graphs also show some dif-
ferences. First of all, the number of visited centers is different: male patients visit 12
different centers, while female patients visit 21 different centers, thus showing a higher
mobility of female patients.

Also the frequency of accesses is different. Figure 5 reports the number of accesses
to each center for the male segment and the female segment (the hub center is not
reported since its accesses are significantly higher than the others: 1348 for male and

Fig. 3. Process flow extracted by Disco on the male segment, all the ages considered.
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1820 for female). Furthermore, the majority of male processes follow the path “hub
center - other center - hub center”, while the female process follow various paths,
starting for a center, then passing the hub center, followed by another center.

From the analysis of the second segmentation (Figs. 6, 7 and 8), it can be noticed
that the process extracted from the adult segment is the one which includes the higher
number of different centers visited by patients and also the longest pathways involving
different centers. The process extracted from the senior segment include less centers
and shortest paths. This can be due to the low mobility of elder patients with respect to
the others. The number of accesses to medical centers of each of these three segments is
reported in Fig. 9.

Fig. 4. Process flow extracted by Disco on the female segment, all the ages considered.

Fig. 5. Different numbers of accesses to medical centers by male patients (blue bar at the left)
and female patients (red bar at the right) (Color figure online).
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Fig. 6. Process flow extracted by Disco on the young segment for all the genders.

Fig. 7. Process extracted by Disco on the adult segment for all the genders.

Fig. 8. Process flow extracted by Disco on the senior segment for all the genders.
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6 Conclusion

The evaluation of a health network is a complex task because the management of
patients is done by entities not controlled by a central unit, with the result that
guidelines for the evaluation of the diagnostic and therapeutic pathways through the
network are not available.

This paper aims at adapting tools and technologies derived from other research
fields and using them firstly to obtain a model of a healthcare network, and secondly to
perform a meaningful analysis of the mass of data produced by a healthcare network.
The obtained results can be useful for healthcare managers to inform them clearly about
the status of services under their responsibility, and to suggest improvements to system
inefficiencies. It is also useful to evaluate the degree of collaboration among the dif-
ferent entities of the network.

We are currently working on extending the analysis to involve different kind of
entities, and to explore different mining algorithms to refine the extracted model.
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Abstract. In today’s business marketplace many enterprises collaborate forming
a collaborative network (CN) in order to achieve competitive and sustainable
advantages. In this context, CNs should have not only well-defined business
models but also mechanisms and tools that help them out to assess such business
models as well as other CN operations at their early stages. Due to shorter life‐
cycles and to the current fierce competition such an evaluation should be made
as quickly as possible and analyzing real data rather than based on opinions and
subjective judgments. This paper presents the application of a methodology that
allows such an assessment as well as the generation of business scenarios based
on the performance of the CN. Then, it first defines the appropriate CN key
performance indicators (KPIs), gathering data for a certain time-period; then, it
applies multivariate techniques to this data, identifying relationships between the
KPIs, and being able to build the timely evolution of the CN based on this data;
next, it is able to design a business scenario based on the timely evolution that
the CN should have according to its business models and operations results
achieved so far. With all this additional information decision-makers could decide
whether the CN’s business models succeeded or not so far and what actions to
take in order to achieve the future desirable scenario.

Keywords: Scenarios · Business models · Collaborative networks

1 Introduction

Design, implementation, re-definition and sustainability of business models are complex
tasks. However, these are key tasks when aiming to stay in business in a sustainable
manner for a long time. Nowadays, when competition is fiercer than ever and business
environments are turbulent ones there is a need to evaluate, under a dynamic approach,
whether a business model is and, what it is more important, will be successful. When
bringing this thematic to the Collaborative Network (CN) context, it becomes more
complex, as CNs requires of more organizational skills and capabilities to do so than in
single companies. Therefore, the business model dynamic assessment issue is one of the
most serious research gaps to be covered within the current literature. Then, recently some
authors [1, 2] affirmed that an orientation towards experimenting with and exploiting new
business opportunities was the key to cope with dynamicity. In addition, organizations
achieving coherence between leadership, culture, and employee commitment are in the
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first line regarding business models knowledge and, extensively, success. Experimenting
is directly liked to innovation, which is of great importance when aimed to develop a
sustained business model. However, there is a lack of models/methodologies that clearly
propose an approach to link CNs experimentation results and CNs performance. Addi‐
tionally, the current approaches do not integrate a business scenario methodology within
a solid and complete performance measurement system.

Then, this paper applies a methodology that will help to CNs decision-makers to
assess, in its early stages, whether a business model is successful or not and whether it
will, based on real recent performance, be successful in both the short and the medium-
term. This will be made through the development of business scenarios based on
applying multivariate statistical techniques to real data as gathered by sound perform‐
ance indicators. The outcome of this methodology will help to decide whether to pursue
the defined CN business model, and other important CN operations, or not. The main
results of applying this methodology to a CN are highlighted, as well as final conclusions,
future research work and generalization of the findings.

2 Scenario Planning and Performance Measurement

Even though it is widely accepted that the usage of scenario planning is very beneficial
for organisations, this has not been totally proved. In fact, there are several works that
aim to establish links between scenario planning practices and benefits. Chermack [3]
proposed fourteen different hypothesis that aimed to demonstrate the existence of corre‐
lation between scenario planning and other factors such as firm performance, improved
decision making or learning. Additionally, [4] revised several case studies, empirical
studies and theoretical works that evaluated scenario based decision-making processes.
Real world evaluations lacked measures of verification, which usually turned out to be
subjective ones. On the other hand, theoretical evaluations involved rationales difficult
to properly assess. Finally, it is stated that when evaluating a decision-making method,
the human component should be carefully taken into account.

Therefore, a system that somehow combined the implementation of scenarios within
a performance measurement system (PMS) would be of great utility to decision-makers.
In this sense, and even though in the last years several important supply chain PMS have
been developed – i.e. [5–7] - none of these works do enable effective mechanisms to
incorporate scenarios application. At the individual enterprise context something similar
happens, as there are only two works that have dealt in some deep this idea. Fink et al.
[8] developed a called “future scorecard” in which some consideration is given to the
possibility of developing a scorecard that possesses an additional input with the infor‐
mation and conclusions derived from environmental analysis. On the other hand,
Othman [9] establishes that a balanced scorecard could be linked with scenario planning
by taking into account a future state or scenarios to be reached when formulating the
PMS strategy. Both of these works are theoretical and do not go beyond, as they neither
propose a structured method nor provide experiences derived from application.

Hence, the methodology developed by Rodriguez-Rodriguez et al. [10] incorporates
business scenario generation within a PMS. In order to do this, it is based on real data
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coming from the PMS, as collected by the key performance indicators, to design the
different business scenarios. Therefore, decision-makers have available scenarios based
on real data coming from their own PMS and they can therefore project this data to
achieve the future position of the organisations. Moreover, they will know in advance
what values should take the different indicators in order to reach this future desirable
position and, extensively, will be able to react and propose and apply actions that will
make this possible. This methodology applies multivariate techniques such as Principal
Component Analysis and Partial Least Squares to find combination of inter-related KPIs
and to project them in order to define the future business scenario.

This methodology was applied to organisations but not yet to CN. This paper presents
next the main results of applying it to the key performance indicators regarding the
business models and operations of a CN.

3 Application

The above mentioned methodology has been implemented in a specific CN in order to
be able to design business scenarios that will help to decide not only to what extent a
business model is being profitable and effective but also to decide whether to modify it
or not. A Spanish furniture manufacturer and a home appliances company form such a
CN. These two companies have kept business relationships for the last two decades and
know each other very well. They combine different products in order to offer to
customers different combinations of their products. Moreover, customers will have
available a combination or pack of products whose value proposition exceeds the tradi‐
tional single-company one. It is important to point out that these two companies are the
core ones of the CN, but this involves to many other organisations that come from the
raw material suppliers to the own final customers. Additionally, this study was carried
out when the CN was already stated and working and therefore metrics collected data
from different key business models indicators, as well as from other parts of the CN,
rapidly. Therefore, decisions made as a result of the experimentation, calculated
performance business scenarios, were expected to have an impact in the short-term.

Then, it was initially needed to define key performance indicators able to measure,
control and monitor not only business models activities and changes but also other
important parts of the CN regarding both its customers and operations. Therefore, a list
of 15 key performance indicators was defined. These are shown in Table 1. The business
models key performance indicators were defined following [1].

Some of these KPIs were quite abstract and a great effort was made in order of not
only properly collecting the data but also creating a standardize process accepted by the
partners. Then, many KPIs were collected via experts’ analysis instead of direct feeding
from some databases. For instance, KPI number 1 was collected once the experts
analysed whether there was any knowledge strategy change compared to the previous
situation, as defined in the immediate previous time period. In order to do so, experts
had to analysed different points and results from the CN carrying out different activities:
developing a questionnaire, monitoring the evolution of the CN regarding financial
results, personnel perception or knowledge transfer and comparing the obtained results
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with the situation in which, according to its strategic formulation and business model,
the CN should be.

Table 1. CN key performance indicators

Id. KPI

1 Number of knowledge strategies changes

2 Improvement of the degree of contextualization of multi-disciplinary knowl‐
edge

3 Improvement of the service level

4 Improvement of the customer involvement level

5 Improvement of the customer fidelity degree

6 Improvement of the delivery time

7 Decrement of the life cycle time-to-market

8 Improvement of the customer satisfaction degree

9 Improvement level of the GRI indicators related to sustainable production

10 Number of collaborative product designs

11 Improvement of the number of additional business services offered

12 Improvement of the degree of collaborative innovation

13 Improvement of the degree of perceived quality

14 Improvement in of sales achieved (% turnover)

15 New business opportunities discovered

Then, these KPIs were collecting data over a six-months time period. The operative
phase of collecting the data was not an easy task. First of all, it was necessary to homog‐
enize the frequency of the data from the KPIs. In other words, some KPIs were regularly
collected (i.e. weekly frequency for the KPI number 3 of increment of service level)
whereas others were collected in a more dilated way (i.e. every two months for the KPIs
1, 2 or 9).

Then, some initial data treatment was performed on such data (statistics, frequency
homogenization), having available an initial data set. Such a data set formed an initial
data matrix to which Principal Component Analysis was applied, obtaining different
principal components. The principal components are constituted by KPIs that interre‐
lated. For this study, the two first principal components were retained, as they explained
the 82 % of the initial data variability. The indicators forming these two first components
were the following.
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• PC1. Indicators number: 3, 6, 7, 9, 10, 13 and 14
• PC2. Indicators number: 1, 2, 4, 5 and 8.

Therefore, the PC1 could be representing the operational evolution of the CN
whereas the PC2 could be representing the business model control and customer situa‐
tion of the CN. It is necessary to point out that the KPIs not included within either PC1
or PC2 were forming other PCs that were not retained for this study.

Then, a monthly time evolution of these KPIs was obtained and the observed trend
can be seen in Fig. 1.

Fig. 1. CN timely evolution

Then, from this time evolution, it can be seen that for the two first periods of time
(M1, M2) the evolution of the PC1 is positive (growths) whereas the PC2 decreases.
This means that the CN was positively growing regarding its operations (as measured
by the KPIs that form the PC1) and decreasing regarding its business model and customer
situation, as captured by PC2. Then, it can be observed a change in this trend in the
periods M3 and M4, where PC1 still grows but slower than before and the PC2 stabilizes
its decrement. Finally, in the periods M5 and M6 PC2 grows positively whereas the PC1
decreases its value. At the end of M6, the situation was by one hand that the CN was
obtaining a good response in terms of the PC2 (business model and customer situation)
coming from a bad starting; on the other hand, the CN was performing worse than
initially regarding its operations.

With this information, the decision makers had to decide what they wanted to achieve
in the next period(s) of time. Since the KPIs related to business models were performing
well in the last periods, they decided to generate a scenario where the CN operations
improved, maintaining the positive growing trend of PC2. Then, the PCA was applied
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again providing some future values to the KPIs of both PC1 and PC2. This application was
performed several times until the future scenario (E), as shown in Fig. 2, was achieved.

Fig. 2. CN’s scenario based on KPIs projection

Therefore, decision-makers knew what values the KPIs associated to both principal
components should be achieved in the next time-period. In order to force them to achieve
such values, they accorded to carry out some actions. Since the evolution of the PC2
was positive they decided that they were performing reasonably well regarding business
model and customer situation and focused therefore on modifying the trend of PC1. In
doing so, they decided to apply, among others, the next actions:

• Supervise and re-organise the design team.
• Look for new first-tier suppliers.
• Application of lean manufacturing techniques.
• Improve customer participation in the design and first units production processes.

As pointed out before, these actions were indicated to act and achieve results in the
short-term. However, the effect of these actions may take time and it should be monitored
and re-adjusted if necessary over-time.

4 Conclusions

This work has presented the main results of applying a methodology for designing
scenarios based on performance for CNs. This methodology allows to decision-makers
to decide whether the CN’s business models and operations have being achieved so far.
In the application presented, after applying Principal Component Analysis, two principal
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components were retained for the study, representing both the operational evolution of
the CN and the business model control and customer situation of the CN. These two
principal components were represented over a period of time of six months, being able
to determine whether the expected objectives were being achieved or not. The principal
component 2 of business model control and customer situation had a good positively
growth trend whereas the principal component 1 of CN operations was decreasing in
value. This lead to decision makers to design a future desirable business scenario, which
would bring to the principal component 1 to positively growth in the next time periods.
Additionally, adequate actions to make that the KPIs inherent to the principal component
1 would get the position defined for the business scenario were stated.

This application can be generalized for any CN that has got KPIs defined and wants
to analyse the timely evolution of its performance, as a result of the timely evolution of
some principal components formed by different CN KPIs. Besides, such a CN can also
define one or some scenarios and associated actions to be taken within the CN.

Future research work could focus on linking together the KPIs that constitute the
different principal components with the CN strategic objectives; this would lead to a
representation of the timely evolution of CN at the strategic levels.

Acknowledgments. This work has been developed within the research project called “Design
of business scenarios to improve the efficiency and management of industrial supply chain”
(reference GV/2013/045).
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Abstract. Resources depletion, emerging competition, and increasing individual
customer requirements are among the most common trends shaping nowadays
manufacturing industry. Product-Service Systems (PSS) are put forth as a poten‐
tial means for meeting these challenges due to their intrinsic characteristics such
as dematerialization, multi-actor perspective, inimitable service know-how, and
customer closeness. The scope of this paper falls under a wider topic relating to
the development of PSS solutions for the steel sludge treatment sector. More
specifically, the paper reports on a combined performance measurement and PSS
design approach to support the decision making process on the PSS implemen‐
tation. The approach takes into account the need for a collaborative effort among
the PSS value network actors to successfully implement PSS offers. A case study
from the sludge treatment sector is used to illustrate the synergies between
performance measurement and decision making, in the PSS context.

Keywords: Product-Service systems · Decision making · Performance · Sludge
treatment · Recycling

1 Introduction

The last few decades witnessed a paradigm shift through the development and spread of
servitization and Product-Service System (PSS) concepts. Goedkoop et al. [1] define PSS
as ‘a system of products, services, networks of ‘players’ and supporting infrastructure that
continuously strives to be competitive, satisfy customer needs and have a lower environ‐
mental impact than traditional business models’. Since then, most contributors have
broadly adopted this definition. As already stressed by many authors such as Goedkoop
et al. [1] and Meier et al. [2], PSSs are generally delivered by a network of partners. A PSS
is the result of a value co-production process within such a partnership. Therefore, PSS
business models call for a continuous collaboration process that involves both the buying
and the selling organizations, and other external and complementary partners. The stake‐
holders, whether they are producers, retailers, customers or end-of-life managers, require
connected economic interests and shared vision of desirable outcomes for a system
resource optimization [3]. The scope of this paper falls under a wider topic relating to the
development of PSS solutions for the steel sludge treatment sector. More specifically, the
paper reports on a combined performance measurement and PSS design approach to
support the decision making process on the PSS implementation. The approach takes into
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account the need for a collaborative effort among the PSS value network actors to success‐
fully implement PSS offers. A case study from the sludge treatment sector is used to
illustrate the synergies between performance measurement and decision making, in the
PSS context. The novelty of this paper lies in the use of performance measurement and
analysis at the PSS design stage. The remainder of the paper is organized as follows:
Sect. 2 sheds more light on performance measurement from a PSS perspective. Section 3
describes the proposed approach combining PSS design and performance measurement.
Section 4 illustrates the approach with a case study. Conclusions and research perspec‐
tives are detailed in Sect. 5.

2 Performance Measurement from a PSS Perspective

Performance measurement is a well-established concept in the operations management
literature. The ultimate goal of the current research is to extend performance measure‐
ment to the PSS context; in particular by supporting the decision making process during
PSS design.

Performance measurement definition and issues relating to PSS. Performance
measurement is an activity aimed at reaching predefined goals that are derived from
the company’s strategic objectives by using performance indicators (PIs) [4]. A PI is
a variable that expresses quantitatively the effectiveness or efficiency or both, of a
part of or a whole process or system against a given norm or target [5]. Performance
measurement represents the concrete formulation of firm’s strategic choices and has
been closely related to supply chain and extended enterprise [6]. Lohman et al. [4]
highlighted the need to measure the supply chain performance as a whole and to be
able to drill down to different measures and different levels of details. Folan and
Browne [6] assume that performance measurement has moved towards examination
of the organization as a whole and impacting to a greater extent upon strategy. They
assume that performance measurement would have an impact outside organization
(i.e. external environment).

Among the difficulties shaping the performance measurement in the PSS
context, and in extended enterprises at large, is the decentralized nature of the value
network leading to uncontrolled growth in indicators. Basically, this stems from the
connection of several companies to deliver the PSS [7]. This potentially leads to
inconsistencies among the indicators used by the value network actors. The impact
on the decision making is thus obvious as the performance is evaluated from single
points of view. A multi-actor based indicators system reflecting all points of view
of the value network actors is thus required and would be of much support to the PSS
network management, which is a crucial task for the PSS [7]. Such indicators systems
can act as a common platform from which all members of the value network can draw
knowledge [6, 8].

Performance Measurement as a Support for the Decision Making Process. As the
performance measurement has evolved from measuring and monitoring to supporting
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decision making, proper tools and methods should be created as substitute of historical
data [4, 6, 8]. Consistently with the above evolution, simulation is among the most used
approaches to support the decision making. It allows replicating the actual behaviour of
the real system at different granularity levels, ranging from value network actors down
to production and service delivery activities. As such, the simulation, be it a discrete-
event, an agent-based or a system dynamic based one, is a corner stone of the perform‐
ance measurement, and thus of the decision making process [9, 10], and the performance
indicators are its backbone. Several research works used the simulation to support the
decision making process in the context of PSS [10–12]. Among the most common ques‐
tions addressed in this context is the shift from a mere product oriented offer to a PSS
oriented offer. The simulation here supports the performance measurement by evaluating
different envisioned shifting scenarios using quantitative measures. Yet, in order for the
decision makers to measure and improve the performance of their production systems,
firms or even supply chains, there is a need to capture the most impacting performance
drivers and align the decision making process with them. Consequently, several methods
and tools have been used to deal with this appealing concern of exploiting performance
measurement by decision makers. An example of these are multi-criteria decision
methods which allow to combine a set of performance measures into a fewer ones, or
even a single holistic index [13]. Another relevant means for understanding the most
impacting performance drivers are decision trees which are the result of different clas‐
sification algorithms [14]. These trees allow for a quick and clear graphical representa‐
tion of the impact of different decision levels. The nodes of the trees represent the
performance drivers, classified in order of their relevance; the most relevant drivers are
linked to the root of the tree, while drivers with the lowest importance are at the bottom.
The branches are labelled with the separating input variables (i.e. drivers).

3 A Combined Design and Performance Measurement Approach
for the PSS

This section reports on a combined design and performance measurement approach for
PSS. Unlike the traditional and most common performance measurement systems, the
current approach uses performance measurement a-priori, as a supporting tool for the
decision making process regarding the relevance of PSS solutions and delivery systems.
The foundations of the current approach are detailed further in [4, 6, 10, 12]. More
specifically, the methodological guidance combines the steps of building and using
performance measurement systems [4] with the methodological support for defining
PSS scenarios [12]. The performance measurement is enabled by a simulation approach
inspired by Medini et al. [10]. The combined approach is structured in four steps which
are detailed in the following.

Context Analysis combines the firm’s mission, objectives and functional areas relating
to these objectives, in keeping with [4]. More broadly, context analysis consists in
understanding the company’s industrial context and competition factors. This relies on
semi-structured interviews with the PSS key actors. This step provides insights into the
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PSS development opportunities and the main strategic capabilities of the involved actors
with regards to the PSS.

Usage Analysis and Scenario Prioritization are needed in order to define different
PSS variants based on the possible different uses of the PSS, and to identify the
value-creation potential for the actors involved (provider, customer, and other stake‐
holders). This step relies primarily on semi-structured interviews, brainstorming, and
questionnaires to capture expectations of both customer and other actors of the PSS
value network. Afterwards, several scenarios are defined consistently with the
expected uses of the PSS. Each of the scenarios is defined by a combination of
actors and roles within the value network. Finally these scenarios are filtered in
order to narrow the scope of the subsequent quantitative evaluation. The filtering
criteria stems from the context analysis and the stakeholders’ experience, and are
defined during face-to-face meetings.

Select or Develop Performance Measures consistently with the firm’s objectives
behind the PSS implementation. More specifically, this step aims to define the perform‐
ance indicators for each actor involved, then identify physical and financial flows that
should be modelled in order to enable indicators calculation by use of simulation. Then,
questionnaires are built upon these models and are used for data collection. Indicators
should comply with the multi-actor perspective, meaning that the final set of perform‐
ance measures should accommodate the points of view of all the actors of the PSS value
network.

Evaluate Scenario Performance: this step is critical in supporting the decision making
process as it provides an evaluation of several alternative scenarios, thus helping to put
the focus on the most interesting ones according to the performance measures. To this
end, a three-stage process is deployed:

– Building an Experimentation Plan is concerned with the a priori identification of
potential performance drivers according to PSS actors’ know-how.

– Evaluating Scenario Performances uses simulation to compute the performance
measures, based on replication of the real operations within the PSS production and
delivery network.

– Identification of Performance Drivers is performed out of the simulation results. The
tools used at this stage are decision trees, which form an efficient and comprehensive
tool to identify the impact of different decision levels on the performance. Thresholds
can be defined based on this analysis, in order to specify the circumstances under
which the PSS implementation would be potentially successful.

4 Illustrative Case Study

Usually, machining sludge generated by manufacturers is collected and treated by speci‐
alized companies. The envisioned PSS solution is built around a briquette-making
equipment which allows the compacting and briquetting, and makes the sludge reusable.
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The compacting and briquetting result in two reusable products, (i) briquettes, which
can be sold to and used by smelters, and (ii) cutting fluid extracted from the sludge,
which can be used by the manufacturers themselves. The actors involved in the envi‐
sioned PSS value network are: (i) an equipment provider (i.e. briquette-making), (ii)
manufacturers producing sludge and representing potential customers of the envisioned
PSS solution, and (iii) smelters using electric arc furnaces for melting steel scrap and
other metals who are potential customers of the produced briquettes.

Context analysis relies on semi-structured interviews with manufacturers, (who
generate different types of sludge), with equipment provider, and with smelters. The
interviews resulted in the identification of several alternative organizational scenarios
that were filtered to come up finally with 6 relevant ones. The current paper is limited
to the two following ones:

– U1a: the briquette-making equipment is sold to a manufacturer who is in charge of
the compacting, briquetting and maintenance operations, retrieves cutting fluids and
sells briquettes to smelters.

– S1a: the briquette-making equipment remains the provider’s property, and the manu‐
facturer pays for its use in his premises according to a “rental” contract. The equip‐
ment maintenance can be included as a service in the contract and is then performed
by the briquette-making equipment owner; otherwise, it is considered as an internal
activity of the manufacturer.

The selection of proper performance indicators was straightforward since the main
concerns of the involved actors (i.e. equipment provider, manufacturer, and smelter)
relate basically to costs and benefits. In the following, the analysis will be focused
on the profit indicator, which is a result of the above ones. A deterministic contin‐
uous simulation model is used to evaluate the performance of the scenarios and is
implemented under Excel in Visual Basic language. The back bone of the simula‐
tion model is a set of mathematical equations depicting the interdependencies
between the physical and financial flows [10]. The simulation inputs are data about
the value network activities (e.g. cost, input and output flows), contracts (e.g. dura‐
tion, installation costs, and ascribed services), services (e.g. costs), market (e.g. scrap
cost, market demand, sludge characteristics), roles (e.g. actors responsibilities in
terms of services and activities). The aim of the evaluation is to identify the main
economic performance drivers for the value network actors, so as to provide a
support for the decision making process of these actors regarding PSS implementa‐
tion alternatives. To this end, an experimentation plan was adopted and is repre‐
sented in Fig. 1, showing the combination of the input variables for each of the two
scenarios. The simulation horizon covers a 10 years period.

The simulation results are processed using the R software1 and the Analysis of
Variance (ANOVA) method [15]. The output is structured in three regression trees
representing the performance drivers of the profit indicators. Figure 2(a) indicates
that organizational scenarios are the main drivers of the equipment provider profit.
Generally, the PSS scenario (S1a) allows for more profit which ranges from 80k €

1 http://www.r-project.org/.
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when services are not included in the offer, to 130k € when they are included. The
sales scenario (U1a) allows for a lower profit which culminates at about 60k €, when
the services are also offered in addition to the sale contract. Manufacturers’ and
smelters’ profits are mainly impacted by the market volume, as shown in Fig. 2(b)
and (c); the bigger are the market volumes, the higher is the generated profit. The
other drivers of profit for these two actors are the waste treatment cost (wCost) and
the scrap cost (sCost), respectively. The manufacturers profit reaches its highest
values when waste treatment costs are high.

Indeed, the PSS helps avoiding the costs that are traditionally incurred by the manu‐
facturers when they want to get rid of their produced sludge. Further on, for the smelters,
the scrap cost is an important driver, after the market. This is explained by the fact that
smelters profit comes from the savings generated out of purchasing the briquettes at a
lower price than traditional steel scrap, thus the higher the scrap costs are, the higher is
the smelters profit.

The above analysis provides the different value network actors with some useful
inputs regarding their decision making process, through the most relevant drivers for
profit. The focus can thus be put on these specific drivers to define trade-offs taking into
account all the actors points of view and thus easing the implementation of a win-win
PSS solution.

Fig. 1. Experimentation plan

Performance Measurement for the Design of Product-Service Systems 523



5 Conclusion

The current paper reports on a combined performance measurement and design approach
to support the decision making process and thus mitigate the uncertainty at the PSS
design stage. The basic prerequisite of this approach is a strong collaboration among the
PSS stakeholders from the early design phases of PSS solutions. The case study shows

Fig. 2. Regression trees of the (a). equipment provider profit, (b). manufacturers profit, (c).
smelters profit
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the ability of the approach to determine the key performance drivers for the PSS actors
and to identify the most relevant PSS value network configurations prior to the PSS
implementation. The current work, however, has limitations and thus, opens further
research perspectives. First of all, the performance system implemented (based on the
industrial consortium requirements) can be enriched further with other indicators in
order to better reflect the service perspective. Additionally, the simulation model opens
many opportunities regarding the quantification of uncertainty and its impact on
performance measurement. Basically, this would strengthen the decision-aid provided
to PSS actors.
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Abstract. The delivery date is one of the most important performance
parameters of a business contract. In order to guarantee the customers’ satis-
faction and sustainable success it is essential to keep the fixed delivery date.
Therefore a performance measurement system needs to be applied. In the fol-
lowing a specific approach for the performance analysis for Virtual Enterprises
is introduced. Hereby both the comprehensive approach for performance anal-
ysis and the procedure for the evaluation of the compliance to delivery dates are
considered. This concept allows an adaptive applicability which is necessary to
support the short-term management of order-specific configured Virtual Enter-
prises within smart networked environments.

Keywords: Virtual enterprise � Performance analysis � Delivery date �
Collaborative network model

1 Motivation

The agreement of an exact delivery date represents an essential part in a contract
between supplier and customer. Adherence of the delivery date should have highest
priority for the supplier as deviations from the agreed delivery date often entail
far-reaching consequences for the buyer. This may also lead to negative consequences
for the supplier, e.g. in form of contractual penalties or loss of customers. In connection
to Virtual Enterprises/collaborative systems, adherence of the delivery date gets even
higher importance by a particularly close and time-referenced cooperation.

Deviations of the delivery date represent a serious problem field as buffer time can
hardly be planned. In that context the research question arises how to analyze and
evaluate the adherence of the delivery date in networked production structures. As a
relevant research methodology it represents one part of a comprehensive approach for
the analysis of enterprise-related performances. That approach allows a consideration
of different performance parameters, e.g. product quality, response time, price and
soft-facts. The analysis is realized related to value-added processes. That means con-
duction is done separately for each production process or transaction. This form of
modeling represents an essential precondition for the value-added-related performance
analysis. As major research objectives are to be mentioned a high degree of flexibility
and adaptability in combination with clear rules for the evaluation.
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2 Regulatory Framework

2.1 Towards a Performance Analysis Approach

For the realization of the performance analysis in Virtual Enterprises a comprehensive
model has been developed [1]. That approach both includes value-added process
neutral and value-added process-related process steps. The structure of the model and
the interdependencies of the steps are displayed in Fig. 1.

The performance analysis approach includes the measurement, evaluation and
analysis of relevant services performed by an enterprise operating in a collaborative
network based on selected performance parameters. Herein, special attention is paid to
aspects relating to one specific value-added process. This operational perspective
allows acquiring cognitions about services performed by an enterprise after finishing a
value-added process. Hereby, consequences, e.g. concerning the allocation of profit
shares can be deduced in case of an unsatisfactory performance of an enterprise [2].

The primary task of the performance analysis approach is to determine the degree
of services performed by an enterprise. For this purpose, primarily quantitative methods
are applied. The result is considered by the implementation of incentive and sanction
mechanisms. Herein, methods for the calculation of profit shares play a specific role.
Within this context, it is necessary to analyze the services performed by the enterprises
based on selected and relevant performance parameters [3].

The determination of performance parameters is realized by the involvement of an
adapted Balanced Scorecard. Performance parameters considered within the perfor-
mance analysis are the price, date of delivery, response time, product quality, reliance

Fig. 1. Performance analysis approach.
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and cooperation climate [1]. The last two parameters form soft factors, whose per-
ceptions primarily have to be quantified through appropriate methods. Each of those
performance parameters is characterized by a specific key figure. For the evaluation of
the services performed, specific evaluation functions, similar to utility functions, are
applied. In order to regard their different relevancies, the evaluations can be weighted
individually. By multiplying weighting and level of utility, aggregated utility values are
calculated, similar to the value benefit analysis. The sum of the aggregated utilities of
all performance parameters represents the actual performance. This can be compared to
the target performance. Hereof, an enterprise-specific degree of target fulfillment is
calculated. This allows a deviation of consequences e.g. incentives and sanctions.
Consecutively, performance analysis is demonstrated in detail by considering the
performance parameter “date of delivery”.

2.2 Literature Research

As already mentioned, focus is put on the integration of performance parameter “date
of delivery”. Within a comprehensive approach for the enterprise-related performance
analysis, the aim is to analyze the degree of service provision. This means that a
deviation of the realized from the agreed date of delivery needs to be recorded cor-
rectly. For this purpose, monitoring and workflow management instruments are
applied. Subsequently, the evaluation analysis is realized by an adapted form of the
value benefit analysis in combination with selected mathematical methods. First of all,
an appropriate key figure including evaluation function has to be determined for the
performance parameter “date of delivery”. Within the context of a collaborative net-
work, the date of delivery does not present the final date of delivery of the finished
product to the customer, but the respective completion date at the analyzed enterprise.
In consideration of possible effects of upstream enterprises within the collaborative
network, an extended and differentiated problem to consider arises. Approaches for the
evaluation of performances within networked organization structures are available and
have been published in a quite unmanageable number.

In this context, one forerunner is Neely, who deals with questions concerning the
performance measurement in supply chains and networks [4]. Herein, analyses can be
arranged from several perspectives [5]. In general, however, it has been observed that
primarily medium- and long-term approaches are suggested. Background for this is the
financial focus of those approaches with regard to external effects of the company.
During the development of those approaches, it is often reverted to the Balanced
Scorecard, followed by an adoption of the same in a modified form considering supply
chains or networks [6–8]. A more specific focus on performance indicators for col-
laborative networks based on collaboration benefits can be found in [9]. Most networks
exist long term whereas virtual enterprises represent the cooperation of several enter-
prises for completing a value-added process. This more relevant perspective is focused
by Westphal et al. by investigating methodologies of measuring the collaborative
performance in virtual enterprises [10]. However, this publication primarily considers
soft-facts and therefore is less relevant here. Another publication in that field is [11]
which introduces a case study for delivery performance measurement.
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3 The Performance Parameter “Date of Delivery”

3.1 Identification of the Key Figure “Adherence to Delivery Date”

The determination of the key figure “adherence to delivery date” respectively “devi-
ation to delivery date” of an enterprise occurs through an evaluation in consideration of
the cause or the initiator of the deviation. In general, it has to be distinguished whether
the delivery of an enterprise did occur early, on time or delayed. The deviation of the
planned/agreed date of delivery lai from the realized date of delivery lri results from the
difference of both values and is described as (local) deviation to delivery date or
adherence to delivery date Dlli, which leads to Eq. (1):

Dlli ¼ lri � lai : ð1Þ

Dlli is an enterprise-related figure. Depending on the development of the delivery
situation, the consequence is, that in case of Dlli [ 0 the delivery is considered as
delayed, for Dlli ¼ 0, the delivery arrived on time and for Dlli\0, the delivery occurred
early. That interpretation is based on the method of cumulative quantities. That means a
delivery on the 20th day while having an agreed delivery date on the 15th day can be
interpreted as a delay of 5 days (20 – 15 = 5). By the application of this method, it is
possible to calculate an absolute value for the performance analysis. The delivery dates
or appointments have to be offset against each other. The decision about the metric
should be made depending on the designated accurateness. According to the chosen
metric (week, day, hour, minute), the statements concerning the deviation are rough
(week) or comparatively accurate (minute) by trend.

To stress the significance of the performance figure “deviation to delivery date” of
an enterprise and to allow an activity-based evaluation likewise in the context of the
performance analysis, it is necessary to rectify the locally caused delivery adherence of
an enterprise Dlli by possible delays by enterprises, which accomplish a previous
process step. These enterprises are denoted as “upstream enterprises” (i − 1) in the
collaborative network. It is therefore possible that an enterprise will, only because of
one late delivery of one or more upstream enterprises, also deliver delayed. Due to this
fact, the “upstream delay” Dlvi has to be considered as a further influencing value for the
performance analysis of that parameter. In the following, the possibilities for the
determination of adherences to delivery dates of upstream enterprises are discussed.

If a value-added chain is considered, in general there is only one upstream company
(linear process) existent, so that the relevant deviation to delivery date Dlvi complies
with the deviation to delivery dates of the upstream company Dlli�1. In this case, it is
valid:

Dlli ¼ Dlvi�1: ð2Þ

Here value Dlli�1 describes the schedule variance of the upstream enterprise. In case
several upstream companies have to be considered (networked process), the specific
local delivery delays Dlli�1 have to be taken into account for all upstream enterprises
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(i − 1). The delay Dlvi , which finally has to be considered herein, is calculated out of the
maximum of delays of all enterprises, which are directly preceded within the
value-added process. This highest delivery delay of a direct forerunner maxðDlli�1Þ
represents the delay, which has to be considered for the currently observed enterprise
Dlvi . The following equation is valid:

Dlvi ¼ maxðDlli�1Þ: ð3Þ

After determination of the locally relevant delivery date variances of an enterprise
Dlli as well as the delivery date variance of direct upstream enterprises Dlvi , which has to
be included for a value correction, the deviation to delivery dates Dli, which is the one
important input factor for the performance analysis, can be calculated as follows:

Dli ¼ Dl
i � Dlvi : ð4Þ

The value deviation to delivery dates equals the performance figure for the per-
formance parameter delivery date and forms one input variable for the performance
analysis. At this stage, one can ask for possible reasons for a schedule variance Dli
caused by an enterprise. The starting point for arguing is the assumption that within the
context of the tender preparation, each enterprise determines an order-specific pro-
cessing time within the production control, which can be expressed by a corresponding
completion date of production. The processing time, which forms the basis of the
delivery date fixed in an offer, is tPTai . A schedule variance Δli, which was caused by the
enterprise itself, is expected in cases where the eventually realized processing time of
the tender tPTri deviates from the planned processing time tPTai during the value added
process. By this procedure, Δli can be calculated alternatively as follows:

Dli ¼ tPTri � tPTai : ð5Þ

Due to the fact that the calculation of the deviation to delivery date of an enterprise
is only possible if all delivery dates within the network are known (both offer dates and
realized dates), the collection of all performance figures has to be accomplished after
completion of the value-added process.

3.2 Measurement of the Key Figure “Adherence to Delivery Date”

By the application of the calculation formulas for the performance figure “(corrected)
deviation to delivery date” Δli, the result is an accurate time specification. For further
processing, in principle two ways are conceivable. On the one hand, it is possible to
work with the accurate values of the company-specific schedule variance, which
however causes a considerable calculating effort. A further possibility is a provision for
the deviation to delivery dates in form of tendential schedule variances. This approach
is introduced in the following.

The evaluation function for adherence to delivery dates fi(Δli) used for calculating
the evaluation credits xli in this approach only considers the influencing factor of the
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corrected (actually caused) schedule variance Δli, whereas local delay Dlli and upstream
delay Dlvi are input values.

To allow an evaluation/analysis, all potential combinations of those three
influencing factors have to be identified. This is to evaluate the practical relevancy.
Figure 2 introduces all combinations of the three values Dlvi , Dl

l
i and Δli which are

possible. Consequently, not the accurate deviation serves as the main distinction cri-
terion herein, but only the kind of deviation by trend, whereas “+” signifies a late
delivery, “−” an early delivery and “0” represents a delivery in time.

Starting from these theoretic possibilities, only practically relevant situations are
contemplated in the following analysis. This concerns situations which are highlighted
in grey.

3.3 Evaluation of the Key Figure “Adherence to Delivery Date”

As it has already been shown, an adjusted value can be determined for the considered
value-added process and the analyzed enterprise for the adherence of the delivery date
Δli. This value has to be transferred to a score evaluation afterwards. Therefore and
formally stated, a relation between the adherence to the delivery date Δli and the score
evaluation xli can be formulated in the form of a mathematic function. This function is
called evaluation function. It has to be seen as a utility function in the context of the
value benefit analysis.

(Δli) (Δli
l) (Δli

v) Description
0 0 0 all deliveries are on time
0 0 - not possible
0 0 + not possible
0 - 0 not possible
0 - - early delivery, stable conditions
0 - + not possible
0 + 0 not possible
0 + - not possible
0 + + unchanged delay
- 0 0 not possible
- 0 - not possible
- 0 + delay has been eliminated, exact delivery date now
- - 0 enterprise is the first one to cause an early delivery
- - - incoming early delivery, rate has been increased
- - + delay has been changed into a too early delivery
- + 0 not possible
- + - not possible
- + + reduced delay but still delay
+ 0 0 not possible
+ 0 - an early delivery has been changed into a delivery on time
+ 0 + not possible
+ - 0 not possible
+ - - incoming early delivery, still early but with a reduced rate
+ - + not possible
+ + 0 enterprise is the first one to cause a delay
+ + - despite an early delivery enterprise has caused a delay
+ + + delay has been increased

Fig. 2. Possible combinations of the input variables.
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The method of Lagrange interpolation is intended to determine exact (utility-)
functions out of selected relevant combinations of Δli and xli given. This procedure
allows the generation of a polynomial, which leads through an arbitrary number of
points. First of all, selected distinctive points of the function, which has to be deter-
mined, need to be defined. Here it has to be considered that the values of the abscissa
(x-values) are distributed all about the same considered interval, whereas the proba-
bility is increased that a function is generated, which is consistent with the desired
process. Normally, the selection of four credits is adequate, whereas two credits shall
reflect the relevant exceptional conditions. In a concrete way, full marks are given for
exact date adherence taken as an example, while for an exceeding of the maximum
justifiable deviation, 0 credits are assigned. The value of 10 is usually given as full
marks. Division within the parameters of 0 to 10 makes a significant evaluation pos-
sible. At this point, all relevant combinations have been assigned to adequate groups.
This leads to a specific evaluation function (6):

fi Dlið Þ ¼ xli: ð6Þ

Adherence to the date of delivery can be interpreted as one essential characteristic
of making delivery of an enterprise, as missing this target will have effects on all
downstream processes, so that an influence on the due-date of the final product can be
expected.

One possibility for a simplified consideration is the formation of different groups.
According to the present modeling, there is an evaluation function, which may be
applied for all kinds of combinations of the input parameters from Fig. 2. Seen from a
practical perspective, not all kinds may be treated and evaluated the same way. So, it is
important for the evaluation whether delays were caused by an enterprise or if existing
delays were reduced. Therefore, it is recommended to introduce grouping, which can
be evaluated in a similar way but regarding the specific situation. The division into
different groups allows for a more detailed observation with a high flexibility regarding
potential adjustments. However, a specific evaluation function has to be modeled then
for each existing group. This can easily be achieved by means of the Lagrange
interpolation.

3.4 Analysis of the Key Figure “Adherence to Delivery Date”

After determining the score evaluation of the performed service, it can be incorporated
into the performance analysis. For this purpose, the score evaluations of the remaining
performance parameters have to be known. To be able to consider the different mean-
ing of the single performance parameters regarding the whole evaluation, performance
parameter related weightings are included.

An actual value of making delivery is calculated from the weighted sum of the
single score evaluations, which is then compared to a target value of making delivery.
This comparison then allows for a statement if an enterprise has delivered the desired
performance in a certain value-added process. If this is not the case, there is the
possibility that negative consequences occur for the company, for instance in form of
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sanction payments or reduced share in profits. However, this subject matter shall not be
enlarged upon at this point, as this concerns tasks relating to the whole performance
analysis model.

4 Conclusions

An approach for the evaluation and analysis of the performance parameter “delivery
date” and its key figure “adherence to delivery dates” has been introduced. It was
developed for enterprises operating in Virtual Enterprises. Major advantages are the
consideration of different classifications (“groups”) for possible scenarios and the
development of specific evaluation functions. They allow modeling a calculation
scheme dependent on the degree of meeting the agreed delivery date.

The approach represents a quantitative model. Similar models have also been
developed for further performance parameters. Therefore, a universal concept for a
performance analysis, which relates to the value-added process, is available. This
approach allows a complete and comprehensive analysis of the service performed by an
enterprise operating in a collaborative network. The introduced approach has consis-
tently been modeled and therefore, it allows for an application related to practical
requirements. One limitation is the static character of the approach.

Efforts regarding a realization of the approach from an information-technical point
of view as well as its integration into the comprehensive model of the performance
analysis are being made currently and represent the challenge for future works.
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Abstract. Each Emergency Medical Assistance Centre in France (SAMU),
includes an emergency call service. It provides an adequate and immediate
response to medical problems. The processing of the incoming calls can be seen as
a collaborative process involving several stakeholders. The control of such a
process is crucial. Indeed, the effectiveness of the response to these incoming calls
strongly impacts the quality of service of these centres, which is the main infor-
mation which the government relies for their funding. The aim of this paper is to
analyse such a collaborative process, regarding the performance targets requested
by the French government. To this end, we suggest applying a new approach,
based on the combination of two well-known engineering techniques, in consec-
utive manner. We will first use process mining techniques to obtain meaningful
knowledge about the studied collaborative processes, relying on real data from a
French Emergency Medical Assistance Centre. Secondly, we will use a Discrete
Event Simulation approach as an effective tool to assess the efficiency of the
current management of this emergency call centre and to ask (and answer) some
‘what if?’ questions to identify possible ways of improving their effectiveness.

Keywords: Emergency call centre � Collaborative process analysis � Knowledge
discovery � Process mining � Discrete-event simulation � Key performance
indicators

1 Introduction

Since 1986 in France, each administrative department has its own Emergency Medical
Assistance Centre (named SAMU in French) whose 24-h service able to provide
assistance for all medical emergencies. SAMU works closely with local public services
and emergency teams having skills and facilities suitable to many situations.

© IFIP International Federation for Information Processing 2015
L.M. Camarinha-Matos et al. (Eds.): PRO-VE 2015, IFIP AICT 463, pp. 535–546, 2015.
DOI: 10.1007/978-3-319-24141-8_50



Each SAMU has an emergency medical regulation call centre that can be reached
by dialling 15 or 112. The origins of phone calls are varied: ordinary people, call
centres of firemen, private general practitioners, public or private medical centres. The
aim of this centre is to give a suiting answer to the medical problems submitted to it as
soon as possible. The action to take in a medical emergency depends on the degree of
urgency, ranging from a simple medical advice to the commitment of the Hospital
Mobile Intensive Care Units (H-MICU) which are the most potent means of action at
the disposal of SAMU call centres.

The processing of the incoming calls may be schematically described as a col-
laborative process involving several stakeholders, as show in Fig. 1. There are three
kind of human resources devoted to a SAMU call centre to regulate the calls: (1) the
Medical Regulation Assistant Operator (AO), (2) the Hospital “regulator doctor” a
regulator doctor (RD), (3) the general practitioners of the health care permanence (GP).
This collaborative process can be done through four major functions: (1) to receive and
sort the calls 24 h a day, (2) to send and coordinate the most suited first aid means as
soon as possible, (3) to check the availability of hospital beds to refer the patients to the
most appropriate service depending on his/her pathology, (4) to inform the service
which will be in charge of the patient for a better welcome.

According to the statistics announced by the National French SAMU [1], a very
large number of calls, which currently varies from tens of thousands to several million,
is processed each year and continues to increase from one year to the other, despite
constant means.

While these figures are impressive, the processing of the incoming calls has been
considered, for too long, of minor importance. The search of better response to the
patient and better efficiency in the use of resources induces, in France today, to consider

Radio calls

Phone calls Call Centre

AO
RD

GP H-MICU

SAMU

The Tarn department 

Receive and sort the calls
Send and coordinate the most 
suited first aid means 
Check the availability of 
hospital beds
Inform the service which will be 
in charge of the patient

Primary emergency interventions 
Patient transfers

Police and 
firemen

Fig. 1. Operational organisation of the SAMU 81
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this process as crucial for the regulation of emergency medicine. The Speed of response
between calling 15 and the actual answering of the call has become one of the top
priorities of a SAMU call centres [2, 3]. Indeed, the effectiveness of the response to the
incoming calls strongly impacts the quality of service of these centres, on which is the
main information which the government relies for their funding [4].

Thus, the improvement of the quality of service in these centres has got an
increasing interest in these recent years. It is therefore important to highlight that the
quality of service is tightly related to the means made available to the SAMU and the
service organization established.

Hence, our present study is focused on the analysis of the performance of the
processing incoming calls of such centres with two major aims: 1. To investigate the
management of a SAMU call centre and assess the efficiency of the current manage-
ment of this emergency call centre regarding to the performance targets requested by
the French government; 2. To find out some possible ways of improving the speed and
quality of service offered by SAMU.

The remainder of this paper is structured as follows: First, in the next section we are
going to give an overview of our proposed approach to analyse and ascertain proposals
able to improve the current functioning of emergency call services. This approach is
based on the sequential combination of two well-known engineering techniques. In the
third section, we will focus our endeavour on the presentation of the two first steps of
our proposed approach. These steps lie on the use of process mining techniques to
obtain meaningful knowledge about the studied collaborative processes, relying on real
data from a French Emergency Medical Assistance Centre. In Sect. 4, we will present
the main results provided by a Discrete Event Simulation approach as an effective tool
to assess the efficiency of the current management of this emergency call centre and
discuss some possible ways of improving their effectiveness. Finally in Sect. 5, we will
conclude and present some future works.

2 Proposed Approach for Process Reengineering

The deployment of a process reengineering approach is needed to achieve the two
objectives mentioned above. Indeed, the aim of process reengineering approach
according to [5] is rethinking and radical redesign of business processes to achieve
dramatic improvements in critical, contemporary measures of performance, such as
cost, quality, service and speed.

Roughly speaking, the deployment of process reengineering approach involves
three main stages: (1) the discovering stage which aims to reveal how business pro-
cesses currently operate, (2) the redesigning stage which seeks to find out new ways of
organizing tasks, organizing people, able to improve efficiency of these processes;
(3) the implementation stage which takes a close interest on how to implement these
process changes in an efficient manner.

Traditionally, for the first stage, the discovery of business process models result
from a field observation and survey allowing the emergence of knowledge of how the
process works which in turn will lead to model the As-Is process in formal process
modelling language. However, this traditional approach is time-consuming, as it
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implies lengthy discussions with workers, extensive document analysis, careful
observation of participants, etc. and also it may not provide an accurate picture of
business processes, Indeed there often are discrepancies between the actual business
processes and the way they are perceived or described by people [6].

As outlined in several works [6–9], Process Mining techniques appear to be an
appropriate tool for going beyond the drawback of this traditional process discovery
approach. Indeed, process mining is a promising approach to obtain a better under-
standing about how business process of an organization are currently being performed
and this by analysing the historical process data recorded in the information system of
the organization. Consequently, we suggest a new process reengineering approach
which consists of a synergy of two well-known engineering techniques, in consecutive
manner: process discovery technique with discrete Event Simulation method. In par-
ticular, after a period of observation and data gathering, we will use a process mining
technique to provide an accurate view on the process of the regulation of incoming
calls and model how it is really executed by analysing the historical process data
recorded in the information system of the call centre.

Based on the output of the process mining technique enactment, we will use a
discrete Event Simulation approach as an effective tool to assess the efficiency of the
management of the current process and to ask some ‘what if?’ questions to identify
possible ways of improving their effectiveness.

Discrete events simulation is a data-processing tool widely used in industry and by
the researchers to reproduce the dynamic behaviour of a manufacturing system studied
[10, 11] in order to subject them to predictive experimentation without risk or dis-
turbance of the real life system. More specifically, our proposed approach consists of
the following four successive steps, shown in Fig. 2:

1. Data collection and preparation step: it is the starting point of any process mining
technique. It consists in looking at historical process data and generating a dataset in
the form of so-called event logs that can be used as input for the process mining step.

2. Process mining step: the aim of this step is to discover and construct, from the
generate event logs, the process model of the processing of incoming calls of the
Medical Assistance Centre. So, the output of this step is the As-is model

3. Model Transformation step: Following an approach grounded in Model-Driven
Engineering (MDE), this step aims at generating a computer simulation model from
the As-Is knowledge model. The resulting model will be executed on the selected
simulation tool.

4. Simulation step: It seeks to ascertain and to assess a couple of scenario for process
improvement regarding to the performance targets requested by the French gov-
ernment. The development of the simulation model of our process is carried out
with the software Witness1.

It is worth noting that this proposed approach is not limited to analyse and to
enhance an emergency call centre but could be used for any reengineering process

1 http://www.lanner.com/en/witness.cfm.
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needed since a significant time-stamped and valuable data are tracked and closely
related to the process execution.

3 The Discovery of the Incoming Call Regulation Process

3.1 Data Collection and Preparation

The generation of a representative activity log is the starting point for process mining
techniques. It is the aim of the data collection and preparation step. It includes 1.
Searching and extracting useful data about process execution, 2. Structuring and
cleaning these data (correcting typos, outliers, and missing values); 3. Converting these
data to the format required by the process mining tool.

For our case study, the data gathering was undertaken in the emergency medical
call centre of SAMU 81, located in Albi, France. To identify the relevant data needed to
be extracted, our method was based on the analysis of the states throughout an
incoming call with this call centre. Indeed, many time-stamped data can be found in the
information system of this emergency call centre related to call states updates. The
main interesting call states for our study are (see Fig. 3):

• An incoming call state: it is the initial state which corresponds to a call initiated by
an exterior caller to the SAMU ending up at its private automatic branch exchange
(PABX). The time of reception of an incoming call is the one of the relevant event
tracked by the SAMU IT support system.

• A rejected call state consists of an incoming call that has been automatically filtered
by SAMU PABX. It could be possibly a number phone among the black list of
SAMU or rejected automatically beyond a deadline set.

• A presented call state is an incoming call on the verge of being handled by an
operator (AO)

Step 2 : Process mining

Merging
historical 

process Data
(Excel + VBA)

Initial Process 
Model - As Is

(DISCO)

Computer
Simulation Model

(Witness)

Step 1 : Data collection 
and preparation  

Step 3 : 
Model 

transformation

Improved
Process Model - 

To Be 

Step 4 : 
Simulations

Step 5 : Implementation

Real World

Firemen
Police
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calls

phone calls Call center

AO R
D

G
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H-
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SAMU 81

The Tarn 
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Fig. 2. Proposed system reengineering approach based on the combination of two well-known
engineering techniques: process mining and simulation.
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• A hold call state consists of state which a call has been handled by an operator (AO)
• A lost call state consists of state which a presented call is neither held
• An answered call state it is the final state which corresponds to a call picked up and

processed.

Although these states are interesting to discover the incoming call regulation
process, it remains a blur to discover milestones between the moment where the call is
picked up and the moment where it is hung up. Indeed, a hold call can generate one or
several movements corresponding to periods of communication on distinct phone line
services.

To overcome this issue, we have enriched our dataset by other useful time-stamped
data related to the emergency regulation file states. In fact, when the AO holds the
incoming call, he opens a regulation file (RF) and if necessary a medical regulation file
(MRF), localizes the request and saves the phone number, evaluates the gravity of the
emergency in differentiating a real emergency from a felt one, transmits the call to the
regulator doctors. Then, he has to pass the intervention requests on, either after a
practitioner’s regulation or directly (Reflex Departure) during very few cases according
to the service protocols (sudden death, cardiac arrest, death by hanging…). In the IT
support system, there also are many data related to the lifecycle of theses emergency
regulation file, as depicted in Fig. 3.

Once these data have been collected, we conducted a first cleaning which allowed
us to exclude all outgoing calls-related data and to complete some missing information.
After we have proceeded to the merger of the two dataset into one log file by linking
together information of both dataset that belong to the same process execution. This
linking is based on the identification of the phone number and the date of creation of
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each regulation file and incoming call and several others data as the line service number
or the kind of resource (AO, GP, RD) as show in Fig. 3.

3.2 Displaying the Mined Model

The next step was to run the process mining algorithm within Disco tool2, namely the
Christian’s Fuzzy miner, to discover the control flow of the incoming call regulation
process. The resulting mined model is shown in Fig. 4. It is based on the sequence and
timing of the activities in the generate event log dataset.

We can see that there are 267 cases which represent the total incoming calls
covered by the chosen timeframe which corresponds on the most critical day (Sunday).
We can easy notice that all these cases start with the activity reception call and are
served according to the first-come first-served discipline.

The section below presents the statistics deduced from this mined model and in
relation to the simulation process model.

4 Simulation Model

4.1 “As-Is” Call Centre Simulation Model

In this section, we present the “As-is” simulation model built with the information
discovered from the process mining tool. We decided to focus our simulation study on

The generated log file 

Fig. 4. The resulting mined model of the incoming call regulation process from the generated
log file

2 https://fluxicon.com/disco/.
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the (AO) Assistant Operator’s activities because the performance of the emergency call
centre is mainly dependent on the answer speed of this resource. The call duration of
the AO is another KPI we will examine as an outcome of the simulation. The devel-
opment of the simulation model of our process is carried out with the software package
Witness (see a screenshot on Fig. 5).

Witness is a general-purpose discrete-event simulation software widely used to
simulate manufacturing processes. Its simulation engine can however also be used to
simulate any service or information process. In our study case, there are three modules
(AO, GP and RD) corresponding to the three resources of the call centre (Assistant
Operator, General Practitioner and Regulator Doctor). As outlined in the mined model,
when somebody calls the emergency number, the incoming call is buffered in a queue
“Queue_AO”. If the AO is available, he picks up his phone to answer the call. If the
AO is busy, then the incoming call is waiting until the end of the process done by the
AO. Once a call is held, the AO must open a regulation file and Complete information
about the patient. After this stage, regarding to the evaluated severity, either the AO
(1) keeps the call (severity index = 3, not urgent call) and only gives some advice to the
patient or (2) puts the call in the queue “Queue_GP” (severity index = 2, serious call
requiring a Regulation process by a doctor) or (3) activate a Reflex start of an emer-
gency team with a hospital mobile intensive care unit (severity index = 1, life is at risk)
if any regulation doctor is not available or transfer the call to the queue “Queue_RD” of
the RD.

The speed to answer an incoming call must be as short as possible (less than 30 s is
the objective for this kind of service [4]), particularly for severity index = 1.

The simulation study has been carried on the most critical day (Sunday), as it is the
day when the number of incoming calls is the highest. Figure 6 illustrates the distri-
bution of 267 incoming calls on 48 slots of 30 min. As far as the incoming call

Fig. 5. Simulation model (witness software tool)
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distribution is concerned, the simulation model is based on statistics from data collected
by the SAMU 81.

As presented in Table 1, the processing times of the different activities follow a
uniform distribution and have been established thanks to data collected and the out-
comes of the process mining step.

The simulation runs for 24 h from 00:00 to 24:00. At 00:00, the call centre is
empty. The statistics are recorded between the 26th and the 263th call after a warm up
period. Figure 7 shows the different values of speed to answer time and processing time
(call duration) for all the calls supported by the AO during 24 h.
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Table 1. Processing times

Res. Activities Process time (sec.)

ANSWER and SORT OUT UNIFORM(20,50)

COMPLETE regulation file UNIFORM(20,30)

ADVISE UNIFORM(100,140)

R
D REGULATE UNIFORM(300,420)

G
P REGULATE UNIFORM(300,420)

A
O

Fig. 7. Speed to answer time (red - thin) and AO’s processing time (blue -bold) (Color figure
online)
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Figure 8 highlights the speed to answer according to severity index (level 1 is for a
very serious call, level 2 is for an urgent call and level 3 for non-urgent call). In this
“As-is” process, each call is processed by the AO until the transfer or the end of
communication, even if another call is in the queue “Queue_AO”.

Table 2 gives the descriptive statistics for each type of calls according to its severity
index. We can see that a very serious call (severity index = 1) can wait more than 5 min
whereas the objective is to pick up a call in less than 30 s.

4.2 “To-Be” Call Centre Simulation Model

With the “As-is” rule, all the calls are treated in the same way whatever their severity
index. Following this work, we want to assess a “To-be” process with a new rule for the
AO: rather than process a call until its transfer, even if a new call arrived in the queue,
we propose to put it on hold in order to quickly evaluate the severity index of the new
call. If the severity index of the new call is smaller than the current one, the AO process
it until its transfer to RD or GP and then pick up the previous call he was processing.

Figure 9 presents the speed to answer with this “To-be” rule evaluated with the
simulation and Table 3 gives the same statistics as those presented for the “As-is”
situation in Table 2. In the “As-is” process, the maximum waiting time of a very urgent
call reached more than 5 min (00:5:13).

With the proposed rule, the maximum waiting time does not exceed 1 min 29 s.
While the mean value is 7 s (37 s with the “As-is”). The speed of answer of less urgent
calls does not highly increase contrary to not urgent calls.

Fig. 8. Speed to answer by AO (As-Is)

Table 2. Statistics for each severity index of call (As-Is)
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To summarize, the simulation study shows that applying this new rule could be the
first step to improve the performance of this call centre by taking into account an
incoming call in the queue.

5 Conclusion and Future Work

In this article, we describe a new approach for reengineering process, based on the
combination of process mining and discrete-event simulation techniques in consecutive
manner. We suggest to show the interest of the use of this approach to improve the
management of an Emergency Call Service. The applying of the process mining
technique allowed us to discover the control flow of the incoming call processing and
several others useful figures. The most challenging point was the generation of the log
file. In addition, the use of Simulation to analyse the “As-is” dynamic behaviour of the
process allows us to identify weaknesses, to identify and implement the best KPI’s.
Moreover, the main reasons to include simulation in our study is to evaluate “To-be”
improvements of the current process as optimizing business rules, effective staff
deployment, etc.

The future work can be focused on the use of the simulation to optimize the human
resources in relation with the call centre activity. The timetables and work organisation
could be considered as control variables. Furthermore, we attend to extend our log files
by other useful information to cover all the functions of the SAMU.

Fig. 9. Speed to answer by AO (To-Be)

Table 3. Statistics for each severity index of call (To-Be)

Level 1
Resuscitation
- Emergent

Level 2
Urgent - Less

Urgent

Level 3
Non Urgent

All

82 90 66 238
Mean 00:01:34 00:01:20 00:04:34 00:02:19
Min 00:00:42 00:00:45 00:02:35 00:00:42
Max 00:05:56 00:04:37 00:11:38 00:11:38
Mean 00:00:07 00:00:17 00:00:17 00:00:14
Min 00:00:00 00:00:00 00:00:00 00:00:00
Max 00:01:29 00:05:31 00:05:26 00:05:31

Severity Index

Number of calls answered by AO

Call duration by AO

Speed to answer by AO

Improving the Management of an Emergency Call Service 545



References

1. Giroud, M.: Samu de France: WEB site of system of emergency in France. http://www.
samu-de-france.fr/en/System_of_Emergency_in_France_MG_0607

2. Bieger, A., Borges, G., Kranz, S., McGowan, C., Meehan, K., Mancuso, L.G., Guerlain, S.,
de Macedo Guimaraes, L.B.: Increasing the efficiency of a Brazilian emergency response
call center. In: Systems and Information Engineering Design Symposium, SIEDS 2009,
pp. 125–130 (2009)

3. de Lima, M.A.Q.V., Maciel, P.R.M., Silva, B., Guimarães, A.P.: Performability evaluation
of emergency call center. Perform. Eval. 80, 27–42 (2014)

4. Dreyfus, P.: Activité des Samu -Centre 15 Définitions et standardisation des données. Samu
de France (2009). http://www.samu-de-france.fr/documents/actus/155/559/definitions_apl_
drm_2009.pdf

5. Hammer, M., Champy, J.: Reengineering the Corporation: A Manifesto for Business
Revolution. Harper Business, New York (1993)

6. Rebuge, Á., Ferreira, D.R.: Business process analysis in healthcare environments: a
methodology based on process mining. Inf. Syst. 37, 99–116 (2012)

7. Van der Aalst, W.M.P.: Process Mining. Springer, Heidelberg (2011)
8. Bouarfa, L., Dankelman, J.: Workflow mining and outlier detection from clinical activity

logs. J. Biomed. Inform. 45, 1185–1190 (2012)
9. Caron, F., Vanthienen, J., Baesens, B.: A comprehensive investigation of the applicability of

process mining techniques for enterprise risk management. Comput. Ind. 64, 464–475
(2013)

10. O’Kane, J.F., Spenceley, J.R., Taylor, R.: Simulation as an essential tool for advanced
manufacturing technology problems. J. Mater. Process. Technol. 107, 412–424 (2000)

11. Jacobson, S.H., Hall, S.N., Swisher, J.R.: Discrete-event simulation of health care systems.
In: Hall, R.W. (ed.) Patient Flow: Reducing Delay in Healthcare Delivery, pp. 211–252.
Springer, New York (2006)

546 E. Lamine et al.

http://www.samu-de-france.fr/en/System_of_Emergency_in_France_MG_0607
http://www.samu-de-france.fr/en/System_of_Emergency_in_France_MG_0607
http://www.samu-de-france.fr/documents/actus/155/559/definitions_apl_drm_2009.pdf
http://www.samu-de-france.fr/documents/actus/155/559/definitions_apl_drm_2009.pdf


Robust Optimization Theory for CO2 Emission
Control in Collaborative Supply Chains

Giovanni Felici1, Toshiya Kaihara2, Giacomo Liotta3,
and Giuseppe Stecca1,2(&)

1 Istituto di Analisi dei Sistemi ed Informatica “Antonio Ruberti”,
C.N.R., via dei Taurini 19, 00185 Rome, Italy

{giovanni.felici,giuseppe.stecca}@iasi.cnr.it
2 Graduate School of System Informatics, Kobe University,

l‐1, Rokkodai, Nada, Kobe 657‐ 8501, Japan
kaihara@kobe-u.ac.jp

3 Center for Industrial Production, Aalborg University, A.C. Meyers Vaenge 15,
2450 Copenhagen SV, Denmark

gl@business.aau.dk

Abstract. Global sourcing in complex assembly production systems entails the
management of potentially high variability and multiple risks in costs, quality
and lead times. Additionally, current strategies of many companies or envi-
ronmental regulatory frameworks impose - or will impose - on industries
worldwide to take control, among others, of CO2 emissions and related costs
generated in supply, production and distribution. Strategic planning should
therefore manage multifaceted risks in order to prevent high-costly re-planning.
This work addresses the problem of simultaneously controlling CO2 emission,
production and transportation costs in supplier-manufacturer echelons. The
problem is addressed by using the robust optimization theory applied to network
strategic planning. A non-collaborative scenario in which each manufacturer
independently selects its suppliers is compared to a scenario in which all the
supply-chain actors aim to minimize production, transportation and CO2 emis-
sion costs. Computational experiments on realistic instances show positive
effects of collaboration on costs, especially in more constrained tests.

Keywords: Supply chain management � Supplier selection � Robust
optimization � Sustainability � Collaboration

1 Introduction

Supplier selection is a critical sourcing process with huge impacts on cost, time, and
quality performance of manufacturing companies. The implementation of global
sourcing programs offers companies to gain significant competitive advantages.
However, these programs also expose Original Equipment Manufacturers (OEMs) to
multifaceted risks (e.g., late deliveries, financial instability, environmental disasters or
negative impacts, security, and safety issues) and hidden costs that make supply chain
more vulnerable to supply chain disruptions or poor supplier performance.
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Optimization models for supplier selection (mainly deterministic) have been pro-
posed in the literature but a few of them included operational risks. Operational risks
are related to uncertainties in customer demand, supply, and cost, and are opposed to
disruption risks which are related to natural or man-made disasters [1]. As pointed out
in [2, 3], (operational) risk management approaches can be divided into four categories:
risk avoidance aims at eliminating the source of risk; risk mitigation reduces the
probability of potential risks; risk sharing, in which cooperation contracts and insur-
ances can be used to share risks with other parties; risk adoption, which is a passive risk
taking strategy. Only in the recent years disruptions and uncertainty have been intro-
duced and modeled in formulations including supplier selection (see, e.g., [4]). Beyond
the competitiveness, supplier selection hugely impacts on sustainability performance of
companies. However, quantitative models for supplier selection still require further
research on criteria sets and integration of social and environmental dimensions [5]. In
this work we study a robust approach in supply-chain strategic planning dealing with
uncertainties in costs which are the uncertain price paid for CO2 emissions during the
production process.

Green supplier selection requires solid environmentally-oriented metrics, collabo-
rative relationships across the supply chain and real-life scenario testing even though
the literature seems to demonstrate a raising interest which however is still relatively
low [6]. CO2 emissions can be an effective and clear metric to be embedded in decision
making. This is demonstrated by the recent development of models integrating CO2 in
multiple criteria analysis such as Analytic Network Process (ANP) [7], fuzzy
multi-objective linear programming and Analytic hierarchy process (AHP) [8]. Mul-
ticriteria decision models for supplier selection in collaborative networks (in particular
ANP) have been introduced [7, 9] but risks and uncertainty issues have not been
addressed. At industry level, the inclusion of CO2 emissions in supply chain man-
agement and in particular in supplier selection is particularly significant for companies
relying on energy-intensive processes such as automotive suppliers and manufacturers
[10, 11] or transportation and chemical/pharmaceutical industry [5]. Indeed, regulatory
frameworks based on carbon taxation or cap-and-trade mechanisms have been already
introduced in many countries worldwide [12]. In the future, companies will have to
cope with these regulations de facto, internalizing the cost of their greenhouse gas
emissions. This can also lead to improved environmental performance and cost energy
savings involving suppliers [10]. On the other hand, the level of taxation or the trade
pricing mechanisms may represent an additional risk factor because of the uncertainty
in trends and fluctuations of CO2 prices (see, for example, [12, 13]).

The objective of this paper is threefold: first, the CO2 emission cost for companies
is integrated into an optimization model to support decision making for supplier
selection in addition to production and transportation costs. Second, uncertainty is
addressed by using the robust optimization theory, thus exploring several risk sce-
narios. Third, the impact of collaboration between suppliers and an OEM on the
performance of these supply chain echelons is estimated. As exemplary case study,
computational tests are carried out on the basis of an instance envisioned for an
automotive supply chain [14]. Our approach, which entails robust optimization mod-
eling in operational risks, according to [3], is a risk mitigation strategy which antici-
pates risks and develops contingency plans. The proposed approach has been selected
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because optimization allows decision-makers to simultaneously minimize multiple cost
components that can be parameterized in scenarios with different constraints. Robust
optimization then includes uncertainty in model parameters, thus embedding risk
management issues. In our model, multiple supply chain variables and parameters are
included and uncertain CO2 emission cost levels (i.e., trade prices or taxation) are
considered as a risk factor. To our best knowledge this is the first optimization model
for supplier selection using robust optimization theory and internalization of CO2

emission costs by comparing collaborative and non-collaborative settings.
The paper is structured as follows. Section 2 presents the suppliers-OEM manu-

facturing network of the two supply chain echelons. The robust optimization model and
the collaboration aspects are introduced in Sect. 3. Computational results are presented
and discussed in Sect. 4. Conclusions follow.

2 Manufacturing Network

The manufacturing network consists of a two echelon production-distribution network
serving a customer demand clustered in country demand areas. The general (physical)
network configuration is presented in Fig. 1.

The central echelon (layer 1) of the modeled supply chain considers the final
assembly stage of the production. This layer represents all the final assembly plants
controlled by a focal company (OEM). The upstream layer (layer 2) is represented by
the suppliers of the main components that have to be assembled into the final products.
Figure 1 shows that potentially all the suppliers can provide all the assembly plants
with the components and that all assembly plants can produce all the final products and
serve the market. However, constraints regarding supply and assembly options have to
be met as hereinafter explained.

Usually OEMs (the layer 1) establish supply contracts with a subset of suppliers in
order to provide the required production levels and serve the final customers with an
agreed service level. More sophisticated strategies could involve partnerships and

Fig. 1. Multiechelon production – distribution network.
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collaboration between suppliers and/or a single OEM’s assembly plant or sets of
OEM’s plants.

In the modeled network, three assembly plants can produce and deliver at least one
of three final products to the market. Each product consists of three major components.
The OEM’s assembly plants can be supplied by a set of six (competing) suppliers.
Suppliers produce specific components. Suppliers, components and product assembly
options are specified in Table 1.

Each supplier operates in a specific country. Each country is characterized by
specific CO2 emission levels depending on the location and manufactured components.
Suppliers and assembly plants are connected by a multimodal transport network across
which road, rail or sea transport services are provided.

The main CO2 emission parameters for production and transportation are summa-
rized in Tables 2 and 3. The CO2 emission standard parameters for component pro-
duction are presented in Table 2. These CO2 emission levels have been estimated by
elaborating on the data of a case study of the automotive industry1. In our elaboration,
CO2 emission levels at suppliers’ production sites are limited to the lowest (ideal) levels
across the countries considered. According to the different locations of sites in the
network, in the worst cases, the CO2 emission levels can be up to approximately 200 %
and 270 % higher than the standard values considered in Table 2 for the components.

The production costs are both fixed and variable. Fixed production costs range in
the interval 1.80-4 mEUR while the variable costs of components respectively range in

Table 1. Component supply and product assembly options.

Supplier (Si) Component (Ci) Product assembly options (Pi) 
S1 C1 P1 = C1+ C2+ C3S2 C1

S3 C2 P2 = C1+ C2+ C4S4 C2

S5 C3 and C4 P3 = C1+ C3+ C4S6 C3 and C4

Table 2. CO2 emissions and cost parameters of production of components.

Components CO2 Emission (tCO2/unit)a

C1 0.102
C2 0.022 
C3 0.05 
C4 0.1 

aEstimate of standard CO2 emissions in the countries with the
lowest emissions per unit manufactured in the network

1 http://publications.lib.chalmers.se/records/fulltext/136639.pdf.
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the interval 26.5-300 EUR. Transportation costs are specified in Table 3. The carbon
price considered is 10 EUR/tCO2 (see, for example, the 2020 ETS price projections
presented in [13]). The considered network costs concern the supply costs and trans-
portation costs between the selected suppliers’ sites and assembly plants.

3 Robust Optimization Approach

Robust optimization is used in mathematical programming to deal with uncertain
parameters. With respect to stochastic programming, where some parameters are
known through their distribution probability, in robust optimization the parameters are
known only through their bounds of variability.

In integer programming, the robust optimization [15] can be defined over cost
parameters, constraint parameters (e.g., product weights, arc traveling times, etc.), and
known terms (e.g. customer demand values, plant capacities, etc.). The robust opti-
mization aims to find a solution which is feasible and “good” over all the variation
scenarios of unknown terms. In particular, some approaches are aimed to find the best
solution in the worst case. Our approach is inspired by the work of [15], where
robustness is considered inside the mathematical model and a parameter called
“robustness budget” will let decide the degree of coverage amongst unexpected events.
In the studied case, the unknown parameters are the CO2 emission costs.

The studied problem can be formulated over a graph G(N,A) where multiple
commodities k should be delivered from suppliers to OEM’s assembly plants using arcs
(i,j). The goal is to minimize the overall production transportation and CO2 emission
costs over a time horizon T. The single time period is denoted with t. The parameters
are as follows:
dikt Demand
fpikt Activation cost
cpikt Unit production cost
hikt Unit holding cost in inventories at node i
ICikt Inventory capacity
PCikt Production capacity

Table 3. CO2 emissions and cost parameters of transport.

Transport mode CO2 Emission (gCO2/tkm)a  Transport cost (EUR/tkm)b

Roadc

d

93.1 0.14 
Rail 17.4 0.11
Sea 101 0.009 

ahttp://www.developpement-durable.gouv.fr/IMG/pdf/Information_CO2_ENG_Web-
2.pdf
bhttp://ec.europa.eu/ten/transport/studies/doc/compete/compete_report_en.pdf
cRoad, semi-trailer truck with a GCW of 40 tonnes, large volumes, road diesel
dShort-sea shipping, Ro-Ro
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epit Emission factor at node level: the grade of emission of node i with respect to
the reference country

epk Unit emission cost for product k (reference country at time 0)
etk Emission cost/km (rail at time 0 =1)
cijkt Unit travel cost for production k
ftijkt Arc activation cost for production k
etijt Emission factor at arc level: the grade of emission of arc (i,j) with respect to the

reference arc.

The variables are as follows:
vikt quantity of product k manufactured in node i in period t
zikt 1 if k is manufactured in i at time t, 0 otherwise
xijkt quantity of product k flowing in arc (i,j) in period t
uijkt 1 if k is flowing in arc (i,j) in period t, zero otherwise
sikt inventory level of product k in node i in period t, t2[0, T].

We first describe the non-robust deterministic model. The objective function to be
minimized is:

z ¼
X

i2N

X

k2K

X

t2T
½ziktfpikt þ viktðcpikt þ epkepitÞ þ sikthikt�

þ
X

ði;jÞ2A

X

k2K

X

t2T
½uijktftikt þ xijktðcijkt þ etketijtÞ�

ð1Þ

The constraints on flow balancing are:
X

j2D�ðiÞ
xjikt þ vikt �

X

j2DþðiÞ
xijkt þ sikðt�1Þ � sikt ¼

dikt þ bkk0
X

ðk;k0 Þ2BoM
ðvik0t � sik0ðt�1Þ þ sik0 tÞ8i; k; t

ð2Þ

The constraints on capacity are:

sikt � ICikt 8i; k; t ð3Þ

vikt �PCiktzikt 8i 2 Ok; k; t ð4Þ

xijkt �ACijktuijkt 8i; j; k; t ð5Þ

Other constraints are:

sik0; sikð�1Þ ¼ 0 8i; k ð6Þ

vikt; xikt; sikt positive integer; zikt; uijkt binary ð7Þ

Robust optimization protects against all the possible occurrences of the uncertain
values inside given bounds. Here robustness is introduced against the variation of costs
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of CO2 emissions for production nodes. The emission factor epit over time is not fixed
and may vary inside the interval [epit, epit + Δepit] for i 2 N’�N, t 2[1,..,T].

Subset N’ and A’ contain the nodes for which the unknown variability is considered.
Let Γ ≤ |N’| T be the “budget of robustness” for emission variability intervals of
production. Γ can be explained as the maximum number of variable intervals that are
allowed to vary at their maximum and for which robust solution is guaranteed to be
feasible. The model considering Γ robustness is named “robust counterpart”. The new
objective function z′ of the robust counterpart model is:

z0 ¼ z þ max
fS0:S0�C;jS0j �Cg

X

i2N;t2T
Depit

X

k2K
viktepk

( )

By using duality theory, the formulation can be rewritten as a standard
mixed-integer linear programming (MILP) model adding variables and constraints to
hold robust terms and removing the min – max form [15]:

z0 ¼ zþ Cz0 þ
X

i2N 0;t2T
pit

The complete model would then be:
min z’
s.t (2), (3), (4), (5), (6), (7) and

z0 þ p0it �Depit
X

k2K
epkvikt 8i 2 N 0; t 2 ½1; ::T � ð8Þ

z0; pit � 0 ð9Þ

4 Computational Results and Discussion

The computational experiments have been conducted on two different scenarios: first, a
non-collaborative scenario in which each OEM’s assembly plant (layer 1 of Fig. 1) runs
the optimization separately and sequentially in order to identify the suppliers leading to
locally optimal solutions. In the second scenario, a collaborative decision is made
between all the OEM’s assembly plants of the layer 2 simultaneously in order to jointly
select the suppliers minimizing the global system costs. The multi-period model runs
over 10 years. The robustness is applied to the CO2 emission cost of the suppliers’
production nodes in order to investigate variability and risks of CO2 cost impact for
production in different countries by focusing on the supplier selection problem.
A nominal level of demand and capacity is used in a first experiment (Experiment 1). In
the Experiment 2, the demand is supposed to increase by 5 % yearly. However, in the
non-collaborative scenario, it is also assumed that the suppliers and carriers allocate no
more than 75 % to each assembly plant. In the Experiment 3, the demand is the
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nominal one (Experiment 1) but the supplier’s production capacity allocated to an
OEM’s plant is up to 33 % in order to be able to potentially cover with 100% of
capacity the demand of all the three OEM’s assembly plants. The computational results
are presented in Table 4.

In the Experiment 1, the total cost savings resulting from the collaboration at OEM
level (approximately 3 % in robust and non-robust solutions) moderately support the
need for integrated sourcing solutions between assembly sites. In this experiment, the
most relevant contribution to cost savings derives from reduced production costs
whereas the impact of the variability of CO2 emission costs is negligible. The effects of
collaboration on cost reduction are amplified when the demand increases and capacity
allocation decisions are more constrained (Experiments 2 and 3). In particular, pro-
duction, transportation and CO2 emission costs significantly decrease. Especially in the
Experiment 2, the cost savings are quite significant and higher than the Experiment 3,
which however exhibits positive results.

The collaborative supplier selection based on global cost optimization not only
entails important cost savings but produces also a positive effect on risk management
related to emission costs. In fact, in the last two experiments, the contribution of the

Table 4. Comparisons between the non-collaborative and collaborative scenarios.

Experiment 1: Nominal demand and 
capacity 

Non-collaborative 
scenario (KEUR) 

Collaborative 
scenario (KEUR) 

Var. % 

Production cost 2,695,705 2,545,705 –5.56 
CO2 Emission cost from production 13,974.10 13,974.10 0.00 
Transportation 2,418,167 2,418,167 0.00 
CO2 Emission cost from transport 3,027.10 3,027.10 0.00 
Total costs without robustness 5,130,873 4,980,873 –2.92
Total costs with robustness 5,256,640 5,106,640 –2.85 
Robustness contribution ( Γ = 1) 125,767 125,767 0.00 
Experiment 2: Increased demand; 
reduced supplier capacity allocation in 
non-collaborative scenario 
Production costs 4,117,944 3,268,599 –20.63
CO2 Emission costs from production 21,519.58 18,901.30 –12.17 
Inventory costs 583,500 956,250 +63.88 
Transportation costs 3,893,614 3,159,373 –18.86 
CO2 Emission cost from transport 4,728.39 3,986.67 –15.69 
Total costs without robustness 8,621,306 7,407,111 –14.08 
Total costs with robustness 8,814,982 7,577,223 –14.04 
Robustness contribution ( Γ = 1) 193,676 170,112 –12.17 
Experiment 3: Nominal demand; 
reduced supplier capacity allocation in 
non-collaborative scenario 
Production costs 2,837,585 2,545,705 –10.29 
CO2 Emission costs from production 15,155.07 13,974.1 –7.79 
Transportation costs 2,526,145 2,418,167 –4.27
CO2 Emission cost from transport 3,206.29 3,027.1 –5.59 
Total costs without robustness 5,382,092 4,980,873 –7.46 
Total costs with robustness 5,518,488 5,106,640 –7.45 
Robustness contribution ( Γ = 1) 136,396 125,767 –7.79 
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robustness budget emerges in terms of reduction in the budget allocated to the vari-
ability of CO2 cost on the basis of the same demand for suppliers (approximately
–12 % and –8 %). Although the total cost of the robust optimization is higher that the
non-robust one, the effects of the occurrence of the worst cases may definitely be more
harmful in non-robust solutions.

5 Conclusions

This work contributes to the research on collaborative supply chains under risk con-
ditions with consideration of CO2 emissions by embedding a robustness budget for
CO2 cost uncertainty in the optimization approach for supplier selection, in both col-
laborative and non-collaborative settings.

The work is inspired by realistic instances and can be useful for: (i) industrial
managers, in order to innovate procurement decision-making processes by considering
supply-chain partnerships and budgets for uncertainty of variable CO2 prices or taxes
that has, or will have, to be considered according to current or future regulatory
frameworks; (ii) policy makers, in order to adjust and test the impacts of variable CO2

emission trading prices, different pricing mechanisms, carbon taxation schemes or
collaboration incentives for supply chain actors.

Test runs are executed over a test instance envisioned in a previous work [14]. We
find that the simultaneous, joint decision of OEMs on the selection of the suppliers
leads to a cost reduction which varies depending on the experimental setting. When
capacity constraints are less tight and the demand does not vary, a reduction in pro-
duction cost is observed whereas transportation and CO2 emission costs are substan-
tially unvaried. However, the effects of collaboration on cost reduction are amplified
when the demand increases and capacity allocation decisions are more constrained.
Collaboration benefits the environmental performance of the sourcing process. In the
non-collaborative approach, suppliers sequentially reserve production capacity to
OEMs requesting the components. This entails a not optimal allocation strategy.
Nominal demand levels in the constrained scenario of capacity allocation produce
positive but less significant effects. Robust optimization leads to reduced total costs in
all the tests with respect to non-collaborative settings. This entails the possibility to
allocate a budget for risks related to CO2 emissions cost uncertainty from variable trade
prices or taxation that can be fully absorbed by the cost benefits from collaboration.

This work has the following limitations: collaboration is not considered horizon-
tally among suppliers and carriers, respectively. Furthermore, transaction costs, which
are not considered in the model yet, may lower the potential gain of the collaborative
scenario. Future research tasks will aim to identify further instances and additional
complexities of the real-life decision-making processes such as, e.g., scarce resources
and their impact on collaboration settings. Moreover, the model will be extended to an
entire supply chain and possibly integrated with simulation in order to embed
dynamicity.
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Abstract. In this paper, we are interested in the tactical planning problem of
mines and smelting furnace. The problem concerns a set of mines with one
smelting furnace. We are faced to a multi-actor’s context for which a global
optimization is not possible due to the independence of the services. This
problem is solved using a set of local optimization model of mines bloc
extraction and a model of smelting furnace. This paper begin with the state of
the art related to the principal problems in mining process. It justifies the novelty
of our work. Indeed, this paper aims to discuss on the impact of sharing
information between downstream processes and upstream processes. Conse-
quently, after the state of the art, the classical planning process using local
optimization and the information sharing process are presented. In the following
part, profits generated and related to different contexts: value-creation and
approach are compared. At the end of the paper, conclusion and future exten-
sions are presented.

Keywords: Mining complex planning � Information sharing � Coordinated
planning

1 Introduction

Mining industry focuses on extraction and transformation of minerals principally in
order to produce metals (nickel, iron, gold and copper). These metals are the result of
complex processes implying different internal decision-making centers (DCs), them-
selves linked to other decision-making centers of the supply chain. In this paper, we are
interested in the information sharing toward the DCs. Moreover, we focus on a par-
ticular key-information which is the value-creation of blocs.

In the literature, the problem of long term planning horizon of mining complex is
well studied [1–4]. Nevertheless, to our knowledge, the middle/short term planning
horizon is not well investigated [5] whereas it can help to face with uncertainty. The
most studied problems are the extraction problems. In the literature [6], it is noted that,
due to the nature of the extracted material, a differentiation is made between the
problems. Indeed, these different kinds of material have different characteristics
depending upon different extraction processes. On the one hand there are the metallic
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ores (iron, copper), the nonmetallic minerals (sand, gravel) and the fossil fuels (coal)
and on the other hand the petroleum and natural gas. In this paper we are interested on
the metallic ore. The principal problems of the extraction models which aim to
determine the ultimate open pit limit [8–10] and the determination of the sequence of
extracted bloc [11–13], (see [6] for a revue) are well studied. References [14, 15]
propose a global optimization model (extraction and process).

The principal problems studied are the extraction models: determination of the
ultimate open pit limit and the determination of the sequence of extracted bloc (see [6]
for a recent revue). References [14, 15] propose a global optimization model (extrac-
tion and process). The objective of extraction models is to maximize the net present
value (value-creation minus the cost of extraction and processing of blocs). Hence, the
optimal solution depends on the value-creation of blocs which is difficult to estimate
due to the uncertainty on grade elements, selling products price and cost of process
which depends on the factory (process cost). References [2, 4, 14] propose models
and/or algorithms to take into account the uncertainty on grade and [2] takes into
account the uncertainty of prices. To optimize the cost of process, a global optimization
approach is proposed by [14]. Nevertheless, a global optimization is not always pos-
sible since the mining and the furnace are independent DCs. In this paper we are
interested in the coordination of the sequencing decision of bloc and the choice of the
process in distributed context at the middle term planning horizon which, to our
knowledge, has not been studied yet.

Firstly, the context and the problem are presented. Secondly, we detail the local
optimization process. Then, the sharing information process and the possible infor-
mation sharing (optimistic/pessimistic/average value-creation) is proposed. Then we
present the simulation process and the analysis of the results. Finally, conclusion and
perspectives are presented.

2 Context and Problem

In this paper we are interested in the coordination of the mining complex. The mining
complex is composed of a set of mines which extract blocs and then deliver the
extracted blocs to the smelting furnace (see Fig. 1).

Blocs are extracted from each mines, stored and then transported to the production
and processing plant. At this first step of the internal supply chain, the extraction
process is subject to important decisions of the downstream process. This process
consists in determining:

• which bloc will be extracted or not
• the extraction plan (at which period the blocs will be extracted)

The objective of the plant is to satisfy a demand for the end of the planning horizon.
The factory reserves the blocs from each mines and blends into one ore mixture. At this
step dopants can be added to the ore mixture to satisfy the grade constraints of the
smelting furnace. Then the mixture is treated and smelted. From the melted metal
different products can be produced using different processes. The choice of proportion
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of the melted metal sent to a given process is called a production policy (which is
defined for the planning horizon).

Noted that, the addition of dopants depends on the grade of the mixed ore mixture
which depends on the mining extraction. Moreover the benefit of the factory is
impacted by the pair ore mixture production policy since the grade of the element
impacts the cost of process to obtain the final product. Nevertheless, the production
policy can be chosen only if the sequence of bloc of each mine is known, which needs
itself the information on value-creation of blocs. So, our problem is how to coordinate
the decisions on the production and the extraction policies.

3 Classical Planning Process Using Local Optimization

In this section we present the classical planning process, [8–13], using local optimi-
zation for middle horizon planning (see Fig. 2). The objective of this planning process
is to determine the sequence of extracted bloc from each mine and the production
policy to apply over whole the horizon. More precisely only one production policy can
be applied through the horizon and we must ensure the adequacy between the bloc
sequence and the production policy.

The extraction model consists in maximizing the benefit for a horizon t ¼ 1 to
T under precedence constraints (a bloc cannot be extracted if another bloc has not been
extracted before). The benefit is computed using the Eq. 1 where Vb is the value-
creation of a bloc b, Cb is the extracting cost of bloc b and xb;t a binary variable which
is equal to 1 if the bloc b is extracted at period t zero else. From those optimization, we
obtain a sequence of blocs which will be the parameter of the smelting furnace plan-
ning model (see Fig. 3).

XB

b¼1

XT

t¼1
Vb � Cbð Þxb;t: ð1Þ

Fig. 1. Global mining complex
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The smelting furnace model determines the quantity of dopant to be added to the
ore mixture in order to meet the element grade target imposed by the smelting furnace
and the choice of the production policy. The production policy is a vector of % of the
melted metal transformed into a product (% for Product 1, …, % for Product p).
Nevertheless, the quantity of product obtained depends on the production policy and
the grade of elements of the melted metal (Fig. 3).

For instance, the mines of nickel can produce ferronickel and matte. To obtain the
matte an iron removal is realized on the melted metal while for the ferronickel a
desulphurization is realized. Indeed, the quantity of matte obtained depends on the
percentage of nickel in the melt metal. The objective is to satisfy the demand of product
while maximizing the profit (Eq. 2) where Btp is the selling price of product p minus
production cost of product p, CIp is the inventory cost of product p, CBp is the
backordering cost of product p, Cde is the dopant cost of element e, Xp;t is the quantity
of product p produced with the ore mixture extracted at period t, Bp; Ip are respectively
the backordering and the inventory of product p at the end of horizon and Qe;t the
quantity of dopant of element e used for the ore mixture which is extracted at period t.

XT

t¼1

XP

p¼1
Btp � Xp;t � CBp � Bp þ CIp � Ip

� �� ��
XE

e¼1
Cde � Qe;t

� �
: ð2Þ

Hence, the optimization at this stage consists in determining: (1) the amount of
dopant to be added to the ore mixture at each period and (2) the production policy
knowing the sequence of blocs extracted from each mines.

Extraction 
model 1 

Extraction 
model M

Sequence of 
blocs

Planning 
horizon 

Smelting 
furnace model 

Quantity of 
product 1

Quantity of 
product P

Fig. 2. Classical process in local approach

Melted metal
with a given 

grade of 
elements

Production policies

(% for Product 1,…%for Product p)

Quantity of Product 1,
…

Quantity of Product p

Fig. 3. Production policy
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4 Information Sharing Process

The key information of the extracted model which does not depend on the mines is the
value-creation of a bloc b since it depends on the decision of smelting furnace (pro-
duction policy) and of the quality of the blocs from the other mines since the ore
mixture has to respect some smelting furnace constraints. To help the mines to estimate
the value-creation of a bloc, we propose that the mines share information with the
smelting furnace planning to refine the estimation of value-creation of blocs. The
questions to be answered are:

1. Which information to be shared (Sect. 4.1)?
2. How to estimate the value-creation (Sect. 4.2)?

4.1 Framework of Information Sharing

The extraction decision-maker (DM) communicates the quality of the extracted blocs
(grade of elements) to the smelting furnace DM. From this information the smelting
furnace DM computes the value-creation of a bloc taking into account the possible
production policy and the respect of smelting furnace constraints (see Fig. 4). This
value-creation is communicated to the extraction DM.

In the following Sect. 4.2, we describe how to valuate an extracted bloc taking into
account the production decision.

Fig. 4. Sharing information process
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4.2 Estimation of Value-Creation Taking into Account Production
Decision

The objective of this study is to evaluate the impact of estimation value-creation of a
bloc b under uncertainty on the production policies. In this section, we propose three
different ways for computing the value-creation of a bloc b. The objective of this study
is to evaluate the impact of estimation value-creation of a bloc b under uncertainty on
the production policies. The first one is a classical way to aggregate the uncertainty
using the average aggregator (noted Vav

b for a bloc b) (implicitly it is considered that
each production policy has the same probability to be chosen). The second one is the
pessimistic evaluation (noted Vpess

b for a bloc b). In other words, we suppose that we
will use the less profitable policy for this bloc. And, the last one is the optimistic
evaluation (noted Vop

b for a bloc b). In this case, we suppose that we will use the most
profitable policy for this bloc. Equations (3)–(5) are used to compute respectively Vav

b ,
Vpess
b and Vop

b with pl the index of production policy, Yb;pl;p the quantity of product p for
production policy pl produced from the bloc b and Qe;b the quantity of dopant of
element e required to satisfy the smelting furnace constraints.

Vav
b ¼

PPl
pl¼1

PP
p¼1 Btp � Yp;pl;b �

PE
e¼1 Cde � qe;b

� �

Pl
: ð3Þ

Vpess
b ¼ minpl2f1;...;Plg

XP

p¼1

Btp � Yb;pl;p �
XE

e¼1

Cde � Qe;b: ð4Þ

Vop
b ¼ maxpl2f1;...;Plg

XP

p¼1

Btp � Yb;pl;p �
XE

e¼1

Cde � Qe;b: ð5Þ

We note that for these valuations, we consider the blocks separately from each
other since the DM of smelting furnace does not know the sequence of bloc and neither
with which bloc of the other mines it will be blended.

5 Description and Analysis of the Test

5.1 Description of the Data

To analyze the impact of the estimation of the value-creation, we have simulated the
three possible value-creations (optimistic, pessimistic and average) and computed the
global optimization for 50 instances for 3 sizes of horizon with a mines complex
composed of two mines.

The process of test is detailed in Fig. 5. For each test, we randomly generate data.
More precisely, the matrix that characterizes production policy is generated for each
test. This matrix gives the quantity of each product p produced for a production policy
pl of melded metal satisfying the characteristics on grade of elements. Another matrix
that characterizes the grade of elements in an extracted bloc is also generated. This
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matrix assigns a percentage of each element e at each bloc b. From these matrices, we
compute the three proposed value-creations (a verifier) of blocs using Eqs. 3–5.

A matrix with the value-creation of the blocs is an input of the local model of
extraction. The local model of extraction computes the extraction cost and the sequence
of the extracted blocs. The sequence of the extracted blocs is an input for the local
model of smelting furnace. This local model computes the profit of the production and
selling activity. To compute the global profit, we subtract the cost of the extracting
blocs to the profit of the production and selling activity (Eq. 6).

XT

t¼1

XP

p¼1
Btp � Xp;t � CBp � Bp þ CIp � Ip

� �� ��
XE

e¼1
Cde � Qe;t �

XB

b¼1
Cb � xb;t

� �

ð6Þ

To evaluate if it is possible to increase the performances, we compute the optimal
solution using a global optimization model which determines simultaneously the
extraction sequence, the addition of dopant and the production policy in order to
maximize the objective function defined by the Eq. 6.

5.2 Presentation and Analysis of the Result

The Table 1 shows the percentage of gain to use the optimistic evaluation rather than
pessimistic, pessimistic rather than average and optimistic rather than average. We can
see that optimistic and a pessimistic value-creations are both better than an average
value-creation. Which is in contradiction with naive way to aggregate the uncertainty.

More precisely, for the different value-creations and for 50 tests (whatever the
problem size), we only have 2 tests in which an average value-creation generates the best
profit, so optimistic and pessimistic value-creations are both better at 96 % to the

Fig. 5. Test process
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average. It is difficult to determine the best value between the optimistic and pessimistic
value-creations since the results are approximately the same.

In a second step, we compare the three local approaches with the optimum in which
the profit is generated by the global approach. Table 2 shows the percentage of gain by
using the global optimization rather than one of the local evaluation with different
value-creations. It can be noted that, for some tests, the difference between profits
generated with an optimistic value-creation (respectively pessimistic value-creation)
and global approach is significant (see the maximum of percentage of difference in
Table 2: 24,73 % and 23,18 %). In order to reduce the maximum of percentage of
difference between local approaches and global approach, an improvement should be
made on the optimistic and pessimistic value-creations. This improvement is presented
in future works.

It can be observed that optimistic and pessimistic value-creations of extracted blocs
generate the highest profits. These generated profits can be considered as near-optimum
solutions. As a global approach is not allowed in our context of independent DC that is
why to avoid this challenge, local approaches can be preferred.

5.3 Discussion of a General Applicability of the Result

To catch a general applicability of the results, the three principal questions to ask is:
how to optimize local approach in order to generate profits that can be considered as
near-optimum solutions? Consequently, what information to be shared? And how to
compute this information? It will be interesting to find a way of collaboration for the
different decision makers, for example using the mining complex network. In order to
calculate, the value creation or the bloc to be extracted, the downstream process
communicates its needs to the upstream process.

6 Conclusion and Perspectives

To summarize, we have presented previously the problem and the importance of
sharing information to optimize the local approach. The description and the analysis of
the test presented previously, showed that a good value-creation of the extracted blocs

Table 1. Average value-creation, optimistic value-creation and pessimistic value-creation.

Maximum Average Minimum

Optimistic/Pessimistic 23.12 % 0.79 % −19.83 %
Pessimistic/Average 30.42 % 5.28 % −20.82 %
Optimistic/Average 24.96 % 5.88 % −9.47 %

Table 2. Comparison between local approaches and optimum (global approach).

Maximum Average Minimum

Global/Optimistic 24.73 % 1.56 % 0 %
Global/Average 34.27 % 7.10 % 0 %
Global/Pessimistic 23.18 % 2.16 % 0 %
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increases profit. Moreover, we stressed that an optimistic and a pessimistic evaluation
aggregation of uncertainty is better than the naïve way. /the naive way to aggregate the
uncertainty on the production policy can be far from the optimistic and pessimistic
evaluation/. In this paper we have investigated the collaboration between each mines
with the smelting furnace. As a perspective of a future paper, we are studying
uncertainty resulting from the impact of the coordination of the different mines. We call
this uncertainty, vertical uncertainty. This coordination between the different mines
leads to meet an ore mixture degree which leads to the production of best profit
product. Furthermore, the coordination of the blocks extraction from the set of mines
could be done in order to minimize the production cost. Thereby, smelting furnace DC
would guide all the mines DM by recommending the type of blocs (in terms of grade of
element) to be extracted from each mine during the horizon.
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Abstract. CRIBA is a project that aims at industrializing thermal renovation
processes of buildings. It consists in designing and configuring make-to-order
insulated panels that will be installed on the external facade of the buildings to
meet the thermal renovation objectives. Our study provides an optimization
model that comprehensively plans supply chain network, which delivers insu-
lated panels to the building’s worksites, and schedules renovation activity that
should be executed at the worksites under the limited quantity of the resources’
availability. In this context, integration of supply chain planning problem with
resource constrained multi project scheduling problem and time constrained
project scheduling is of interest in realizing the decision making tool.

Keywords: Supply chain planning � Resource constrained multi project
scheduling problem � Time constrained multi project scheduling problem �
Mixed integer programming

1 Introduction

Generally, resource constrained multi project scheduling problem (RCMPSP) is
defined as extension of resource constrained project scheduling problem (RCPSP).
In RCMPSP the decision makers deal with simultaneous planning of multiple projects
that use a common pool of resources for scheduling of their activities whereas in
RCPSP one single project is aimed at scheduling while it uses its own dedicated
resources. According to [1], nearby 90 % of on-going projects in worldwide are exe-
cuted in a multi-projects environment. In both RCPSP and RCMPSPs two major types
of the constraints are distinguishable: (a) precedency constraints and (b) resource
satisfaction constraints [2]. In this context, the activities are forced to use the resources
up to the amount that is available on the periods. A modified approach of this
hypothesis is considered in Time Constrained Project Scheduling problem, TCPSP, that
it supposes additional quantity of the resources has temporarily to be allocated in
certain periods, [3].

Furthermore, regarding types of the resources used in projects, two main sorts could
be stood out: Renewable and non-renewable ones [4].
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From the viewpoint of renewable resources, we use the approach of TCPSPs.
Herein; the availability of the renewable resources such as labor-works, cranes and
trucks can increase by renting additional limited quantities on the periods that the
demand for these resource types may exceed the available amount by the activities.

From the viewpoint of non-renewable resources, like the basic RCMPSP, con-
sumption of the nonrenewable resources of the model cannot exceed the available
quantity. In our case, this quantity is limited by the capacity of supply chain that
produces and supplies the resource to the projects’ worksites. In this context, our
attention is drawn to consider chain of the organizations, which coordinate together, to
feed the final required product (the insulated panels in our case) at the projects’
worksites and to plan optimally the quantity of materials that should be flowed between
the organizations to satisfy projects’ worksites on time. Noticeably, such a challenge
relates a typical Supply Chain Planning, SCP, problem to the multiple projects
scheduling problems.

To the best of our knowledge, integration of supply chain planning problem with
resource constrained multi project scheduling problem and time constrained project
scheduling is not considered up to now in the literature.

In the rest of this paper, we review the literature. Then, we define use case of the
study. The decision making tool and the results are presented in following. Conclusion
and future researches will be discussed at the final section.

2 Literature Review

The literature in resource constrained multi projects scheduling dates back to the 1960s.
However, RCMPSP has not studied as expensively as single project scheduling [5].
Dealing with multi project scheduling problems distinguishes two main approaches: 1-
Single project approach, wherein all the projects are joined together to make a single
super-project. Herein, a single critical path is regarded in the scheduling of the projects.
2- Multi projects approach, in which the parallel separated projects are treated
simultaneously while they use the same restricted resources of the management com-
pany. Different separated critical paths can be recognized in planning of the projects in
multi projects approach.

Considering the multi projects problems with single project approach leads the
researchers to the literature of RCPSPs. Different extensions of single project sched-
uling are defined in the literature. As a variant of RCPSPs, TCPSP would remarkably
be applicable on practical project scheduling. Therein, a pre-defined due-date is given
for completion of the project but it may be too tight to achieve with the resources that
are available initially. TCPSP considers an approach that a given project can get
complete on time by adding certain additional amounts of the resources [3, 6, 7]. In our
study, this idea is utilized as well in order to make closer the completion time of the
projects’ activities to the expected dates that are regarded. In [6], the authors develop a
decomposition method to deal with a TCPSP problem with adjacent resources. Ref-
erence [7] provides a two stage heuristic that solves several instances of TCPSPs to
optimality.
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In order to discover more the other extensions of the single project planning
problems, we refer the readers to the reviews [8, 9] and textbook [3].

Besides the variants and extensions, from viewpoint of objective functions,
resource constrained project scheduling problems are grouped according to different
objectives: (i) Time- based objectives minimizes targets like completion time, earliness,
tardiness and lateness [10]; (ii) Quality-based objectives in which maximization of the
projects’ quality is regarded [11]; (iii) Cost-based objectives where the objective
function minimizes the total cost of projects like execution costs, material costs,
inventory holding costs, costs related to tardiness or earliness of the project, [12, 13],
and the costs of adding supplementary resources in TCPSPs, [3]; (iv) Net present value
objectives that they are dealt with when certain pre-defined cash flows happen in the
time periods. In fact, net present value maximization of the projects reflexes the time
value of money in project scheduling problems, [14]; and, (v) multi objective models
that investigate two or more of the above-mentioned objectives simultaneously in one
model. In [15] criteria such as time, cost, quality and whole robustness are considered
to build the multi objective model for scheduling multiple projects. Based on the
importance of different objectives, the proposed model is expected to generate
scheduling alternatives. For that purpose, a cloud genetic algorithm is proposed.

Multi projects approach little drew the attention of the researchers, [16]. In [16], the
authors justify this choice because (1) it is more realistic, (2) it presents great oppor-
tunity for improvement and (3) critically. Within their work, they consider a RCMPSP
with two lateness objectives, projects’ lateness and portfolio lateness. Set of the priority
rules for planning the resources of the model are used by the authors. They distinct
several situation, in which priority rules perform poorly. In [17] different resource
availability levels are introduced for the multiple projects. In [18], the preemption of
the resources is considered for the multiprojects. Reference [19] uses queuing theory
for multi project planning.

Dealing with the multi projects planning in both single project approach, and multi
projects approach, engages the researchers with NP-hard problems. In term of com-
putation time of the models, treating with small size of these problems is reasonable by
the commercial softwares. In the large size of the problems, more than 50 activities for
scheduling [20], application of the heuristics and meta-heuristics reduce considerably
the computational time.

From the viewpoint of mathematical modeling, generally two types of the for-
mulation are regarded: discrete time formulation and continuous time formulation. In
discrete models the start time of the activities takes integer values whereas in contin-
uous it can take a non-integer value as well. Reference [21] presents two different types
of models for each of the mentioned formulations. The authors compare the proposed
models with six literature models in 3240 benchmark instances. They define three
criteria of good, optimal and feasible to study and rank the proposed models in each of
the types. Our model is built based on the discrete time formulation. For the other
formulation and developments, we refer the readers to [22].

The last part of the literature relates to the supply chain planning topic, which is
considered in our study to plan the procurement of the nonrenewable resources of the
problem. The decisions in supply chain planning are made in three levels of opera-
tional, tactical and strategic. In operational planning, decision makers try to provide a
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decisional framework that corresponds to very short periods of time, [23]. Control and
procurement planning of necessary materials and short-term transport policy decisions
correspond to this level of decision making. The tactical level in supply chain aims to
consider the decision that associate with medium terms of planning. They can be
considered in the decision making for planning the procurement of required materials,
controlling the inventories, planning for production and distribution of the products,
[24]. Major and fundamental decisions of network such as locating new facilities
among the existing ones, selection of new technologies and selection between potential
suppliers are taken into account in strategic level of decision making, [25].

3 Problem Definition and Formulation

3.1 Use Case

This work is a part of a research project, called CRIBA, (Construction et Rénovation
Industrialisé Bois Acier). The project is defined in building sector in France to
industrialize thermal renovation activities of the buildings. The business is determined
to accomplish by designing and configuring make-to-order panels that will be installed
on external facades of the buildings to insulate them and to reduce their energy con-
sumption. The main composing elements of the panels are wooden frames, insulation
material types, external coating product types and high-insulated carpentries. The
carpentries are mainly made from aluminium, PVC and wood. Each composing ele-
ment of the panels are procured by corresponding suppliers/manufacturers. The
ready-to-use panels are shipped from the panels’ manufacturing unit to different
buildings’ worksites. Several renewable resources such as labor-works, trucks and
cranes should be present at the worksites to make progress on installing the panels.
After installation, the former carpentries should be removed from the buildings. In
order to respect the sustainability rules regarded in the environmental engagements, the
wastes of the worksites are shipped to a recycling center. It is worthwhile to mention
that the stocking the panels is not allowed at the thermal renovation worksites, Fig. 1.

3.2 Problem Definition

Our study attempts to present a mid-term comprehensive decision making tool for
CRIBA project that is provided by considering the decisions engaged in planning and
scheduling of the projects’ activities (project planning) as well as the decisions faced
on procuring the projects’ required non renewable resources (supply chain planning).
Following points represent our attributers for each of the approaches:

From the Viewpoint of Project Planning: the model encompasses a set of w projects
which run at different buildings’ worksites. Every project has its own specified
activities, Iw. For each activity i, a processing time Dui, earliest start time ei, latest start
time li, latest finish time Lfi and due-date DDi are attributed which are estimated by
project managers. If the due date is not met, a penalty cost Penci will be imposed to the
system. The predecessor relationship between two activities i and j is denoted by Prej.
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In addition, each activity uses certain amount of renewable resources, Drir, and non-
renewable resources, Dpip. The nonrenewable resources are supplied to the worksites
with a limited capacity of its manufacturer over the different time periods. Meanwhile,
Arr units of renewable resource r are available to share at the worksites. An additional
quantity of renewable resource type r can be rent with cost Rcr. Relation set φ1w is
defined to model a per period cost Pcw between the beginning and ending activity of
the worksite w.

From the Viewpoint of Supply Chain Planning: A network of organizations cooperate
together to ultimately satisfy the demand of the worksites for the panels. One single
organization is responsible to procure each type of the materials at the supply chain
network. The set of the organizations N includes the carpentries’ raw material suppliers
sc, the panels’ raw material suppliers sp, the manufacturing units of different carpentry
nc, the panels manufacturing unit np, worksites w and wastes recycling center re,
(N ¼ sc; sp; nc; np;w; re

� �
). In the model, o0 nð Þ indicates the articles that are consumed

at the organization n, i.e. set of raw materials of the panels rp and set of raw materials
of the carpentries rc. Besides, o nð Þ denotes the articles that are produced at the cor-
responding organization n. It can be panels p or carpentries c. N oð Þ is the destination
units where a produced article o can be used. In the supply chain network, in order to
smooth the flow of products, each carpentry’s and panel’s manufacturing unit assigns a

Fig. 1. Thermal renovation projects’ framework.

570 S. Gholizadeh-Tayyar et al.



limited capacity to stock the required raw materials and the finished products, Capsnt.
Beside of stocking the raw materials and ready-to-use panels, the panels’ manufac-
turing unit stocks some limited quantity of the carpentries as well. ISo0 nð Þ;0 and ISo nð Þ;0
regard the initial stocks. Furthermore; Cappront and Capsupo0 nð Þ;t are defined to con-
sider production capacity of the manufacturing centers and supply capacity of the
organizations. Notation Pto nð Þ presents the workload of the production for producing
the panels and carpentries at the corresponding manufacturing centers. In order to deal
with the delays of the supply chain network, transportation lead-time Tlo nð Þ;n=Tlo0 nð Þ;n
and production lead-time Pto nð Þ are defined. Notation Bo;o0 is generally used to define
the bill of material of the product o′.

Three different type of the costs including transportation costs QCo0 nð Þ;n=QCo nð Þ;n
production cost PCo nð Þ and stock costs SCo0 nð Þ=SCo nð Þ are attended to calculate the total
cost of the network.

3.3 Mathematical Formulation

Objective Function: the objective of the model is to minimize total cost of the system
execution. It includes different types of the costs:

– Project Planning Costs which includes total periodic cost of running the projects till
their completion time, (ii) total penalty cost for lateness in completion of the jobs
and (iii) total cost of renting the additional renewable resources.

– Supply Chain Planning Cost including (v) the total transportation cost for shipping
the raw materials and products at the network, (vi) production cost of the panels and
carpentry types and (vi) the stock costs, which includes the stocking cost the raw
materials and finished products at the carpentries’ and panels’ manufacturing units.

Min Z ¼
X

w

X

i;jð Þ2u1w
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t
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Constraints:

Supply Chain Design Constraints. Constraints (2)–(4) concern the capacity constraints.
Constraints (2)–(4) respectively deal with the production capacity, supply capacity and
stock capacity of the organizations.

X
o nð Þ Pto nð Þ;nPQo nð Þ;n;t �Cappron;t 8 n 2 nc; np

� �
; t 2 T ð2Þ

Qo0;n;t �Capsupo0;t 8n 2 nc; np
� �

; o0 2 O0ðnÞ; t 2 T ð3Þ
X

o0 nð Þ SO0 nð Þ; n; t þ
X

o nð Þ So nð Þ;n;t �Capsn;t8 n 2 nc; np
� �

; o0 2 O0ðnÞ [C; t 2 T

ð4Þ

Constraints (5)–(8) represent the balance of the flows. Equations (5) and (6)
respectively consider the balance for stocked quantity of the finished products and the
raw materials at their manufacturing centers considering their consumption, production
and transportation. Equations (7) and (8) deal with the initial stocks.

So;n;t�1 þ PQo;n;t�Plo ¼
X

N oð Þ Qo;N oð Þ;t þ So;n;t 8 n 2 nc [ np; o 2 O nð Þ; t 2 T ð5Þ

So0;n;t�1 þ Qo0;n;t�Tlo0 ;n ¼
X

o

PQo;n;tBo0;o þ So0;n;t 8o0 2 O0 nð Þ [C; n 2 nc [ np; t 2 T

ð6Þ

So0;n;t ¼ ISo0;n;0 8n 2 nc [ np; o
0 2 O0 nð Þ; t ¼ 0 ð7Þ

So nð Þ;t ¼ ISo nð Þ;0 8n 2 nc [ np; o 2 O nð Þ; t ¼ 0 ð8Þ

Equation (9) presents the reverse logistic constraints. It guarantees that all the waste
produced at the worksites will be shipped to the recycling center.

Qo0 reð Þ;t ¼ ProQo0 wð Þ;w;t�Tlo reð Þ 8t 2 T ð9Þ

Project Planning Constraints. In this context, constraints (10)–(15) present the activi-
ties’ scheduling constraints. Constraint (10) guarantees that all the activities of the
projects should be executed in a time interval between their earliest start and latest start
time. Equation (11) represents that the sum of the activity’s execution periods should
be equal with its processing time. Constraints (12) and (13) deal with the start time of
the activities. Constraint (12) uses the activities’ precedency relations for defining the
start times. Equation (13) calculates the start time of the activities. Relying on the start
times and activity’s processing time, constraint (16) relates two decision variables Zit
and Uit. Constraint (15) deals with the lateness may occur in executing the activities. It
is considered by the difference between the due date, which is forecasted for com-
pletion of activity i, and the real completion time of activity i.
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Xli

t¼ei
Zit ¼ 1 8i 2 I ð10Þ

XLFi�1

t¼ei
Uit ¼ Dui 8i 2 I ð11Þ

Sj � Si þ Dui 8j 2 Prej ð12Þ

Si ¼
Xli

t¼ei
tZit 8i 2 I ð13Þ

Xt�1þDui

k¼t
Uik �DuiZit 8i 2 I; t 2 fei; . . .; lig ð14Þ

Ltnsi � Si þ Dui � DDi 8i 2 I ð15Þ

Constraints (16) and (17) deal with the resources availability constraints. Constraint
(16) deals with the requirement of the activities for renewable resources. It guarantees
that the demand for renewable resource types of the activities that are executing at a
certain time period will be satisfied by the available quantities of these resources and
the quantities that probably will be rented. Since panels cannot be stocked on the
projects’ worksite, Eq. (18) guarantees that the total quantity of the panels that are
transported to the worksites over a time period t will satisfy the demand for the panels
of activities that are progressing at time period t.

X
i2In DrirUit �Arr þ Rrt 8r 2 R, n 2 fwg; t 2 T ð16Þ

X
i2In Zit �Dpi;o0ðnÞ ¼ Qo0ðnÞ;n;t 8n 2 fwg; o0ðwÞ 2 fPg; t 2 T ð17Þ

Constraints (21)–(23) represent the variable types that are used at modeling of the
problem.

Uit; Zit 2 f0; 1g 8i 2 I; t 2 T ð18Þ

Rrt; Ltnsi;Qo nð Þ;n;t;PQo nð Þ;t; So nð Þ;t; Si 2 Zþ 8o nð Þ 2 O nð Þ; r 2 R; i 2 I; n 2 N; t 2 T

ð19Þ

Qo0 nð Þ;n;t; So0 nð Þ;t � 0 8o0 nð Þ;2 O0 nð Þ; n 2 N; t 2 T ð20Þ

3.3.1 Numerical Results
Parameter setting presented in Table 1 is applied on the model. The problem is solved
by using CPLEX algorithm on a notebook with Core i7 CPU, 2.7 GHz processor,
64-bit and 4 GB of memory.
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Figure 2A depicts the planning events that are engaged with each of the activities,
(i.e. events related to start of the activities and also related to the procurement of the
demanded consumable resources). Figure 2B presents the total stock and production
quantity of all the panel and carpentry types. Figure 2C shows the graphs, which stand
out the total quantity of the transported raw materials and products to the destination of
use over the different time periods.

For the presented model, a failure in progressing of the thermal renovation activities
over the time interval that are forecasted (execution of the activities between ei and li)
originates from two kinds of reasons: one can be taken place by the failure of the
supply chain network in supplying the resources and the other can be originated from
the worksites during the execution of the activities. In this study to deal with the effects

Table 1. Dimension of the indices of the model.

Indices

i: activities: 1,…,10
P: panel types: 1,2,3
W: worksites: 1, 2
R: renewable resource types: 1, 2, 3
t: time periods: 1,…,10
C: Product families of the carpentries,

including:
PVC: 1, 2, 3
Wooden: 1, 2, 3
Aluminum: 1, 2, 3

rp: raw materials of the panels, including:
insulating materials: 1,2,3
Coating-materials: 1, 2, 3
Wood materials: 1, 2, 3

rc: raw materials of the carpentries, 1,…,4,
including: PVC, Aluminum, wood and
glass

Fig. 2. A: Start time of activities, B: total stock/production quantities and C: total transported
quantities of products and raw materials.
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of the failure in starting of the activities on the total cost of the system, we carry out
sensitivity analysis. For this purpose, we suppose that the earliest start time of the
activities be postponed for one unit of time. The results of the sensitivity analysis are
presented in Table 2.

4 Conclusion and Future Work

In this study a multi project scheduling problem is regarded. Two types of the resources
including renewable and nonrenewable resources are demanded by activities to do
progress. A common pool of renewable resources with limited availability quantity is
shared among the projects. In our model, we consider the possibility of renting addi-
tional quantity of the renewable resources, which lets the model to make closer the
completion time of the activities, as much as possible, to the expected due dates
(Integration of the time constrained project scheduling problems with multiple project
scheduling problems). The non-renewable resources of the project are supplied at the
worksites by their corresponding manufacturers. Procurement planning of these
resources relates the model to the supply chain planning problem. The proposed
optimization tool is built based on a case study that is defined by ADEME in context of
CRIBA project. The results of solving the model for a small dimension of the problem
are obtained by using CPLEX algorithm. A sensitivity analysis is carried out to study
the effect of the failure in starting of the activities on different costs of the system.

For the future studies of this research, the authors aim at developing the model by
applying the uncertainty modeling approaches such as robust optimization. Using the
meta-heuristics to deal with large scale of the problem is also of interest.

Acknowledgement. The authors gratefully acknowledge the Agence d’Envirronnement et
Maîtrise de l’Enegrie (ADEME) and SYRTHEA enterprise for founding of this research study.

Table 2. Results of the sensitivity analysis.

Cost (%) activity Total running cost in
completion time, (i)

Total penalty
cost, (ii)

Total resource-add
cost, (iii)

1 (in worksite1) 0 % 3 % 0.23 %
2 (in worksite1) 50 % 1 % 0.23 %
3 (in worksite1) 50 % 1 % 0.23 %
4 (in worksite1) 0 % −1 % 0.23 %
5 (in worksite1) 50 % 1 % 0.23 %
6 (in worksite2) 0 % 3 % 0.23 %
7 (in worksite2) 50 % 1 % 0.23 %
8 (in worksite2) 50 % 1 % 0.23 %
9 (in worksite2) 0 % −1 % 0.23 %
10 (in worksite2) 50 % 1 % 0.23 %
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Abstract. The main objectives of the study are to present the vulnerability of
the supply chain related to the change in the quality of the products supplied,
and propose solutions to mitigate its disturbance. We use ARMA (Auto
Regressive Moving Average) time series to model a supply chain with one
supplier and one retailer. We then analyze how changes in the quality of
products delivered by the supplier may affect the system variables, taking into
account the system constraints and the uncertain demand from customers.
A quality predictor can then be introduced in the model to improve the resilience
of the chain.

Keywords: Risk � Supply chain � Vulnerability � Resilience � Quality

1 Introduction

New technologies and globalization increase the complexity of supply chains and
therefore expose them to risks of different types. Faced with uncertainty, supply chains
appear more sensitive in the context of competitive pressure, unpredictable and volatile
global market demand. In particular, supply chains are sensitive to local disturbances
and uncertainties related to demand [1] supplies [2] or information [3, 4]. Several
studies have been conducted to analyze the topic of risk especially in the context of the
supply chain [5, 6]. In general, risk is a combination of a probability of occurrence of
an adverse event and a measure of the severity of the consequences of this event in
terms of damage or injury (ISO/CEI73) [7]. The concept of risk is significant only in
the presence of targets vulnerable to the effects of hazards induced by accidents [8].

Vulnerability is an intrinsic property of a system. It measures its sensitivity to
adverse events. We distinguish endogenous vulnerabilities, which are properties of the
companies that make up the supply chain, and vulnerabilities external to the company,
at the level of interconnections between companies or flows [9].

In the field of the supply chain, Ou Tang and Nurmaya Musa [10] argue the lack of
a difference between uncertainty and risk in the literature. However, as [6] we dis-
tinguish between these two concepts. Indeed according to ISO/2009, the risk is defined
as the effect of uncertainty on objectives [11]. This definition highlights both the
difference and the relationship between the concepts of risk and of uncertainty. Under
the effect of uncertainty, a deviation can be positive or negative. In practice, one is
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DOI: 10.1007/978-3-319-24141-8_54



interested in the negative effect [6]. In this context Wagner and Bode [9] define risk as
“the negative deviation from the expected value of a certain performance measure,
resulting in negative consequences for the focal firm” [9].

Due to the complex structures of today supply chains, a risk in a company may
have consequences for other companies upstream or downstream. It thus threatens the
entire chain. The resilient supply chain has the ability to adapt whatever the events to
which the chain is subjected. Resilience is “the system’s ability to return to a new stable
situation after an accidental event” [13]. Taking into account that it is a multidimen-
sional concept, Ponomarov and Holcomb [14] define resilience as “the adaptive
capability of the supply chain to prepare for unexpected events, respond to disruptions,
and recover from them by maintaining continuity of operations at the desired level of
connectedness and control over structure and function” [14]. To preserve the resilience
of supply chains, the areas of risk analysis and risk management are currently acquiring
great interest, both from the theoretical and applicative standpoints. It is necessary to
have indicators of vulnerabilities in the chain to determine the sensitivity of the chain to
adverse events and to characterize the system’s lack of resilience.

To form a resilient supply chain, the company must select the most reliable sup-
pliers. Product quality is among the key factors in determining the reliability of a
supplier, and the quality of a product may critically depend on risks in production,
delivery or storage. In this research, we focus on uncertainties about the quality of
supplied components and the demand, and try to analyze the vulnerability of the supply
chain due to the variation in the quality of the product supplied. In a previous work [5],
we have proposed a model based on ARMA time series to study supply chain vul-
nerabilities under demand uncertainty. The choice of ARMA time series can be argued
by the fact that such model takes into account both the random nature of the system and
its history.

As shown in the next section, starting from the works of Box and Jenkins [16] for
ARMA series and Gilbert [16] for their applications to modeling supply chain
dynamics, we have introduced in the model constraints on inventory and supplier
capacity. From this non-linear model, we can infer indicators of system vulnerability.
After that, we add to this model a quality index. First, the product quality model is
supposed ARMA and can be estimated based on the history of deliveries from the same
supplier. Next, the product quality model is supposed determinist with random time. In
Sect. 3, and to simplify the study, we consider a basic two-stage supply chain con-
sisting of a company and its supplier receiving random demands from customers. The
dynamics of the system are studied by simulation, to measure the influence of quality
uncertainty and compare the cases when quality variations are anticipated and when
they are not, and also to compare between the different models of quality index.

2 Model Development

In this section we start by modeling the supply chain with ARMA. In many cases,
supply chains “can be viewed as virtual systems subject to dynamic reconfigurations,
through arrival or departure of partner enterprises.” [8]. The formulation of the model is
as follows. To represent the model of the supply chain, we use the following notation:
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Dt: Random demand at period t
at�1; et; et: White noises
l: mean demand
It: Inventory level at the end of period t
Ot: Order placed at the end of period t
D̂t: Estimated value of demand at period t
�I: Maximal storage capacity
IIt: Inventory index at period t
�O: Maximal quantity ordered from the supplier in one period
OIt: Order index at period t
zt: Quality index at period t
ẑt: Estimated quality index at period t
S: Safety stock level

2.1 Model of the Supply Chain

The modeling of the chain is given by the representation of the demand, the level of
stock of each company and the quantity of products or components to be ordered.

When a prime contractor places orders to his supplier, it also transmits information
about customer demand. This demand is often of random nature. A mathematical
formulation of the demand Dt can be constructed by the method of Box and Jenkins
[15] as an ARIMA (p, d, q) (Auto Regressive Integrated Moving Average). The main
purpose of this model is to predict the future values of the random demand, taking into
account its previous values observed.

Dt ¼ lþ
Xp

k

uk Dt�k � lð Þ þ at þ
Xq

l¼1

hlat�l: ð1Þ

Based on this representation, Gilbert [16] proposed a linear model of the supply
chain by introducing the stock level It, and the order quantity Ot at the end of period t
according to the forecast demand D̂tþk . D̂tþk is calculated by using a forgetting factor α.
Starting from a series of stationary demand, Gilbert demonstrated that the stock and
order are also ARMA [16]. The ARMA model is a special case of the ARIMA model
mentioned above. It treats the stationary series. If the series is not stationary, its
variable is integrated until stationarity, hence the letter I in the model name. In the
model below, we assume that the order policy is the classical “Order up to policy”.

It ¼ It�1 þ Ot�L � Dt: ð2Þ

and

Ot ¼ S� It þ D̂tð1Þ þ � � � þ D̂tðLÞ � Ot�1 � � � � � Ot�Lþ1: ð3Þ
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By definition, S is the level of safety stock required to limit stock-outs. A study that
generalizes this order policy was also proposed by Gilbert and Chatpattananan [17].
The ARMA model also allows the chain to represent a widely known vulnerability in
the field of supply chain, known as the bullwhip effect [1, 5, 16]. It represents the
amplification phenomenon of demand variability in the stages upstream in the supply
chain. The proposed model allows evaluation of the bullwhip effect on the stock and on
the order. Note that another phenomenon is also studied in the literature regarding the
reverse bullwhip effect. It aims to evaluate the amplification of disturbances in the
prices of raw materials on the downward stages and determine its effect on the prod-
uct’s final cost [18].

2.2 The Constrained Model

The model of the supply chain presented above does not take into account the con-
straints of the companies. In real cases, the company has a limited storage capacity and
cannot order more than a maximal amount of products from the supplier. At the other
end of the feasibility intervals, the level of the stock and the quantity delivered cannot
have negative values. To take these constraints into account, Sakli et al. [5] present a
saturated ARMA model, in which the dynamic Eqs. (2)–(3) are replaced by the fol-
lowing non-linear equations.

Inventory equations. Due to the limits on the storage capacity, the current inventory
level is computed by:

It ¼ minðIt�1 þ Ot�L � Dt;�IÞ
It ¼ maxðIt�1 þ Ot�L � Dt; 0Þ

(
: ð4Þ

Order equations. Due to the limits on the quantity ordered, the current order is
computed by:

Ot ¼ min ðS� It þ D̂tð1Þ þ � � � þ D̂tðLÞ � Ot�1 � � � � � Ot�Lþ1; �OÞ
Ot ¼ max ðS� It þ D̂tð1Þ þ � � � þ D̂tðLÞ � Ot�1 � � � � � Ot�Lþ1; 0Þ

(
: ð5Þ

2.3 Representation of the Quality Problem

When a requested quantity is produced or delivered, this amount may not have the
desired quality or be delivered within the scheduled time. The variation of product
quality can be caused by the production process, but also by the delivery, because of
the handling or transport of the goods or by storage. The amount of products that do not
meet the desired quality can either be returned to the supplier, be accepted by the
company at a lower price, or considered as waste and therefore discarded. This depends
on the nature of the goods and the severity of the defect.
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Let zt be an index of the quality of supply in period t. The quality of goods is
supposed variable in time. Two cases are analyzed in this study: either zt is random
with variations around a mean value or Ot takes two values: 0 and 1 with deterministic
jumps occurring at random times.

Case of random variations. An example of random variations is when zt is supposed
ARIMA (0, 1, 1). In fact, this model of quality must be truncated as follows, to avoid
quality values under 0 or above 1.

et N(0,sigma)

ft ¼ hþ et

zt ¼ ft if 0� ft � 1

zt ¼ 1 if ft [ 1

zt ¼ 0 if 0\ft

:

8
>>>>>><

>>>>>>:

ð6Þ

Case of deterministic values with random jumps. A typical example of this case is
given by formula (7).

zt ¼ 1 if 0� t\T1 Or if T2� t\T3 Or if T4� t� T

zt ¼ 0 if T1� t\T2 Or if T3� t\T4
:

(
ð7Þ

T1, T2, T3 and T4 are random dates that may be obtained in simulation from
uniform laws in given intervals.

zt ¼ 1 is the case when the quantity ordered respects the desired quality. The
opposite case, zt ¼ 0 represents the case when the supplier cannot deliver the requested
products with the required quality. Such a case may be due to interruption of pro-
duction (machines’ breakdown, strikes, etc.), or transportation problems.

Whatever the law of evolution of z, the dynamic equation of evolution of the stock
is constrained by saturation values in the following form:

It ¼ minðIt�1 þ Ot�L � zt � Dt; �IÞ
It ¼ maxðIt�1 þ Ot�L � zt � Dt; 0Þ

(
: ð8Þ

It can be noted that the unconstrained model is bilinear. Moreover, integration of
constraints as in Sect. 2.2 introduces other nonlinearities. To compensate for the lack of
reliability of the supplier, it is possible to adjust the value of the quantity to order based
on the predicted quality of delivery. For this, we propose to build a quality predictor,
taking value ẑt at time t. Under this assumption and after introduction of constraints
saturation, the equation for the order is:

Ot ¼ min ð1ẑt � ðS� It þ D̂tð1Þ þ � � � þ D̂tðLÞ � Ot�1 � � � � � Ot�Lþ1Þ; �OÞ
Ot ¼ max ð1ẑt � ðS� It þ D̂tð1Þ þ � � � þ D̂tðLÞ � Ot�1 � � � � � Ot�Lþ1Þ; 0Þ

(
:

ð9Þ
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For example, a predictor ẑt can be calculated recursively with a forgetting factor f as
follows:

ẑt ¼ ð1� f Þ � ẑt�1 þ f � zt�1: ð10Þ

In the previous expression, zt�1 is known, measured at time t − 1 by inspection of
the delivery of order Ot�Lþ1, which has just been received at time t − 1.

Equations (9) tend to increase the order from the supplier up to its maximal
capacity. This increase corresponds to the collaboration mechanism between the sup-
plier and the producer to better satisfy customers.

Detecting the saturation of the system further allows the construction of indices that
keep in memory the information on the occurrence of saturation.

Saturation index of the inventory:

IIt ¼ �1 if It ¼ 0

IIt ¼ 0 if 0\It\�I

IIt ¼ 1 if It ¼ �I

8
><

>:
: ð11Þ

Saturation index of the order:

OIt ¼ �1 if Ot ¼ 0

OIt ¼ 0 if 0\Ot\�O

OIt ¼ 1 if Ot ¼ �O

8
><

>:
: ð12Þ

3 A Case Study

The case study concerns a basic two-stage supply chain with a company (producer) and
its supplier. The company receives random orders from customers. The demand is
supposed ARMA (0, 1, 1) with a fixed delivery lead time L, and is written as follows.
Here et denotes as the white noise, representing an additive system disturbance.

Dt ¼ �Dþ et: ð13Þ

A demand predictor is constructed by recursive forecast with forgetting factor a:

D̂t ¼ ð1� aÞ � D̂t�1 þ a � Dt�1 : ð14Þ

In numerical examples, the selected value of the forgetting factor is a ¼ 0:15. The

curves of demand Dt and predicted demand D
_

t are shown in Fig. 1.
To validate the analytical results, we represent the influence of changes in quality in

the two cases previously presented. For both cases, the system is simulated with and
without a quality predictor given by (10) with forgetting factor f = 0.55, to evaluate the
accuracy and effectiveness of this predictor to improve the system resilience.
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3.1 Simulation Under the Multiplicative Quality Disturbance

Firstly, we simulate the system dynamics with a random quality index zt. The mean
value of quality is supposed to be 0.8. Of course, this value is not supposed to be
known by the producer, who computes the order value by formula (9).

Simulation Without Quality Disturbance Prediction. The quality index zt is sim-
ulated by formula (6). Figure 3 describes the evolutions of the inventory It computed by
(8) and the order Ot computed by (9) with ẑt ¼ 1. In this simulation, the quality defects
are unknown and there is no prediction of the quality index (̂zt ¼ 1). This figure
provides some insights on the system behavior. In particular, it can be noted that the
inventory level is often zero and the inventory index (11) takes value −1. It represents
the case when demand Dt is greater than the quantity available in stock It (Fig. 2).

Due to the high frequency of stock-outs, it seems necessary to take into account the
quality perturbation in the order process.

Simulation with Quality Disturbance Prediction. Under the quality index predicted
by formula (10), the system has a less vulnerable behavior. It can be observed on Fig. 3
that the mean value of inventory seems stationary. However, the order values computed
by (9) are frequently hitting the maximal delivery level.

Fig. 1. Curve of demand and predicted demand

Fig. 2. Order and inventory evolutions with z_t ¼ 1

584 L. Sakli et al.



3.2 Simulation with Quality Jumps at Random Times

The system is now simulated under random jumps of the quality percentage between 0
and 1 at random times. Again, the system is first simulated without any quality dis-
turbance predictor (̂zt ¼ 1) and with the same predictor as in the previous example (̂zt
given by (10)).

In this numerical example, the dates T1 = 177, T2 = 227, T3 = 395 and T4 = 431
have been chosen at random by uniform laws in given intervals of dates. As shown in
Fig. 4, the quality index is 1 between the dates (0: 177), (228: 395) and (432: 500). In
these intervals, quality is perfect and there is no defective products discarded. On the
contrary, the quality index is zero between dates (178: 227) and (396: 431).

Simulation Without Quality Disturbance Prediction. We have first simulated the
system with ẑt ¼ 1 8t 2 0 500½ �. Figure 5 illustrates the order and inventory
evolutions without any prediction of the quality index.

Simulation with Quality Disturbance Prediction. To predict the quality index, we
use formula (10) again, with forgetting factor f = 0.55. The curve of the estimated index
is very close to the quality index of Fig. 4. However, it can be observed on Fig. 6 that
the order and inventory evolutions are still strongly disturbed around the dates of the
states changes.

Fig. 3. Order and inventory evolutions

Fig. 4. A curve of quality index evolution with randomly generated commutations
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It is clear that the system gets out of stock throughout the supplier interruption
period. On the other hand, the order level commonly reaches the maximum threshold
value 330 of the supplier’s capacity. However, such a systematic increase of the order
level during supplier breakdown periods has limited effect on the inventory curve since
deliveries are zero regardless of the amount of the order.

4 Conclusion

This paper presented concepts related to risks in a supply chain, namely uncertainty,
vulnerability and resilience. We proposed a nonlinear model based on time series
ARMA for representing a supply chain, taking into account the constraints of the real
system. Then, we simulated the system subject to random disturbances on demand and
supply, under positivity and capacity constraints on the quantity ordered and available
stock. Two types of quality disturbances from the supplier were simulated. In both
cases, it is clear that without taking into account the quality index, the system often is
often out of stock and gets into strong disturbance that propagate upward and down-
ward the supply chain. To mitigate that problem, we have proposed to construct a
quality predictor, and we have introduced it into the formula for calculating the order
quantity. If out of stock, the company orders a larger quantity often equal to the
maximum capacity of the supplier. This corrective policy appears to be efficient in
the case of random fluctuations of the quality. But its impact is rather limited in the
all-or-nothing supply quality case.

Fig. 5. Order and inventory evolutions

Fig. 6. Order and inventory evolutions
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Abstract. Architecting a System of Systems (SoS) is a complex task. Capa-
bilities of heterogeneous and interactive sub-systems are composed to fulfil a
mission, while preserving, as possible, the autonomy, independence, geographic
distribution… of sub-systems and to face up efficiently while remaining as
resilient as possible to disturbances and emergent phenomenon. The “-ilities”
are relevant non-functional abilities (e.g. robustness, resilience, flexibility,
adaptability, survivability, interoperability…) for guiding SoS architects and
managers to choose and interface sub-systems. The goal is to become able to
increase or decrease the value of these “–ilities” thanks to their interest for the
SoS mission. The here presented work aims to support resilient SoS design and,
in particular, their architecting by proposing a formalised model of property
allowing to define and describe an “–ility” and a behavioural modelling
approach to evaluate it.

Keywords: System of systems � “–ilities” � Non-functional properties �
Resilience � SoS behavioural modelling � Dependencies � Formalisation

1 Introduction

A System of Systems (SoS) is composed of (in most cases, existing) heterogeneous sub
systems chosen for their capabilities, assembled and interfaced to interact during a
time-frame and to provide capabilities to achieve a mission that each sub system cannot
fulfil alone [1]. First, some characteristics of sub systems must be preserved: opera-
tional and managerial independence, evolutionary development, geographic distribu-
tion, and connectivity. Second, requested interactions induce emergent phenomenon
(new properties and behaviours with more or less predictable and unwanted effects) at
the SoS level that can favour or affect the achievement of its objectives and mission.
Third, it is now recognized, for SoS, the relevance of specific properties called
“-ilities”. An “-ility”1 is an “ability to respond to changes, both foreseeable and
unforeseeable” focusing on “how the SoS should be and not what it should do” [2].

1 An “–ility” (plural “-ilities”) [5] is “a developmental, operational, and support requirements a
program must address (e.g. availability, maintainability, vulnerability, reliability, supportability”
which are generally non-functional requirements.
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DOI: 10.1007/978-3-319-24141-8_55



For a SoS, “-ilities” differ from authors, but essentials ones remain: robustness, resil-
ience, flexibility, adaptability, survivability, interoperability, sustainability, reliability,
availability, maintainability and safety; each “-ility” can be strongly dependant or
influenced by various causes considering SoS context, evolution period of its life cycle
and emerging phenomenon. So, architecting a SoS implies to study these “-ilities” and
how to increase or decrease their values thanks to their interest for the SoS purpose.
Particularly, SoS has to face up, efficiently and accordingly to its mission, to various
dynamic contexts in which disturbances can occur due to disruptive actions (from SoS
environment or internal sub-systems failures [2]) or to new and enabled technological
evolutions i.e., it has to maximise its resilience. The here presented work aims to help
and support resilient SoS design, particularly architecting step of the design. Section 2
introduces two approaches for resilient SoS architecting that can be combined with a
behavioural modelling approach named OMAG, briefly introduced. In Sect. 3, retained
SoS “–ilities” and their interdependence are discussed and formalised. Section 4
illustrates the proposed contributions before concluding.

2 Resilient SoS Architecting

Architecting a resilient SoS means to consider various interdependent “-ilities” and new
design approaches. References [3, 4] insists on “designing for resilience is about creating a
system that can bounce back from something no one ever thought would happen”. Existing
approaches are strongly based on system paradigm and follows Systems Engineering
principles [24]. In the next we discuss about requested “–ilities” and two approaches.

Various “–ilities” definitions can be found [6–8]. The concept of “–ility” can be
used to characterize both SoS and each of its sub-systems. As illustrated in Fig. 1, it is
admitted that an “–ility” dynamically vary and is dependant or influenced all along SoS
life cycle depending on (1) its characteristics (properties, behaviours and “–ilities”),
(2) the characteristics (properties, behaviours, and –ilities) of its sub-systems, and
(3) emergent properties and behaviours from sub-systems’ interactions.

Fig. 1. Overview of “-ilities” dependencies [7]
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For instance DoD [6] presents resilience as dependant from robustness, flexibility
and protection “–ilities”. Following the same dependence principles, robustness
depends from reliability, availability, survivability and maintainability. In the same
way, the DSTA framework [2] considers two levels of SoS “–ilities”: Key SoS
“–ilities” (robustness and evolvability) and Key Enabling “–ilities” (flexibility
(operational and design) and interoperability) that have been enriched in Fig. 2 by
decomposing interoperability definition.

In both cases, whatever the definition for “-ility” and its interdependence with other
abilities of the SoS, an “–ility” remains difficult to conceptualize from a unified manner
(that can be even not expected), to handle and to use in confidence in architecting
process [9–12].

Concerning SoS architecting approaches, first SAI (SoS Architecting with Ilities)
[8] focuses on value sustainment of both functional and non-functional requirements.
Figure 3 shows the essential steps of SAI, especially the steps 4 (Generate initial
architecture alternatives) and 6 (Evaluate potential alternatives) in which a behavioural
model of the SoS architecture is built and executed for evaluating the chosen “-ilities”
defined in step 3. Second, DSTA framework [2] is a methodological framework for
supporting SoS architecting and a reference framework for choosing the most relevant
“–ilities” allowing practitioners and manager to drive and manage efficiently SoS
architecting. In both approaches, the SoS architecting phase (i.e., defining strategy,
requested operations and scenarios, and specifying architectural alternatives according
to a more or less high level of abstraction) is apart from SoS designing phase (for
instance, choice and interfacing of sub-systems, validating scenarios). In design phase,
several solutions are proposed in [10] to improve various “–ilities” to gain resilience
e.g. employing redundancy, reducing complexity or improving reparability. Alterna-
tives solutions must be modelled and compared thanks to an expected value (quanti-
tative or qualitative) level for each “-ility”.

Fig. 2. Key SoS “–ilities” and enabling “–ilities” (inspired from DSTA framework [2])
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To this purpose, the behavioural modelling method OMAG can support both SAI
steps and DSTA framework to describe simply and to link the behaviours of a SoS and
of its sub-systems. This approach is enriched by the formalisation of a set of “–ilities”
by properties allowing their checking or evaluation.

3 SoS Behavioural Modelling: OMAG Method

OMAG (Operating Modes Analysis Guide) [13] is a behavioural and functional
modelling and analysis method allowing:

– System architect to select the Operating Modes [14] that characterize a system all
along its life cycle.

– To determine gradually the expected Properties (functional and non-functional i.e.
“–ilities”) and Parameters of the system when evolving into a mode.

– To determine gradually and to model various Operational Scenarios. It is question
of a functional model describing the dynamic of a system (what are the expected
functions or activities and how they are chained and synchronised?) in a given
operating mode. Various modelling languages can be used e.g. BPMN, eFFBD, or
use case diagram. In OMAG approach, each operational scenario describes a part of
the whole expected functional architecture of the system.

OMAG is based on a graphical grid shown in Appendix, detailed and illustrated in
[13]. Briefly, the OMAG principles are summarized in Fig. 4. Considering a system,
OMAG requires defining first systems’ attributes and to gather them into a Parame-
tersAndPropertiesSet. An attribute is modelled as a Parameter, a valued and typed data
describing time (temporal aspect e.g. maximum delays for reaction), shape (structure
e.g. geometric constraints) or space (situation e.g. non-functional expectation) char-
acteristics of any element from the system or its environment.

Fig. 3. SAI principles approach [8]
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The ParametersAndPropertiesSet is set up and grows up gradually all along the
architecting process. The set of generic Operating Modes and Transitions is then for-
malised by the grid and the architect must select those relevant for the system and to be
studied. Each transition is characterized by a couple (condition/event) allowing system
evolving from an operating to the next. For each mode and transition, architect has to
model what are the expected operational scenarios allowed in the studied Mode or
induced/expected to fire the transition. Figure 4 shows the main elements of a grid
OMAG allowing to describe and link operating modes, operational scenarios associated
to each mode, parameters and properties of a system. The result is a behavioural model
of the studied system conforms to the underlying mathematical formalism (inspired
from Finite State Machine model [15]). Each operating mode is modelled as a state and
each mode transition as a state transition. An operational semantic of OMAG grid is
given in [13] specifying formally with no ambiguity the interpretation and execution
rules of an OMAG grid. This allows then defining and implementing OMAG grid
simulation and proof mechanisms not detailed here. These mechanisms allow to model
and verify properties (modelling properties as non-functional properties), to approximate
“–ilities” values, or to highlight rapidly some disturbing or awkward situations the SoS
has to face. This can be helpful for SoS architect who intends to test and compare
various SoS architectural alternatives as requested, for instance, in SAI approach.

4 SoS –ilities and –ilities Dependence Modelling: Property
Concept

A ‘property’ is defined in [18] as “an entity that can be predicated of a thing or, in
other words, attributed to it (also called ‘attribute’, ‘quality’, ‘feature’, ‘characteristic’
or ‘type’)?. [19] introduced a Property-Based Requirements (PBR) theory based on

Fig. 4. OMAG main elements meta model (simplified view)
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semi-lattices on which a property formalizes a portion of a well-formed requirement
(denoted wf-requirement) and be owned by a system. In this case, a property is
interpreted as a variable to be quantified or qualified to evaluate the relevance and
adequacy of a system solution; such an evaluation is to be carried out by using a model
of the system here, an OMAG grid. [20] postulates that a property is any descriptor of
an artefact (i.e., a modelling artefact of the system). The property is represented as a
mathematical function defined for this artefact, associating a (set of) value(s) allowing
evaluating the solution described by this artefact. [21, 22] define a property as “the
formal statement of an expectation by using a formal language, i.e., in the form of a
logical formula to be proved later”.

These definitions are merged as follows and adopted in the CREI property mod-
elling language (Cause Relation Effect Indicators) proposed in [16, 17]:

[A property is] a provable or evaluable (i.e., quantifiable or qualifiable) charac-
teristic of an artefact [that is (1) a system S, or (2) a model M of S built for achieving a
design objective] that translates all or part of stakeholder expectations to be satisfied
by this artefact.

The goal is to help managers, architects and designers to formalise “what is” and
“how” can evolve an “–ility” of a SoS i.e., how it can be influenced or dependent from
(1) other characteristics of SoS, (2) conditions taking into account external and internal
events, but also (3) characteristics related to each sub-systems of SoS or resulting from
their interactions.

A CREI property is formalized as a composite entity made up of a group of causes
(C) correlated with a group of effects (E) via a parameterized and constrained relation
(R) between C and E describing the condition and the expected effects under which the
property is satisfied. This relationship formally describes how the set of causes
C induces a modification in the entire set of effects E. Moreover, a set I of indicators
can be associated with R to make property assessable. These indicators are the
observation variable and Design variables2 [20]. For the formalization, we define the
set Φ as the set of user-defined or predefined properties of the studied system. A CREI
Property CP is defined as:

CP ::= < referencecp, C, R, E, checkingValuecp, [I, evaluationValuecp] >

With:

– referencecp 2 S is a handle (unique) for property proof traceability.
– C = {vi /vi 2 ParametersSet [ Φ, i 2 [0; card(ParametersSet [ Φ)]}, i.e., C can be

empty (C = ∅): the property is then considered to be an own property3, otherwise
(C <> ∅) as a composite property4.

– E = {vj /vj 2 F [ Φ, j 2 ]0; card(F [ Φ)]} i.e., E <> ∅.
– R:: = < Tp, θc, θe, relationType, θi >, where:

2 An observation variable allows modelling an expected performance level or an expected “i-lity”
level. A design variable allows to handle and to set up values corresponding with potential design
choices.

3 An own property models expected values of a (set of) Parameter(s).
4 A composite property is to be characterized by the causal relation.
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– Tp = C \ E is the set of variables that may be simultaneously used for describing
causes and effects.

– θc: Tp
k x Cm x ℝ+*n→ {True, False} defines the Boolean function describing the

condition under which the causes of C are interpreted. By default, the function θc
returns True (denoted θc = True in the next):

(t1, …, tk, c1, …, cm, r1, …, rn) → θc(t1, …, tk, c1, …, cm, r1, …, rn) 2 {True,
False}

– θe: Tp
o x Ep x ℝ +*q → {True, False} defines the Boolean function describing the

condition under which the effects of E are interpreted. By default, the function θe
returns False (denoted θe = False in the next):

– (t1, …, to, e1, …, ep, r1, …, rq) → θe(t1, …, to, e1, …, ep, r1, …, rq) 2 {True, False}

– At this stage, relationType models the relation to be checked: ‘C implies E’, ‘C
is equivalent to E’, or ‘C influences E’ formalized as follows:
• ‘C implies E’ is defined as the logical function: θc ⟹ θe
• ‘C is equivalent to E’ is defined as the logical function: θc ⟺ θe
• ‘C influences E’ is defined as the function: θc ⇢θi θe. This relation is defined

by [23] as “in knowing with certainty C, we can then deduce E with cer-
tainty”, i.e., knowing the values (and their variation) of the causes defined
defined in E by defining an influence factor θi 2 [−1,1] allowing to interpret a
beneficial vs. harmful influence as follows:
• θi → 0: the influence exists between the causes and effects remaining

more or less neutral (by default, θi = 0);
• θi → 1: each variation of the variables used in C induces a variation of the

variables used in E, interpreted as beneficial for the system;
• θi → −1: each variation of the variables used in C, induces a variation of

the variables used in E, interpreted as harmful for the system;
– checkingValuecp is set to True, else False (i.e., if a checking technique can be

applied on the model for proving the property CP and can conclude CP is
satisfied, False otherwise, thus providing a counterexample).

– (optional) [I, evaluationValuecp] I � ParametersSet is a set of indicators that can
be evaluated to characterize the truthfulness of the property CP (e.g. in case of
simulation or for guiding the appraisal): I = {ij /ij 2 ParametersSet, j 2 [0, card
(ParametersSet)]}, where ij is a Modeling Variable extracted from the system
model. In case of I is defined, then CP.evaluationValuecp = μ(I), where μ is the
aggregation function chosen for the evaluation, e.g. μ can be defined by
μ :: = 1/card(I)*∑I(i.value). CP can be considered as satisfied as proposed in [19]
i.e. CP.checkingValuecp = True if and only if 8i2I, i.value 2 i.objectif ∧ i.value
2 i.valueset otherwise not satisfied, i.e., CP.checkingValuecp = False.

As an illustration, we focus on the next on the interoperability of each sub-system
making up the SoS, considering the ‘key enabling –ility’ role of this characteristic [2]
and its direct influence on the objectives of resilient SoS architecting project.

For this, we consider (see Fig. 5) there are some dependencies to respect (evaluated
by using 5 levels of dependencies from preferred to forbidden) between the operating

System of Systems Architecting: A Behavioural and Properties 597



modes of the SoS and the operating modes of sub-system at each moment, taking into
account their dynamical evolution. For instance, when the SoS works and fulfil the
mission (SoS is in Operating Mode O3), it seems important (++) that a maximum of
sub-systems can be able to provide their own mission, and to operate efficiently
(sub-systems have to be preferably in Operating Modes O1 to O5). Some of these
sub-systems can also (+) be under deployment (operating Mode D1) for instance if
these sub-systems have to replace existing sub-systems at a given moment, assuming
then architectural evolution of the SoS. Conversely, it seems inacceptable (–) that a
sub-system must be in dismantling operating mode (EL1 or EL2). These interdepen-
dencies are, of course, indicative: architect can modify them without any impact on the
property formalisation and analysis that follows. Other tables can be built for main-
tainability, resilience or robustness as expected in [2].

The interoperability characteristic of the SoS is formalized as the property P as
follows:

1. Cause : = 8OMSoS 2 OperatingModes(SoS); OMAG grid behaviour is translated
into symbolic logico-temporal formulae. Each transition between Operating Modes
selected by architect is modelled as an Elementary Valid Formula (EVF) [26]
modified as follows5:

EVF :: = (OMi ∧ eventj ∧ conditionk � oOMl ∧ scenariom)

Fig. 5. Operating modes dependencies considering requested interoperability

5 The formula oA means that the propositional variable A will be true at the next moment in a common
logical and unified time scale.
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With:

– OMi and OMl are propositional variables modelling the source and destination
operating modes of the transition, and set to True if the studied system is in the
corresponding operating mode, false otherwise.

– eventj and conditionk are propositional variables set to True if event and
condition associated to the transition are True, false otherwise.

The entire list of EVFs defines a symbolic and formal description of the behaviour of
the OMAG grid. Similarly, a Unified Valid Formula (UVF) is computed by taking
EVFs into consideration. Here considered, an UVF is the set of conditions i.e. θc which
specifies how a given Operating Mode OM can be activated:

hc :¼ UVFðoOMSoSÞ ¼ _ OMSoS ^ eventq ^ conditionr
ðp; q; rÞ

OMSoS ^ eventq ^ conditionr � oOMSoS

2. Relation : = (influences); Indicators are user-defined and computed including
parameters associated to sub-systems e.g. the latency time or interoperation time as
proposed in [25].

3. Effect : = SSi 2 SubSystems(SoS); Fig. 5 shows how dependency vectors (denoted
V++, V+, V*, V- and V—) are computed regarding each state of the SoS for a top
down analysis of the dependence relations. We focus on the preferred states of the
sub-system i.e., those characterized by a dependence relation ‘++’. The state vector
V of the SoS (resp. sub-system) is 1 × 18 vector defined as follows:

9!k 2 1; 18½ �; V kð Þ ¼¼ 1ð Þ )
SoSisinOMi

8j 2 1; 18½ �; j 6¼ k; V jð Þ ¼¼ 0ð Þ
� �

(there are 18 possible operating modes in the current OMAG grid and the
sub-system SSi must be in one and only one operating mode OMk)
So θe is defined as follows:

8i; V OM SSið Þ; tð Þ � VT
þþ ¼¼ 1

� � ^ :
Y

Tk

conditioni ^ eventið Þ�
" #

_ FVUðoOM SSið Þ½ �

Where:

– Tk is the set of output transitions from the preferred operating mode OM of the
sub-system SSi that is preferred when SoS is in operating mode OMSoS.

– V OM SSið Þ; tð Þ � VT
þþ ¼¼ 1

� � ^ :Q
Ti

conditioni ^ eventið Þ� ¼¼ 1 iff SSi is in the

state OM and will stay in this state at the next moment or if the state OM will be
activated at the next moment.

The same computation process is used for determining θe in the case of dependence
relation that indicates the operating mode of SSi is acceptable, neutral, not recom-
mended or forbidden. In the same way, the same computation approach is used in a
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bottom-up analysis regarding the dependence relations between each operating mode of
each SSi and SoS operating mode.

Simulation (following operational semantics given in [13]), evaluation of param-
eters and the generation of counter examples provided by checking technique proposed
in [26] and developed in [27] are suitable for allowing architect to detect (1) modelling
errors or mistakes, (2) unwanted or unexpected behaviour inducing non-functional
properties variation. Figure 6 shows a big picture of the overall approach consisting to
use OMAG and properties modelling, checking and evaluation in SAI approach.

5 Conclusion and Perspectives

A demonstrator of the OMAG grid and properties modelling tool is currently being
tested. The automated properties building, taking into account various version of
dependence tables, properties checking and OMAG grid simulation techniques are
under development by using framework developed in [27]. The goal is now to test the
overall approach on relevant case studies. The perspective is to enrich the two

Modelling (steps 4 and 6 from [8])
- Determine expected–ilities
- For each select –ility:
• Choose and parametrize Operating Modes dependence 

grid 
• Choose relevant parameters regarding SoS mission

- Model SoS and Sub systems
• Specify Mission, Finality, Objectives (Parameters), 

roles, capacities, requested interactions (Material / 
Information / Energy Flows) and requested interfaces

• Build behavioural models by using OMAG grid:
Select relevant Operating Modes
Specify event/condition associated to each transition 
between selected Operating Modes
Build ParametersSet
For each Operating modes
- Define operational scenarios
- Specify relations (see meta model figure 4 between 

Operating Modes / Parameters / Operational 
Scenarios)

Analysis
- Identify potential external and internal perturbations
- Analyse behaviour by taking into account these 
perturbations:
• Determine initial Operating Mode of SoS and of each 

sub-systems
• Simulate OMAG grids evolution
• For each execution path: analyse properties

Transform OMAG grid behaviours into logico-
temporal formulas
Compute EVF and FVU
For each –ility, formalize it as (a set of) property(ies)
Check / Evaluate properties

It
er

at
e 

un
ti

l p
ro

pe
rt

ie
s 

ar
e 

sa
ti

sf
ie

d 
or

 r
el

ax
ed

 b
y 

ar
ch

it
ec

t

Simulator / FVU Model 
Checker [27]

Results / Counter examples

Fig. 6. Overview of the approach (big picture)
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aforementioned analysis techniques when facing problematic of growing up models’
size and complexity (e.g. due to number of OMAG to be considered).

Acknowledgement. The authors thank A. Monfouga and R. Blainvillier for their involvement
in the development of a demonstrator for modelling OMAG grid.
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Abstract. The term Dynamic Manufacturing Network (DMN) refers to a new
collaborative business model that relies on real-time information sharing, syn-
chronized planning and common business processes. DMNs are operational
networks formed among autonomous and globally dispersed partners, and can
be seen as the manufacturing industry application of the Virtual Enterprise
(VE) concept. Despite their numerous practical benefits such as optimized
processes and access to new and global markets, they are particularly vulnerable
to disruptions. Any disruption in manufacturing or transportation of products
may obviously result in failed orders, thus impacting the whole DMN reliability.
Instead of developing stochastic models to deal with uncertainty, as it is usually
done, we have rather integrated the concept of flexibility into the tactical and
operational planning of such networks. We therefore propose in this work, a
multi-objective optimization model that simultaneously maximizes reactive
flexibility measures while minimizing total operating costs.

Keywords: Flexibility � Dynamic manufacturing networks � Multi objective
optimization

1 Introduction

Global competition, decreased profit margins and market turbulence are forcing supply
chains to become dynamic networked structures usually named as Virtual Enterprises
(VE), Virtual Organizations (VO), Dynamic Virtual Organizations (DVO), etc. [2].
Within this new paradigm, the concept of Dynamic Manufacturing Network
(DMN) has emerged as a manufacturing industry application of VEs that rely on
common business processes, real time (or close to real time) information sharing,
centralized decision making and optimized operational planning [7, 10].

Despite their numerous benefits such as time savings, cost reduction and visibility,
DMNs are hard to plan and vulnerable in their operations [5, 6]. DMN formation
requires quick and detailed planning to satisfy demand characteristics (buyer location
and expected lead time) through the partner pool (capacities, competencies). Moreover,
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due to the autonomy of partners, a DMN does not completely control their internal
operations, this bringing a behavioral risk to its operation. There are also further risk
factors that arise from their dispersed structure, such as transportation disruptions and
international problems [8]. While facing many disruption risks, reliability is a major
performance criterion for DMNs [6]. For these e-commerce based networks, a failed
batch not only means a lost order and lost profit, but also possibly significant lost future
demand. There is a clear need for mitigating the risks involved in DMN processes.

In this study, reactive flexibility strategies are considered as a factor in DMN
planning along with cost. Through integrating two flexibility measures: Slack Time and
Slack Capacity into DMN planning, we managed to increase the reactivity of the
network to disruptions. For this purpose, a multi-objective mixed integer linear pro-
gramming (MILP) has been developed. This model aims at finding balanced solutions
with minimum total network costs and maximum flexibility.

2 Context

A typical VE goes through a life cycle that is composed of formation, operation,
evolution and dissolution stages [11]. In this context, the DMN life cycle is presented
in Fig. 1. In the formation stage of DMNs, a business opportunity is received via an
e-marketplace, and the DMN formation and planning modules are triggered, to use real
time data on partners’ capacities and costs. After the network has been formed and the
demand has been confirmed, the DMN enters its operation stage. In the operation stage,
the DMN monitoring module tracks the execution of the initial plan with the aim of
controlling operations.

In case there is a disruption in the execution phase, the necessary actions should be
performed to maintain on time delivery [7]. Within the DMN context, we use the term
disruption as the deviation from the initial plan, characterized by delays in production
or transportation, quality problems, etc. When an operational disruption is tracked and
on time delivery is jeopardized, the customer needs to be contacted and recovery
actions have to be negotiated. In fact, such a situation will decrease the reliability of the
network as perceived by the customer. However, if it is still possible to reconfigure the
network, the new real time partner data will be used for re-planning purposes. This may
not mean a total reconfiguration of the network, but rather switching partners or
transportation modes. Our aim is to do the initial planning by anticipating future
disruptions.

For a prompt formation of DMNs, when real time data is available, optimized
approaches are required. However, traditional deterministic cost models fail to respond
to the flexibility needs of DMNs. A pure cost model may not allow space for recon-
figuration if a disruption is detected. Since disruptions are naturally random, and
assigning them probabilities is impossible in practice, we chose to increase the reac-
tivity of the network by incurring in a reasonable cost.
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3 The Approach

Mixed Integer Linear Programming (MILP) models are commonly used in integrated
network formation and operational planning problems, due to their flexibility in
encompassing different practical features, and to the reasonable easiness in solving
problems to optimality, through commercial solvers. Therefore we have modeled the
DMN Planning problem as a deterministic MILP model, with flexibility concerns.

Under the assumption of time independent production and transportation costs, a
minimum cost solution is achieved via forward scheduling of the operations. The main
reason for adopting forward scheduling is to avoid any stock that would result in extra
holding costs for the system. On the other hand, maximum flexibility solution leads to
backwards scheduling, selecting all the companies and assigning production as early as
possible. However, from a purely economic perspective this is far from ideal. Our aim
is to find a trade-off solution, in terms of flexibility measures and cost.

Fig. 1. DMN life cycle
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3.1 Flexibility Concerns

Supply chain flexibility can be used as a strategy to deal with potential operational risks
and disruptions [3]. Instead of other network formation criteria such as cost, lead time,
or quality, flexibility does not represent a fixed performance measure but rather a
potential to deal with risks of unknown probability. In the manufacturing context, it can
be defined as the capability of a manufacturing system to deal with both internal and
external disruptions, while maintaining the competency and profitability levels [4].

In terms of the way to approach risk mitigation, supply chain flexibility strategies
can be classified in two main classes: proactive flexibility and reactive (adaptive)
flexibility. While proactive strategies are effective in mitigating internal risks, adaptive
strategies are utilized to deal with the consequences of disruptions [9]. At this stage
reactive flexibility strategies are required to quickly reconfigure the supply chain, in
order to compensate disruptions and prevent losses. The reactive (buffering) strategies
are safety stock, slack capacity, supplier backups, and slack lead times [1].

In this work we have developed two flexibility measures as total slack lead time and
total slack capacity. These two measures will be used as the objectives of the MILP
model to maximize total reactive flexibility.

3.2 Model

We present now a generic MILP model to support DMN formation and operational
planning. The model is based on the assumption that manufacturing processes of
production orders can be broken into several serial production stages.

This generic model allows us to change production stages, if different operations
are included in the process. We considered a multi-order ð8k 2 KÞ, multi-customer
ð8c 2 CÞ; multi-partner ð8n 2 NÞ; multi-echelon ð8i 2 OÞ DMN structure, where each

O=1 O=2 O=OO=O-1O=o

K2

K3

Fig. 2. Network structure
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order k goes through manufacturing stages Ok that are a subset of O ðOk � OÞ.
Moreover, for each operation i ði 2 OÞ; there is a subset of partners ðNi � NÞ that are
capable of performing operation i. The production allocation and lot sizing decisions
will be given within a discrete time horizon, where a unit time period is denoted by
t and where the last planning period is denoted as T. The network general character-
istics are presented in Fig. 2, and a verbal, synthetic formulation of the model is given
in Table 1. To solve the multi-objective problem we have used a weighted sum method.

Table 1. Verbal formulation of the model

Decision variables

• Production Lot: Quantity of order k assigned for operation i, at partner n, at time period t
• Transportation Lot: Quantity of order k assigned for transportation, from partner n of
operation i, to partner m of operation j, at time period t

• Pre-production Inventory: Quantity of order k to keep at pre-production inventory of
operation i at partner n, at time period t

• Post-production inventory: Quantity of order k to keep at post-production inventory of
operation i at partner n, at time period t

• Production Assignment: Binary variable, to indicate if production of order k is assigned to
partner n of operation i, at time period t

• Transportation Assignment: Binary variable, to indicate if transportation of order k is
assigned, from partner n of operation i, at time period t, to partner m of operation j

• Manufacturer Selection: Binary variable, to indicate if partner n is selected for operation i
• Assignment Variable: Binary variable, to indicate if partner n, operation i, is assigned for
production of order k

• Production Assignment Variable: Binary variable, to indicate if partner n, operation i, is
assigned for production of order k, at time t

Objective Function 1
Total Operational Cost = Total Production Cost + Total Network Formation Costs + Total
Transportation Costs + Total Holding Costs + Total Customer Shipment Cost

Objective Function 2
Total Slack Time = Summation over all lots (Lot Size/Order Size) * (Latest Production Time –
Actual production Time) * (Number of Operations required to finish the product)

Objective Function 3
Total Slack Capacity = Total Capacity Available (in the selected partners) – Total Capacity
Utilized for Production

Constraints
• Order assignment constraint (each operation of each order has to be assigned to at least one
partner)

• Selection constraint 1 (to assign operation i of order k, to partner n, partner n should be
selected to be part of the network)

• Selection constraint 2 (if partner n is not included into the network, none of the orders can be
assigned to it)

(Continued)
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4 Results

The developed multi-objective MILP model was implemented in and solved with the
CPLEX 12.5 optimization software. For assessing the approach, an illustrative network
was designed. This network has 3 operations, 6 time periods, and 9 partners, where
each echelon has 3 different potential partners to be assessed for assigning production
(P1, P2, P3 for operation 1; P4, P5, P6 for operation 2 and P7, P8, P9 for operation 3).
Each partner shares their available capacities and detailed costs for the planning
horizon. The system also takes into account transportation costs in-between partners.
For an easy illustration of the model, we have first considered a single order from a
single customer, with a lot size of 200 units to be delivered at time 6. Figure 3 presents
three alternative plans we have reached by considering different objective weights.
Please note that for this data set, the maximum lead-time is 18, the maximum capacity
is 26767, and the minimum cost is 17285 Plan 1, which is the “pure cost” solution,
includes one partner per operation (P1, P5, and P12) and forward schedules mainly,
with a small slack lead-time of 2.5. Plan 2 is the “pure slack time” solution, where
production is totally forward scheduled, with 4 partners (P3, P4, P5, and P10). Plan 3 is
a multi-objective solution, with equal weights for each objective, composed of P1, P5
and P12 and has a close to maximum slack lead-time value, with slightly higher cost
(5 %). In fact, capacity stays at its minimum (8258) at the balanced solution, since the
capacity utilization for this example is low.

Table 1. (Continued)

Decision variables

• Production assignment constraint 1 (to assign operation i of order k at time t to partner n,
partner n should be included to production of order k)

• Production assignment constraint 2 (if partner n is not included to production of order k,
production cannot be assigned to it at any time period t)

• Production assignment constraint 3 (relating the production lot to binary production decision
variables)

• Minimum production lot to initiate production (for each order)
• Capacity constraints for partners
• Minimum total production constraint
• Transportation from a partner is only possible if that partner is included into the network
• Minimum total weight to initiate transportation
• Total transportation capacity constraint
• Flow equation for starting inventories (pre-production)
• Flow equation for finishing inventories (post-production)
• Flow equation for finished orders (inventory or shipment to customers)
• Demand fulfillment
• Transportation capacity constraint from last echelon to customers
• Demand will not be met before due date
• Starting inventories are zero
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While an increase in slack time requires back scheduling and an increasing
inventory holding cost, an increase in slack capacity requires adding more partners to
the network. This is obviously a higher level decision, inducing a higher cost. Further
tests also revealed that with multiple orders and high capacity usage, it becomes less
costly to include more partners to the network, and split batches among different
partners.

5 Conclusions

In this study we have presented a multi-objective model for the formation and oper-
ational planning of Dynamic Manufacturing Networks (DMN) that simultaneously
minimizes total cost and maximizes reactive flexibility measures. A DMN network is
defined as a multi-echelon serial structure, with multiple customers and multiple orders.
The total cost function covers production, transportation, holding and network for-
mation costs, from the first echelon to order shipment to the customer. Slack lead time
and slack capacity measures were developed, as a way to measure the reactive flex-
ibility of the network. The model allows the decision maker to recognize and under-
stand the trade-offs between cost and flexibility, and to choose the network
configuration that best suits to the external conditions, such as how prone the opera-
tions are to disruptions and how much the DMN broker is willing to pay for flexibility.

Fig. 3. Solutions to the example
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Abstract. The paper presents a visual knowledge-based approach for designing
collaborative networks of engineering design organizations. The novelty of this
holistic approach lies in integrated modelling of business, engineering, and
learning processes. Distributed design tasks are easier coordinated due to
explicit representation of management procedures as visual knowledge models
of design flows and workflows. Furthermore, these visual models enable defi-
nition of design task patterns that can support design innovation management
and learning across distributed teams. Proliferation of this approach in engi-
neering communities is conditioned by availability of appropriate open plat-
forms enabling distributed collaborative design and continuous learning
processes in a frame of a collaborative engineering network.

Keywords: Collaborative engineering network � Holistic design � Collabora-
tive network modeling � Active knowledge model � Design house � Design task
pattern

1 Introduction

Network-based electronic system design becomes a common engineering paradigm, as
a result of ubiquitous access to the broadband Internet and a progress in design
engineering technologies [28]. The engineer’s workplace gets more and more virtu-
alized [20] with a global access to design resources. This virtualization process
transforms both the individual working environment [20], a collaborative work in a
distributed team [20], as well as it enables creation of virtual design organizations [6, 7,
30, 31], and additionally networks of collaborating virtual organizations [2], as well as
establishment of virtual engineering communities [4, 9]. Network access has a pre-
dominant influence on enterprises that deliver design engineering, as a service. These
enterprises, called design houses achieve a new dimension of flexibility related to the
operation on the global market of design resources, partners with complementary
competencies, continuous contact with clients, etc. Due to the access to the virtual
infrastructures designers’ teams from distributed design houses may undertake new
innovative complex and heterogonous designs. New design approaches become fea-
sible, like participatory design [13]. Traditional Computer Aided Design (CAD) and
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Electronic Design Automation (EDA) design disciplines have been especially influ-
enced by the new network-based engineering possibilities [28].

Current systems, like cyber-physical systems [26] are complex and heterogeneous.
Their design requires multidisciplinary and usually multi-organizational efforts [20]
that integrate diverse design teams from different design houses (enterprises) into
collaborative networks (CN) that encompass complementary engineering competen-
cies. However, modern design methodologies like, platform-based design focus on
system engineering design itself and rather neglect cross-organizational multidisci-
plinary issues in design flows. Further design challenges include: transformation and
integration of models realized by multidisciplinary teams [10], shared understanding in
distributed teams, engineering knowledge representation [27], as well as use in a design
process of enterprise knowledge [25]. Due to a dynamic character of a design teams’
membership, a need for agile learning of team new members becomes evident. Thus a
requirement for a holistic and agile design approach that encompasses modeling of a
design process of heterogeneous systems realized in networks of collaborating engi-
neering organizations. This approach should comprise enterprise knowledge resources,
their structure, business models, as well as feedback from users of designed products.

In the paper we point to the organizational context of complex distributed design
processes. They are an essential part of design house knowledge. At the same time, we
would like to underline that modeling and management of knowledge of a design house
can influence design decisions and can contribute to agile design of more innovative
products. In the presented work, visual knowledge models (AKM) have been used to
represent multi-organizational, design, product, as well as infrastructural aspects of
heterogeneous system design.

2 Design Engineering in Collaborative Networks

Design processes of cyber-physical systems (CPS) are usually conducted in multidis-
ciplinary, often distributed, design teams [26]. Designers realising these design pro-
cesses necessitate heterogeneous tools from different engineering domains. Mastering
interdependencies between digital (cyber) and heterogonous (physical) domains, like:
analog, mechanical, or optical design parts that are designed by teams with comple-
mentary design competencies constitutes a real challenge. In order to address it com-
panies are motivated to collaborative engineering, especially in networks where trust
among partners already exists. Inter-organizational collaboration requires an additional
care concerning security.

Collaborative networks [2] or collaborative engineering networks [21, 27, 31] offer
to engineers much broader spectrum of collaboration functionality enabling integration
of design teams. The last ones are the most developed form of engineering networks, as
they offer advanced engineering collaboration services for designers and tight
cross-organizational integration of their tools. Through the evolution of the virtual
organization concept [7] from the extended enterprises [3], virtual enterprises, and
smart organization [6] concepts until collaborative networks [2], the available support
for collaborative engineering was changing [31]. We have distinguished four categories
of engineering networks [31]: digital engineering libraries, engineering brokers,
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engineering networks, and the most advanced collaborative engineering networks.
Issues that are central to design engineering in collaborative engineering networks are
shortly addressed below.

New techniques for management of distributed tools that support designers in
creation of virtual design environments are required. These techniques should enable
straightforward integration of engineering design tools and services, like: concept
specification graphical tools, compilers, design verification and simulation tools,
behavioural, architectural and logic synthesis tools, physical design tools, test gener-
ators, product data management systems, and/or databases of predesigned intellectual
property components. All these tools and services can be distributed over different
Internet sites and platforms. Issues of concern are: portable tool descriptions; man-
agement and control of access rights; configuration, registration, search, and invocation
of remote tools.

Business aspects of engineering processes, like use of more cost effective tech-
nologies compromising some product parameters, like: power consumption, size or
weight need to be addressed during the design process. Usually, business process
management (BPM) is addressed by economists and managerial staff, who are not
involved in design engineering. Integration of their BPM tools with engineering design
workflow (WfM) technology is a challenging endeavour [14]. A common modelling
paradigm is needed in order to address this challenge. Issues requiring special attention
are related to distributed workflows definition, verification, and coupling. Further issues
are related to collaboration among dispersed teams’ members including synchronous
and asynchronous communication, shared understanding, firewalls crossing, and
assurance of robust Internet connection. Finally, we point to the need for open plat-
forms that enable engineering in CNs.

3 Modeling of CNs of Design Engineering Organizations

The paper refers to the experiment in modelling of the engineering Collaborative
Network (CN) which has been conducted by industrial partners of the MAPPER
project (mapper.eu.org). It encompassed two design houses in complementary engi-
neering domains, namely digital and analogue electronics. The industrial design
spanned over two countries, Germany and Poland and involved dispersed branches of
one company, and an additional academic enabling party responsible for maintenance
of the used MAPPER virtual collaborative infrastructure [12]. MAPPER was exten-
sively using the visual knowledge modelling approach based on Active Knowledge
Models (AKMS).

The paper reports on the use of this approach to CN modelling that included
integration of BPM and engineering WfM. The concept of Active Knowledge Models
and its applications in various domains have been covered in the literature [1, 12, 16,
17, 18]. Enterprise architecture modelling, IT governance and BPM are the most
common applications.

The additional motivation of this paper is to demonstrate use of the AKM tech-
nology in the domain of electronic system design. AKM representation in principle is
more general than workflow management. It can thus be applied to representation and
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modelling of various enterprise processes and products. Engineering processes,
including EDA (Electronic Design Automation) ones, can be modelled using AKM.
AKM-based design strategy enables capturing in a model, knowledge on: enterprise
architecture, design processes, designers’ competencies, used tools, IT infrastructure,
products, and patterns of good practices. This knowledge is gathered in visual
knowledge models, operational models [10], and patterns [23].

Active knowledge models (AKMs) [18] are visual representations of unfolding and
dynamic business knowledge. The models, when supported by an appropriate platform,
can be used to actively customize the underlying IT infrastructure. AKM models are
executed through process enactment and rule engines provided by that infrastructure. In
the context of engineering design processes, AKMs can be applied as an active and
systematically unfolding knowledge model of the design process and its environment.
This knowledge model can integrate: relevant design processes, required human
resources with engineering expertise profiles, and appropriate design tools. Such a
model, if systematically updated, can simplify transfer of design knowledge concerning
a particular design phase to new employees. It supports design knowledge accumu-
lation and transfer through learning patterns around the distributed teams. Furthermore,
AKMs can model families of electronic products at various levels of abstraction well
managing various configurations of product functionality.
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Fig. 1. A visual design of a collaborative network of two design companies

Holistic Design of Collaborative Networks 615



Figure 2 consists of the top view of a design house model comprising such com-
ponents as: design flows, design documents, design house organization and
infrastructure.

4 Towards Holistic Design of CNs of Design Houses

Models of collaborative engineering networks are generally defined as explicit repre-
sentations of some portions of design houses reality, i.e. their resources in terms of
available tools, human experts’ profiles, design and verification processes, as well as
organizational structures, and collaborative links. Developed knowledge models are
actively used during the operation of the system. Models need an appropriate IT
infrastructure in order to be developed, managed, stored, and executed. The MAPPER
infrastructure [12] has been used in below shortly reported experiments. The infra-
structure applies active model configuration in the following ways:

• Model-configured workplaces constitute simpler means of interacting with infor-
mation and knowledge, adapted to the designers’ preferences, competences, roles,
and responsibilities;

• Portal navigation structures reflect model structures;
• Portal and web services from other tools can be invoked using general plug-in

mechanisms, mapping data from the models to the parameters of the service;

Fig. 2. The design house representation as AKM.
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• Task execution is used for plugging together solutions for a particular process or
task pattern, invoking parameterized infrastructure services for each step;

• Intellectual property rights can be protected using a model-configured access
control mechanism, as defined in [11].

4.1 Tool Invocation Workflows in TRMS

The Tool Registration and Management Services (TRMS) [15, 24] system comprising
three main components: Global Tool Lookup Service (GTLS), Tool Servers (TSs), and
Client Applications has been used for tool invocation workflows in the conducted
design engineering experiments [23].

Figure 3 illustrates a simplified design scenario based on TRMS. A designer
executes a workflow that constitutes a sequence of design tasks. The TRMS Client
interface enables a designer to define in a graphical way the workflow of tasks. The
simplified workflow consists of two design tasks, namely design compilation and
simulation. The first Tool Server is responsible for execution of compilation, whereas
the second one executes simulation. Both tool servers have been identified by the
GTLS service. A task, being a part of the workflow available at the GUI level, is a
representation of a service that is executed at the specified Tool Server.

EDA tools operating in the “batch mode” can also be supported by TRMS which
enables their encapsulation and flexible execution. Design data transfer to the tool
servers can be facilitated, either through the TRMS Client or through the consecutive
use of tools, like CVS.

4.2 Model-Configured Task Execution

The mapping of the high level knowledge models of design flows onto the concrete
tasks and workflows that are available through TRMS requires that the atomic tasks of

Fig. 3. Tool invocation workflows in TRMS.

Holistic Design of Collaborative Networks 617



the knowledge models are connected to the TRMS specific workflows or tasks. In
consequence, the AKM task execution engine will be able to invoke a particular lower
level tool for each process task. The parameterised URL interface of the TRMS applet
is used for handling interactive tasks, while automatic workflows may be invoked using
the TRMS web service interface. Both these integration mechanisms are supported by
the AKM task execution engine.

From the AKM models data and parameters are extracted that are needed as input to
TRMS. Definition of mapping between model elements as well as, service input and
output parameters, assures that any kind of modelled content may be used by lower
level services. Different types of models concerning: documents, organisations and
people, design processes and tasks, or product structures can be configured to be used
by services. The integration of AKM and TRMS is thus flexibly model-configured, and
may be dynamically adapted to meet particular designers’ requirements. This assures
designers’ freedom that in consequence supports creative design.

4.3 Integration of Task Execution and TRMS Workflows

The web services-based architecture of TRMS enables straightforward integration with
other web service-based systems. A set of services offered by TRMS includes: search
for a predefined task or workflow (group of tasks), as well as task control and exe-
cution. Two TRMS Clients independently invoking services from the GTLS server and
from the Tool Server are illustrated in Fig. 4. The TRMS Client enables the complete
control over the TRMS environment. It supports management of users and tool
properties. A designer is supported in building his own visual representation of the
environment based on the available web services.

Tool Server 
Service

TaskInvokeManagament

GTLS
Service

UserManagament

ToolManagament

TaskManagament

WorkflowManagament

TRMS Client

Other Client

log-in

set password

log-out

Fig. 4. Model-configured task execution in the MAPPER platform [12].
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4.4 Design of Virtual Electronic Components in the CN

A distributed collaborative design process aiming at a virtual (Intellectual Property) IP
component required for hardware implementation of standard serial communication
protocols is shortly described in this section. This design process integrated two
electronic design companies from Germany (Recklinghausen) and Poland (Fig. 1) (two
branches in Gliwice and Bielsko-Biała). This design process was realised in the col-
laborative engineering network that was enabled by the MAPPER project infrastructure
[12]. The network integrated engineers’ workspaces with design tools and remote
specialized tools that processed automatically design data upon invocation through the
TRMS environment (Figs. 2 and 3).

The IP component design process begins with an informal specification that is
agreed upon by both partners. Once a precise specification is defined, both companies
precise their design flows and workflows as visual models (AKMs), and agree upon
appropriate analogue-digital interfaces. The AKM-based design flows and workflows
cover: specification, synthesis, verification, and product preparatory phases for both
digital and analogue design flows. Consecutively, designers responsible for particular
design phases and tools to be used are defined. The common design workflow defines
all design steps at both companies that are needed for designing and production of the
designed IP component for standard serial communication. This common design
workflow is a result of numerous negotiations between designers and also managers of
both companies that are performed using collaboration services of the MAPPER
infrastructure (e.g. CURE environment).

The active knowledge model developed for the IP component design integrates a
wide spectrum of information and knowledge related to the joint product, namely: the
companies’ structures, human resources including their competencies, the available IT
infrastructure, the project organisation with assigned responsibilities, the detailed
structure of the joint product, as well as the project planning with management and
design workflows. Figure 2 presents the top-level view of this model for one design
organization (design house). The detailed model comprises a very large number of
elements, i.e. objects and their relationships that are not easy to comprehend all at once.
It is therefore necessary to focus only on the portion of the model at the time.
The AKM model browser enables control of visibility of model elements by creating
different views with selected model components only.

Further details of the discussed distributed collaborative design process are avail-
able in: [22, 23, 25], as well as from mapper.eu.org (D15).

5 Conclusions

Modeling of collaborative networks that includes: modeling of partition of design tasks
onto different design houses, designers’ and resources’ allocation enables verification
of correctness of design decisions, and in general it supports distributed design pro-
cesses. The use of active knowledge models has been demonstrated in modeling of
organizational, process, product and system aspects of collaborating design houses.

Holistic Design of Collaborative Networks 619



The experiments conducted during the MAPPER project and later the MADONE
network [19] have confirmed that Active Knowledge Models constitute an innovative
approach to holistic design of CNs due to their support for:

– Multidimensional modeling and management of design house knowledge,
– Integration in a model of organizational, process, product and system aspects,
– Virtual collaboration of designers and their continuous learning processes,
– Creation of meta-models,
– Modeling and generation of configurable model-driven workspaces that support
– collaboration in multidisciplinary design teams,
– Representation of design task patters, and
– Automation of selected design tasks with appropriate infrastructures.

Practical realization of the holistic design methodology depends on the availability of
the underlying IT infrastructure for all design houses that are involved in the collab-
orative network. Community efforts are thus required towards development of open
platforms enabling collaborative engineering [19].

Acknowledgments. The authors acknowledge MAPPER project partners and the SUT TRMS
team: Paweł Fraś, Tomasz Kostienko, Piotr Penkala, and Marek Szlęzak.
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Abstract. The paper describes the adoption of new SME friendly collaborative
procurement processes in Wales and reports on some early successes. In 2012
the Welsh Government commissioned a team to research how SMEs could
collaborate to access larger public sector contracts. This led to the publication of
the new Joint Bidding Guide in 2013. The Guide leads both the selling and
buying side through the procurement process ensuring joint bids are assessed in
a fair and transparent manner. In 2014 the team was commissioned by the Welsh
Government to advise leading procurement professionals in Wales on the
adoption of the new Guide and map progress on up to 12 demonstration pro-
jects. The demonstration projects total more than €200 million in value.

Keywords: Joint bidding � Procurement � Public sector � Project management

1 Introduction

A major challenge for both micro businesses and Small to Medium sized Enterprises
(SMEs) is how to grow efficiently. One possibility is through winning and delivering
larger public sector contracts as consortia, often termed Virtual Organizations (VOs), to
access higher value contracts than they have historically been awarded individually. There
are significant reasons for SMEs and micro-organizations wanting to create VOs [1].
In the context of public sector work, the main advantages are that:

(a) in most of the developed world, public sector contracts offer a wide range of
opportunities for SMEs to grow;

(b) there is a high degree of transparency on the tender and selection process;
(c) public sector contracts tend to be financially more secure and less volatile than

private sector contracts demanding strong internal and external governance for the
VO which can minimize the risk of potential conflict [2];

(d) in many countries public bodies offer strong contract management and align
payments to delivery of results either by effort (time) or outcome (success);

(e) well run VO contracts provide good references for future opportunities; and,
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(f) public bodies want the best value they can from the supplier base and recognise
the high levels of service and innovation that SMEs can deliver.

The paper describes some of the challenges and findings of a three year programme
for the design and implementation of a new toolkit for buyers and sellers to the public
sector called the Joint Bidding Guide [3]. It demonstrates a practical approach to
bidding and awarding larger contracts to VOs working as consortia in Wales.

1.1 The Economy of Wales

Wales is a country within the United Kingdom of Great Britain and Northern Ireland,
an EU member state. Its population in 2012 was 3,074,067 and Wales has a total area
of 20,782 km2 [4]. Its population density of 148 people per square kilometre is
therefore relatively low compared to the more congested areas of the United Kingdom,
most notably the South East around London and the major industrialised cities in the
Midlands and North. The majority of the people live in a series of coastal conurbations
along the M4 corridor in the South East, together with its hinterlands often known as
the Welsh Valleys, and the A55 corridor in the North. Rapid growth of the two corridor
communities in the 19th and 20th centuries centred on the abstracting, processing and
export of coal, steel and the production of slate mainly for roofing. From the early
1980s some sectors of the Welsh economy have been reinvigorated with advanced
technologies in electronics, motor manufacturing, creative and green energy. More
recently financial, ICT and support services centred on Cardiff and Swansea have seen
rapid growth. The Welsh Government and its agencies have played a major part in
encouraging inward investment and created seven Enterprise Zones in Anglesey,
Cardiff, Deeside, Ebbw Vale, Haven Waterway, Snowdonia and St. Athan-Cardiff
Airport. They are focused on power generation, business services, advanced manu-
facturing, low carbon development and aerospace.

Employment density is a function of the location and skills availability of the
people. The largest companies working in Wales are mainly based along the two
economic corridors. Local supply networks tend to be based close to these centres of
operation. This means that large areas of Wales remain rural and semi-rural with
historic ‘market towns’ whose economies are traditionally centred on agriculture and
tourism. The rural economy makes the most of the countryside and its areas of out-
standing natural beauty such as the two national parks: the Brecon Beacons and
Snowdonia. Recent advances in high speed broadband and new transport investment
will enable more rural and remote economies to participate in the nation’s future
success.

The Welsh Government plays a major role in the country’s economy. Its 2015
budget is €21.4 billion which funds health, education and many public services. Funds
are also distributed and spent via local government, the National Health Service and a
variety of agencies. The annual spend on external suppliers who contribute to the
delivery of public services is €6 billion (28 %). Thus getting more of this delivered by
VOs helps grow regional and national employment within SMEs. SMEs share
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innovation and best practices creating a Welsh Virtual Breeding Environment
(VBE) [5] capable of more rapid VO configuration and positioning for future
opportunities.

1.2 Small Businesses in Wales

99 % of indigenous businesses in Wales are classed as SMEs (up to 250 employees) of
which 95 % are micro businesses (less than 10 employees) [6]. The Welsh Government
provides advice and support for small businesses as they are seen as potential catalysts
for innovation, growth, new jobs and apprenticeships. A publically funded organization
called Business Wales helps train owners and managers of small businesses in a variety
of subjects including bidding for public sector contracts. However, the awarding of
public contracts is traditionally dependent upon a bidder’s revenue, track record and
capacity. Hence, working together as extended enterprises, configured as consortia of
VEs, can increase the volume and value of opportunities for members to win work from
the public sector.

2 Development of Relevant Policy Guidelines

In 2012 the Welsh Government realised that it needed to create a more supportive
tendering environment in order for more businesses to be eligible to bid and win larger
contracts as collectives of VOs termed consortia. One of the recommendations of the
Welsh Government’s 2012 Task and Finish Group on micro-businesses was that the
Government should encourage micro-businesses to consider consortium approaches to
public sector procurement. In 2008 the EU issued a code of practice on improving
access for SMEs to procurement contracts [7]. It explicitly refers to the benefits of joint
bidding, keeping selection criteria proportionate, and allowing sufficient time for
drawing up tenders. These goals are reinforced in the superseding Directive 2014/24 on
Public Procurement [8]. The UK Government is an early adopter of the Directive
through its Public Contracts Regulations 2015 [9].

Sustainable Development and Sustainable Procurement are vitally important and
recognised as the best practice approach by the Welsh Government, ensuring that
‘maximum value is achieved for the Welsh pound by delivering the maximum social,
economic and environmental benefits’. In its 2012 Procurement Policy [10] the Welsh
Government stated that in carrying out procurement activity the public sector will:

(a) Define ‘value for money’ as ‘ the optimum combination of whole-life costs in
terms of not only generating efficiency savings and good quality outcomes for the
organization but also benefit to society and the economy, whilst minimising
damage to the environment.’ (Principle 3)

(b) Ensure that the ‘delivery of added value through Community Benefits policy must
be an integral consideration in procurement.’ (Principle 4)

(c) Continue to embrace all the principles of Opening Doors - the Charter for Small
and Medium sized Enterprises [11]. ‘Public bodies should adopt risk based,
proportionate approaches to procurement to ensure that contract opportunities are
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open to all and smaller, local suppliers are not precluded from winning contracts
individually, as consortia, or through roles within the supply chain.’ (Principle 5)

Until 2013 there were limited practical guidelines and advice available for small
organizations, not-for-profits and charities on how to track opportunities, team up with
VO partners then prepare joint bids for higher value public sector tenders. Procurement
teams had also experienced challenges in prequalifying and assessing tenders from
joint bidding teams. The challenge was how to design, test and validate a new approach
to help smaller organizations create effective consortia. They could then access more of
the Welsh public sector’s €6 billion annual external spend.

3 Joint Bidding Guide Research

Three sponsors from the Welsh Government’s team at Value Wales, the Wales
Co-operative Centre and the Wales Council for Voluntary Action (WCVA) came
together in 2012 to commission research and analysis in order to produce a guide to
joint bidding. The 2012 Wales Procurement Policy Statement [10] refers to consortium
bidding as a ‘means of increasing access to procurement opportunities’. This was a
priority issue for the sponsors because:

(a) They had identified that procurement processes can often work against organi-
zations attempting to set up VO consortia to bid for contracts.

(b) In some instances, public money that had previously been awarded as grants was
being spent via competitive tendering.

In mid-2012 the Sponsors identified that there was no detailed guidance available
that addressed the challenges set out above. Therefore they prepared a joint specifi-
cation and project budget. This reduced their collective procurement costs and dem-
onstrated practical collaboration between the public and third sectors. A second
requirement was to modify the Welsh Public Sector’s SQuID (Supplier Qualification
Information Database) question set [12] and guidance to make it more suitable for
consortia bids.

In September 2012 the Sponsors selected a specialist Cardiff based body with
expertise in collaboration, virtual working and alliances to carry out the work. The
Sponsors created a Project Board to liaise with the ServQ Alliance. Over five months
the programme consisted of: desk research; creating a research database; interviews
with successful and unsuccessful consortia; review of best practices, including stan-
dards on collaborative business relationships; report drafting; sign off, eventual
translation and publication in Welsh and English, in compliance with the Welsh lan-
guage standards and regulations. The updates to the SQuID system were then
cross-referenced into the new guide. This created a series of new templates for con-
sortium design and working than both the buying side and the bidding VOs could adopt
building a climate of trust and understanding between the respective bodies.
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4 Design of the Joint Bidding Guide

The Joint Bidding Guide addresses the technical, organizational, and financial hurdles
faced in procurement by both the buying and supplying sides. It is an example of a
Wales-based innovation that has potential for widespread application both within
Wales and elsewhere, especially within the European Union. It comprises of 18 short
chapters with supplementary checklists and assessment tools, a technical glossary,
further reading and a set of case studies for reference.

Some examples of the innovations within the Guide are: an evaluation checklist of
procurement policy; alignment to BS11000 [13] the most current internationally
available standard for collaborative working; a new Procurement Assessment Model
(PAM) for Joint Bidding with worked examples; methodologies for measuring ‘hybrid’
financial reports for consortia; capacity modelling; advice on the relevant timescales
needed to encourage more consortia bids; design systems for creating viable consortia;
acceptable legal structures for contract, including compliance with competition law;
checklists and assessment models to enable potential consortia to score the tender
opportunity against ‘market position, bidding resources, delivery competence, com-
mercial standing and risk’; configuration and leadership behaviours; trust measurement
and due diligence; governance, compliance, intellectual property and asset manage-
ment; a new approach to integrated risk assessment and planning for consortia with
stage gates (see Fig. 1); advice on estimating and pricing for consortia including target
pricing and how to share risk and profits; bid planning templates; how to review joint
bids, analyse tenders and objectively interview consortia. The entire document was
ultimately published on the Welsh Government website on a dedicated Joint Bidding
Guide home page [3].

A critical issues raised by both the procurement teams and the VO’s potential lead
members was how to professionally plan and manage risks. Figure 1 shows the process.

5 Demonstration Projects

The Joint Bidding Guide was formally launched by Jane Hutt AM, Minister for
Finance and Government Business for the Welsh Government in October 2013. At the
launch the Minister announced that a set of Demonstration Projects would be estab-
lished to test the Guide’s processes. Two such cases are listed below.

Having a high quality guide was the first part of the implementation challenge. It
was also critical to promote its use to procurers and consortia bidders. Awareness
raising started in 2013 and the Demonstration Programme implemented between
mid-2014 and 2015. The key lessons learned from the programme to date are as
follows:

(a) More consistent planning. Procurers need to configure contracts suitable for VO
consortia at the outset. They use the Procurement Assessment Model (PAM) for
rapid appraisal of a contract’s suitability for consortia working.

(b) Some modifications to terms of contract are needed. These are traditionally
written based on a lead contractor and its sub-contractors.
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(c) Document review. Examining tender and specification documentation to ensure it
is appropriate for VOs using the updated SQuID is critical.

(d) Allow more time for potential VO consortia to be configured. Not all potential
consortia exist at the time of advertising Prior Information Notices (PINs). Hence
signposting the potential of VOs at events is important.

(e) Provide bid support facilities. For new VOs bid support is needed to help them
through the necessary planning and consortium bid writing processes.

(f) Best practices, innovation and sustainability. Additional documentation has been
created including a new web site jointly created with the Institute for Collabo-
rative Working [14]. A handbook was written with processes designed using
swim lanes following the path of both procurer and VO.

(g) Promotion outside of Wales. The Minister highlighted that the best practices were
transferable outside of Wales at the Guide’s launch. For example, the guide has
been referenced at UK national conferences and major events.

5.1 Demonstration Project Case Study 1 in Carmarthenshire

In 2014 Carmarthenshire County Council used the Guide to plan the procurement of a
new €3 million framework. Consortia of public and private/third sector organizations
needed to work together to design and run an integrated support service called Families
First. The contract was awarded in early 2015. Alan Aitken, the Procurement Director
was an early advocate of the Joint Bidding Guide. His views are as follows:

“The Welsh Government’s Joint Bidding Guide offers practical and straight for-
ward advice to both parties. In Carmarthenshire we have embraced the approach. We
were the first Welsh Local Authority to pilot the Guide. From the earliest stages of the
project, we could identify clear benefits and a very positive market response to the new
Guide. This positive response was confirmed when two consortiums were formed using
the Joint Bidding Guide, with the assistance of the Wales Co-operative Centre, in order
to specifically bid for the work. It was rewarding to see both consortium bids win
business and be awarded contracts as part of the exercise.”

5.2 Demonstration Project Case Study 2 in Caerphilly

In 2014 Caerphilly County Borough Council started to procure suppliers for its
External Works construction framework agreement. This is a five year agreement with
an estimated spend value of €30 million starting in 2015. The works had been tendered
in two lots, one lot for works packages below €1 million and one lot for works
packages above €1 million. Twelve contractors were accepted on each lot starting in
2015. The Council used the Guide to prepare its tender and a new VO consortium used
it to plan its bid. The VO was then awarded a place on the larger value lot. The
proposed consortium worked with the Wales Co-operative Centre and Caerphilly
County Borough Council’s Supplier Development team to ensure a good quality
compliant bid was submitted. In line with the latest EU procurement regulations, the
successful consortium will be legally constituted as part of the conditions of
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tender/contract. This is similar to the Italian model [15]. A pathfinder project is being
used. Caerphilly’s procurement team won a Welsh National Procurement Award in
2015 in part for their innovative work supporting consortia.

Annex - An Overview of Risk Assessment and Planning for Joint Bidding/Working
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Fig. 1. An overview of risk assessment and planning for joint bidding/working
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6 Conclusions

The paper described the challenges for micro and small to medium sized businesses in
accessing larger contracts from the public sector in Wales. From 2012 to 2015 a series
of reports, field research and case studies helped shape a new set of processes to help
both the buying side (procurers) and the selling side (bidders). In 2012 the Welsh
Government and two other sponsoring organizations commissioned a new integrated
approach to planning and managing bids from VOs working as consortia. The pro-
cesses were published as a new document called the Joint Bidding Guide. After its
launch a practical follow up project was commissioned to support the public sector and
the VOs of micro business/SMEs through a series of demonstration projects. The
projects are a mix of national and local procurements with values ranging from €3
million to more than €100 million. They range from large volumes of lower value
products such as motor vehicle tyres and hire services, through to large value contracts
in construction.

An informed and enthusiastic Steering Group, with expert researchers and practi-
tioners has managed the successful roll out of the Guide. The Guide is strengthened
with the 2014 EU and 2015 UK Government procurement regulations. It is tailored for
the needs of both the public sector and SMEs to access larger contracts. The Guide is a
dynamic document that can change with lessons learnt from the demonstration projects.
Updates can be incorporated to maintain it as a practical, well researched toolkit that
can help SME’s win more business working as VOs in Wales.

Acknowledgements. The Joint Bidding Guide is publically available. Its design and develop-
ment was part funded by the European Union and the principal Sponsors.
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Abstract. The success of open innovation alliances depends on the right
selection of business partners. Given the vast representation of business orga-
nizations on SNSs and the resulting availability of significant amount of
information about their products and services, the SNSs seem to be a promising
opportunity for the businesses to look for the potential partners. In this regard,
this paper reviews the potential of SNSs for supporting business partner dis-
covery. In order to address the identified inadequacies of SNSs for supporting
business partner search, we present a web based search tool: CoDiT. The CoDiT
system seamlessly integrates the company pages hosted on multiple SNSs by
leveraging the potential of existing social networking APIs. The main premise of
CoDiT system is to support open innovation process – in the ‘Find’ phase - by
assisting organizations in locating complementary assets through the aggrega-
tion and exchange of the information about potential partners available on SNSs.

Keywords: Open innovation � Social media � Social networking sites �
Business partner discovery � Company pages

1 Motivation

Open innovation, a new paradigm of innovation management, is gaining an increasing
attention in practice and academia. To overcome the dearth of resources and enhance
internal innovation capacity, many firms have started to adapt the open innovation
model whereby they acquire complementary resources and knowledge from outside the
organizational boundaries by establishing co-operations with different types of stake-
holders of the value chain. The open innovation efforts of an organization flow through
four phases: Want, Find, Get, and Manage (WFGM) [8, 9]. The WFGM framework
suggests that effective open innovation strategy encompasses four questions; what
external assets are required (Want), what are possible sources of these assets (Find),
which source’s assets are superior and how to acquire access to those assets (Get), and
how to coordinate and integrate those assets to meet the objectives (Manage) [9]. The
success of open innovation alliances depends on the right selection of business partners
(sources of complementary assets); which in turn is influenced by the organization’s
capacity to identify possible sources of the required assets. Accordingly, the ‘Find’
stage of WFGM model needs particular attention from innovation managers in order to
maximize the benefits and chances of the success of open innovation alliances.
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Screening and monitoring the technological environment to search and decide whom to
collaborate with is not a trivial task for the organizations. This is particularly true for
the companies who are neither equipped with sufficient information sources, nor are
they financially capable to run an information system or buy such resources from
external providers. Consequently, in order to engage in successful open innovation
alliances, it becomes vital for such companies to discover and exploit new channels for
collecting information about other businesses.

The current era of digitalized information has brought new ways of information
dissemination. One approach to share and acquire information is the paradigm of social
networking sites (SNSs). Given the escalating number of business organizations being
represented on social networking sites, and the resulting availability of significant
amount of information about their products and services, SNSs seem to be a promising
opportunity for businesses to look for potential partners. In this context, this paper
attempts to evaluate the potential of SNSs for supporting the business partner discovery
(Sect. 3). In order to address the identified limitations of SNSs for supporting the
business partner discovery, we present the conceptual framework and development of a
web-based integrated business partner search tool, CoDiT – Company Discovery Tool
(Sect. 4). The CoDiT system is designed to support the open innovation process – in
the ‘Find’ phase - by assisting organizations in locating complementary assets through
the aggregation and exchange of the information about potential partners available on
SNSs.

2 Methodology

The study is oriented around the design science research methodology proposed by
Peffers et al. [7]. Following this methodology, the work discussed in this paper is
conducted in two phases. In the first phase of study, we have evaluated the potential of
SNSs for supporting business partner discovery. To achieve this task, we have con-
ducted an exploratory study of the structure and searching procedures of company
pages facilitated on four distinct social networking sites: Facebook, LinkedIn, Google+
and Xing (a Germany based platform, formerly known as Open Business Club). We
have compared these SNSs in terms of four dimensions: (1) the types and pieces of
information which can be presented on company pages, (2) the features of the search
interface and the underlying search procedures for searching company pages, (3) the
search management functionalities offered to the user, and (4) the ways in which a user
can interact with the searched company pages. In the second phase of study, with the
quest to identify the possible solutions for the identified inadequacies of SNSs, we have
assessed the potential of social networking APIs. The existing potential of social
networking APIs allows for third party developers to search for and fetch available
information from the company pages hosted on social networking platforms. Subse-
quently, we have exploited this opportunity to develop a prototype of a web based
search tool - CoDiT - which seamlessly integrates the company pages hosted on
multiple SNSs.
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3 Potential of SNSs to Support Business Partner Discovery

Social networking sites have brought a new wave of dissemination of digitalized
information, and consequently altered the way businesses communicate within and
across the organizational boundaries. Social networking sites have provided many
opportunities for the businesses that were either unavailable or very difficult to obtain
for most of the organizations on their own [3]. However, effective social media pres-
ence of organizations requires specific and appropriate services from the social net-
working platforms on one hand, and proper strategy and efforts from the organizations
on the other hand. To facilitate companies’ representation in specific manner, leading
social networking sites Facebook, LinkedIn, Google+ and others offer ‘company pages’
which enable business organizations to display information about them, their products
and services, and allow them to interact with their customer community. Nowadays,
almost every organization uses one or another social media channel for achieving one
or another organizational goal (e.g. promotion of products and/or services, strength-
ening their relation with customers through easy, timely and direct communication,
invading new markets, doing market research etc.). The resulting availability of sig-
nificant amount of information about the businesses, their products and services on
SNSs enables the SNSs to support the dissemination of partnering information. Nev-
ertheless, looking for business partners for B2B alliances is critical and demanding
task. Current information models and available services on SNSs pose two main
challenges to their potential for supporting business partner discovery:

1. There exists a rich and diverse ecology of social networking sites that vary in terms
of their scope and functionality [4]. For instance, where Facebook provides tools
more appropriate for networking and communicating with customers, LinkedIn
provides more professional services to link with employees [6]. Beside these giant
social networking platforms, several other platforms also exist which are more
popular in specific parts of world; such as Xing platform which is more popular in
Germany and few other countries. All of these platforms work in isolation from
each other. As a matter of fact, all companies cannot manage to represent them-
selves on all platforms or put all information everywhere, useful information
remains dispersed and confined to specific platform boundaries. This in turn
hampers discovery and information retrieval without actually getting on specific
platform. Furthermore, no known service exists for cross platform exchange and/or
synchronization of information across multiple platforms.

2. Our exploratory analysis of the structure and searching procedures of the company
pages facilitated on four distinct SNSs – Facebook, LinkedIn, Google+ and Xing –

yields that every social networking site uses its own platform dependent way for
information collection, exploration and presentation. The findings elucidate that
each platform collects different pieces and types of company related information,
imposes different structure in information collection and presentation, employs
varying search procedures, and offers different search management and page
interaction functionalities. Table 1 summarizes the features of company pages
hosted on four SNSs.

CoDiT: An Integrated Business Partner Discovery Tool Over SNSs 633



The dispersion of businesses’ information on multiple SNSs, and varying and
inadequate search procedures call for their integration together with provision of new
or improved services in order to support the discovery of potential business partners for
involvement in open innovation alliances.

4 CoDiT System Overview

In this section, we briefly highlight the high-level architecture and implementation of
the CoDiT system. Besides enabling simultaneous search over Facebook and LinkedIn
platforms, CoDiT is envisioned to provide following functionalities:

F1. Enhanced search interface with business specific features
F2. Consistent and effective view of information with content-oriented metadata
F3. Search management functionalities
F4. Company page interaction

Table 1. Comparison of company page features offered on four SNSs

Facebook LinkedIn Google+ Xing 

Available information 

Profile, offers, 
milestones, 
events, feed, 
posts, photos, 
albums, videos 

Profile, company 
updates, employees 
using LinkedIn 
platform 

Profile, posts, 
photos, videos, 
reviews 

Profile, updates, reviews, 
employees using Xing 
platform and some 
statistics, jobs 

Search interface (search method and depth, query structure and complexity, faceted filtering) 

Direct, Free text 
(keyword) single 
valued search 
over structured 
data fields 
without faceted 
filtering  

Faceted, free text, 
multivalued, full 
text search with 
flat, single valued 
facets on structured 
data fields with 
forward 
highlighting 

Direct, Free 
text (keyword), 
single valued 
(with location) 
search over 
structured data 
fields without 
faceted 
filtering 

Faceted, free text (basic) 
and structured (advanced), 
multivalued search over 
structured data fields with 
flat (except the location 
facets), single valued facets 
on structured data fields 
with forward highlighting 

Search management (Sorting, bookmarking, networking, geographic mapping) 

Individual map --- Individual and 
integrated map 

Individual map, relevancy 
and alphabetic sorting 

Page interaction 

Like page, post 
on page, 
message to page, 
and like, share 
and comment 
any post 

Follow page, and 
like, comment and 
share any company 
update 

Share or follow 
page, upload 
public photo, 
rate or review 
page, share any 
review 

Follow, recommend, and 
rate company, and like, 
comment and share any 
update 
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4.1 Approach

Although each SNS confines its collected data within platform boundaries, leading
social networking sites have already started exposing their network and related data to
other web based services in form of application programming interfaces (APIs). These
social networking APIs allow third party developers to access user data [2], and fetch,
aggregate and create content according to users’ specific interests. The two openly
available social networking APIs allowing users to search and manage company pages
are the Facebook graph API [1] and LinkedIn companies API [5]. The potential of
these APIs makes it possible to develop a web based tool that can seamlessly integrate
the company pages hosted on these platform by following three step logic: Fetch,
Integrate and Present. The CoDiT is designed to avail this opportunity and thereby
aggregates company pages hosted on Facebook and LinkedIn platforms.

4.2 Architecture

As depicted in Fig. 1, the design of CoDiT system is based on a three-tier architecture
comprising a user interface (enables the users to execute search query, view results, and
manage and interact with the searched company pages), a web server (responsible for
executing the search queries, the reading and publishing tasks on the company pages,
and the user’s bookmarking and networking commands on the local database) and a
data layer (consisted of three remote sources - Facebook platform, LinkedIn platform,
and Google Maps - and a local database).

Fig. 1. Conceptual framework of CoDiT
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4.3 Implementation

The CoDiT is constructed and configured upon a WAMP (windows + Apache + MyS-
QL + PHP) platform. All static content of CoDiT is written in HTML and the local data
is stored using MySQL DBMS. For generating dynamic content on user request, it uses
JavaScript with Ajax calls. The sorting and filtering of data on client side is achieved
using JavaScript Underscore library. The processing of user requests, and database and
SNS querying functionalities are achieved with PHP5 scripts. To connect with Face-
book and LinkedIn platforms, it uses ‘Facebook SDK for PHP’ and ‘LinkedIn REST
API’ respectively and retrieves the API outputs in JSON format.

The CoDiT Search Interface: The CoDiT search interface facilitates three types of
search: a basic search (direct keyword search which is either full text search – keyword
appearing anywhere in company information – or user may restrict the search to one of
four fields: name, location, industry, or service of the company), an advanced search
(where user can design a search query with combination of different parameters
including name, keyword, location, industry, and service), and a navigational search
(where user can browse the companies by alphabet, location, industry or service).
Figure 2 presents the CoDiT search interface after the execution of a basic keyword
search.

Once search query is submitted, search interface passes the given query to the web
server via an Ajax call. On the receipt of the response from the server, user interface
lists the retrieved companies, draws integrated map of the retrieved companies using
Google Maps JavaScript API, generates the facets, and displays the details of first
company of the resultant dataset in the ‘company details’ section (right column of the
screen). Selecting a company in the result set displays its detailed information in
‘company details’ section together with an action pane (on the top) which facilitates the
user to commit several search management and page interaction functions for the
selected company page.

The CoDiT Search Procedure: The CoDiT system executes the given search query
in the following steps (see Fig. 1).

Fig. 2. The CoDiT search interface
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1. Execution of authenticated API calls for searching companies on SN platforms.
2. Filtering of the returned responses from the APIs to discard the pages which do not

match with user specified criteria. Facebook response, in addition, is also filtered
against the page category to discard the non-business pages.

3. Mapping of the data fields for each company to a uniform data structure to remove
the platform dependencies and facilitate a consistent view of information.

4. Integration of the individual data sets together with simultaneous removal of
duplicates by matching the name and location of company.

5. Geocoding the locations of companies through the Google Maps geocode service.
6. Generation of the content oriented metadata (category and service tagging) for the

retrieved company pages. The metadata is generated on the basis of textual infor-
mation available in free text fields of the company profile against the predefined
category and service lists stored in the local database by using the specific matching
algorithms.

4.4 Experiences and Next Steps

We have tested the CoDiT prototype and verified its functionality on a small scale. In
its first version, which is discussed here, CoDiT is able to retrieve a data set of around
500 companies for a given search query. Given the partial responses returned by the
SNSs, the CoDiT system makes iterative API calls to SNSs in order to maximize the
response rate. The iterative API calls increase the response rate, but also raise the
response time. To make a trade-off between the response time and response rate, we
have set the throttle limits for the API calls per search query. The throttles are set to 1
Facebook graph API call (returning about 300 company pages) and 10 LinkedIn
company search API calls (returning 200 company pages). The running time of a
search query is approximately 80 s for a simple query and 120 s for a complex query.

Our current experiences with the effectiveness of the CoDiT system indicate that it
is capable to achieve the desired goal of assisting companies in their search for sources
of complementary assets. It enables the users to determine the suitability of potential
partners in an easy and efficient way through the provision of several pieces of
content-oriented metadata, faceted filtering, and effective and consistent information
visualization. However, the system has not been tested in real innovation settings yet.
Another limitation of the current version of the CoDiT system is that the semantical
issues with the data aggregation and interoperability of heterogeneous information are
only partially addressed. Whilst the system fully supports the ‘Find’ phase, it provides
limited assistance in the next phases of open innovation process.

The CoDiT system is in ongoing process of development and improvement. Cur-
rently, it connects two social networking platforms, however, it can be scaled to
connect other platforms provided their APIs with required search functionalities are
made available by the respective platforms. The future steps include the implementa-
tion of the measures (caching of the data and/or batching the API calls) to lower the
response time and increase the response rate; inclusion of lexical semantics in service
identification of businesses; and a set of experiments in real innovation settings to
measure the metrics such as usability, effectiveness and efficiency.
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5 Conclusion

In this paper, we have evaluated the potential of social networking sites to support
business partner discovery for involvement in open innovation alliances. The major
inadequacies of SNSs for supporting business partner discovery include the dispersion
of businesses’ information on multiple isolated platforms, the cross platform variations
in information representation, and lacking of appropriate business specific metadata
and searching procedures. In order to address these challenges, we have presented the
CoDiT system which allows the simultaneous search for company pages over multiple
SNSs in business specific manner. The CoDiT system facilitates enhanced searching
procedures and semi-automatic identification of industry and services of companies.
The tool is intended to support the open innovation process – in the ‘Find’ stage - by
the aggregation and exchange of partnering information available on SNSs.

The CoDiT system can be applied in two scenarios. One, it can be used as a
supportive tool by the innovation managers for searching potential partners for them to
involve in open innovation alliances. Two, it can be used by the so-called innovation
intermediaries (who function as agents of network formation for business organiza-
tions, and assist them in searching and selecting business partners) to look for potential
partners for their clients and thereby extend their network. The proposed tool provides
two benefits. Firstly, it serves as an efficient and effective method for searching
potential business partners. Secondly, it supports the reuse of partnering information
already available on SNSs. Therefore, it improves the usability of SNSs and may
motivate the representation of business organizations on SNSs.
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Abstract. With the world wide inter-enterprise collaboration and interopera-
bility background, automatic collaborative business process deduction might be
seen as a crucial researching subject. We design a methodology of deducing
collaborative process by only collecting collaborative objectives and partners’
business services. The two key problems are: (i) selecting corresponding busi-
ness services for a set of collaborative objectives; (ii) ordering business services
with serializations and parallelization. This paper aims to present solution of
business service selection. In order to solve the problem, we defined a collab-
orative ontology, which contains numerous instances of business services and
processes of MIT process handbook. The collaborative ontology contains
essential concepts in collaborative situation, and owns process deducing rules
and algorithms. We provide a brief illustration of implementation within a SaaS
toolkit called Mediator Modeling 2ool.

Keywords: Business process management � Model-driven engineering �
Inter-enterprise collaboration � Ontology

1 Introduction

In collaborative situation, all the partners come with collaborative objectives and their
own objectives to achieve and business services to share. They expect to combine their
own business services with suitable ones from other partners to work towards their
common objectives. In addition, collaborative business process is a combination of
business functions, which is inter-linked and filled with sequences and orders. With
these needs, objective-oriented business service selection and collaborative business
process creation are absolute essentials in collaboration world. Considering
self-updating and re-building of collaborative business process, we shall design an
automatic way to deal with service selection and process creation in design level.
Further more in implementation level, first because the software tool deals with a
collaborative situation, all the partners may use the software in the same time or
individually. Secondly, in order to interact with other software tools (which is
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developed in our lab), the software should be able to deploy in ESB (Enterprise Service
Bus). These lead that the software tool involved in the methodology should be a web
service. SaaSs (Software as a Service) seems to be a good solution.

In our lab, Vatcharaphun Rajsiri has created a knowledge-based system for col-
laborative process specification [1]. This system deduces a BPMN (Business Process
Modeling Notation) based collaborative process model automatically with the help of
collaborative objective model and MIT process handbook [2]. But this system has
weaknesses. First, the system collects only the main goal of whole collaborative net-
work. It leads to lack of partners’ objectives and sub-network information. Designing a
model, which models all above information, is necessary. Second, the deduced BPMN
collaborative process covers only operational level. If in a complex collaborative sit-
uation, partners come from different departments and management level. An opera-
tional collaborative business process couldn’t satisfy partners. According to [3, 4],
business process covers strategy, operation and support levels. We arrive at conclusion
that target collaborative process should contain strategy, operation and support levels.

A model-driven and ontology based methodology, which take collaborative
objectives, partners’ objectives and business services as input and deduce collaborative
business process as output as automatically as possible, seems to be a good solution in
this situation.

For the input, we define objective model and function model to collect basic
collaborative knowledge from partners. For the deduction method, collaborative
ontology and a set of algorithms and transformation rules is defined. The algorithms
manage to link business objectives with business services. The transformations rules
help to deduce sequences among business functions. For the output, BPMN based
collaborative process cartography is deduced. The collaborative process cartography
has three types: strategy, support and operation.

In this paper, we focus on introducing solution of business service selection
(dash-line box in Fig. 1). Section 2 first presents definition of objective model and
function model. Then it provides a simple example to explain the directions for use of
models. Section 3 provides a brief introduction of collaborative ontology. Section 4
gives definitions of business services selection algorithms. Section 5 is a sketch for
collaborative process model and collaborative process creation method. Section 6
draws some concluding remarks, discusses the feasibility of our work and outlines our
future investigations.

2 Objective Model and Function Model

This section explains the input part of Collaborative Business Process Deduction
methodology (CBPD). In Sect. 2.1, we first address the definition of objective mod-
eling elements. Section 2.2 presents the definition of function model. And finally
Sect. 2-C illustrates examples of objective model and function model.
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2.1 Objective Model

“An objective model is required to facilitate: (i) identification, communication and
structuring of business objectives, and (ii) measurement of the level of success in
achieving objectives. But individual modeling methodologies focus primarily on
selected aspects of objectives representation and measurement.” Reference [5] For our
individual needs, the objective model here should collect both collaborative main goals
and partners’ individual objectives. For each collaborative goal, partners are regrouped
as sub-collaborative network. Partners also have their own objectives. We come up
with a result: a real collaborative situation is like a multi-level pyramid: each level
could be decomposed to sub-network until partner, and each level could be abstracted
to higher-level collaborative network until the whole collaborative network. With
supplementary illustration, because the goal of CBPD is to deduce collaborative pro-
cess cartography (including strategy, operation and support sub-collaborative pro-
cesses), we consider that the objectives collected in objective model may set to three
types: strategy/operation/support objective.

To summarize, the objective model presented here should be able to (Fig. 1 pre-
sents modeling elements and links):

• Model collaborative network, collaborative sub-network and partners’ relationships.
• Model collaborative networks’ objective, sub network’s objectives and partners’

objectives.

Classify objective into strategy, operation and support objective.

2.2 Function Model

The requirements for the function model are to get partners’ functions, to simplify
user’s modeling tasks and to decrease user’s workload. The function model just col-
lects functions that partners want to share and which can be published to other partners.

Fig. 1. Objective model elements definition
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We defined an IDEF1 (Integration Definition for Function Modeling) based function
model to gather partners’ business services.

Standard function model: IDEF0 [6] is reused to present partners’ functions. The
standard IDEF0 modeling unit is shown in Fig. 2 left part. The modeling unit has input
and output message. Controlling message and mechanism controls and support func-
tion. The function also could send call message to invoke another function. As shown
in the middle of Fig. 2, function main model reuses function unit and controlling
message. As shown on the right of Fig. 2, partner columns separate function model.
Partner lists its shared functions in correspondence column. Function model reuses
function unit, input and output message, controlling message and call message of
standard IDEF0 modeling unit.

After analysis and evaluation, we found out that the function main model could be
partially transferred from objective model. Objectives of collaborative network could
be seen as main function. User only fulfills control messages among abstract functions.
Transformation equations from objective model to main function model are defined in
first-order logic [8].

Due to particularity of transformation rules, first order logic still needs to be
expended as followed: (i) Element: X is Collaborative Network → CollaborativeNet-
work(X); (ii) Relationship: Y is Objective Relationship which is between Collabora-
tiveNetwork X1 and Objective X2 → Objective-Relationship(Y)(CollaborativeNetwork
(X1), Objective(X2)).

8CollaborativeNetwork Xð Þ ð8ObjectiveRelationship CollaborativeNetwork Xð Þ; Objective X1ð Þð ÞÞ
! 9MainFunctionModel Xð Þ ^ 9MainFunction X1ð Þ 2 MainFunctionModel Xð Þ ð1Þ

3 Collaborative Ontology

The collaborative ontology defined in CBPD aims to support business service selection
and collaborative process creation. This ontology defines the concepts and relationships
involved in collaborative situation. The collaborative ontology must be fulfilled with

Fig. 2. Function model elements definition [7]
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instances from different business domains (for example, MIT process handbook from
manufacture, Score Model from Supply Chain and instances from crisis management)
(Fig. 3).

As explained in Sect. 2, the collaborative concepts part of collaborative ontology is
seen as two relationships and three main concepts: Same As/Near By relationship,
Network, Objective and Function. They are detail explained as followed:

• Same As/Near By relationship contains two parts: Same As and Near By. If concept
A is Same As with concept B, then concept A equals to concept B. Concept A and
Concept B presents the same concept. If concept A is Near By concept B, then
concept A and concept B are similar. Concept A may present part of concept B.
Concept A and concept B may crosse.

• Network means all the involved partners and relationships among them. Another
close concept is Sub Network.

• Objective presents business goals of collaboration and partners. Objective has
relationship: Same As/Near By with another Objective.

• Function equals to business services or function, which are provided by partners.
Function may own input and output Message. Both Function and Message have
self-related relationships: Same As/Near By.

In collaborative ontology, collaborative concepts part serves to match collaborative
objectives to partners’ business capabilities. Mediation concepts part is based on
Mediation [9] concept. In this paper, our vision is on business service selection. So
process creation part will not be detailed.

4 Business Service Selection Method

In this section, we provide the explanation of business service selection. Section 4.1
presents basic theory of business service selection. The example in Sect. 2-C is re-used.
Section 4.2 provides official algorithms of selecting business service.

Fig. 3. Collaborative ontology
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4.1 Business Service Selection Principal

The principal of business service selection in CBPD is based on collaborative ontology,
which has been introduced in last section. In the ontology, there are large numbers of
Objective and Function instances with relationship: achievedBy. If we could link
business objectives and business function in the model to Objective and Function
instances in collaborative ontology, then we could indirectly link business objective to
business function by the help of relationship: achievedBy. With above theory, we can
complete business service selection task.

As shown in Fig. 4, there are two parts: ontology and model. In ontology part, we
choose several instances of Function and Objective in ontology. In model part, we take
the objective and function model example in Sect. 2-C. Here for each business
objective and function in the model, we want to find same or close instances in
ontology. For example, in the model, “Book van & driver” is same or close to “Book
transportation” in the ontology, then we make a link: Same As/Near By between them.

With all the relationship: Same As/Near By in Fig. 4, suitable business functions are
selected for business objectives. Figure 5 shows all the results. Business objectives is
linked to business functions by relationship: achievedBy.

Even though the basic principal of business service selection is defined, there are
still some remarks to consider:

• Making relationship: Same As/Near By for each business objective and function is
quite hard for user. So we provide an Instance Suggestion Mechanism, which could
provide suggested ontology instance for user. Section 4.2 Algorithm (1) presents the
Instance Suggestion Mechanism algorithm.

Fig. 4. Making links among models and ontology instances
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• Business objectives and functions defined in the model could also be seen as
Business and Function instances in collaborative ontology for future uses. There
should be a self-update mechanism to enlarge the collaborative ontology. Section 4.2
Algorithm (3) explains self-updating mechanism.

4.2 Business Service Selection Algorithms

(1) Instance Suggestion Algorithm. Instance suggestion algorithm deals with
selecting same or nearest ontology Objective or Function instances for each
business objective and function. Algorithm (1) takes keyword of business
objective as input, uses collaborative ontology as data and provides a list of
suggested ontology instances. This algorithm has three main parts:

• Line 3: finding an Objective instance in collaborative ontology which owns the
same keyword: objectivekey as business objective, the instance is added to
suggestion list: Lsuggestion;

• Line 6-Line 17: Taking frontal parts of keyword as a new list of keyword:
Lword[1] to Lword[i] (for example, keyword: “send products to distributing
center”, new keywords: “send products to distributing” and “send products
to”), for each new keyword, if finding an Objective instance’s keyword in
collaborative ontology which starts with or contains the new one or contains,
then the Objective instance is added to suggestion list;

Line 18-Line 23: Taking related two words, which are contained in keyword as a
new list of keyword: L2words (for example, keyword: “send outsourcing order”, new
keywords: “send outsourcing” and “outsourcing order”), for each related two words, if
finding an Objective instance’s keyword, which contains the two words, then the
Objective instance is added to suggestion list.

Fig. 5. Deducing links among objectives and functions
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(2) Objective-Function Mapping. Objective-Function mapping algorithm is the
main part of buiness service selection. The principal has been explained in
Sect. 4.1. As shown in Algorithm (2), it takes list of business objectives and list of
business functions as input, uses collaborative ontology as data, and outputs list of
relationships: achievedBy. The algorithm is explained as followed:

• Line 3-Line 5: starts the mapping from business functions side. If one business
function: Efunction owns relationship: Same As/Near By with one ontology
Function instance: Ofunction.

• Line 6-Line 7: if Ofunction owns relationship: achievedBy with one ontology
Objective instance: Oobjective, and if Oobjective owns relationship: Same As/Near
By with business objective: Eobjective, then as result: Eobjective has relationship:
achievedBy with Efunction.

• Line 8: the relationship is added into the list: LachievedBy.
• Line 13 and Line 16: if there is an Efunction, which doesn’t find Eobjective, then a

relationship: achievedBy from Null to Efunction is created. The relationship is
added to LachievedBy.

Algorithm (1) Instance Suggestion: provide suggested collaborative ontology 
instances for business objective.
Input: objectivekey, keyword for the business objective
Data: Collaborative Ontology: CO
Output: Lsuggestion, list of suggested ontology instances
1 Aobjective, array of all Objective instances of CO;
2 Lsuggestion ← Null;
3 if Aobjective contains objective.keyword = Objectivekey then
4 Lsuggestion adds objective;
5 else
6 Lword, list of words contained in objectivekey;
7 i, counter for loop ← Lword.length;
8 word, store a part of keyword ← Null;
9 for i from Lword.length to 3 //Check first three words
10 word = from Lword[1] to Lword[i] ;
11 if Aobjective contains objective.keyword starts with word 
12 Lsuggestion adds objective;
13 end;
14 if Aobjective contains objective.keyword contains word then
15 Lsuggestion adds objective;
16 end;
17 end;
18 L2words, list of 2 words contained in Objectivekey;
19 while L2words has next element: word do
20 if Aobjective contains objective.keyword contains word then
21 Lsuggestion adds objective;
22 end;
23 end;
24end;
25return Lsuggestion;
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• Line 21: if an Eobjective is never achieved, then a relationship: achievedBy from
Eobjective to Null is created. The relationship is added to LachievedBy.

(3) Ontology Updating. Ontology updating algorithm deals with inserting business
objectives and functions in collaborative ontology as Objective and Function
instances with relationship: Same As/Near By. As shown in Algorithm (3):

• Line 2 and Line 3: for each Eobjecitve, if Eobjective owns relationship: Same
As/Near By, then get Oobjective which is related to Eobjective.

• Line 4 and Line 5: create new ontology instance: Onew for Eobjective and add
Onew into collaborative ontology.

• Line 6: creates new Relationship: Same As/Near By between Onew and
Oobjective, and adds the relationship to collaborative ontology also.

Algorithm (2) Objective-Function mapping: find correspondence business 
functions for each business objective and create relationship: achievedBy.
Input: Lobjective, list of business objectives

Lfunction, list of business functions
Data: Collaborative Ontology: CO
Output: LachievedBy, list of relationship
1 LachievedBy ← Null;
2 LrelatedObjectives, list of objectives with achievedBy ← Null;
3 while Lfunction has next element: Efunction do
4 if Efunction.sameas/nearby!=null then
5 Ofunction = Efunction.sameas/nearby;
6 Oobjective = Ofunction.achievedby;
7 if Lobjective contains element Eobjective.sameas/nearby = Oobjective then
8 LachievedBy adds achievedBy(Eobjective, Efunction);
9 if LrelatedObjective doesn’t contain Eobjective then
10 LrelatedObjective adds Eobjective;
11 end;
12 else
13 LachievedBy adds achievedBy(null, Efunction);
14 end;
15 else
16 LachievedBy adds achievedBy(null, Efunction);
17 end;
18end;
19while Lobjective has next element: Eobjective do
20 if LrelatedObjective doesn’t contain Eobjective then
21 LachievedBy adds achievedBy(Eobjective, null);
22 end;
23end;
24return LachievedBy;
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5 Implementation

Nowadays, SaaS [10] is verywidely used. It allows users to use application in aWebClient
as rich application. No complex client site installation is required. According to [11],
compared with the traditional way which software is purchased for and installed on
personal computers, SaaS has advantages: e.g., investment reduction, performance
improvement, time saving, easier collaboration, global accessibility, etc. Considering our
own needs, the software tool should be able to deploy on ESB [12], which means the
softwaremust be a web service. Because the software deals with a collaborative situation,
all the partners may use the software in the same time or individually. This leads to a
conclusion. SaaS is a quite good solution for our tool: Mediator Modeling 2ool.

Mediator Modeling 2ool bases on GWT [13] and GeasyTools1. Mediator Modeling
2ool supports objective and function modeling. It implements business service selec-
tion and collaborative process creation.

Figure 6 is the screen shot of Mediator Modeling 2ool. On the left, there are
modeling palette and file explorer. On the right, there are element properties and
collaborative ontology instances’ tree. In the middle, it is modeling place. We could
create objective and function model here. Web browser can directly launch Mediator
Modeling 2ool.

In the property window in Fig. 6, if we click on the button beside text field, a
window with collaborative ontology instances’ tree comes out. User chooses the same
as or near by ontology instance for modeling element by dragging the instance form
ontology tree to same as or near by lists’ windows. After modeling and choosing same
as or near by ontology instance, a XML file which contains all the modeling infor-
mation is saved on the server side. User could save the XML file on local machine too.

For business function, the property also contains semantic annotation. The semantic
annotation classifies business function to Service Task, Send Task, Receive Task, User

Algorithm (3) Ontology Updating: insert business objectives into ontology as 
instances and created relationship: Same As/Near By.
Input: Lobjective, list of business objectives
Data: Collaborative Ontology: CO
1 while Lobjective has next element: Eobjective do
2 if Eobjective.sameas/nearby!=null then
3 Oobjective = Eobjective.sameas/nearby;
4 Onew = change Eobjective to ontology instance;
5 CO adds Onew;
6 CO adds SameAs/NearBy(Oobjective, Onew);
7 end;
8 end;

1 GeasyTools is an open source GWT based API. PetalsLink develops it. The tool helps create graphic
elements. It is available on website: http://research.petalslink.org/display/geasytools/GEasyTools
+Overview.
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Task and Business Rule Task. Business functions combined with semantic annotations
are reused to semantically select web services, which could implement business
functions. This part of work is presented in [14].

6 Conclusion

Collaborative business process deduction methodology (CBPD) aims to provide a
collaborative process cartography, which manages process orchestration and business
service selection in collaborative situation. The strong points of CBPD are summarized
as followed: (i) objective model defines objectives and sub-networks. We could easily
verify the small group of partners to complete the task; (ii) objective model could
model different levels of partners; (iii) functional table is separated by columns of
partner. This allows each partner to fill its own column independently; (iv) collabora-
tive process model is deduced automatically. It saves repeated work and eases heavy
workload of user. It also crosses different enterprise modeling standard: from IDEF to
BPMN.

However, any system has its weak points. They are summarized as followed:
(i) business service selection is half manual and half automatic method. User has to
create Same As/Near By relationship from model to ontology instances manually. And
then Mediator Modeling 2ool automatically links partners’ business functions to col-
laborative and partners’ objectives. (ii) This system bases on collaborative ontology, it
means that a collaborative ontology, which holds numerous instances and covers dif-
ferent domains is required.

Fig. 6. Mediator modeling 2ool main frame
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With the accomplishment of business service selection, the next task is business
process creation. It remains the formalization of transformation rules and definition of
gateways in BPMN based collaborative process model. Further more, function model
of CBPD defines only business function. We did not consider non-functional charac-
terization (security, privacy and speed). Miss is working on non-functional character-
ization [15].

As introduced in [16], CBPD is only the first step of MISE 2.0 project (Mediation
Information System Engineering). Beside CBPD, another two main tasks are semantic
web services and BPEL transformation. First, MIS deployment bridges the semantic
gap between business functions and technical services. Second, it transfers collabo-
rative process model to BPEL (Business Process Execution Language) based collab-
orative workflow. Last but not least, the collaborative workflow and technical services
are deployed on ESB and executed. This part of work is detailed explained in [14].

References

1. Rajsiri, V., Lorré, J.P., Bénaben, F., Pingaud, H.: Knowledge-based system for collaborative
process specification. Comput. Ind. 61(2), 161–175 (2010)

2. Malone, T.W., Crowston, K., Herman, G.A.: Organizing Business Knowledge: The
MIT Process Handbook. The MIT Press, Cambridge (2003)

3. NF EN ISO 9000 Systèmes de management de la qualité - Principes essentiels et
vocabulaire, September 2005. http://catdoc.mines-albi.fr:8080/Record.htm?idlist=
6&record=19134158124919523309. Accessed 19 January 2012

4. NF EN ISO 9000 X50-130 Systèmes de management de la qualité - Principes essentiels et
vocabulaire, October 2005. http://catdoc.mines-albi.fr:8080/Record.htm?idlist=6&record=
19143202124919614849. Accessed 19 January 2012

5. Neiger, D., Churilov, L., Flitman, A.: Business objectives modelling. In: Value-Focused
Business Process Engineering: A Systems Approach, vol. 19, pp. 1–26. Springer, Boston
(2009)

6. Menzel, C., Mayer, R.J.: The IDEF family of languages. In: Handbook on Architectures of
Information Systems, pp. 215–249 (2006)

7. Announcing the Standard for Integration Definition for Function Modeling (IDEF0). Draft
Federal Information Processing Standards Publication, vol. 183 (1993)

8. Smullyan, R.M.: First-Order Logic. Dover Publications, New York (1995)
9. Benaben, F., Touzi, J., Rajsiri, V., Lorré, J.P.: Mediation information system design in a

collaborative SOA context through a MDD approach. In: Proceedings of MDISIS 2008,
pp. 1–17 (2008)

10. Sun, W., Zhang, K., Chen, S.-K., Zhang, X., Liang, H.: Software as a service: an integration
perspective. In: Krämer, B.J., Lin, K.-J., Narasimhan, P. (eds.) ICSOC 2007. LNCS, vol.
4749, pp. 558–569. Springer, Heidelberg (2007)

11. Wu, B., Deng, S., Li, Y., Wu, J., Yin, J.: Reference models for Saas oriented business
workflow management systems. In: 2011 IEEE International Conference on Services
Computing (SCC), pp. 242–249 (2011)

12. Endo, A.T., Simao, A.: Model-based testing of service-oriented applications via state
models. In: 2011 IEEE International Conference on Services Computing (SCC), pp. 432–
439 (2011)

650 W. Mu et al.

http://catdoc.mines-albi.fr:8080/Record.htm%3fidlist%3d6%26record%3d19134158124919523309
http://catdoc.mines-albi.fr:8080/Record.htm%3fidlist%3d6%26record%3d19134158124919523309
http://catdoc.mines-albi.fr:8080/Record.htm%3fidlist%3d6%26record%3d19143202124919614849
http://catdoc.mines-albi.fr:8080/Record.htm%3fidlist%3d6%26record%3d19143202124919614849


13. Gupta, V.: Accelerated GWT: Building Enterprise Google Web Toolkit Applications.
Apress, Berkeley (2008)

14. Bénaben, F., Boissel-Dallier, N., Lorré, J.-P., Pingaud, H.: Semantic reconciliation in
interoperability management through model-driven approach. In: Camarinha-Matos, L.M.,
Boucher, X., Afsarmanesh, H. (eds.) PRO-VE 2010. IFIP AICT, vol. 336, pp. 705–712.
Springer, Heidelberg (2010)

15. Zribi, S., Bénaben, F., Ben Hamida, A., Lorré, J.P.: Towards a service and choreography
governance framework for future internet. Presented at the I-ESA 2012, Valence, Spain
(2012)

16. Mu, W., Bénaben, F., Pingaud, H., Boissel-Dallier, N., Lorré, J.-P.: A model-driven BPM
approach for SOA mediation information system design in a collaborative context. In: 2011
IEEE International Conference on Services Computing (SCC), pp. 747–748 (2011)

An Ontology Based Collaborative Business Service Selection 651



A Hybrid Syntactic and Semantic
Approach to Service Identification

in Collaborative Networks

Ehsan Alirezaei(&) and Saeed Parsa

Software Engineering Group, Iran University of Science and Technology,
School of Computer Engineering, Tehran, Iran

Ehsan.alirezaii@gmail.com, parsa@iust.ac.ir

Abstract. In this paper a semi-automated approach for service identification,
considering the requirements of partners in a collaborative network is presented.
The requirements meeting the business goals are further applied as a means for
building the business process to-be model. Approach begins with process and
goal combination and maps action rules to tasks for specific resources for fill the
gap between goal model and business model representations. Semantic analysis
based on extraction of resource relations and their similarity is second part of
main method to service identification. A correlation matrix from extracted
weighted task’s relations is used as an input of space vector machine. Semantic
clustering of pre-processed vector is used for identify partner’s services.

Keywords: Service identification � Business process model � Goal model �
Collaborative network � Semantic clustering

1 Introduction

Collaborative network defined as “a network consisting of a variety of entities that are
largely autonomous, geographically distributed, and heterogeneous in terms of oper-
ating environment, culture, social capital and goals” [1]. To achieving collaboration
among partners, technical and non-technical approaches should consider. In technical
point of view, Service identification is one of the approaches to achieve collaboration
among partners. Several researches have suggested service-modeling approaches that
can identify and specify service components [2–4]. There are a few automated and
semi-automated techniques to identify services based on business tasks [2, 5, 6] that
outcomes of most of these techniques are business services that might be quite different
from software services. Those techniques are not using combination of syntactic and
semantic analysis to identification that this paper suggested to.

We used practical strategy based on existing business processes and goals for service
identification. Identification of services by decomposing the business processes into
tasks, providing reusable right-grained functionalities, proposed in some methods [7].
A major benefit of this approach is that the identified services satisfy functional needs
and objectives [8]. Each task has an action rule to business process that should apply on
resources with pre-conditions and post-conditions that we call them goals. Binding
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services to business processes with combining goals could fill the gap of top-down
implementation with the bottom-up requirement engineering and implementation.
Taking to the account the syntactic approaches of modeling structure it is not enough to
fill the gap, so there is also a semantic approach to clustering correlated resources and
joining two methods. Based on definition of goal that presented, tasks could be
interrelated through the supporting goal for business processes. Therefore, functionality
of a target system tracked and traced to business objectives and goals [9]. To identify
proper services, combination of business process and goals should analyze [10].

In summary, we can say that to identify appropriate services, cross-organizational
business requirements and business change factors should analyze to meet the col-
laboration objectives and agility [11]. The great benefit of goal driven approaches is
that their resulting services have guaranteed fit with the organizations functional needs
[12]. To facilitate accessing and manipulation of business resources one or more ser-
vices could be defined as reusable modules of code. Therefore, business resources are
useful to identify services and they classified based on their lifetime, handled by
organization units of work [13] and resulting class considered as a candidate service.
A resource that shared among business activities has a usage to identifying of activities
as a service [14]. In general, a resource indicates a main stable domain abstraction of an
enterprise that in certain situations, activities applied to relate a number of those
resources commonly. Each service should identify through resource, resource-resource
and resource-activity matrixes, those are built to measure the cohesiveness of the
service [15]. However, services considered as a reusable set of non-interacting activ-
ities, which inter-related solely through shared access to one or more resources.

In the method proposed in this paper, three matrices, task-goal, task-resource and
task-task applied to detect cohesive and reusable functionalities as candidate services.
Services identified as cohesive, independent and reusable components. A service may
be composed of set of tasks, which are interrelated through shared access to one or
more entities or supporting a same goal. Goal, task and resource may lead to a cluster
that shows same class that means an identified service. With considering the efficiency
of the final code, some of the candidates selected as services.

The organization of paper is as follows: Service Identification Method described in
Sect. 2 in details, with a sample case study. The proposed method presented in some
qualification criteria, tasks to services specified, and features has described. A summary
to other methods presented in Sect. 3. A summary of the results and future consider-
ations of our research presented at Sect. 4.

2 Service Identification Method

The method proposed in this article identifies services using combined business process
and goal models and entities in two syntactic and semantic analysis way. The method
consists of some steps that in first main step, the goals and the business process models
extracted, and then combined for reaching Business Process (BP) to-be model. Next
main step is going to extract the task-task matrix from the combined model. Next main
step is using information retrieval based on vector space modeling techniques to
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building correlation matrix and building groups of tasks as services [16]. Comparing
extracted tasks, entities with goals will make possible to identify services. These steps
described in detail in the following subsections.

2.1 Creating Combined Business Process and Goal Model

In step one, it assumed BP As-Is models exist, and a job to do is reengineering it from
current state to to-be model based on combination of goal models. For achieving this
objective and bringing agility to BPs, combination of works [10, 17] used. BPs
modeled using BPMN2.0 standard. To create the current BP model of a
cross-organization collaboration, that is not part of problem domain in this paper, using
experts and process mining techniques could take to account for creating as-is model.
Figure 1 shows part of BPMN model as “Purchase part” process with three role and
some tasks for each role. It shows how purchase program commits by company experts
trough configuring the program, email and comments. Middle-out approach based on
existing BPs and main work of it, is bridging the gap between goals and services.

2.1.1 Goal Analysis
In first step, we represent goal model in order to satisfaction of current state rela-
tionship. A goal is an action rule, pre-condition and post-condition to an action in BP
with roles that should under considerations [16, 18]. Pre-conditions are included
“AND” provided statement and Post-conditions are included “OR” provided statement
that it helps traceability analysis. From requirement engineering point of view, each
request for services is an objective to satisfy that we could classify them in functional
and non-functional requirements. These requirements have focus on current and future
enterprise goals and define desired features to achieve in the future [19].

For representing goals in informal way that could be traced in hierarchical way and
semantic manner, we used KAOS approach to modeling [18] modeling to fill the gap
with BPs. In this method, goals hierarchy are refine by “AND” and “OR” operators that
each refinement clear the satisfaction of higher goal in hierarchy. Simplicity of KAOS
method is the main reason for using its method, and a formal goal definition begins
with an assertion of the goal concretion objects. Each goal has informal and formal
definitions. Event to complete the process make the traceability of the goal, and sat-
isfaction links are between goal and process. The result of the work is important to us,
so we do not enter the details of doing this. As it shows in Fig. 2, the action rules and
their hierarchy should satisfy to specific task accomplished like for achieving sup-
porting program’s workflow, two providing program and estimating sub-goal should
satisfy that each of them represents providing program and sending approved esti-
mation tasks in Fig. 1.

2.1.2 Creating the BP to-Be Model Based on Goals and Tasks
In step 2, gap analysis is performed to extract needed changes in BP model. Tasks,
which do not support any goal or sub-goal of organization, should be eliminated. In
addition, to support reusability, tasks with a same set of goals can merged in a single
task. To identify BP model tasks, which do not cover any system goal and objective,
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Task Goal matrix should consider with considering goal hierarchy that rows correspond
to tasks and columns belongs to goals. Also, each goal analysis should consider
clarifying need of task modification or introduction for task alignments. When BP
designed in Visual Paradigm tools as it shown in Fig. 1, the tool could help to build
task-task matrix and it is one it’s outputs. For achieving task-goal correlation matrix,
we need goal- goal matrix with weighting of related goals refinement relations it could

Fig. 1. Part of BP Model (As-Is) for purchase part process [20]

Fig. 2. Goal model map to process task items for creating supplying automation systems
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be 1 value for “AND” and .5 value for “OR”. Each correspond task in row with a goal
in a column could be extract from the diagram of goal task as it presented in Fig. 2. For
each related task and goal, the corresponding element in the matrix should have a value
of ‘y’. By using final goal-task matrix and goal-goal matrix task-task matrix could
re-evaluate. For two tasks, all of related goals will be extracted from the final goal-task
matrix and goal-goal matrix, with re-valued tasks weights.

2.2 Creating Task-Resource Matrix

We assumed each goal as a rule action for tasks with resources. So resources are third
criteria with importance weight that should apply on pervious built task-task matrix. To
determine the importance of each resource for weighting, we assumed factors such as
tasks operation on resource and access costs on resource. By consideration of these
criteria, the importance of each resource is determined by value between 0 and 1. To
perform each task, some resources will be accessed, so the relation between tasks and
resources should be considered. In this step, by creating a matrix with rows that show
the tasks and columns that show the resources the importance of the relevant entity for
each task should be put in the corresponding element of the matrix. In our case study
the “Approved Estimate” resource is related with these tasks: editing program,
checking program, providing program, and receiving estimate [20].

Each resource may use some tasks and each task may access to some resources.
This relation could have effect on task-task generated matrix by changing the values.
The final values could be sum of the previous weights of task-task matrixes. In this step
we are providing a correlation matrix with normalized weights that could help to
identify services. Finding correlation and mutual effect or relation of task in same group
and cluster that it helps to clarify services by them does Service identification by this
matrix. Table 1 is a representation of correlation matrix that shows purchase program
related to purchase process, which is valued by the combination of the first, second, and
third matrix.

Table 1. Correlated task-task matrix for purchase part process [20]

Editing 
Program

Checking 
Program

Notifying 
Program

Provid-
ing Program

Sending 
Comments

Editing Program 0 5.8 1.5 2.8 4 

Checking Program 5.8 0 2 3.8 4 

Notifying Program 1.5 2 0 1.5 1.5

Providing Program 2.8 3.8 1.5 0 2 

Sending Comments 4 4 1.5 2 0
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To cluster tasks in vector space machine we used WordNet and aim is finding
Pearson correlation coefficient. Similarity function between two tasks “a” and “b” with
predefined weight is defined as:

Sim am; bnð Þ ¼ W R am; bnð Þð Þ

The optimum cluster occurs when cohesion between is minimum tasks as a service
is the maximum possible value and coupling is minimum value between tasks in
different clusters. For services reusability the optimum way is maximum value of
similarity. For vector “V” there is frequency “f” of repeat patterns “p” and in each
cluster “c”, for “W” the formula is as follows:

W R a; bð Þð Þ ¼
X

ri2Rða;bÞ f r; a; bð Þ=ð
X

a2cj
X

a;bð Þ2W f ða; b; pÞÞ �
X

ða;bÞ2W f a; b; pið Þ

For clarifying the distinction between clusters and their relation, we can use the
next formula for cluster “A” and task “t”:

rel t;Að Þ ¼ Sim t;Að Þ � 1
A
�
X

a2A Simðt; aÞ

So there are two results, first for computing similarity between two tasks in vector
space, and second for determining relation between a task and cluster. So after dis-
tinction between relation and similarities, there will be clusters with some elements that
are our tasks, and districted cluster will be known as services. Identified services for the
experiment are four clusters:

• Providing-program with similarity 0.75 service with receiving estimation and
preparing program methods

• Program-notification with similarity 0.62 service with preparing program, email
evaluation, email signing, and email evaluation methods

• Program-evaluation with similarity 0.58 service with program correction, writing
comments, sending comments, and comments evaluation methods

• Email- sending with similarity 0.7 service with email signing, email notification

In the implementing the clustering subject and applying it to the current tasks, we
found services with degree of similarity for each one that indicates that each cluster
with similar concept and relation to its components.

3 Conclusion

For service identification in a collaborative environment, we presented a syntactic
analysis based on hierarchical decomposition task to action rules, task-task matrix and
considering the resources that goals act to. For part of semantic analysis we used
clustering of identified relations in a task-task matrix by using the appropriate formula.
Base of work is on documented existing Businesses processes between partners that
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help in considering structural relations between tasks and plays the main role in
identifying services. In the future work our aim is to find cluster of services base on
requests of users and their contexts in a dynamic collaborative environment processes
are not documented.
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