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Abstract. For over a decade, image mosaicing techniques have been
widely used in various applications e.g., generating a wide field-of-view
image, 2D optical maps in remote sensing or medical imaging. In gen-
eral, image mosaicing combines a sequence of images into a single image
referred to as a mosaic image. Its process is roughly divided into the
iterative image registration and blending. Unfortunately, the computa-
tional cost of iterative image registration increases exponentially given a
large number of images. As a result, mosaicing for a large scale scene is
often prohibitive for real-time applications. In this paper, we introduce
an effective visual criterion to reduce the number of image mosaicing
iterations while retaining the visual quality of the mosaic. We analyze
the change in invariant color histograms of the mosaic image over itera-
tions and use it to determine a termination condition. Based on various
experimental evaluations using four different datasets, we significantly
improve the computational efficiency of mosaicing algorithm.
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1 Introduction

Image mosaicing is a class of techniques that register overlapping images and
combine them into a larger image [12]. Since mosaicing is effective to create a
wide-field-of-view image (i.e., a mosaic image) from a set of images and/or video,
the resultant mosaics have been very useful for different scientific studies such
as geology [5,9], biology [10] or archaeology [1,11]. Especially with the rapid
development of mobile platforms, it becomes possible to obtain optical data
of areas beyond the human reach. Mosaics of these areas can help revealling
locations of areas of interest or visualize temporal changes in the morphology of
bio-diversity of the terrain. For that, mosaics are analyzed by a human expert
and provide the global perspective on the area of interest.

In general, image mosaicing is composed of two main phases: iterative image
registration for aligning image pairs and image blending for obtaining the final
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mosaic. An image registration process is composed of a pairwise and global reg-
istration. While pairwise registration is to identify the transformation between
two overlapping images in the sequence, global registration extracts the best
possible transformation parameters of each image with respect to a common
mosaic coordinate frame. Image blending imposes the smooth transition along
the seam in a final mosaic image after global registration and this improves the
final quality of the mosaic. The blending is necessary because photometric dif-
ferences are the main source of seams and they can occur even under the perfect
geometric alignment.

Image mosaicing is accomplished via iterating pairwise image registration and
global registration (updating the estimate of camera trajectory) using possible
overlapping image pairs. Considering time-consecutive images, they generally
present significant overlaps. While registering them, their registration parame-
ters can serve as an initial estimate of camera trajectory. However, this initial
estimate suffers from error accumulation. This is because the absolute homog-
raphy, a planar transformation between an input frame and global frame, is
derived from multiple relative homographies, a planar transformation between
two input frames. When computing each relative homography, we purely rely on
correspondences, which vary upon the performance of feature descriptors and
matching algorithm. Consequently, each relative homography potentially hides
the error caused by incorrect correspondences. Since the absolute homography
aggregates multiple relative homographies, the errors from each homography are
accumulated in the absolute homography.

Non-consecutive overlapping image pairs can be predicted by this coarse esti-
mate. Registering non-consecutive overlapping image pairs helps improve the
trajectory and mosaic. Once overlapping image pairs are identified, global reg-
istration methods can be employed in order to find the best transformation
parameters between image coordinate frame and a global frame. Note that we
can choose an arbitrary image frame to fix the global coordinate system. In our
implementation, we choose the first frame as the global frame. Global registra-
tion is done by minimizing an error defined by the distance of correspondences
between image pairs. This step requires the non-linear optimization, which comes
with high computational cost. This cost increases drastically if we are given a
large number of input images to create a huge mosaic.

In this paper, we aim to obtain a mosaic image using a reduced number of
overlapping image pairs with retaining the visual quality as well as possible to
the one using all image pairs. In this way, we can reduce the computational cost
introduced by global registration as well as the cost of identifying and register-
ing overlapping image pairs. In [4], the importance of overlapping image pairs
have been evaluated by using a weighted shortest path algorithm. Although the
importance of the overlapping image pairs were evaluated through their shortest
alternative paths and final mosaics were nearly identical to their counterpart
ones, the visual quality of image registration and intermediate mosaics were not
analyzed. In this paper, we propose to use a deformation and viewpoint invariant
color histogram [2] (referred to as an invariant histogram for the rest of paper.)
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to measure the changes in visual quality of mosaic after each iteration of the
image mosaicing process. The important property of the invariant histogram
is that it is invariant under any mapping of the surface that is locally affine.
This property is particularly beneficial to measure the image similarity under
a wide class of viewpoint changes or deformations. Since images are warped
with different transformation parameters to compose the mosaic, the change in
the invariant histogram is caused by the misregistration between images in our
application. Therefore, we find that the change in invariant histogram is an ade-
quate measure to evaluate our mosaicing process. The proposed method can be
integrated into various existing frameworks in image mosaicing to improve their
computational efficiency.

2 Invariant Histogram Based Mosaic Image Quality
Monitoring

Standard color histograms are sensitive to changes in the viewpoint. Domke and
Aloimonos [2] proposed a new color histogram that is invariant to an arbitrary
transformation of locally affine surface. They weight pixels using gradients of
different color channel. In our context, individual image is warped in global
frame to form a mosaic assuming the target surface being locally affine. If the
alignment between images remains same, applying an arbitrary transformation
does not change the invariant histogram [2]. Our proposal is to generate the
intermediate mosaics and compare its invariant histogram with that of previous
iteration. If the ratio of change is lower than a threshold, we terminate mosaicing
iterations. Our method can be interpreted as adding constraint to image mosaic-
ing framework by monitoring invariant histograms of the mosaics produced at
each iteration. A standard image mosaicing pipeline combined with our method
is illustrated in Fig. 1. To compare histograms of two images a and b, we employ
the same metric in [2]. For an image a and b, computation of differences between
their histograms is given in Eq. 1.

d(ha,hb) =
∑

c (ha
c − hb

c)
2

∑
c (hb

c)2
(1)

where hc denotes the histogram value for color channel c and computed as
follows:

hc =
∑

s,sc=c

|fx(s)gy(s) − fy(s)gx(s)| (2)

where f and g denote derivatives in two color channels [2].

3 Experimental Results

We have conducted various experiments on four different datasets. The first
experiment is to measure how invariant histogram varies upon misregistration
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Fig. 1. A mosaicing pipeline of proposed method.

in the mosaic and to monitor the value of the metric given in Eq. 1. For that, we
use 33 images of 384×288 pixels cropped from high resolution mosaic. We register
images to the mosaic directly in order to obtain their image-to-mosaic planar
transformations. Given these transformation parameters, the mosaic is generated
by a bottom-up strategy. This mosaic serves a ground-truth as illustrated in
Fig. 2. For image registration, we extract the Scale Invariant Feature Transform
(SIFT) [8] features and apply Random Sample Consensus (RANSAC) eliminate
outliers and estimate the planar transformation. To analyze the robustness of
proposed method, we generate the misalignment in image pairs and report the
effects of misalignment in the quality of mosaic. To simulate misalignments, we
add a Gaussian random noise with zero mean and several levels of standard
deviation to the translation parameters both x and y direction. Then, we obtain
misaligned mosaics due to the erroneous parameters. The invariant histograms
of misaligned mosaics were compared with the one of ground truth mosaic by
using Eq. 1. For each variance level of noise, we randomly draw 1000 samples of
noise. From this experiment, we observed how the value has changed and how
the registration errors have evolved over the significance of noise. Furthermore,
to quantify the errors in camera trajectory, we register images pairwise. A totally
528 image pairs were registered and the total number of correspondences over
these pairs becomes 142, 317. For each noisy transformation set, a symmetric
transfer error [7] is computed.

We summarize our results in Table 1. Numbers given in the table are statis-
tically computed over 1000 trials for each noise level. For higher level of noise,
mosaics that have the maximum symmetric transfer error within trials are illus-
trated in Fig. 2. We find that starting from the noise level of 10 pixels, a visual
disturbance on mosaic can be easily recognizable. This provides some insights
for choosing a threshold. For the experiments with real image sequences, we ter-
minate the iteration if the change between histograms is smaller than or equal
10−4 in two consecutive iterations. Taking into account the mosaics in Fig. 2 and
symmetric transfer errors in Table 1, it can be concluded that symmetric trans-
fer error may not provide fully accurate information about the visual quality of
the mosaics. However, the noise level of parameters is strongly correlated with
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Ground-truth mosaic Noise max 10 pixels

Noise max 25 pixels Noise max 50 pixels

Fig. 2. Mosaics obtained with additive noise on the translation parameters of their
planar image-to-mosaic transformations

Table 1. Change on invariant histograms and computed symmetric transfer errors
with different levels of noise. Change on histograms is computed by using Eq. 1

Change on histogram Symmetric Transfer Error (in pixels)

Noise Level

(in pixels)

Mean Standard

Deviation

Maximum Mean Standard

Deviation

Maximum

2.50 1.18E-05 7.28E-06 5.66E-05 2.74 0.67 8.26

5.00 1.45E-04 9.46E-05 6.18E-04 5.29 1.25 11.18

10.00 1.02E-03 4.37E-04 2.89E-03 10.48 2.47 17.28

25.00 4.84E-03 2.12E-03 1.44E-02 26.09 6.16 36.63

50.00 1.62E-02 7.08E-03 4.79E-02 52.24 12.30 70.34

to the visual errors in mosaics. On the other hand, it should be noted that the
noise in our experiments was only added to the translation parameters. Having
small noise on the rotation and scale parameters can provoke more noticeable
errors on the final mosaic.

Finally, we have evaluated the computational performance of our method on
three datasets (referred as Underwater Dataset I (UWDI), Underwater Dataset
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Fig. 3. Image pairs and established correspondences between them. This is the image
pair where the symmetric transfer error had a maximum value in the UWDI.

II (UWDII), and aerial). They are extracted from a high-resolution image using
real trajectory parameters of different Unmanned Vehicle (UVs). The UWDI is
composed of 555 images of 512 × 384 pixels. Total number of successfully reg-
istered (An image pair is considered successfully matched if it has a minimum
of 20 inliers.) overlapping image pairs is 18, 392 and total number of correspon-
dences is 7, 992, 010. The UWDII consists of 460 images of 572 × 380 pixels.
This dataset is relatively sparse, having only 1, 897 overlapping image pairs, and
presents two non-overlapping time-consecutive image pairs. Such properties of
dataset falls apart traditional methods, which requires overlap between time-
consecutive images. The total number of correspondences is 828, 947. The aerial

Table 2. Summary of results obtained using proposed method during the image
mosaicing process. Strategy ’Without’ represents the framework in the Fig. 1 without
proposed steps.

Dataset Strategy Successful

Pairs

Unsuccessful

Pairs

Avg. Error in

pixels

Std. Deviation

Pairs in

pixels

Maximum in

pixels

UWDI with proposed

method

3,094 0 10.11 6.59 55.22

without 18,320 2,902 7.34 3.06 31.14

The approach

in [6]

14,646 424 7.66 3.18 31.31

AGA 18,392 135,343 7.33 3.06 31.14

UWDII with proposed

method

1,091 13 1.27 2.38 55.01

without 1,877 976 0.83 0.33 4.70

AGA 1,897 103,673 0.83 0.33 4.89

Aerial

Dataset

with proposed

method

980 0 1.12 0.43 4.80

without 3,260 264 1.07 0.42 5.02

The approach

in [6]

3,792 202 1.06 0.42 4.94

AGA 4,299 30,417 1.06 0.42 4.94
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Fig. 4. Mosaics obtained with (left) and without using the proposal (right). (Top)
Zoomed region where the symmetric transfer error is maximum. (Bottom) Small mis-
alignment on final mosaics.

dataset comprises 264 images of 387 × 288 pixels having 4, 299 matched image
pair and the total number of correspondences is 432, 086. Our termination crite-
rion is integrated into the image mosaicing method in [3] because this mosaicing
algorithm allows to handle randomly ordered image sequence. In this way, we can
manage the case when there are non-overlapping time-consecutive images like
in the UWDII. Table 2 presents the summary of the results. The second column
corresponds to the tested method. The third column shows the total number of
successfully matched image pairs. The fourth column contains the total num-
ber of image pairs that were not successfully matched and we denote them as
unsuccessful pairs. The last three columns correspond to the average symmetric
transfer error, the standard deviation, and maximum error calculated using all
the correspondences identified by All-against-all (AGA) matching strategy. For
the UWDI, global registration is carried out using five points (four corners and
the center of the image). Since the UWDI and aerial dataset provide an overlap
between time-consecutive images, we make a comparison with the method in [6].
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Fig. 5. Obtained mosaics of the UWDII with (top) and without using the proposal
(bottom).

Fig. 6. Obtained mosaics of the aerial dataset with and without using the proposal.

Based on our experiments, we find that the maximum symmetric transfer error
usually appears on overlapping image pairs with a big change on scale. Since
their scale varies, one of them may not be visible in a final mosaic. Therefore,
the visual quality of the final mosaic does not reflect the maximum symmetric
transfer errors entirely as seen in Fig. 3. From the results presented in Table 2,
mosaics can be obtained with a small number of image matching attempts with-
out disturbing the final visual quality. Figs. 4, 5, and 6 show the obtained mosaics
with and without using our proposal.
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Although the computational times are not reported here, our method sig-
nificantly reduces the total number of image mosaicing iterations and image
matching attempts. The bottleneck of proposed method is the rendering phase,
generating mosaic at each iteration and computing the invariant histogram. The
time spent for rendering step can be reduced by applying the multiscale image
analysis.

4 Conclusion and Future Work

Lately, great advancements in the mobile robotic platforms make it possible to
obtain optical data from areas unreachable by humans. In most of the cases, a
single image is not sufficient to provide an overview of the area of interest. To this
end, Image mosaicing has been an indispensable tool for creating a large-area
optical map from the images collected by mobile platforms. Without any prior
on camera trajectory, a common mosaicing strategy is to apply the AGA image
matching and then to perform global registration. This approach is exhaustive as
it also attempts to register images that do not overlap. Therefore, its algorithmic
complexity grows quadratically with the total number of images, which limits
its usage in a small scale dataset.

Our experiments showed that invariant color histograms can be used as a
visual stopping criterion during image mosaicing process. Also, we find that
symmetric transfer error may not be an accurate indicator of visual quality of
final mosaic, especially when camera trajectory provides scale changes and high
overlapping area between both consecutive and non-consecutive images. Another
important point can be stressed that identifying all overlapping image pairs may
not be necessarily improving the visual quality of mosaic although it improves the
camera trajectory estimate. In the future, we plan to extend invariant histograms
based stopping criterion for mosaicing with low-overlapping image pairs.
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