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Preface

The constant pressure towards the realization of environmentally friendly “green”
vehicles is dramatically changing vehicle concepts and architectures. Examples are
the growing importance of lightweight materials, the downsizing of internal com-
bustion engines, and the introduction of more advanced after-treatment and com-
bustion strategies including the use of alternative fuels and control strategies like
“idle stop.” We are witnessing continuous evolutions in automotive transmission
technology characterized by a steadily increasing number of gear ratios combined
with reduction of friction losses and dual clutch technology. And of course there is
the “revolution” of alternative propulsion systems including pure electric
(BEV) applications, gasoline or diesel-based hybrids (HEV), and plug-in hybrids
(PHEV), each of them featuring many possible architectures and introducing new
components like electric motors, power electronics modules, batteries, regenerative
braking technology, integrated starter generator technology and additional gearsets.

This new scenario poses overwhelming challenges to the Noise, Vibration,
Harshness (NVH) engineers, who are faced with systems of exponentially growing
complexity exhibiting new multidisciplinary features with huge impact on NVH
performances. Still, apart from being price-wise competitive, these new cars must
also be appealing and meet the customers’ taste and expectations with respect to
comfort, fun to drive, and brand sound signature. There is consequently a growing
demand for more advanced numerical prediction tools which can further support the
NVH engineers during the concept and development phases of new vehicle design
projects. Along with these powerful numerical tools, experimental analysis and
diagnostics remain of paramount importance for a successful vehicle optimization.

The topics within the field of vehicle NVH are so numerous and diverse that it is
practically impossible to give a complete survey within the framework of this book.
In the next chapters a few selected topics will consequently be presented, which,
although far from exhaustive, give a flavor of the diversity and complexity of the
problems and solutions which characterize the field of vehicle NVH.
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This book is structured into seven chapters, each of them authored by NVH
experts from automotive industry and academia. These seven chapters are com-
posed to give profound insights into many current vehicle development topics in the
field of NVH. They focus on aeroacoustics, acoustics of geared systems, noise
characterization and reduction of downsized engines, noise of electrified power-
trains, lightweight exhaust systems and a substructuring method allowing to
account for the dynamic interaction between the car body structure, the poroelastic
trim material, and the interior cavity.

The topics addressed in the book also reflect the predominant trends in vehicle
development towards reducing the number of hardware prototypes and
“front-loading” by means of numerical simulation and enhanced physical compo-
nent testing.

The majority of chapter contributions for this book are based on scientific papers
presented at the 8th International Styrian Noise, Vibration, Harshness Congress
(ISNVH 2014) in Graz, Austria and have been extended and refined for this book
recently. The ISNVH congress itself is organized by VIRTUAL VEHICLE
Research Center in cooperation with SAE International and supported by Magna
Steyr and AVL List. The next ISNVH congress will be held from June 22 to 24,
2016 in Graz.

All paper contributions for the ISNVH congress and many more technical papers
in the field of automotive NVH are published with SAE International and are
available online from SAE International.

The editors gratefully acknowledge the support of SAE International and all
chapter authors, which allowed to compile this book.

Graz, Austria Anton Fuchs
July 2015 Eugenius Nijman

Hans-Herwig Priebsch
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About the Organization Editing this Book

VIRTUAL VEHICLE is an internationally operating research center that develops
technologies for affordable, safe and environmentally-friendly vehicles for road and
rail. With currently 200 employees, the center provides advanced know-how in a
comprehensive range of technologies in vehicle development. The research activ-
ities cover specific single topics as well as complete vehicle systems. Since its
foundation in 2002, VIRTUAL VEHICLE has established itself as a bridge
between industry and science and as a well-respected research partner all over
Europe and beyond.

VIRTUAL VEHICLE mainly focuses on developing new technologies, meth-
ods, and tools for the design and optimization of vehicles (automotive and rail). The
vast majority of the R&D activities include a holistic system view, which helps
avoiding very specific, isolated, and narrowly targeted developments that are
widespread in today’s vehicle research landscape. By considering rising complex
requirements and their interactions with ever-increasing demands,
VIRTUAL VEHICLE wants to guarantee for future-oriented solutions. Therefore,
one main goal of the research center is providing in-depth know-how in single CAE
disciplines and integrating this to a multi-domain design and optimization.

The NVH & Friction department of VIRTUAL VEHICLE deals with the fields
of noise, vibration, and harshness (NVH), and aims to determine and reduce the
friction loss in the vehicle. Owing to increasing system complexity, the research
department seeks to handle the growing demands for drive systems with reduced
fuel consumption, emissions, and weights, all while maintaining (or even
improving) passenger comfort.

The major research topics of the NVH & Friction department are NVH material
and technology, vehicle noise reduction, friction loss and vibration reduction, as
well as flow acoustics—both by means of numerical simulation and testing and
measurement. In combination with the other aspects of the full vehicle, these issues
form an essential keystone in the development of future vehicle concepts.
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Chapter 1
Assessment of the Vehicle’s Interior Wind
Noise Due to Measurement of Exterior
Flow Quantities in Early Project Phases

Gregor Müller, Gottfried Grabner, Michael Wiesenegger, Joerg Jany
and Christoph Fankhauser

Abstract The optimal styling of the exterior surface of a vehicle and its suspension
system has a direct impact on interior wind noise. Both are determined in early
project phases when typically no hardware prototype is available. Turbulent flows
produce both external pressure fluctuations at the vehicle shell, known as hydro-
dynamic excitation, and sound waves, known as acoustic excitation. Hydrodynamic
and acoustic sound sources are evaluated separately and relative to each other in the
frequency domain in order to perform evaluations of different body shapes. The
technical aim of the presented work is to investigate how acoustic quantities
measured either directly in the exterior flow or as characteristic values of surface
subsystems at the outside of a vehicle can be used to assess the influence of styling
modifications to interior sound pressure level. The methodology is required to be
capable of being integrated into the serial development process and therefore be
quickly applicable. MAGNA STEYR Engineering has conducted extensive
research to develop a method to ensure the best option is selected in early project
stages.

Keywords Interior wind noise � Exterior styling modification assessment � Early
project phase
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1.1 Introduction

Interior noise targets for passenger car development programs are usually defined
on a high level. Thus the entire chain of noise generation and propagation mech-
anisms has to be controlled in order to meet the requirements. At low vehicle
speeds, rolling and engine noise needs to be carefully balanced, while at high
speeds [1], low wind noise levels are critical in order to meet high acoustic quality
standards. The implementation of robust sealing, insulation and damping in a
concept design serves as a good basis for achieving these standards. Consequently,
an acoustically tight vehicle becomes necessary to achieve a low wind noise con-
tribution. This means that any unwanted airborne sound paths—vehicle
acclimatization/ventilation paths excluded—must be closed.

The complete topic of exterior flow phenomena producing interior noise is
subdivided into:

• low frequency excitation of pressure fluctuations exciting the vehicle’s exterior
surfaces and their structural resonances

• mid to high frequency excitations of exterior cavities by spoilers, struts, edges,
especially at the underbody

• pressure fluctuations at sealings and side windows creating high frequency noise
• high frequency excitations by exterior flow sources or sources at exterior parts

This article is intended for the latter two phenomena.
Due to their physical properties the windscreen and side-window glasses are

sensitive to sound transmission above 2 kHz and are main contributors to the
interior noise. The NVH-wise optimal design of the exterior surface of the vehicle
and its suspension system is an additional challenge. The exterior vehicle shape has
a direct impact on the generated sound power as well as on the degree of turbulence
along the external surface of the vehicle. However, exterior styling is usually
determined in very early project phases, when no representative hardware of the
vehicle is available. Also, the cost aspect has to be taken into account here. While
additional sealing parts/lines or late modifications of the sealing system always lead
to additional costs, simply changing the exterior shape of a vehicle is very often
“complimentary” and therefore smarter. So the task is to assess exterior styling
modifications with respect to interior sound pressure level. While usually this
cannot be measured in styling finding phases, computational aeroacoustic
(CAA) simulation robustly calculates the exterior, non-compressible fluctuations
(“hydrodynamic part”). However, the calculation of these fluctuations along with
the acoustic part, which is very often done as postprocessing step (e.g.
Ffowcs-Williams Hawkings) is still costly, not to mention the coupling of the
excitation to the structure.

Also many semi-empirical models such as the Corcos-model are still in use,
aiming at the combination of measured or easy-to-simulate quantities. Until now
however, no “overall” solution with reasonable time exposure and result quality
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could be found. Therefore the representation of aeroacoustic optimization as a pure
measurement-based process is still a relevant issue.

Clay models, which physically represent a vehicle’s exterior surface, are used to
assess the exterior shape with respect to styling and aerodynamics. The models are
used during wind tunnel sessions to assess important aerodynamic quantities such
as the drag coefficient. The question arises, how these clay models can also be used
for aeroacoustics. Of course, interior sound cannot be measured, so only mea-
surement data gathered at the outside of the vehicle can be used.

1.2 Methodology

A passenger vehicle represents a large obstacle in the wind, so the exterior flow
around the car gets turbulent and creates noise. In order to assess the wind noise
generated sound pressure level in a passenger cabin, the different noise generation
and transmission mechanisms throughout the frequency range of interest have to be
properly considered.

Flow in a turbulent boundary layer causes pressure fluctuations generated by
eddies which travel down the stream with convection velocity, known as ‘hydro-
dynamic excitation’. These pressure fluctuations act as forces on vehicle structures
and make them therefore vibrate. The same turbulent flow also radiates noise,
known as ‘acoustic excitation’, and these sound waves also excite nearby plates.
The situation gets even more complex, when additional parts like outer mirrors are
mounted or when the flow must pass the a-pillar, where flow detachment might
occur, followed by reattachment somewhere across the side window. In this case,
additional hydrodynamic pressure fluctuations as well as broad band and a potential
whistling noise of attachment parts contribute to the overall noise environment.
Therefore the question arises, which of these wind noise mechanisms are the
dominant ones for interior noise. Based on this evaluation, a measurement proce-
dure can be defined to acquire a relevant set of quantities for interior sound pressure
assessment.

For this purpose, the influence of hydrodynamics and acoustics is analyzed with the
help of styling modifications. Wind tunnel tests as well as [2, 3] show that the
difference of surface pressure fluctuation levels on side windows due to a shape
modification in general does not coincide very well with interior sound pressure levels.
Therefore, also the sound radiated in the near field of the vehicle is measured and
analyzed in order to identify correlations with interior sound in a more general way.

The investigations were performed in the aeroacoustic wind tunnel at FKFS
(Forschungsinstitut für Kraftfahrwesen und Fahrzeugmotoren, Stuttgart; engl.:
Research Institute of Automotive Engineering and Vehicle Engines Stuttgart). Two
test vehicles with different exterior shapes were selected to get a comprehensive
overview among the different vehicle shapes: a Sports Coupè with a flat A-pillar
and frameless door and a Sports Utility Vehicle with a steep A-pillar. The following
measurement hardware was used:
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(1) Surface microphones (10 resp. 20 mics, 1/2 inch, B & K, type 4949) on the
left side window to measure the surface pressure fluctuations

The measurements were done using a different number of surface microphones.
At the Sports Coupé 10 microphones were placed in regions with the highest
pressure levels. This way the excitation mechanisms could be captured best (see
Fig. 1.1). The focus was laid on

(a) the impact zone of the A-pillar vortex,
(b) the mirror wake, mirror stalk and mirror foot and
(c) the remaining area on the side window.

CAA simulation results showing the spatial pressure fluctuation levels (see
Fig. 1.2) served as basis for the microphone positioning.

Fig. 1.1 Ten surface microphones placed on the side window with a concentration on the hot
spots of the side window fluctuations

Fig. 1.2 CAA simulation (Exa Powerflow) showing pressure fluctuations on the left side window
for a wind speed of 140 kph and 0° yaw angle. The A-pillar vortex reattachment zone and the
mirror wake can be seen very clearly
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The SUV’s side window was equipped with 20 microphones. This allowed a
more regular distribution than concentrating them on certain hot spots (Fig. 1.3).

All microphone measurement data were area averaged to get a single evaluation
curve for the whole side window excitation. Earlier measurements with a serial
vehicle confirm the assumption that the side window sound transmission is not
significantly influenced by the surface microphones. The result is shown in Fig. 1.4.

(2) Concave mirror array (108 mics) for evaluation of the radiated sound

This proprietary hardware from FKFS, described more in detail in [4], is suitable
for sound source localization. The mirror is located appr. 4 m sideways apart from
the driver’s door outside of the flow and uses the principle of geometrical acoustics.

Fig. 1.3 20 surface
microphones almost equally
distributed on the side
window

Fig. 1.4 Influence of surface microphones (right upper part) on interior sound pressure level
(driver’s outer ear position). Solid line: with surface microphones, dotted line: w/o surface
microphones. The influence is negligible
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The sound beams are focused by the mirror in the array and recorded using 108
microphones. Consequently no data post-processing like beamforming is required.

In Fig. 1.5 can be seen that the radiated sound field is dominated by the vehicle
outer mirror and the A-pillar. In order to be able to assess a variant also in a
quantitative way and not just qualitatively, one rating curve was derived by aver-
aging the 108 channels to evaluate the styling modifications, which can be seen
later on.

Of course the relevant sound direction for passengers is the inward one, while
the concave mirror detects outgoing sound waves as well as sound waves reflected
by the side panels of the vehicle. Because of the nonsymmetrical flow situation at a
vehicle’s side with respect to the flow direction as well as asymmetric attaching
parts such as the outer mirror, one might expect a more or less strong directional
sensitivity of sound radiation. In order to detect inward propagating waves, a larger
number of microphones can be mounted flush on the side window. The acoustic
part of the pressure fluctuations can be extracted by means of wavenumber
decomposition [5]. The higher wave speed or longer wave length of acoustic waves
compared to the hydrodynamic pressure fluctuations is used to get this information.
However, this procedure needs a considerable amount of preparation effort (plate
with microphones adapted to the side glass styling) as well as postprocessing effort.
Furthermore, there are indications such as measurement results presented in [6] that
this directional sensitivity was not strongly distinct.

One of the main intentions of the work presented in this paper is to define a
testing methodology which focuses on quick analysis during testing.

(3) Accelerometers (6 resp. 5 sensors, uniaxial) on the side window

The sensors were uniformly distributed across the side window, 6 on the Sport
Coupè’s side window, 5 on the SUV’s side window. The main purpose is the

Fig. 1.5 Sound radiation in the 3150 Hz third-octave band, measured near the driver’s door
outside the flow, using a concave mirror microphone array
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assessment of the direct excitation by hydrodynamics and acoustic waves from the
outside. All measurement positions were averaged to get a single assessment curve.

(4) Interior microphone (1 microphone, driver’s outer ear position).

1.3 Interpretation of Results

In the course of these investigations numerous exterior modifications were tested.
Below, the two variants (1) ‘larger mirror cap rear edge’ of the Sport Coupè and
(2) ‘small obstacles on A-pillar’ of the SUV are described more in detail.

The evaluation graph as in Figs. 1.7 and 1.9 consists of four pairs of curves
(one pair for each measured quantity). Each pair shows the base and the variant data
in dB over 12th octave bands. The interior sound pressure level as customer rele-
vant criterion is A-weighted. All other quantities are linear. The question is to what
extent the trend of the two indicator variables ‘‘concave mirror SPL’’ and ‘‘surface
microphone’s SPL’’ can be used to predict the two target variables ‘acceleration
level on side window’ and ‘interior noise SPL’.

The frequency range of interest starts above 1000 Hz where the wavelengths of
the airborne pressure and the structure of the glass are starting to approach the
coincidence. Below this range usually the sound transmission through other sub-
systems like underbody and door panels dominates and no dominance of the side
window sound transmission is observed.

1.3.1 Larger Mirror Cap Rear Edge

Compared to the baseline design the air channel between the mirror cap and the
mirror stalk tapers off more strongly towards the rear end (see Fig. 1.6). Figure 1.7
shows how the indicator variables and the two target variables behave relative to
each other.

Fig. 1.6 Extension of the
side mirror housing near the
rear edge
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The results for the mirror modification show a slight level increase in the range
of 1 ÷ 2 dB of the interior microphone while in some single frequency bands a small
decrease is observed. The surface microphones, on the contrary, show a clear
decrease of 2 dB for frequencies below 3.15 kHz while being unchanged for
frequencies above. The concave mirror shows a constant increase of 1 ÷ 2 dB for
almost the complete frequency range under consideration. Only at very high fre-
quencies (9 ÷ 10 kHz) major changes can be seen. The peaks directly originate from
the outer mirror which was confirmed by additional measurements. The shift of the
peaks in frequency is due to the change of size of the mirror cap. Measurements of
different speeds showed that the peak is linearly related to the wind speed. By using
a typical Strouhal number Sh = 0.2, the characteristic length L is *1 mm (given by
L ¼ shv

f , where v is the wind speed (more precise: the local free stream velocity) and
f the frequency under consideration (in this case 9–10 kHz)). So, these peaks are
probably caused by some geometric detail of the outer mirror.

Fig. 1.7 The graph shows the effect of the mirror cap modification on the different measured
parameters at 140 kph from*1 to 10 kHz (light grey = level decrease; dark grey = level increase).
Indicating parameters: surface microphones and concave mirror. Target parameters: interior noise
level and acceleration level, measured on the side window
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As can be observed, the side window vibration correlates very well with interior
sound. Summing up, none of the 2 indicator quantities are perfectly in line with
interior sound. However the concave mirror shows a better correlation, as the slight
level increase is shown in a very similar manner in the concave mirror SPL and
interior sound SPL.

1.3.2 Small Obstacles on A-Pillar

Vehicles with a steep A-pillar tend to have a strong A-pillar vortex. The air flow
within the vortex itself and the reattachment on the A-pillar causes high fluctuation
levels, both acoustic and hydrodynamic. Therefore modifications of the A-pillar are
promising in order to assess fluctuation level changes. This was done by application
of small obstacles, so-called turbulators, on the upper A-pillar surface, see Fig. 1.8,
which should not generate too much self-generated noise.

The basic idea is to change the flow detachment behavior of the A-pillar vortex
and therefore alter the vortex itself. Substantial level changes of the two indicator
variables were expected. In Fig. 1.9 the effect of these changes are presented.

The surface pressure decreases with 2–3.5 dB while all other curves show an
increase, more or less constant over frequency. The clear decrease of surface
pressures suggests that the structure of the A-pillar vortex has been changed sub-
stantially. The interior sound level increases, which correlates to the concave
mirror. At this point it is not entirely clear whether this comes from the different
shape of the A-pillar vortex or directly from the turbulator on the A-pillar.
However, for frequencies above 4 kHz, the side window vibration level shows an
even higher increase than interior sound, indicating that this path may well be not
the only dominating one for the high frequencies.

Table 1.1 gives an overview of all conducted variants in the side window region.

Fig. 1.8 Modification of
A-pillar shape: hemispheres
of different sizes uniformly
distributed on the upper
A-pillar
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Summarizing, Table 1.1 reveals that the vibration level of the side window has
an excellent correlation with interior sound. In 5 out of 7 cases, both the concave
mirror array and the surface microphones predict the interior sound level change in
a somehow satisfying manner. In 3 out of 7 cases, they contradict each other.

Clearly some simplifications were necessary to get this elementary description of
a rather complex situation. First of all, just the frequency range from 1 kHz upwards
has been taken into account. Furthermore, level changes of less than 1 dB were not
considered. A positive correlation (a ‘+’ in the table) means that the result of the
corresponding measurement device shows the correct ‘trend’ for the assessment of
the interior sound level change.

The following conclusions can be drawn:

1. The source of wind noise cannot be fully described by only one of the examined
exterior flow indicator quantities.

Fig. 1.9 Effect of the A-pillar turbulators on the different measurement devices at 140 kph from
*1 to 10 kHz (light grey = level decrease; dark grey = level increase). Indicating parameters:
surface microphones and concave mirror. Target parameters: interior noise level and acceleration,
measured on the side window
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2. Side window vibrations were found to be in good correlation with interior
sound. As for now, it is proposed to use this quantity for interior sound level
assessment, if interior sound cannot be measured directly (e.g. at clay models).

In order to further improve styling modification assessment, the following
problems should be addressed in future:

In general the two exterior flow indicator variables show different behaviors. This
suggests that the turbulences that produce the dominating radiated sound are not
directly the ones on the side window surface. Those turbulences are probably located in
the area of the air flow surrounding the mirror and in the volume of the A-pillar vortex
itself. Therefore, the locations of the fluctuation microphones have to be rethought.

1.4 Summary

The presented evaluation methodology of hydrodynamic and acoustic sound
sources was developed based on aeroacoustic R&D investigations. The relevance of
correct interpretation of the measurement quantities for a successful exterior design
has been clearly shown. The optimal aeroacoustic product design of individual
components or complete vehicles can only be done efficiently when the complete
aeroacoustic causal loop is actively managed. Based on these findings an efficient
methodology can be defined, which enables the use of clay models for aeroacoustic
purposes such as styling theme selection or the evaluation of exterior design
modifications.

Table 1.1 Overview over conducted variants with 2 vehicles

Styling modification Surface
microphones

Concave
mirror array

Accelerometers

Sport
Coupè

Spoiler lip A-pillar + – +
Larger mirror cap rear
edge

– – +

No outer mirror + + +
Wheelhouse closed + + +
Wheelhouse closed, no
outer mirror

+ + +

SUV Small obstacles on
A-pillar

– + +

Spoiler lip A-pillar + + +
Correlation with
interior sound

5/7 5/7 7/7

A ‘+’ indicates that the corresponding measurement device recorded the same change trend as the
interior microphones, while a ‘−’ indicates an opposite trend
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Chapter 2
Sound Optimization for Downsized
Engines

Alois Sontacchi, Matthias Frank, Franz Zotter, Christian Kranzler
and Stephan Brandl

Abstract Today, the number of downsized engines with two or three cylinders is
increasing due to an increase in fuel efficiency. However, downsized engines
exhibit unbalanced interior sound in the range of their optimal engine speed, largely
because of their dominant engine orders. In particular, the sound of two-cylinder
engines yields half the perceived engine speed of an equivalent four-cylinder engine
at the same engine speed. As a result when driving, the two-cylinder engine would
be shifted to higher gears much later, diminishing the expected fuel savings. This
chapter presents an active in-car sound generation system that makes a two-cylinder
engine sound like the more familiar four-cylinder engine. This is done by active,
load-dependent playback of signals extracted from the engine vibration through a
shaker mounted on the firewall. A blind test with audio experts indicates a sig-
nificant reduction of the engine speed when shifting to a higher gear. In the blind
test, experts favored the interior sound of the proposed sound generation system and
perceived better interaction with the vehicle.
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2.1 Introduction

Down-sized engines create a significantly different sound in the passenger cabin in
comparison with traditional four-cylinder (and greater) combustion engines [1–4].
The observed differences are mainly caused by the different characteristics of
engine orders due to engine structure and combustion sequence. In [5], basic
coherences between engine orders and elements of music are discussed. Sound
attributes and perceived timbre in regard to consonant and dissonant are treated
considering engine order intervals and related harmonics. In addition, it has to be
mentioned that the amplitude distribution of engine orders mainly determine the
perceived pitch of the overall sound [6].

In regard to reduce the fuel consumption the optimal theoretical gear change
should happen at around 2000 revolutions per minute (rpm). Studies under practical
conditions show for an examined two-cylinder engine (FIAT 5001) that the typical
gear change occur almost at 4000 rpm.

By comparing measured run-up spectra (cf. Fig. 2.1) of the examined (a) two-
and a typical (b) four-cylinder combustion engine under full-load condition we can
address the following: Differences of partly missing, reduced or enhanced engine
orders can be observed. In case of the two-cylinder engine, the 1st engine order is
dominating whereas the 2nd order is most emphasized in case of the four-cylinder
engine.

In order to obtain a resulting four-cylinder engine sound in the passenger cabin
of the two-cylinder vehicle, we have to acoustically introduce or eliminate several
defined engine orders. Subsequently, possible strategies are presented and their
feasibility under practical considerations is discussed. Out of these strategies, one
promising approach has been selected and implemented. The implementation yields
the desired magnitude profile of the most relevant engine orders.

Series of tests show that the average gear change is positively influenced. The
switching moment is moved towards lower rotational speeds, i.e. the gear change is
executed at lower rpm.

Moreover, subjective evaluation of the drivability considering dynamic handling
aspects exhibit improved results without modifications on the vehicle itself but
solely acoustically supporting a four-cylinder sound in the passenger cabin.

Conducted experiments partly took place at public transport routes under normal
road traffic conditions and at a special dedicated test track.

1The test car was a Fiat 500 0.9 TwinAir Turbo with 82hp built in 2009.
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2.2 Strategies

2.2.1 Additional Synthesized Engine Pulses

A straight forward method would be the playback of a four-cylinder sound by the
audio system of the car, whereby the played back sound has to mask above all the
first order of the original engine sound. However, this means that the level of noise
in the car interior increases. Best masking is achieved when every second pulse of
the played back sound coincides temporally and locally with the original pulses, at
least at the position of the driver. Besides the required complexity of the template
related sound synthesis of the additional pulses in order to satisfy a
natural-sounding result, both temporal and local coincidences within the vehicle
would overexcite a practical solution (cf. [7] for an exhaustive discussion about
theoretical limits).

2.2.2 Active Noise Cancellation

To get a controlled condition in the car interior, we want to cancel the engine sound
or noise in the frequency areas, where we later want to add the relevant engine
orders of a four-cylinder car. This means that we have to cancel the noise in the
band between 20 and 80 Hz. Therefore, it is important to know, if we are basically
able to cancel the frequencies in that area. For this reason we conducted sweep
measurements in the passenger cabin on various positions (with a 10 cm spaced
lattice microphone array and a dummy head) in the supposed movement area of the
head of the driver and the co-driver.

Fig. 2.1 Measured sound pressure spectra in passenger cabin. Spectra are normalized to the
corresponding engine order maxima and depicted sound pressure dynamic is limited to 50 dB.
Run-up under full-load condition (left) at the top, of examined two-cylinder gasoline engine (FIAT
500) and (right) at the bottom, an arbitrary four-cylinder gasoline engine (AUDI A3). At first
glance, dominant 1st order in the upper and 2nd order in the lower case will be easily recognized
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A detailed description of these executed measurements, as well as documented
measurement setup, procedure and discussion of the evaluated data in regard to
Active Noise Cancellation (ANC), can be found in [7].

Examining the measured sound pressure level at the driver position for various
run-ups, considering different gears and loads, attested a huge variability of the
transfer function from the engine to the car interior (cf. Fig. 2.2). As a consequence,
in order to perform a reliable ANC system, the coupling of the gearbox and the
powertrain has to be considered in real time applications.

Moreover, different operating and occupation states will result in different
transfer functions as well. If these states are not considered in the ANC coefficients,
noise boost can occur, cf. Fig. 2.3 and [7]. Thus, successful ANC requires fast
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adaptation that is continuously informed by multiple distributed error microphones
in the car interior and sensors capturing the engine’s vibrations.

2.2.3 Engine Order Emphasis

In order to enrich the existing two-cylinder engine sound in the passenger cabin and
result in a perceived four-cylinder engine sound the important engine orders (e.g.
2nd order of the two-cylinder engine sound) are emphasized. This is done by
capturing the actual engine load condition, amplifying the relevant (missing) fre-
quency bands, and playing them back to the passenger cabin.

To capture the operational-dependent properties of all relevant engine orders,
proper sensor locations have to be determined.

In Fig. 2.4, the Campbell diagram of the most promising and finally selected
sensor position is shown. The fully occupied spectrum provides a good chance to
retrieve all required engine orders that might be missing in the observed car interior
sound.

The playback of the generated sound should be perceived to be coming from the
engine (active sound generation, ASG). Therefore, a shaker at the firewall and four
loudspeakers of an ordinary in-car sound system were used. According to the
carried out measurements described in [7], the shape of the sound field produced by
the shaker is more balanced than one produced by the loudspeakers, albeit the
shaker’s frequency response is limited to low frequencies. As sound field control is

Fig. 2.4 Run-up spectrum under full-load condition of examined two-cylinder gasoline engine
(FIAT 500). Measurement with accelerometer sensor mounted on a specific engine position. The
resulting Campbell diagram exhibit distinct integral multiple engine orders, as well as half and
partly quarter engine orders
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in fact more interesting at those frequencies, our study suggests using shakers for
active sound generation rather than loudspeakers.

In order to adjust the required amplification for each of the missing engine orders
(cf. Fig. 2.5) the balance of the actual and target Campbell diagram has been
determined. Furthermore, the transfer functions of the capturing sensor and
reproducing shaker/loudspeakers have been measured and considered, too.

The amplification of the relevant missing engine orders can be controlled via a
graphical interface running under the software Pure Data.2

The amplification of the engine orders also depends on the engine speed.
Figure 2.5 shows the emphasis of the engine orders over the engine speed for the
considered two-cylinder car (FIAT 500) to obtain the intended four-cylinder sound.

In Fig. 2.6 the principle implementation concept is sketched for one engine
order. Missing engine orders are obtained from the above introduced acceleration
sensor signal via dynamic band-pass filters.

The required extremely narrow-band filter characteristics are implemented with
cascaded low- and high-pass filters. In order to prevent audible clicks (artefacts)
during dynamic adjustments the subsequent sections are adapted at different time
stamps (cf. indicated timing periods in (ms) in Fig. 2.6). Therefore, artefacts will

Fig. 2.5 Normalised amplification patterns of individual engine orders. Depicted dynamic range is
limited to 50 dB, whereby black indicates 0 dB and white −50 dB or less. Enhancement of the
partly missing engine orders is dependent of engine speed (rpm). Various load conditions are
tackled via capturing at the specific sensor position mounted on the engine. Transfer functions of
sensor and shaker are considered as well

2Pure Data (Pd) is a visual programming language for creating interactive computer music and
multimedia works. Pd is an open source project with a large developer base working on new
extensions. It is released under a license similar to the BSD license. It runs on GNU/Linux,
Mac OS X, iOS, Android and Windows.
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Fig. 2.6 Block diagram of the engine order enhancement. Four 10th order low- and high-pass
filters extract the predefined orders from the accelerometer signal from the engine
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result in a low-frequency band-limited noise that can be further reduced with a
subsequent low-pass filter (denoise-stage).

Amplification of the individual engine orders takes places as depicted in Fig. 2.5.
Dynamic adaptation towards engine speed is tackled with the rpm signal from an
inductive voltage transformer mounted on the drive line and measured entries in a
table look-up scheme.

Playback in the passenger cabin mainly employs with the shaker at the firewall
and the in-car sound system. As loudspeakers, the 4 loudspeakers of the Fiat’s stock
in-car sound systems were used on an Alpine PMX F460 4-channel amplifier. The
shaker was a Sinuslive Buss-Pump II on a Raveland XCA-400 4-channel amplifier.

2.3 Resulting Sound

In Fig. 2.7, the measured spectra of a run-up under full-load condition are shown.
The upper spectrum (a) depicts the two-cylinder sound in the passenger cabin.
Spectrum (b), at the bottom, exhibits the resulting modified sound with active sound
generation in parallel.

A visual comparison of both spectra lets distinguish a significant enhancement of
the 2nd engine order at least within the important speed range from 1500 up to
3000 rpm.

Within this speed range the active sound generation causes an increased loud-
ness level. However, the resulting loudness trend over engine speed (rpm) is much
more stable and balanced (cf. Fig. 2.8). In addition, the resulting loudness trend
over engine speed much better fits to the intended four-cylinder target sound.

Fig. 2.7 Measured sound pressure spectra in passenger cabin. Spectra are normalized to the
corresponding engine order maxima and depicted sound pressure dynamic is limited to 50 dB.
Run-up under full-load condition (left) at the top, of examined two-cylinder gasoline engine (FIAT
500) without active sound generation and (right) at the bottom, resulting sound spectrum of
examined engine superimposed with active sound generation
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2.4 Experiment

2.4.1 Method

The implemented sound enhancement from the previous section has been evaluated
by 10 subjects. The subjects were asked to drive the test car at two different dates.
For both rides, the subjects drove the same two-cylinder car (FIAT 500), but for one
of the two tours, the four-cylinder sound was played back. However, the subjects
were not informed about the changes made to the car—solely active sound gen-
eration was activated or turned off. Conducted experiments partly took place at
public transport routes under normal road traffic conditions and at a special dedi-
cated test track. Although the subjects were asked to drive rounds on a test circuit,
only the way to the test circuit is considered for the analysis of gear shifts in the
following. This specific test design is caused by the fact that the driving behavior
under common conditions shall be investigated.

Arrived at the test side, the subjects had to perform a reduced AVL standard
drivability test procedure at the test circuit. Afterwards, the subjects were asked to
evaluate the car in terms of drivability and acoustical aspects (cf. Fig. 2.14).

2.4.2 Test Track

The route is presented in Fig. 2.9 and has a length of 16.1 km from which 4.5 km
are city roads and 11.6 km are outside the city limits. The vehicle speed over the
driven distance is shown in the subsequent Fig. 2.9 for all subjects. From the
CAN-bus of the car, the consumption, the vehicle- and the engine speed were
recorded as depicted in Fig. 2.10.

Fig. 2.8 Measured loudness
trend over engine speed for
both real two-cylinder sound
(black curve) and resulting
sound with active sound
generation mimicking the
target four-cylinder sound
(gray curve)
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Finally, after both tours, subjects were asked to fill in a general form about date
of driving licence, approved driving licence categories, driving experience (amount
of kilometres), driving performance per annum, ownership of a car (in case of
affirmation: brand, driving performance p.a., typical driving profile: city, country
side, motorway).

Fig. 2.9 The test track leads from AVL in Graz to the test circuit in Gratkorn. It has a length of
16.1 km [map from Google Maps: https://www.google.at/maps]
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2.4.3 Engine Speed at Gear Shift

Besides a subjective evaluation of the test persons, the driving test investigated if
the subjects shift into higher gears at lower rpm. Since no real time information
about the gear is available, the gear shift event (in regard to the fuel consumption:
only into higher gear) has to be detected over a discontinuity in the ratio between
the engine speed and the vehicle velocity. Figure 2.11 shows this gear-shift ratio
together with the normalized engine speed in rpm.

More interesting is the rpm-value at which the subjects shift into the higher
gears. Therefore, we determine the maximum engine speed in the last 2.5 s before
every gear-shift as sketched in Fig. 2.12.
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2.5 Results

For every subject and for every gear, these determined engine-speeds are compared
between the test drives with the two- and the four-cylinder sound. In the fourth gear,
there is a significant difference in the maximal engine speed between the two- and
the four-cylinder sound. Figure 2.13 shows that the subjects in median shift at about
260 rpm earlier into the 4th gear when driving with the four-cylinder sound. For all
other gears, no statistically significant improvement can be observed. This can be
explained because the first three gears are mainly used in city traffic, where gear
shifting depends on outer circumstances and the 5th gear has hardly been used on
this test track. The shift into the 4th gear however mainly depends on personal
decisions. The result of the test thus supports the hypothesis that the sound of the
car is a major indication for the gear shift.

The same tendency can be observed when examining the average engine speed
in each gear for individual subjects, cf. Fig. 2.14. The average speed in the 2nd and
4th gear decreases in the case of the four-cylinder sound. Moreover, subjects spent
more time in the 4th gear.

After both test drives, the subjects were asked to evaluate the car in terms of
drivability and acoustical aspects. The mean evaluation of all aspects is shown
in Fig. 2.15. For most aspects, no significant difference can be observed. However,
in all cases with significant differences, the car with the four-cylinder sound was
perceived as better. Especially the car interior noise was evaluated as better with a
p-value <0.01. It is notable that also the tip-in and tip-out are perceived as better
when driving with the four-cylinder sound, although no changes have been made to
the engine itself. This again emphasizes the importance of the engine sound for the
driving experience and that a four-cylinder sound is perceived as having better
quality than a two-cylinder sound.
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difference when subjects
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four-cylinder sound
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2.6 Conclusion

Three strategies were investigated to create a two-cylinder sound. In all strategies a
shaker at the firewall is used as additional sound source. The first strategy is to play
back synthesized combustion pulses, the second is to cancel the 1st engine order by
destructive superposition and the third is to enhance engine orders which empha-
sises a four-cylinder sound.
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For the first strategy, we recorded combustion pulses up to 3000 rpm in order to
extract template pules for the synthesis playback. However, for a single full-load
condition already 40 templates would be necessary to explain 90 % of the variations
in the combustion pulses. Moreover, to achieve perfect masking the played back
sound must fulfil temporally and locally constrains that can be hardly tackled at all
passengers positions nor in various realistic conditions at the driver position itself.

For the second strategy, it is important that the engine as well as the shaker on
the firewall create a homogeneous sound field in the car interior especially around
the position of the driver. We therefore measured the phase relation between the
shaker and specific positions in the car interior with a 24-channel microphone array
in a dimension of 50 × 30 cm. The phase deviations in the measured area are small
enough for the relevant frequencies (which are lower than 100 Hz). However, the
amplitude and phase relation between engine vibrations and the interior noise is not
consistent over different gears and loads. A mean amplitude and phase relation has
to be chosen since information about the current gear in not available in real time.
In some cases, this mean amplitude and phase relation leads to amplification instead
of a cancellation of the 1st order.

The more promising strategy of the four-cylinder sound enhancement has been
evaluated in a test scenario. Ten people drove a test track once with the original
two-cylinder sound and on a different date with the four-cylinder sound enhance-
ment without being informed about the changes made to the car. The subjects found
that the tip-in and tip-out responded better in the car with the four-cylinder sound
and they perceived the sound as better. The recorded rpm also show that the
subjects shifted into the 4th gear at a lower rpm with the four-cylinder sound as. For
the other gears, there are no significant differences between the rpm values because
the first three gears are mainly used in city traffic, where gear shifting depends on
outer circumstances and the 5th gear has hardly been used. The shift into the 4th
gear however mainly depends on personal decisions. The result of the test thus
supports the hypothesis that the sound of the car is a major cue for the gear shift.
Furthermore, the proposed active sound generation system will also improve the
driving comfort in case of automatic transmission with downsized engines.
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Chapter 3
Reducing Noise in an Electric Vehicle
Powertrain by Means of Numerical
Simulation

Barry James, Andreas Hofmann and Rik W. De Doncker

Abstract The noise performance of fully electric vehicles is essential to ensure that
they gain market acceptance. This can be a challenge for several reasons. Firstly,
there is no masking from the internal combustion engine. Next, there is pressure to
move to cost-efficient motor designs such as Switched Reluctance Motors, which
have worse vibro-acoustic behaviour than their Permanent Magnet counterparts.
Finally, power-dense, higher speed motors run closer fundamental frequency to the
structural resonances of the system [1]. Experience has shown that this challenge is
frequently not met. Reputable suppliers have designed and developed their “quiet”
sub-systems to state of the art levels, only to discover that the assembled
E-powertrain is unacceptably noisy. The paper describes the process and arising
results for the noise simulation of the complete powertrain. The dynamic properties
are efficiently modelled as a complete system and subjected to motor excitation
(torque ripple, electro-magnetic forces and rotor imbalance). Innovation in this
project comes from the speed of the modelling and analysis, so that analysis and
data interpretation comes early enough in a project to be effective in reducing the
noise problems. This contrasts with the approach of simulating problems that have
already occurred in testing. Actions to reduce the motor noise are explained and
identified. System dynamic response identifies the operating points in which dif-
ferent excitation mechanisms are most problematic and steps are taken to reduce the
dynamic response. Also, problematic conditions can be identified where innovative
motor control algorithms are necessary.
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3.1 Introduction

The long term targets for the automotive industry to reduce CO2 emissions provide
a substantial incentive to develop and manufacture electric and hybrid vehicles and
to bring them to the mass market, as opposed to producing niche vehicles for low
volume. For this to be achieved the new vehicle technologies need to appeal to the
wider market and satisfy all the quality aspects in current products.

Over recent decades, passenger cars have continually improved their noise, vibration
and harshness (NVH) performance through the development and implementation of a
range of methods for product design, analysis, development and manufacture.

In real terms, the price of vehicles has continued to fall while quality and
performance has increased. The price volatility and uncertainty of supply of rare
earth material makes Permanent Magnet Synchronous Machines (PMSM’s) less
attractive as a potential solution for mass production.

This combination of quality and price sets a high target for electric and hybrid
vehicles to match. In recent years many companies have looked to alternative motor
technologies, such as Switched Reluctance Motors (SRM’s) as a potential solution
to mass producing motors cheaply. Running a motor at higher speeds allows greater
power density, giving lower weight, smaller motor and lower overall cost.

However, SRM’s have worse vibro-acoustic behaviour, in that their current
waveforms are non-sinusoidal. This makes SRM’s have very high harmonic content
when comparing with standard rotating field machines. Also the radial forces which
mainly cause stator vibration are rather strong as torque is produced by reluctance
force and not Lorentz force. The harmonics are proportional to speed. High rota-
tional speed thus makes low order harmonics hit the structural resonances earlier.
Low order harmonics are usually quite strong, so that high speed provides an
additional significant challenge to the design of a suitable product.

3.2 Common Approaches to Simulation

Methods for designing quiet products has progressed substantially over the past
quarter century. The development of Computer Aided Engineering (CAE) tools
such as Multi-Body Dynamics (MBD), Finite Element Analysis (FEA) and
Multi-Domain Simulation tools have been developed. The intention is that the
dynamics of systems can be simulated and problems can be identified and solved
without having to manufacture hardware.

The excitation from the machine is mainly due to electro-magnetic forces. These
forces are usually calculated analytically [1] or numerically [2–5]. The numerical
approach is usually split into a software tool to discretely solve the differential
equations which describe the electrical machine and which accounts for the
geometry and the electromagnetic nonlinearities. The vibration response is that
provided by a 3D structural FEA or MBD.
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The state-of-the-art approach for vibro-acoustic simulation of the electrical
machine is a coupled co-simulation between the tool which calculates
electro-magnetic behaviour and the FE tool which determines the structural beha-
viour [6]. Hence, the structural FEA has to be solved in each time step. This makes
the approach time consuming and thus hardly possible for a complete powertrain.
Also full run-ups or even whole driving profiles are almost impossible. Using this
model to guide the design process and thus eliminate problems before they occur
cannot realistically be considered.

MBD packages and Multi-Domain Simulation tools are frequently used for time
domain simulations [7–10]. Again, the problem exists that the modelling and
analysis is too slow for the results to be useful in guiding the design process.

In its implementation in FEA, the natural frequencies and the dynamic response
of a system to a given excitation can be calculated [11–13]. It is now generally
accepted that to simulate phenomena whose excitation is inherently periodic (gear
whine, torque ripple, imbalance) it is more efficient to simulate in the frequency
domain [14]. The system is linearised and the loss of any non-linear behaviour is
more than offset by the speed of analysis and the improvement in interpretability of
the results. Transfer functions give an instantly interpretable indication of the
behaviour of the system across a wide range of speed conditions.

When simulating for natural frequencies and dynamic response, the definition of
the “system” often follows the division of responsibility within the design process.
The motor manufacturer will focus on the motor system and simulate the rotor
shaft, bearings, housing etc. The motor excitation of the torque ripple, radial forces
and rotor imbalance will be included. Likewise the gearbox manufacturer will focus
on the gearbox shafts, bearings, gears and housing, with the excitation coming from
the gear transmission error [11–13].

There are several problems with using generalist tools such as FEA and MBD
for the simulation of noise in complex systems. Firstly, modelling the system is
time consuming. The use of automeshing has alleviated this but this is really only
applicable to linear, homogeneous mechanical components such as shafts, and is of
little use in the modelling of non-linear components such as splines, gear meshes
and rolling elements bearings. These non-linear components indicate the second
problem, in that such modelling requires high levels of expertise, which is in short
supply and has a high associated cost in all corporations. Analysis times are long,
and the data can be difficult to interpret, which means that the process of analysing
the system, interpreting the results and iteratively searching for an optimised
solution is slow.

The result is that such NVH analysis is, at best, only applied to problems that are
identified during hardware testing and need resolving and not to the avoidance of
problems during the design process. Thus the original purpose of CAE is not
achieved.

The division of design responsibility can lead to problems. For example, torque
ripple is not usually in itself an NVH problem so long as the “system” consists of
the single shaft of a motor. However, once this is passed through the gear pairs this
torsional excitation is converted into radial excitation, leading to housing vibration
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and radiated noise. Some papers [15] have shown how modelling the motor alone
implies no problem with the motor noise, whereas including the full driveline
indicates a noise propagation mechanism for the torque ripple through the gearbox
housing. The risk is that this is only discovered once the prototype hardware is
assembled.

3.3 Simulation Methodology Used

The introduced methodology works in the frequency domain. It calculates the
eigenvectors and eigenvalues of the complete structural system of the powertrain.
From this, various analyses are possible from which a range of engineering
assessments can be made.

Transfer functions can be calculated between different points, giving rise to a
fundamental understanding of how the system behaves and why the system
responds in a particular way. The methodology makes use of the principle of modal
superposition in calculating the system response. From this the resulting vibration
due to a number of excitations and their harmonics can be calculated, and the
operating deflected shape can be viewed, to give the resulting vibration at any
frequency.

The key targets of this methodology are that (i) the speed of the process should
be such that the results are available within a time frame that they are useful for
making design decisions and (ii) the results can be interpreted easily so as to guide
engineering design decisions [16].

With regard to the electric motor, the excitation comes in the form of force
shapes that arise from the electromagnetic simulation. Details are given below
(Fig. 3.1).

Fig. 3.1 The force shapes that are derived from the electro-magnetic simulation are expressed as a
spatial Fourier series
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3.3.1 Electromagnetic Motor Simulation

The main objective of the electromagnetic simulation is to provide the force-shape
amplitudes for the modal superposition. Thus the model of the electrical machine
has to calculate the relevant forces in the machine and spatially decompose them
into the force shapes. These force shapes are the modal excitation of the structure’s
eigenmodes.

The forces which influence the acoustic behaviour of the machine are usually
radial force. The introduced method, however, works also for tangential and axial
forces. An SRM can be modelled as described in [2, 17]. The phase-voltage
equation

u tð Þ ¼ Ri tð Þþ dw tð Þ
dt

ð3:1Þ

is integrated by using a multi-domain simulation tool to solve it for the phase-flux
linkage w. R is the ohmic resistance of a phase and i is the applied current. The flux
linkage is used together with the rotor position h to calculate all kinds of forces such
as radial force FR h;wð Þ, torque T h;wð Þ etc. Their relation with position and flux
linkage is highly nonlinear but algebraic. Thus, it can be calculated in an electro-
magnetic FE preprocessing step and stored for online look-up in the simulation tool.
This step incorporates the geometry of the SRM and the material properties of the
used steel.

The time depending forces in the air gap (here, exemplary the radial force) can
be expressed as a Fourier series upon the spatial position a:

FR a; tð Þ ¼
X1

m¼�1
FmðtÞ � ej mað Þ ð3:2Þ

Fm is the complex Fourier coefficient of the force shape with the order m.
Experience has shown that only a few of the lowest-order force shapes actually
contribute considerably to the overall vibro-acoustic characteristics, so that the
series in (3.2) can be truncated when mj j is between 15 and 20 [4].

The resulting force shapes Fm vary with time. Thus, a temporal Fourier analysis
is performed to determine the excitation Fm xð Þ of the respective mode with order m.
This excitation has to be weighted by the vibration response of the respective mode
shape m of the drive-train structure [4].

The eigenvectors of the motor present a challenge since the laminated stack and
windings do not behave as isotropic materials that can be easily modeled. Some
people have sought to deal with the anisotropic behavior of the stack [1], and the
author has used this approach in the past in an attempt to match simulation and test
data, but the result was unconvincing.
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Others take the view that the principal behaviour of the motor that is being
studied are vibration shapes in the 2D plain of the motor and these two space
directions are isotropic.

In this instance, the full 3D motion is considered as the motor is part of the full
drivetrain system. The method used is to simulate the stator as a solid body with
reduced mass density and reduced Young’s modulus. These are reduced by the
so-called stacking factor which is the ratio between steel (normal electrical silicium
steel) and insulation coating. This factor depends on the width of the steel sheets
and in this case is about 0.96.

The coils can be modelled as solid copper bodies but with reduced mass density,
as there is insulation material and most importantly air between the windings. It is
difficult to claim that the copper bodies add any stiffness, so if they are to be
included then they are done so only as an additional mass.

Recent work that compares test and simulation results on a SRM has shown that
good correlation can be achieved even when the copper windings are ignored,
hence this is the approach that was used here.

3.3.2 System Response

The force shapes are applied as excitations to the drivetrain structure and the
dynamic response found using the principle of modal superposition.

Once the motor excitation has been calculated it can be applied to a dynamic
model of the system to calculate the system response and hence surface vibration
and radiated noise.

The frequency of the excitations vary. Maximum motor speed sees imbalance at
400 Hz (once per revolution) and Mode 6 Force Shape at 19200 Hz (48 cycles per
revolution). It is true that all simulation methods struggle to maintain accuracy at
high frequency levels and the author is well aware of these limitations from a wide
range of practical projects. Discussions with other experts have led to the opinion
that “we all face the same limitations in physics”.

Nonetheless, the approach is still valid for the purposes for which it was
intended. At this stage of the design the aim is not to produce the perfect simulation,
rather to indicate the major problems, identify the best performing layout and
provide guidance to the design team on vibration reduction. This approach to
simulation is applied to a wide range of methods and have been embraced by
industry experts who espouse “Failure Mode Avoidance” rather than perfect
simulation.

Within the context of this design project it is better to understand the principal
noise generation mechanisms and reduce them, rather than to proceed to proto-
typing in ignorance of what the vibration peaks may be.
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It has been established that it is important to model the full system. In this case
this means not just the motor but the gearbox components and housing, mounts,
driveshafts and power electronics housing. This way an understanding of the full
system response can be derived and it is possible to avoid the problems that have
arisen from simulation of the separate sub-systems [15].

For the system modelling, a proprietary design and simulation package for
drivelines is used to efficiently model the shafts and bearings of the gearbox and
motor, the gears, mounts, driveshafts, stator and the housing of the gearbox, motor
and power electronics.

Details of the modelling and analysis method have been covered in many pre-
vious publications [14, 16, 18, 19]. Like many FEA based approaches, the method
involves multiple, coupled shaft systems, with a linear model used to derive mode
shapes that are forced in the frequency domain. The housing is efficiently included
by taking an FEA model of the housing and performing a dynamic condensation
using Craig-Bampton modal reduction. Component Mode Synthesis is used to link
the reduced dynamic model of the housing to the dynamic model of the internal
components [20].

The key difference with methods based purely on generalist FEA packages is
that specific algorithms are used to calculate the stiffness of the non-linear com-
ponents such as rolling element bearings, gear meshes and splines, leading to
solution times that are many times faster. Tailor made post-processing routines
facilitate the interrogation of the analysis results.

Accuracy of this method has been proven in many projects over the years and
has been proven for EV applications [4]. Implementation within OEM’s has shown
that the time for NVH modelling and simulation can be reduced by 80 % compared
to generalist FEA tools [18]. It is this speed of analysis and interpretation that is so
important if NVH simulation is to assist the design process (Fig. 3.2).

Fig. 3.2 Comparison of test and simulation results for vibration for an EV powertrain [4]
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3.4 Candidate Project for Practical Implementation

The key innovation described in this paper is not that noise of the powertrain can be
simulated, but that it can be simulated in a timescale that allows performance
improvements to be achieved within the timescales and constraints of an active
design project.

In this instance the design project is ODIN (Optimized electric Drivetrain by
Integration), an FP7 funded project which is led by Bosch for the design of a highly
integrated electric vehicle driveline that will be installed into the Renault Zoe.
Details of the project can be found on the public portal [5].

At the outset of the project the key innovation targets were:

• Use of high speed SRM (up to 23000 rpm)
• High degree of integration between the motor and the gearbox
• Single lubrication/cooling system for the whole drivetrain
• High efficiency gearbox, optimised for NVH

The project deliberately set out to move into unknown territory with regard to
motor speed etc. in order to create a design that would challenge what is conven-
tionally accepted as standard practice. In doing so, it places a substantial require-
ment on designing for low noise, and with it the need to simulate, identify and
minimise noise within the timescales of a standard design process.

3.5 Initial Simulation: Concept Design

The project set out to simulate the noise characteristics of the driveline at the very
earliest opportunity. It was known that the gearbox arrangement would affect the
propagation of motor noise to the outside, so in selecting the gearbox layout and
even defining the bearing positions, dynamic simulations were carried out to
understand the system behaviour.

At this stage unit excitations were used, so as to understand the system beha-
viour. This included torque ripple, radial forces and imbalance from the motor and
transmission error from the gears. Representative values for each were collected
from specialists amongst the project consortium, based on their past experience.

The representative unit excitation values were not the actual values, since the
gears and motor were yet to be defined in sufficient detail for the actual excitation to
be calculated. Nonetheless, they were sufficient since the project was not, at this
stage, aiming to give an absolute prediction of the vibration. Rather, it was aiming
to understand the system response, guide design improvement and compare one
layout with another (Fig. 3.3).

The complexity of this process needs to be highlighted. At this stage of the design
process there is no housing, so no value of surface vibration or radiated noise can be
calculated. The approach used here was to calculate the total sound power transmitted
through the bearings and use this as ametric in guiding the concept selection (Fig. 3.4).
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The analysis team needed to check that this approach was valid, so an existing
EV driveline (in production, complete with housing) was subjected to the same
analysis method. A model of the internal components, equivalent in detail to the
concept model in ODIN, was created and the same analysis applied. The results for
the total vibratory power through the bearings for the simple model was compared
to that for the original model, complete with fully detailed housing design
(Fig. 3.5).

Fig. 3.3 An example of the initial dynamic simulation, to illustrate the level of model complexity
used in selecting the concept for dynamic performance

Fig. 3.4 The full model of the production E-Powertrain that was used to verify the method of
simulating the dynamics of the internal components for concept design
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After careful development of this method it was confirmed that this simplified
method was able to give results that were satisfactorily similar to those from the
analysis of the fully detailed design.

3.6 Intermediate Simulation: Concept Selection

Once the concept layout for the rotating components had been selected, there was
still the decision as to how the driveline and power electronics were to be assembled
into the vehicle. Two options were identified, referred to as “T” and “L” layouts
(Fig. 3.6).

Naturally, it was not possible to fully design a housing for both layouts; the
project timing required that the choice had to be made without either design being
fully modelled. Therefore, a simple, representative housing was modelled for both
structures and the system simulation carried out.

This time the simulation was more involved. The driveline mount stiffnesses
were included and the assessment was made based on total structure borne vibra-
tion, measured at the mounts, and by summing the housing kinetic energy, which is
indicative of the total radiated noise. The same excitations were used as in the initial
simulation (Fig. 3.7).

Fig. 3.5 Comparison of the system response to unit excitation for (i) the model of the internal
components alone and (ii) complete system model (see Fig. 3.4) to verify that the simulation of the
internal components was giving valid guidance

Fig. 3.6 Definition of “L” and “T” driveline layouts
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The simulation was carried out using representative values of excitation. It was
possible to identify which concept had the best fundamental dynamic behaviour.
For the selected concept, it was possible to compare which noise mechanism
(torque ripple, radial forces etc.) was most significant at each speed and also
identify the problematic modes of vibration, associated with the peaks. Figure 3.8
shows the response for the different excitation sources, each of which have different

Fig. 3.7 System model for
the “T” Layout, showing
simple housing model and
mount locations

Fig. 3.8 Vibration response to representative unit vibrations across the full speed range, for all
vibration sources
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frequencies. The frequency excitation at maximum motor speed varies from 400 Hz
for imbalance to 19.2 kHz for Mode 6 Force Shape, 48 cycles.

Feedback was given to the design team to change the housing design so as to
minimise these modes of vibration.

This feedback is commonly given in the form of animated Operating Deflected
Shapes (ODS) of the vibration. A screen shot of one such animation can be seen in
Fig. 3.9. The complex vibratory motion of the end face of the motor housing, at the
far right end of the model, was predicted by the simulation of the compete pow-
ertrain structure and it is known that this matches the experience of engineers who
have worked on previous motor design projects. As well as providing feedback to
the design process for the application of ribs in this area, this indicated that the
system simulation was matching the test data from previous projects.

3.7 Detailed Simulation: Housing Design

The housing design was developed for the selected concept, with the structure
modified and ribs applied to reflect the feedback from the intermediate simulation.
The updated housing design was included and the system model and the reduction
in vibration compared to the original design observed.

Figure 3.10 shows the vibration results for the Mode 0 Force Shape, 36 cycles,
across the speed range. It shows that the levels of predicted vibration have

Fig. 3.9 Screen shot of the animation of the operating deflected shape (ODS) for the key vibration
peak, Mode 0 Force Shape, 36 cycles per revolution
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significantly reduced and thus the specific intention of the design-analysis-redesign
iteration has been achieved.

It is true to say that some reduction would have occurred without such guidance
from the intermediate simulation, since the concept housing has no ribs and the final
housing does. However, it is better to design the housing with knowledge of
guidance on likely noise problems rather than have to design in ignorance of where
such problems may occur.

3.8 Further Simulation: Refinement

The final stage of using this simulation was in the refinement of the design. The
vibration from all major sources, including harmonics, was be inspected and
compared across the speed range.

Not all vibration results improved between the intermediate and detailed models.
New peaks appeared and it was possible to inspect why these occurred.

Figure 3.11 highlights an area of the structure that is particularly active in
response to Mode 6 Force Shape, 24 cycles. The main area of activity is where the
oil tank is to be located for the dry sump system, an area that did not exist in the
intermediate model. This issue was highlighted to the design team who were able to
consider mitigation steps in this particular area for the final design.

Up to this point, the system response was calculated due to representative unit
excitations, irrespective of speed and load. Now the detailed design of the

Fig. 3.10 Comparison of
vibration due to mode 0 force
shape, 36 cycles, between
intermediate and detailed
models, showing reduction
achieved through targeting
specific vibration behavior
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components that cause the excitations (motor, gears) was complete, more accurate
values for the excitation, dependent on speed and torque, could be applied.

Thus, feedback can be given to the design of the components that cause the
excitation—the peaks due to gear transmission error could be identified and care
could be taken to design the gear micro-geometry to minimise transmission error at
these load conditions. Similarly for the motor, the problematic modes of excitation
that existed were targeted and the control strategy was designed with the specific
intention of eliminating these peaks.

Automotive-size SRMs usually suffer from two particular radial mode shapes.
One has the same order as the number of poles within one phase, because the radial
force is highly concentrated at the poles and discretely pulls the stator together
there. The second shape is the so-called “breathing mode” with the order m ¼ 0.
This eigenmode is an exception. As its corresponding force shape is uniform upon
the air-gap position a, this mode is excited by the superposition of all phase forces.
This is very similar to the more familiar tangential excitation which we call “torque
ripple”. The two excitations are the same besides their direction.

The well-known Direct Torque Control [21] approach tries to produce smooth
torque to overcome the effects which are cause by torque ripple. Direct
Instantaneous Force Control does the same regarding overall radial force [22]. It
controls the overall radial force smoothly and thus keeps force shape zero constant
in time, i.e. F0 tð Þ ¼ const: The design of the machine can be chosen so that mode 0
is the main noise source within the machine by choosing the number of pole pairs to

Fig. 3.11 Vibration due to mode 6 force shape, 24 cycles. An example of a new area of concern
that has arisen in the transition to the detailed model, and which is being targeted through further
design optimisation
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be sufficiently high [30]. DIFC thus has the potential to eliminate this main noise
source without any additional hardware expenses.

Hysteresis current control is quasi-standard to control SRM’s. It produces a
considerable ripple in the overall force signal. In comparison, DIFC promises to
significantly reduce mode-0 borne noise. Table 3.1 shows the simulated reduction
of force-shape 0 in a few operating points.

21 Nm is the most often used torque in the load cycle of the investigated
machine. 110Nm is the maximum overload torque. 5,000 rpm is a typical
low-speed operating point and 8,000 rpm is the corner point. 12,500 rpm is where
the 36th cycle hits the mode-0 resonance. The 36th and 72nd cycle are the most
prominent mode-0 excitations for this kind of high-speed motor. 12,500 rpm is
relatively high speed such that the machine can only produce 50 Nm in this
operating point.

The simulation results in Table 3.1 assume perfect knowledge of machine
parameters. They thus have to be understood as best-case approximation. However,
parasitic effects as the switching of the inverter or current sensors have been taken
into account. Even though parameter uncertainty degrades would degrade the
benefit of DIFC a little, these results underline the potential of DIFC to basically
eliminate mode-0 borne vibration.

Other mode shapes, however, stay fairly untouched such that other noise sources
than mode 0 can be assumed to be equivalent to the case with standard control.

Nevertheless, the control strategy exhibits rather high torque ripple. While this
may not be a problem in the machine, it can cause significant noise due to prop-
agation through the structure of, say, the gearbox [15]. This issue can easily be
investigated by means of the proposed vibro-acoustic simulation method. The
control only has to be implemented in the electromagnetic motor simulation and the
rest has to be performed as described above.

The graph shown in Fig. 3.8 shows that at low speed the torque ripple is
represents the highest vibration source in terms of its contribution to structural
vibration, but is less significant at higher frequencies. The insight from this system
simulation is used to guide the development of the motor control and indicate what
method should be applied to which speed range.

Table 3.1 Excitation reduction by DIFC compared to standard control

21Nm 110=50Nm

36th cycle 72nd cycle 36th cycle 72nd cycle

5,000 rpm −36 dB −26 dB −44 dB −23 dB

8,000 rpm −31 dB −22 dB −28 dB −27 dB

12,500 rpm −24 dB −14 dB −22 dB −15 dB
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3.9 Initial Testing

At the time of writing some initial testing of the motor as a stand-alone unit had
been carried out and some initial data is becoming available. This did not allow a
full assessment of the methodology for simulating the system dynamic response
since this would require the gearbox to be included. However, it was possible to
compare the vibration for different control strategies.

At 21 Nm and 6000 rpm, an attenuation of −22 dB was achieved on 72nd cycle
vibration by using DIFC compared to standard control. This compared to the
original predicted attenuation of −26 dB at 5000 rpm.

At 21 Nm and 12000 rpm, an attenuation of −14 dB was achieved on 36th cycle
vibration by using DIFC compared to standard control. This compared to the
original predicted attenuation of −24 dB at 12500 rpm. It is believed that the
reduction at higher speed is compromised a little since control quality suffers at the
high speed than in the simulation.

3.10 Outcome

At the time of writing the paper, the full drivetrain had not been manufactured and
so the success of this methodology for reducing the dynamic response has not been
completely verified. Indeed, perhaps the success or otherwise of the method cannot
be fully verified since it will never be known what the performance would have
been without it.

However, it has been shown that at successive stages of the design process the
predicted peak levels of vibration have been systematically targeted and reduced. In
itself, this represents a development that goes beyond what has been previously
achieved.

The full process can be represented with regard to the V-model for system
design and development which is commonly used as a reference frame across
industry. It can be seen that we are targetting insight at all points in the design
process (the left hand part of the “V”), when it is cheaper and easier to fix, rather
than wait until the bottom of the “V” or, worse, until the end of the development
phase when the full powertrain is finally assembled (Fig. 3.12).

It is recognized that the most effective use of CAE is in the prediction and
prevention of problems, yet previously the process of NVH simulation has been too
slow to do this and it has been limited to correlation and elimination of problems
(once they have already occurred). This is a significant change in approach and one
that can significantly assist EV powertrains in achieving the level of design
refinement required to make them acceptable to the mass market.
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3.11 Summary

The development of CAE tools has often focused on achieving greater capability of
simulation. The belief is that by modelling and analysing the world with greater
levels of precision, greater insight will be achieved and CAE will achieve its goal of
engineering better products.

However, the risk is that by targeting greater precision, the modelling and
analysis process becomes too slow and the results too difficult to interpret.
Engineering insight is lost and the results are not available in time to inform the
design process.

This paper demonstrates that by using the correct analysis tools, and by creating
the right model at the right time, it is possible to simulate the noise from motors and
to systematically target noise reduction during the design process. This represents a
significant change from the approaches used to date and directly targets the aim of
CAE—the engineering of better products.
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Chapter 4
Cylindrical Nearfield Acoustical
Holography: Practical Aspects
and Possible Improvements

Matteo Kirchner and Eugenius Nijman

Abstract This chapter discusses Nearfield Acoustical Holography (NAH) for the
characterization of cylindrical sources. Cylindrical NAH is an experimental air-
borne characterization technique, and it is suited for any type of cylindrical source.
NAH allows to evaluate sound intensity, pressure level and particle velocity.
Practical aspects of Nearfield Acoustical Holography such as positioning error,
measurement noise, hologram distance and measurement aperture are investigated
and discussed with the aid of numerical examples. Moreover, a technique referred
to as compressive sampling (CS) is discussed, aiming to reduce the number of
sensors required by the classical NAH in the high frequency range.

Keywords NVH � Cylindrical NAH � Holography � Acoustics � Airborne noise �
Compressive sampling

4.1 Introduction

This chapter deals with Nearfield Acoustical Holography (NAH) in cylindrical
coordinates, which is an experimental method to characterize a cylindrical airborne
sound source. Cylindrical NAH deals with a hologram, which is a set of mea-
surements of the sound field in discrete positions on a cylindrical surface around a
source. The methodology is generic and can be applied to any cylindrical source.
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NAH is based on a two-dimensional decomposition of the hologram in spatial
Fourier components (wavenumber space, or k-space) [1]. This implies an equally
spaced microphone lattice and a dependence on the Nyquist–Shannon sampling
theorem, leading to an overwhelming amount of microphones in the high frequency
range, limiting the practical application of this method. Moreover, increasing the
amount of microphones may modify the sound field around the source (because of
the wave-microphone interaction). In a recent publication [2] compressive sampling
(CS) has been suggested as a potential solution for this problem. In fact, NAH with
compressive sampling has been reported to increase the high frequency limit using
less transducers. The formulation of NAH with CS is presented and explained here,
together with a few comments about its applicability.

This chapter is structured as follows: first, the classical NAH approach is
introduced, followed by the description of the numerical test case that will be
adopted to explain a few practical aspects, such as measurement aperture, posi-
tioning error and measurement noise. Next, holography is reformulated such that
compressive sampling principles can be applied. Finally, a few concerns with
regard to the applicability of compressive sampling to NAH will be outlined.

4.2 Cylindrical Nearfield Acoustical Holography

4.2.1 NAH Formulation

Cylindrical Nearfield Acoustical Holography consists in the following four steps:

1. Measurement of the pressure (or alternatively the particle velocity [3, 4]) on a
grid of points on the cylindrical hologram surface. The work presented here
deals only with pressure transducers, due to their larger availability and lower
price.

2. Computation of the spectrum through a spatial transform, which gives a
wavenumber space (k-space) description of the original distribution.

3. Multiplication of the spectrum by an inverse propagator for the reconstruction of
the pressure- or velocity-distribution on the target surface. If the target surface
corresponds to the source surface, the source velocity distribution may be
obtained. Only the reconstruction of the surface velocity distribution is addressed
here.

4. Back transformation to the real space.

The details about NAH can be found in the book of Earl G. Williams [1]. NAH is
prone to instability because of the presence of evanescent waves. In fact, for planar
geometries the evanescent waves decay exponentially, while exponential and power
law decays are observed for cylindrical and spherical geometries. Those behaviors
lead to an ill-posed inverse problem, where they turn into exponential-like ampli-
fications causing the “blowing up” of the noise and inaccuracies contained in the
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measured data. A regularization procedure needs therefore to be applied in order to
stabilize the solution. Among the available regularization methods (generic mathe-
matical tools [5–7] and applications to holography [8]), Tikhonov regularization has
been applied to the simulations presented here [9].

NAH can be formulated as a single matrix expression. First, let us consider the
forward problem shown in Eq. (4.1) [8], where p is the spatial pressure distribution
at a given frequency, that is, the pressures measured in the discrete hologram points,
and w is the velocity distribution on the source. H is built from a diagonal matrix
G containing the direct propagators of each k-space component, pre-multiplied by
an inverse DFT matrix F−1, and post-multiplied by F as shown in Eq. (4.2).

p ¼ Hw ð4:1Þ

H ¼ F�1GF ð4:2Þ

The inverse problem is shown in Eqs. (4.3) and (4.4), and follows from Eq. (4.1).
Rα is the Tikhonov regularized inverse, which depends on the regularization
parameter α. The superscript H denotes the Hermitian matrix (conjugate transpose).
Note that if α = 0 (no regularization), Rα is simply the pseudo-inverse of H.

w ¼ Ra � p ð4:3Þ

Ra ¼ ðHHHþ a � IÞ�1HH ð4:4Þ

Among the several methods to seek the value of α that best regularizes Rα, the
generalized cross validation (GCV) offers a way to get to a very accurate solution
without the need to know the variance of the noise of the system [5, 8, 9].

It is, however, important to emphasize that the GCV scheme is not able to
stabilize the problem if the noise components contaminating the measurement data
are highly correlated [5].

4.2.2 Description of the Numerical Test Case

A numerical test case has been built in order to investigate practical aspects of
cylindrical NAH. It consists of a set of acoustical monopoles which are positioned
on a cylindrical grid inside a virtual source surface (Fig. 4.1). The source surface
consists of a superellipsoid with smooth, almost cylindrical shape. It has a length
l = 0.3 m and radius a = 0.12 m [9]. The volume velocity distribution of the
monopoles was chosen in order to obtain the frequency independent source surface
velocity distribution presented in Fig. 4.2. For this purpose, the “Source Simulation
Technique” [10] was used. The sound pressure in any position of the radiated field
is obtained by straightforward superposition of the monopole fields.
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Figure 4.3 shows the hologram, i.e., a set of discrete measurement points on a
concentric cylindrical surface enveloping the source. Unless otherwise stated, the
length of the hologram is set to 1.5 times the length of the source, and the distance
from the hologram to the surface of the source is d = 0.05 m [9]. Moreover, the
spatial sampling is chosen in such a way that the unwrapped mesh presents a similar
microphone spacing in the two directions (longitudinal and circumferential sam-
pling Δ ≈ 0.05 m). Under these spatial sampling conditions, the frequency limit set
by the Shannon sampling theorem yields (in air, where the speed of sound is
c0 ≈ 343 m/s):
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f ¼ c0
2D

� 343
2 � 0:05 ¼ 3430Hz ð4:5Þ

A finer lattice can be designed if higher frequencies have to be taken into
account. However, increasing the amount of microphones may modify the sound
field around the source (because of the wave-microphone interaction). Moreover,
the data acquisition system may become much more expensive due to the higher
number of channels required. These aspects have to be taken into account when
designing the microphone antenna.

To show the effects of the regularization, a small error of zero mean and standard
deviation σ = 0.25 dB was added to the simulations. Figure 4.4 shows the effect of
the regularization procedure on the surface velocity reconstruction along the z axis
at θ = 0.29 rad and along the circumference at z = 0 m. The graphs include the
velocity distribution created by the acoustic monopoles (dashed green line), that the
NAH algorithm seeks to reconstruct. The dotted blue line refers to the backprop-
agation without any regularization, while the solid blue line illustrates the regu-
larized procedure. The velocity level (VL) is expressed in dB according to the
formula of Eq. (4.6), where vref = 5 ∙ 10−8 m/s.

VL ¼ 10 � log10
v2

v2ref

 !
ð4:6Þ

-0.1
0

0.1

-0.1

0

0.1

-0.2

-0.1

0

0.1

0.2

x [m]y [m]

z 
[m

]

Fig. 4.3 Source surface
(green points) and hologram
surface (blue stars)

4 Cylindrical Nearfield Acoustical Holography … 51



The results obtained without regularization are far from being accurate, while
the situation completely changes with the regularization. In particular, a good
reconstruction of the velocity distribution is observed in the region of the source
(between the vertical dotted black lines in Fig. 4.4).

Figure 4.5 shows the spatially averaged square error (ε) of the hologram portion
corresponding to the source, for a frequency range from 10 to 3010 Hz, with
100 Hz step. ε is defined in Eq. (4.7), where v0 represents the actual source velocity.
The superscript line indicates spatial average.

e ¼ 10 � log10
v2

v20

 !
; ð4:7Þ

At high frequencies, the wavenumber spectrum components exceed the noise
and regularization is not necessary, but at low frequencies the low-pass k-space
filter introduced by the regularization proves absolutely necessary and gives
excellent results.
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Fig. 4.4 Effect of the regularization procedure on the surface velocity reconstruction along the z
axis at θ = 0.29 rad (top) and along the circumference at z = 0 m (bottom). Legend: real velocity
distribution (dashed green), NAH not regularized (dotted blue), NAH regularized with Tikhonov
and GCV (solid blue). The graphs refer to f = 1010 Hz. The vertical black lines in the top figure
help to visualize the geometry: the dotted lines represent the spatial limits of the source, while the
solid lines are the longitudinal spatial limits of the hologram
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4.3 Practical Aspects of Cylindrical Holography

4.3.1 Hologram Length and Hologram Distance

Considering the case of cylindrical holography, an ideal example that lacks any
disturbing element cannot be treated, due to the spectral leakage in the longitudinal
direction.

The hologram is closed circumferentially, and an infinitely long periodic signal
can thus be recognized along this coordinate. The same concept does not apply to
the longitudinal direction, where the DFT creates an infinite series of replicated
measurements that extend longitudinally the hologram introducing backpropaga-
tions errors.

In order to limit the influence of this phenomenon, the hologram has to be
sufficiently long and sufficiently close to the surface of the source, to keep the
replicated sources far from the real source. It is consequently important that the
microphones which are located nearby the two ends of the hologram measure a
much lower pressure than the ones in the central part. On top of this, the hologram
distance has to be set as small as possible also in order to detect the exponential
decaying evanescent waves. A distance of 5 cm has been chosen here.

Figure 4.6 shows the influence of the hologram length, for a fixed hologram
distance and spatial sampling. The curves of the holography error oscillate within
2 dB at low frequency, and become very small above 1700 Hz. As expected, the
gray dash dotted line, corresponding to the shortest hologram, leads to the highest
error. Since the results of holography performed with a length of 1.5 and 2 times the
length of the source are accurate and comparable (solid lines), the first length has
been selected as a good choice, limiting the number of microphones.
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4.3.2 Hologram Positioning Error

In practice, it is possible to create a hologram through either a static microphone
array or a single sensor moved by a robot (or alternatively placed manually on a
grid), provided that the field is stationary. For both techniques, a certain level of
accuracy characterizes the position of the transducers. In the present work,
stochastic and systematic positioning errors are distinguished and discussed.

Stochastic errors are due to the accuracy that can be achieved while aligning the
acoustic center of the pressure transducers with their theoretical positions on the
holographic lattice. This type of error can be effectively corrected by a regular-
ization algorithm.

Furthermore, systematic errors add to the above-mentioned stochastic uncer-
tainty, and consist of centering and alignment errors of the global array as well as its
deviation from the circular cross section. Unfortunately, Tikhonov regularization is
not able to filter this type of error [5].

First, some simulations aim to show how much stochastic errors influence the
reconstruction of an acoustic source. Figure 4.7 shows the spatially averaged square
error for a positioning inaccuracy with normal distribution and standard deviations
σxyz = 2, 4, 6, 8 mm on each Cartesian axis. The error introduced by the highest
inaccuracies (6 and 8 mm) starts deviating from the first two cases at approximately
1700 Hz. This trend is justified by the fact that a given positioning error has a
stronger influence on a shorter wavelength. Nevertheless, the holography together
with the regularization procedure gives excellent results, with a spatially averaged
square error within 3 dB.

Further simulations have been carried out to investigate the effects of three types
of systematic error, i.e., a global translation of the entire array of 5 mm in all the
three Cartesian axes (Fig. 4.8a), an angular misalignment of 0.01 rad of the lon-
gitudinal hologram axis (max displacement of 5 mm, Fig. 4.8b), and a stretching of
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Fig. 4.6 NAH spatially
averaged square error for five
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Fig. 4.8 Schematic representation of the systematic errors. Ideal geometry (dotted) and geometric
error introduced (solid)
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the circular cylinder section to an oval section (max displacement of 5 mm,
Fig. 4.8c). A further simulation has been carried out for the sum of all those
systematic errors. Figure 4.9 shows the results. As reference, the case of Fig. 4.5 is
also included in the graph.

In general, the errors introduced by this type of inaccuracies are very small or
can even be neglected. The magnitude of the error that it introduces in the problem
usually does not reach critical values.

4.3.3 Hologram Measurement Noise

Two further causes of noise are discussed here. First, environmental background
noise may influence the measurements. Even if it is possible to limit the effect of a
disturbing source by isolating it or by calibrating the measurement system, a certain
amount of noise will always be present. An acoustic source located outside the
holographic lattice may introduce a spatially correlated error which cannot be fil-
tered by the regularization. An example is a wave reflection on a wall. To avoid this
disturbing element, free-field conditions are needed. These can be achieved in an
anechoic room, where a very high signal-to-noise ratio (SNR) is expected and the
influence of an external source such as the ventilation system is extremely low.

The second aspect is related to the electronic noise of the measurement chain.
A set of simulations has been performed to investigate this type of noise, showing
that the Tikhonov regularization can effectively filter it (it has a spatially uncor-
related shape with an extremely low magnitude).

A further scenario that investigates practical aspects of cylindrical NAH is
discussed in Ref. [9]. It refers to the effect of sources which are located on the end
shields of the cylinder, and cannot be reached with the backpropagation of a
cylindrical contour.
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4.4 Possible Improvements: NAH with Compressive
Sampling

Promising results have been published with regard to compressive sampling
(CS) applied to NAH with the aim to reduce the number of microphones without
affecting the quality of the reconstruction [2]. Compressive sampling—sometimes
also referred to as compressive sensing, compressed sampling or compressed
sensing—is a well known scheme in the field of audio and image processing. This
technology allows to slim down data at the source. Compressive sampling wants to
directly acquire the minimum amount of data which is needed to fully represent the
signal, while in other cases (e.g., in digital photography) a huge amount of data is
acquired and immediately compressed in order to fit in a storage drive.

CS is based on a concept referred to as signal sparsity, i.e., a signal can be
represented (fully or in an approximate way) by just a few components belonging to
a certain space. This space is referred to as dictionary, and its components are the
so-called basis functions or atoms.

Signals are compressible, i.e., they are well approximated by sparse vectors,
when they have a sparse representation in some domain [11–13]. The problem is
then to represent a signal in that specific domain and keep only the relevant
non-zero elements (the sparser the solution, the better the compression). A simple
overview on compressive sampling can be found in [13].

According to the notation that has already been introduced while describing the
classical NAH procedure (see Sect. 4.2.1), here the formulation of holography with
compressive sampling is given [14].

Formally, the only difference is in the definition of the source velocity distri-
bution w, which is shown in Eq. (4.8). Matrix D represents a dictionary of basis
functions (atoms), and α is a complex column vector containing the coefficients of
those basis functions.

w ¼ Da ð4:8Þ

Dictionaries may be overcomplete [15], meaning that the signal description
expressed by Eq. (4.8) is not unique, i.e., one basis function can be represented by
other basis functions. Mathematically, this corresponds to a non-orthogonal
dictionary.

There exist many candidates for building a dictionary for compressing sampling,
such as Fourier basis functions, wavelets, chirplets [15]. The crucial point is that the
dictionary has to be able to sparsify the signal, i.e., only a few atoms should (fully
or in an approximate way) describe the signal. Therefore, α should be sparse. The
reason why signal sparsity is a crucial aspect in CS will become clear later.

The compressive sampling formulation for NAH is given in Eq. (4.9), and was
obtained by substituting Eqs. (4.2) and (4.8) in (4.1).
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p ¼ F�1GFDa ð4:9Þ

It is important to understand the structure of each component of Eq. (4.9). The
easiest way is to rewrite it highlighting its structure and writing explicitly the matrix
sizes, as shown in Eq. (4.10).

pf g
m�1

¼ Finv½ �
m�l

G½ �
l�l

F½ �
l�l

D½ �
l�n

af g
n�1

ð4:10Þ

Here follows the description of each term of Eq. (4.10):

• {p} is a column vector of length m containing the measurements, sampled in
space. It consists of complex numbers, since each measurement point carries the
frequency domain information at a frequency step. The measurement points may
or may not be regularly spaced. A randomly spaced hologram helps to capture
the high frequency information with fewer measurements in comparison to the
number imposed by Nyquist–Shannon sampling theorem [2].

• {α} is a column vector of length n with the complex coefficients of the basis
functions. It should be as sparse as possible, in order to allow fewer measure-
ment points in comparison with classical NAH. The reason for this is that there
is a relationship between sparsity and required number of measurements [12].

• [D] is the dictionary. Its columns are the n basis functions (atoms). Each
basis function is evaluated on a set of l regularly spaced points. The choice of
l determines the number of spatial Fourier components that will be propagated
through [G]. The finer the sampling, the higher the number of (evanescent)
components taken into account.

• [F] is a square matrix that applies the two-dimensional Fourier transform
(2D-DFT) to the basis functions.

• [G] has the same size of [F]. It is a diagonal matrix containing the (complex)
propagators related to the corresponding Fourier components. The propagators
are defined here for the forward problem (exterior problem), i.e., the propagation
goes from the source to the (cylindrical) surface on which the hologram is
located.

• [Finv] cannot anymore be computed by inverting [F], as it was in Eq. (4.2). This
is because it may not be square anymore (typically, m < l). Moreover, it may be
evaluated on a set of randomly spaced points, accordingly to the m measurement
positions.

Equation (4.9) can be rewritten in a more compact version, which highlights the
measurements vector p, the (sparse) complex coefficients vector α, and a transform
matrix A between them:

p ¼ Aa; ð4:11Þ
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where

A ¼ FinvGFD: ð4:12Þ

Since the general aim of compressive sampling is to reduce the number of
measurement points, there will always be more basis functions than measurement
points, i.e., n > m. Consequently, the system described by Eqs. (4.9) and (4.11) is
underdetermined, i.e., there are there are fewer equations (measurement points)
than unknowns (basis functions).

In order to reconstruct the signal, Eq. (4.11) has to be inverted and computed.
The solution has then to be inserted into Eq. (4.8) to obtain the velocity distribution.

Since Eq. (4.11) is an underdetermined system, it has an infinite number of
solutions. Among them, the sparsest solution is the best candidate for the success of
compressive sampling. The common Moore-Penrose pseudo-inverse (which relies
on a L2-norm optimization, i.e., on the least mean square error) does not address
this specification [11].

Given an arbitrary underdetermined system such as Eq. (4.11), the sparsest
among all possible solutions is obtained by a minimization of the L0-norm of the
vector α [16]:

min
a

ak k‘0 subject toAa ¼ p: ð4:13Þ

Unfortunately, there are no efficient algorithms to solve such problem, due to the
non-convexity of the L0-norm optimization [16, 17]. Fortunately, those limitations
can be overcome by “relaxing” the L0-norm up to an L1-norm problem [18, 19], for
the solution of which some methods are available.

The so-called “basis pursuit” (BP) has recently been strongly developed, and
efficient algorithms are now available [15]. Basis pursuit is capable to find the
sparsest solution among a dictionary composed by non-orthogonal basis functions
[15, 20]. Moreover, BP is based on global optimization, offers good sparsity and
stable superresolution, and can be used with noisy data [15].

Under a condition referred to as Restricted Isometry Property (RIP) [12, 16, 21],
both the L0-norm and L1-norm problems are proven to give the same and unique
result.

The relaxation from L0-norm to L1-norm of Eq. (4.13) leads to the new problem
described by Eq. (4.14), the solution of which will be sought through a basis pursuit
algorithm [15].

min
a

ak k‘1 subject to Aa ¼ p: ð4:14Þ

A detailed description of all aspects that have to be dealt with when employing
compressive sampling for Nearfield Acoustical Holography would go beyond the
purpose of this chapter. The interested reader can refer to [14]. Here, just a few
elements of concern are listed.
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First, it should be mentioned that it is not easy to have the RIP satisfied while
performing NAH. This fact is linked to the effect of the NAH propagators (matrix
[G]). The RIP characterizes matrices which are nearly orthonormal, at least when
operating on sparse vectors. This condition cannot hold when propagating and
evanescent waves are present at the same time [14].

Another aspect regards the sparsity of the source, i.e., the number of nonzero
elements of a sparse signal. If this number can be estimated accurately, then it is
possible to design an acquisition system with a minimal amount of sensors. This
can happen only if a certain knowledge of the source is known a priori, such that a
dictionary that promotes sparsity can be chosen.

In other words, compressive sampling helps reducing the number of sensors
required in the high frequency range only for small hologram distances and if the
sparsity of the source can be predicted accurately [14].

4.5 Conclusions

This chapter investigated a few practical aspects of cylindrical Nearfield Acoustical
Holography (NAH) and discussed compressive sampling (CS) applied to NAH in
order to reduce the number of microphones needed in the high frequency range.

A few numerical examples involving cylindrical NAH have been shown, and the
formulation of NAH with compressive sampling has been presented and discussed.

The following conclusions could be drawn:

• Tikhonov regularization combined with a Generalized Cross Validation
parameter selection effectively improves the results of NAH.

• The proposed antenna layout allows for microphone positioning errors up to
6 mm without introducing substantial errors (ε ≤ ± 3 dB) provided that the over
mentioned regularization scheme is employed.

• The distance from the hologram to the source shall be as small as possible.
Typically, the hologram length shall exceed the source longitudinal dimension
by a factor of at least 1.5.

• Tikhonov regularization is not able to filter systematic noise. Fortunately, the
impact of the systematic errors on the velocity reconstruction turns out to be
marginal. A structure whose systematic errors do not affect the position of a
microphone more than 5 mm (evaluated as maximum distance to the ideal
position of a hologram in case of rigid translation, rotation or stretch) causes no
detectable changes on the averaged square error. External sources shall be
avoided by choosing anechoic test environments with low background noise.

• Compressive sampling is based on a concept referred to as signal sparsity and
relies on a matrix condition called Restricted Isometry Property (RIP). If the RIP
holds, the number of transduces needed to correctly acquire the signal is pro-
portional to the sparsity. Unfortunately, the propagators of the wavenumber
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spectrum (k-space) deteriorate the RIP, especially when the different amplifi-
cation of propagating and evanescent waves becomes substantial.

• The application of compressive sampling to Nearfield Acoustical Holography is
promising only if the sparsity of the acoustic field is known. In other words, the
goal of having less microphones can be achieved only if the sparsity of the
signal is high and can be estimated. For the characterization of an arbitrary
unknown acoustic source, this seems to be the most critical step to be overcome.
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Chapter 5
Vibro-Acoustic Analysis of Geared
Systems—Predicting and Controlling
the Whining Noise

Alexandre Carbonelli, Emmanuel Rigaud and Joël Perret-Liaudet

Abstract The main source of excitation in gearboxes is generated by the meshing
process. It is usually assumed that static transmission error (STE) and gear mesh
stiffness fluctuations are responsible of noise radiated by the gearbox. They generate
dynamic mesh forces which are transmitted to the housing through wheel bodies,
shafts and bearings. Housing vibratory state is directly related to the noise radiated
from the gearbox (whining noise). This work presents an efficient method to reduce
the whining noise The two main strategies are to reduce the excitation source and to
play on the solid-borne transfer of the generated vibration. STE results from both
tooth deflection (depending of the teeth compliance) and tooth micro-geometries
(voluntary profile modifications and manufacturing errors). Teeth compliance
matrices are computed from a previous finite elements modeling of each toothed
wheel. Then, the static equilibrium of the gear pair is computed for a set of suc-
cessive positions of the driving wheel, in order to estimate static transmission error
fluctuations. Finally, gear mesh stiffness fluctuations is deduced from STE obtained
for different applied loads. The micro-geometry is a lever to diminish the excitation.
Thus, a robust optimization of the tooth profile modifications is presented in order to
reduce the STE fluctuations. The dynamic response is obtained by solving the
parametric equations of motion in the frequency domain using a spectral iterative
scheme, which reduces considerably the computation time. Indeed, the proposed
method is efficient enough to allow a dispersion analysis or parametric studies. The
inputs are the excitation sources previously computed and the modal basis of the
whole gearbox, obtained by a finite element method and including gears, shafts,
bearings and housing. All the different parts of this global approach have been
validated with comparison to experimental data, and lead to a satisfactory correlation.
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Keywords Vibro-acoustic � Gear mesh dynamics � Gear optimization � Whining
noise

5.1 Introduction

Geared systems are the seat of vibrations induced by the meshing process. For this
reason, a gearbox is an important source of noise and vibration in automotive
industry. The gearbox internal sources of excitation are various. The main source
corresponds to fluctuation of the static transmission error (STE) of the gear which
transmits the drive torque [1, 2]. STE corresponds to the difference between the
actual position of the driven gear and its theoretical one.

STEðh1Þ ¼ Rb2:h2ðh1Þ � Rb1h1 ð5:1Þ

where Rbj, is the base radius of gear j.
It is mainly due to voluntary (corrections) and involuntary (defects) geometrical

deviations of the teeth at a micrometric scale and to elastic deformation of loaded
teeth, wheel bodies and crankshafts. STE fluctuations also generates mesh stiffness
fluctuations. Under operating conditions, the parametric excitations induce dynamic
loads at the gear meshes, which are transmitted to the gearbox receiving structure
via the wheel bodies, crankshafts and bearings, as presented in Fig. 5.1. The
vibratory state of the crankcase is the main source of the radiated noise [3].

Fig. 5.1 Whining noise generation process
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STE fluctuations need to be minimized by introducing voluntary tooth
micro-geometrical modifications in order to reduce the radiated noise. For this
study, the selected optimization parameters for each gear pair are:

• the tip relief values X of pinion and driven gear i.e. the amount of material
remove on the teeth tip,

• the starting tip relief diameters / of pinion and driven gear,
• the added up crowning centered on the active tooth width Cb;i=j.

The optimization of tooth modifications in simple mesh gear system for a given
torque has been studied by many authors [4–6] but the approach for multi-mesh
gear systems optimization is still unusual [7]. The first part of this paper presents a
complete optimization process for a truck timing cascade of gears displayed in
Fig. 5.2.

In this study, the first cascade is designed with three helical gears and has 8
optimization parameters (2 by gear, and 1 by mesh). The second cascade is designed
with two gears and has therefore 5 optimization parameters. Moreover the modifi-
cations made on teeth profile have to be satisfying for a wide torque range. That
requires an efficient method as the number of possible solutions is extremely large,
due to the combinatory explosion phenomenon. The Particle Swarm Optimization
(PSO) [8] has been chosen because it is particularly efficient as it is an order 0
meta-heuristic, i.e. it not necessary to evaluate first derivatives of the function.

Furthermore, robustness of the obtained solutions has to be studied. Indeed,
dispersion of manufacturing errors generates a strong variability of the dynamic
behavior and noise radiated from geared systems (sometimes up to 10 dB [9, 10]).

Fig. 5.2 Studied gears for STE computation and optimization
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A statistical study of solutions permits to have a good overview of how the solution
can be deteriorated when the manufacturing errors (dispersion over the optimization
parameter values) and assembling errors (lead summed up and involute alignment
deviations, respectively fHb and fga) are considered.

The dynamic response computation procedure is applied to an automotive
gearbox displayed in Fig. 5.3.

This computational scheme requires a finite element model of the complete
gearbox in order to obtain its modal basis. The contact between the gears is
modelled with a stiffness matrix linking the degrees of freedom of each pair of
meshing gears. To achieve that, the mean value of the mesh stiffness is taken,
leading to mean modal characteristics. The parametric mesh stiffness kðtÞ isdirectly
related to the applied torque T and the static transmission error STEðtÞ with:

k tð Þ ¼ 1
Rb

@T
@STEðtÞ ð5:2Þ

The scheme uses then a powerful resolution algorithm in frequency domain to solve
the dynamic equations with an iterative procedure [11, 12]. The original spectral
iterative method has been extended in order to take into account several parametric
excitations [13]. In that case, there is a coupling between the excitations due to the
stiffnesses fluctuations. The corresponding set of equations for m meshes is then:

M x
:: þCx

: þKxþ
Xm
j¼1

kj tð ÞRjRT
j x ¼

Xm
j¼1

kjRjSTEj tð Þ ð5:3Þ

M, C, and
K

are respectively the global mass, damping and stiffness matrices of the
system.

x the vector of the generalized coordinates of the system, (˙) stands for
the time derivative.

Fig. 5.3 Studied gearbox for the dynamic response computation
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Rj is a vector of macro-geometric coupling of the degrees of freedom of
two meshing gears.

The final outputs are the housing vibration as a function of the frequency. The
operating speeds corresponding to resonance peaks and vibration amplitudes of the
housing characterize the whining noise severity. The process can be repeated for
several applied torques and can be used to optimize the other gearbox components
(for instance the geometry of the housing to minimize its vibration, stiffness of gear
bearings…) or to test many different STE from different teeth geometry.

All the computational scheme steps are summarized in Fig. 5.4.

5.2 Static Transmission Error Computation and Robust
Optimization of Tooth Profile Modifications

An optimization problem requires a correctly defined fitness function and an
appropriate algorithm to be solved. This part describes the choices made to handle
this problem considering all the difficulties. Moreover, the robustness study
approach is also detailed.

Fig. 5.4 Overview of the computational scheme
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5.2.1 Static Transmission Error Computation

The method for STE calculation retained is classical [14, 15]. Equations describing
contact between gears are solved for each meshing position, taking account of the
elasto-static deformations and initial gaps between teeth surfaces.

5.2.2 Optimization Fitness Function Establishment

The criterion retained to estimate one STE fluctuations is the peak-to-peak ampli-
tude (STEpp). Considering that the modifications made have to reduce the STEpp
for a given [Tmin − Tmax] torques range, the fitness function f is defined as the
integral of STEpp over this torques range approximated by a 3-points Gaussian
quadrature:

f ¼
ZTmax

Tmin

pðTÞSTEppðTÞdT � 1
2

X3
i¼1

aiSTEppðTiÞ ð5:4Þ

The torque distribution function p(T) is assumed uniform: pðTÞ ¼ 1
Tmax�Tmin

.
ai are the Gaussian weighting coefficients with the following values:

a1 ¼ a3 ¼ 0:5556and a2 ¼ 0:8888.

T1 ¼ Tmax�Tmin
2 1�

ffiffi
3
5

q� �
T2 ¼ Tmax�Tmin

2

T3 ¼ Tmax�Tmin
2 1þ

ffiffi
3
5

q� �

8>><
>>:

Ci are the Gaussian points located in the following way: For the first
three-gears-cascade, the multi-objectives aspect is simply handled by considering:

f84=73=56 ¼ 1
2

X3
i¼1

ai STEpp;83=73ðTiÞþ STEpp; 73=56ðTiÞ
� � ð5:5Þ

The second fitness function associated with the other meshing gears is then directly:

f54=72 ¼ 1
2

X3
i¼1

ai STEpp;54=72ðTiÞ
� � ð5:6Þ
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5.2.3 Particle Swarm Optimization

The method is based on a stigmergic behavior of a population, being in constant
communication and exchanging information about their location in a given space to
determine the best location according to what is being searched. In this case, some
informant particles are considered, which are located in an initial and random
position in a hyper-space built according to the different optimization parameters.
The best location researched is thus the combination of parameters which ensures
the minimum value of the fitness function defined earlier. At each step and for each
particle i, a new speed ViðtÞ and so a new position piðtÞ is reevaluated considering:

• the current particle velocity Viðt � 1Þ
• its current position piðt � 1Þ,
• its best position piðind:Þ
• the best position of neighbors pglob:.

The algorithm working can be summarized to the system of equations (5.7).

Vi tð Þ ¼ u0Vi t � 1ð Þþu1A1 piðind:Þ � piðt � 1Þ� �þu2A2 pglob: � piðt � 1Þ� �
p tð Þ ¼ piðt � 1ÞþViðtÞ

ð5:7Þ

A1 and A2 are random vectors of numbers between 0 and 1 and the coefficients ui
are taken following Clerc and Trelea [16, 17] works:

u0 ¼ 0:729 andu1 ¼ u2 ¼ 1:494:

5.2.4 Robustness Statistical Study

Let’s say that a solution S0 is determined by the PSO. The robustness study is done
using a Monte–Carlo simulation, i.e. 10,000 others solutions are computed, chosen
randomly in an hyperspace centered on the optimized solution parameters values,
limited by the tolerances interval of each parameter and considering possible lead
and involute alignment deviations. These 10,000 results allow the establishment of
the density probability function of each selected optimized solution. They also
allow us to compute statistical variables such as mean value and standard deviation.
For statistically independent variables, the theoretical convergence on these values
is proportional to n−1/2, where n is the number of solutions computed. The
industrial request is to consider that the distribution functions of all parameters and
errors should be taken uniform. The convergence has been tested and confirmed this
convergence law. Therefore the number of samples for a Monte–Carlo simulation
has been set to 10,000 ensuring an error less than 1 %.
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Figure 5.5 shows an example of probability density functions for different
possible solutions. It illustrates how the optimized solution is selected. The solution
S2 has a smaller mean value, but it is associated to a larger dispersion. The solution
S1 appears to be the best compromise between the mean value and the deterioration
capability of the solution.

5.2.5 Results—Expected Static Transmission Errors
and Actual Ones

After considering the STEpp and its robustness, optimized solutions have been
retained for the first three-gears-cascade and for the second two-gears mesh. The
evolution of the STEpp is calculated as a function of the applied torque for the
standard and the optimized sets of gears. Some measurements have been done to
determine the actual teeth topologies, allowing the confrontation of the recom-
mendations made and the tooth modifications obtained. This permits to underline
the robustness study pertinence, especially in this study where the (confidential)
tolerance intervals are of the same order of magnitude as the tooth modifications
themselves.

Fig. 5.5 Probability density functions for the standard solution and three selected optimized
solutions for the three-gears-cascade
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5.2.6 Theoretical Versus Actual Tooth Topologies

The topology measurements permit to compare the recommended tooth modifica-
tions to the actual performed ones, for both standard (corrected but not optimized)
and optimized tooth modifications. The whole data are presented in Fig. 5.6 for the
crankshaft gear. Figure 5.7 displays only the discrepancies between theoretical and
actual tooth surfaces for the all the studied gear. The results plotted are the mean
value of all teeth topologies for a given gear. The analysis of these topologies leads
to the following observations:

• There are relatively important discrepancies between theoretical and actual teeth
topologies.

• The largest discrepancies correspond to the idler and bull inner gears for opti-
mized solutions.

Fig. 5.6 Comparisons of theoretical and actual teeth mean topologies of the crankshaft gear for
standard and optimized solutions

Fig. 5.7 Comparisons of theoretical and actual teeth mean topologies of the studied gears for
standard and optimized solutions
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• There are manufacturing errors which cannot easily be translated in terms of tip
relieves and crowning.

Figure 5.8 displays the peak-to-peak transmission errors for the three considered
meshes. Two results are particularly relevant. The deterioration of theoretical
configuration is coherent with the discrepancies presented in Fig. 5.7: the Idler
Gear/Bull Inner Gear mesh for the optimized tooth modifications is the mesh with
the largest discrepancies. Indeed the corresponding STEpp is worse than the stan-
dard actual STEpp. For the other meshes, the curve indexed 2 and 4 shall be
compared. The robust optimization done is thus efficient as the STEpp is lower for
optimized solutions for the whole torque range.

5.2.7 Acoustic Benefits of the Optimization

Both standard and optimized gears sets have been mounted on a thermal engine and
the corresponding radiated noise has been measured. Results are plotted in Fig. 5.8.
The benefit is less than expected but the operating torque in a little bit higher than
Tmax and the complete timing system had to be considered (e.g. the oil pump pinion
is necessary for the engine oil supply). Nevertheless, the measurements show at
least 1 dB of total power reduction, which is satisfying given that the levels
(confidential) are initially not high, that only 5 among 10 pinions have been opti-
mized and that all the other acoustic sources are present during the measurements. It
is worth underlying that only the pinions have changed between the two different
tests who gave the results of Fig. 5.9 and that on some partial sound power mea-
surements the gain was up to 4 dB. The satisfactory benefits of the optimization
have led to making those optimized corrections as the new standard ones for
Renault Trucks.

Fig. 5.8 Comparisons of theoretical and actual STEpp as a function of the applied torque for the
three meshes
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5.3 Dynamic Response Computational Scheme Validation

The computation scheme has been validated step by step by comparison with
extensive and complex measurements on a modified but representative automotive
gearbox as presented in Fig. 5.10.

Four quantities have been measured: the static transmission error fluctuation, the
dynamic transmission error, housing vibration and whining noise. Accelerometers,
microphones and optical encoders are used for that purpose. In this paper, the
results are mainly focused on the housing vibration.

The measurements were performed at RENAULT’s workshop in Lardy in
France, on the BACY acyclism test bench. An electrical motor drives the gearbox,

rpm

dB
1 to 2 dB

Fig. 5.9 Total power in function of the engine rotation speed

Fig. 5.10 Step by step validation of the computation scheme. Intermediate quantities such as
transmission errors, as well as housing dynamic vibration and noise response are compared
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while a braking torque simulates the reaction of the wheels. The rotation speed and
the torque are also measured.

The tuning of the assembled gearbox has not been done ideally because the
experimental modal analysis was not possible on the BACY test bench when a
static torque is applied. Preloads effect on mesh and bearings stiffness’s are thus not
taken into account and even if they may not be negligible [18].

Results from a former experimental modal analysis performed by Vibratec have
instead been used. Measurements have been done with a static torque applied but
the clamping conditions of the gearbox are different from the ones in the test bench
BACY on which the vibration measurements have been done.

As some parts of the gearbox can show non negligible discrepancies over some
frequency range, the final assembly is not completely able to describe accurately the
dynamic behavior of the measured gearbox. But the results obtained are precise
enough to validate the computational scheme.

Figure 5.11 displays the comparison between measured and computed trans-
mission errors. The mean value cannot be obtained by measurements, but the
fluctuations, which are the most important data, can be compared. The peak-to-peak
amplitude is correctly estimated. The measurement of the transmission error is
particularly complicated. The dispersion due to manufacturing errors and assem-
bling errors can be large. Moreover, the micro-geometry should be accurately
measured tooth by tooth in order to have real tooth topologies. The agreement
between measurements and computations is really satisfying.

The Fig. 5.12 shows a comparison of the housing vibration (dynamic acceler-
ation) as function of the operating speed. The comparison is based on predominance
of orders and modes, in terms of frequency and amplitude. The dominant orders and
the frequency ranges exhibiting a dynamic amplification correctly determined.

An order tracking has also been done in order to compare properly the vibration
measurements with the computations.

Fig. 5.11 Measured (left) and computed (right) static error transmission. Peak-to-peak values are
compared for the validation (both scales are the same)
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The first and second orders of the two meshes have been considered (the first
mesh corresponds to Z1/Z2 = 35/39. The second mesh corresponds to
Z3/Z4 = 16/69 as specified in Fig. 5.3). The acceleration of one housing point for
the second order of the second mesh is displayed in Fig. 5.13.

The dynamic model has been tuned in different operating conditions explaining
some non-negligible frequency shifts and modal response differences. However the
agreement between the measurements and the computations remains satisfying for a
predicting tool.

On the contrary to the measurements, the simulation can take into account the
variability of the results. Extracted from teeth metrology, a dispersion study has
been performed to determine the envelope of the dynamic response. As the teeth
micro-geometric dispersion doesn’t follow a Gaussian law, the gear defects
repartition over the tolerance range has been considered uniform, which is a rather a
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Fig. 5.12 Comparison of measured (left) and simulated (right) housing vibration as a function of
the operating speed. The analysis highlights the principal orders and the predominant frequencies
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pessimistic situation. It is well known that the dispersion due to manufacturing and
assembling errors can lead strong variability of the dynamic behavior and noise
radiated for geared systems. A hundred of excitations have thus been computed and
the corresponding responses are plotted in Fig. 5.14 for both meshes and for the two
first orders. Discrepancies can be observed due to a bad modal behavior repre-
sentation at some frequencies. Nevertheless, the order of magnitude of the response
is in a good agreement with the measurements. The dispersion for the first mesh is
much higher than for the second mesh, and second orders are more sensitive to the
dispersion than the first orders.

One of the main industrial concerns is to build a source noise hierarchy to
determinate for instance which housing point has the highest vibration level, and
which order is dominating.

Figure 5.15 displays the RMS value of the acceleration of some strategically
chosen points on the housing, for both simulation and measurements. Considering
these results, the computations and the measurements indicate the point n°2 is the
less vibrating, and should therefore be used as an attachment point for to the rest of
the structure. Once again, the frequency shifts due to a model tuning in different
operating conditions introduce some level discrepancies, but the hierarchy between
the different points remains suitable as a predictive analysis tool.
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5.4 Conclusion

This paper presents a complete approach for whining noise prediction and mini-
mization. First, an accurate procedure for computing static transmission error is
used. That has been validated over more than 20 cases. The procedure takes into
account multi-mesh gear systems and deals with a torque ranges efficiently.

The robustness study is the major contribution, as it is crucial to consider the
manufacturing tolerances to find the optimized solution which ensure the best gain.
The measurements made on the optimized gears are very encouraging because they
lead to a total power diminution of at least 1 dB, even if only 5 among 10 pinions
have been optimized. It’s worth remembering that all the others acoustic sources
were present (thermal engine, accessories…).

The benefit exhibited in the end is satisfying enough to decide to make the
optimized corrections the new standard ones for the next Renault Trucks’ timing
gear cascade.

The dynamic response of a geared system is computed using a spectral iterative
scheme, which leads to computation times low enough to permit parametric or
dispersion studies. A complete method is proposed to predict whining noise
severity, accounting for the scattering of the manufacturing data. The scheme is
globally validated and can be used to optimize the current studied gearbox. The
computations provide a good estimation of the vibratory response amplitude. They
allow identifying the key parameters in order to minimize the whining noise for
given functioning configurations, the predominant orders, the critical operating
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speeds and the accurate hierarchy of these important data. A particular effort should
be done to ensure a good numerical model tuning for the prediction remains
satisfactory.
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Chapter 6
Possibilities and Constraints
for Lightweight in Exhaust Systems

Dennis Bönnen, Djahanchah Bamdad-Soufi, Hannes Steinkilberg
and Kwin Abram

Abstract In recent years the automotive industry has been using an increasing
number of high powered engines with fewer cylinders, with the goal to reduce
weight and fuel consumption and hence to achieve lower CO2 emissions.
Following, an overview about the currently existing methods and products within
the exhaust development is given which follow automotive lightweight trend.
Continuous innovations in new materials, structural design and manufacturing
process as well as mastering the integration of the components and modules within
the system with a thorough understanding and optimization of the system behavior
is enabling the reduction of weight in exhaust system. Another possibility to reduce
the weight is the use of additional components such as valves. In the following, a
discussion about the different types of valves is presented. These valves can be
implemented within the exhaust system in order to bring a constraint in the system
and consequently additional acoustic damping. Due to engine downsizing, many
premium vehicles lost their class-representing sound signature. An active system
can be used in order to enhance the sound according to the customer demands. In
addition to that, an active system can help reducing muffler volume.
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6.1 Introduction

Noise and vibration engineering of exhaust systems is continuously facing new
challenges to provide solutions to requirements in terms of integration of new
functionalities, products manufacturing robustness, dynamic fatigue and durability
contribution to vehicles lightweight objectives. At the same time the pressure drop
of the system within a given volume with tailored sound quality to specific needs of
the application vehicles needs to be contained.

These challenges are eased by continuous innovations in products design and
manufacturing process as well as system integration. In the past years, the leading
exhaust system manufacturers have achieved weight reductions of more than 25 %
of the system, knowing that the exhaust system weight represents only 2 % of the
total vehicle weight. The lightweight structures today integrates—in standard
engineering practice at Faurecia—the sound absorption materials, the materials
thickness reduction, hydro-forming tubes, joining technologies, multi-layered/
constrained layered materials as well as passive, reactive and active control valves.
The employment of these technologies with an in-depth understanding of noise and
vibration generating mechanisms and systems behaviors opens new potentials in
lightweight structures over the next coming years.

An additional trend within the exhaust system development, especially due to
downsizing of engine, is the introduction of active controlled components, such as
loudspeakers, adjacent the exhaust line with the primary aim of changing the sound
signature of the vehicle. Such systems could potentially be used for lightweight
design. But here, the optimum target between sound enhancements, backpressure,
and weight need to be addressed depending on the customer requirements.

6.2 Main Contributors to Lightweight Design

Background: The flow pulsations as well as vibration excitations are contained
within exhaust systems by appropriate design of silencers architectures and systems
integrations to an optimal system volume, pressure drops, sound transmission loss,
vibration insulations and costs. In lightweight exhausts—in addition to the tailpipe
noise—the sound radiation of components and modules play a significant role in the
total sound quality of the system. The parameters affecting the vibro-acoustic
behavior of the system are the mass, dynamic stiffness and the damping factors as
well as the radiation efficiency of the structure in its environment. The use of
lightweight materials such as aluminum, titanium, magnesium alloys or even com-
posite materials for mass reduction have been investigated which has shown to have
limited applications only in cold-end of exhaust line products due to the temperature
limitations. Furthermore, the ratio of material Young modulus over the material
density as well as temperature limitations and increase of costs versus steal alloys,
limits the justification of employing such materials. The absorption materials have
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largely contributed not only to reduce the cavity acoustics as well as high frequency
sound pressure reductions for a better sound quality of the silencers but also to absorb
excitations to the housing and thereby to reduce the sound radiation of the parts.

Lightweight structures: The conventional approach to increase the dynamic
stiffness of the structures will allow increasing the first eigenfrequencies to less
influenced frequency ranges by the source of excitations. This could be achieved by
an appropriate design of the shells (i.e. hallow vs. plates) of the boundary condi-
tions (i.e. baffle positions within the silencers) and implementing stiffening defor-
mations, ribs and dimples on specific positions of considerations. Particular
attention should be given to not increase the frequency response of the system
within audible bands where the combined radiation efficiency and acoustic
weighting functions have the maximum levels. The following mobility function—
measured as direct Frequency Response Function (FRF) in cold condition—shows
clearly the increase in eigenfrequency of the modes and a slight reduction in the
mobility level of the first mode as well as the overall levels in comparison of 0.8–
1.0 (mm) shell thickness. (Figure 6.1).

The next two colormaps—shown in Fig. 6.2—are the sound pressure level
measurements at 100 mm from the surface on an engine test bench in run-up
conditions. It can be clearly observed that the response frequencies have shifted to a
higher frequency ranges with also lower levels in higher frequency bands going
from 0.8 to 1.0 (mm) shell thickness.

This trend is also confirmed by the variation analysis of parameters using shell’s
analytical model. The mobility is defined as the response velocity over the dynamic
excitation in the following equation [1].

Fig. 6.1 Comparison of FRF
between 0.8 and 1.0 (mm)
silencer shell thickness
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and:

• v/F is the mobility function
• m and n are the longitudinal and circumferential mode numbers
• E and R are the excitation and response positions in longitudinal and circum-

ferential locations respectively according to the index l or c
• M is the modal mass
• η is the loss factor
• ωmn is the damped eigenfrequencies

The eigenfrequencies of the shell are calculated using Timoshenko-Love model.
Then the radiated Sound Power can be calculated using the relation between surface
vibration velocity and sound power in the following equation:

SWLR ¼ rrad � A � q0 � c0 �
v
F

���
���2

� �
ð6:3Þ

where:

• SWLR is the normalized sound pressure level to dynamic loads
• σrad is the Radiation Efficiency model
• A is the radiated surface area
• ρ0 is the air density
• c0 is the sound celerity in air

Fig. 6.2 Colormap plot of the Sound Pressure Level (SPL) at 100 (mm) from the center surface of
a silencer with 0.8 (mm) –left– compared to 1.0 (mm) –right– shell thickness in run-up engine
(6 cylinder) test
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The calculation of the radiated Sound Power Level (SWLR) is performed using
Leppington et al. average radiation efficiency model [2]. Furthermore, the sound
pressure levels—normalized to unit dynamic load excitations—can be calculated by
converting the mobility and using the average radiation efficiency models.

The parametric analysis of the thickness in the following Fig. 6.3 shows that the
first eigenfrequency increases and the number of modes representing the modal
density decreases as the thickness increases within the frequency band of analysis.

The vibration propagations could also be contained through impedance changes
between parts/interfaces. The impedance changes are achieved in general by local
modifications (i.e. point contacts) in mass/stiffness which contains the wave
propagations through parts.

The increase of stiffness is also extensively used as a first approach to increase
the first eigenfrequencies to higher frequency bands where the excitation—and in
particularly the engine major harmonics—have lower levels. The in-depth knowl-
edge of the local structural dynamic responses to excitations in combination with
numerical topology optimizations would allow significant increase in eigenfre-
quencies under considerations.

The structural damping—in its general terminology—is themost promising parameter
which gives additional perspective in noise reduction of lightweight structures.

In its material content, the vibration energy is dissipated within the material due
to its loss factors and thereby the level of radiated noise could be reduced conse-
quently. However the loss factor of the metallic material remains extremely low
even using special treatments (i.e. tempering, coating, etc.), making the composite
materials a potential candidate for this application by appropriate design of the
system in order to keep this material away from the heat sources.

Fig. 6.3 Variation of the first eigen frequency as well as the mode density (number of modes)
versus the shell thickness
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Furthermore, appropriate design of structural deformations and dimples, not only
contributes to the dynamic stiffness but also in some extent to the structural
damping of the part as well as reducing the radiation efficiencies. [3].

The following graphs in Fig. 6.4 are the measurement results of damping
obtained by using log-decrement-method evaluation on Time Response Function
for each resonance—as well as its Power fittings curves.

From Fig. 6.4, it can be observed that the damping factor of the lower fre-
quencies are higher and, therefore, suggesting that the first natural modes of the
system is more easily damped due to the dissipation of vibration energy in inter-
faces and in damping materials. A power-curve-fitting plot is made for each silencer
to highlight this behaviour.

The damping factors for Silencer M1, M2 and M8 are extremely low due to its
simple metal shell definitions and without any insulation materials or damping
interfaces. The Silencers F1 and F2 are smaller silencers in terms of dimensions and
therefore have higher eigenfrequencies but also exhibits higher damping factors.

The damping could also be achieved by friction losses between the interfaces, known
as coulomb damping. An application of this behaviour is the multi-layer skin materials
employed in particularly for rolled silencers. This design significantly reduces the
response levels by the mechanism of the friction damping between the layers. However,
due to the decreasing inertia, which decreases the stiffness, the eigenfrequencies shifts in
lower frequency bands which could be subjected to higher excitation levels.
Additionally, particular care should be given to the manufacturing process in order to
assure the surface contacts between the layers throughout the life cycle of silencers.

The following graphs in Fig. 6.5 shows the comparison between single and
multi-layers skin silencer showing clearly the reduction of the response levels as
well as the eigenfrequencies of the shell. These results can also be confirmed when
performing engine bench tests.

Furthermore, different design parameters are considered to efficiently damp the
vibration of the structure at the interfaces and therefore reduce the radiated noise
within the frequency of interests.

Fig. 6.4 Damping factors of
different silencers as a
function of frequencies
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6.3 Acoustic Exhaust Valves—an Exhaust Mass
Reduction Enabler

Background: Using valves within an exhaust system to improve acoustic perfor-
mance is a tool which has been used for decades in a wide variety of applications. It
is quite intuitive to most automotive acousticians that the addition of backpressure
to an exhaust system should result in a reduction of sound radiating from the
tailpipe. It’s also intuitive that using a valve to by-pass the mufflers in an exhaust
system will yield an increase in sound radiating from the tailpipe. However, the use
of valves as an exhaust system mass reduction enabler is not as well understood and
is the focus of this section.

There are many different acoustic valve designs which generally fall into
combinations of these 3 categories:

1. Throttling or By-Pass: For throttling valves, 100 % of the gas in an exhaust
system is forced to travel through the valve. Throttling valves never completely
close (otherwise the engine couldn’t continue to run) but can provide up to 95 %
area restriction in some cases. By-Pass valves, on the other hand, typically
attempt to have 100 % coverage in their closed position forcing all of the gas
through an alternate path (by-pass path).

2. Active or Passive: Active valves have an actuator (vacuum, electric, etc.) and
are opened/closed depending upon the engine operating condition and control
logic. Most active valves operate in a 2-position fashion: open or closed.
However, in some cases they can be continuously variable. Passive valves are
typically driven by an exhaust gas parameter (backpressure, mass flow, tem-
perature, etc.) and do not have a controller. The most common passive valve is
one which is held in a “closed” position by a spring and then opens as the
backpressure force on the valve exceeds the spring force which causes the valve
to open. However, passive valves typically do not completely open since the

Fig. 6.5 Comparison of FRF
between single-layer with
0.8 (mm) silencer shell
thickness and double-layers
with 0.5 and 0.3 (mm)
thicknesses of the silencer
shell
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spring force is always being balanced by the backpressure against the valve.
This also means that passive valves are continuously variable and can operate at
any position between maximum closed and maximum open depending upon the
engine operating condition.

3. 2-position or Continuously Variable: Typically, active valves are 2-position
and passive valves are continuously variable. However, there are exceptions to
this and the benefits/penalties of this design choice are quite extensive.
Therefore, this choice must be considered as a third design choice category.

Mass Reduction Opportunities Using Exhaust Valves: When valves are used
within an exhaust system to reduce mass, the objective is to implement a valve in a
manner which enables the reduction of both the muffler size and complexity (more
complex mufflers have added mass due to additional internal components). Each of
the 3 categories of design choices will affect the exhaust sound in a different manner
and therefore will have a different impact on mass reduction. The following is a
summary of the impact of each choice on mass reduction.

Throttling Valves—Active Versus Passive and 2-Position Versus
Continuously Variable: Throttling Valves generally offer improved mass reduc-
tion opportunities over By-Pass Valves due to their ability to suppress very low
frequencies (all the way down to 0 Hz in theory). This is accomplished due to the
pressure drop across the valve (typically 2–10 kPa) which introduces an impedance
to the traveling acoustic wave. As the wave attempts to travel through the valve, its
velocity (which is superimposed on the exhaust mean particle velocity) is accel-
erated through the valve orifice with high velocity and turbulence which converts
the wave energy into heat. The result is a reduced level wave downstream of the
valve. The reduction is the same for all frequencies of the same acoustic pressure
amplitude. However, since lower frequencies tend to have higher amplitudes, lower
frequencies typically have greater sound reductions. This type of broad band
acoustic attenuation typically reduces exhaust sound by 5–10 dB. An example of
measured exhaust system sound on an SUV test vehicle with and without a
throttling valve is shown in Fig. 6.6 (compare the black and red lines). Notice how
all frequencies are attenuated at a similar level with the red line but the attenuation
is greatest at the lowest frequencies. These throttling results are quite impressive but
there is a second benefit of throttling valves compared to by-pass valves which
provides even more interesting results.

Since throttling valves can be used to convert traveling wave energy into heat,
they can also be used as an acoustic damper to suppress acoustic resonances within
an exhaust system. By suppressing (or damping) the resonances using a throttling
valve, it is possible to reduce muffler volume. For a throttling valve to be effective
at suppressing acoustic resonances, the valve must be located at a velocity
anti-node. An example of a velocity anti-node would be the inlet or outlet ends of a
pipe which is experiencing an acoustic standing wave resonance (a half-wave
resonance for example). In a second example on the SUV test vehicle, a throttling
valve was applied to a pipe with a resonance at 200 Hz which created an unde-
sirable rise in sound as shown in Fig. 6.7 (compare the black line to the blue line).
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Fig. 6.6 Impact on throttling valve in front of muffler—vehicle measurements; impact on 4th order

Fig. 6.7 Impact of positioning of throttling valve—vehicle measurements; impact on 4th order
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In this example, the throttling valve effectively removed the resonant behavior
creating an acoustically linear response which is much more desirable in most
applications. Resonance suppression can reduce sound pressures by up to 20 dB (as
shown in this example) at the peak resonant frequency.

Since both of the attenuation effects (broad band suppression and resonance
damping) can occur simultaneously with an optimal application of a throttling
valve, muffler volumes can be reduced by 25–35 % using this technology as shown
in Fig. 6.8.

This volume reduction can typically yield mass reductions of 3–5 kg due to the
smaller mufflers and simplified muffler internals. But this benefit does not come
without a penalty which is the addition of backpressure. If the throttling valve
remained in a closed position at high mass flow rates the backpressure would be
excessively high. To counter this negative backpressure effect, throttling valves
must open as mass flow is increased. The red line in Fig. 6.9 shows the measured
backpressure of a standard exhaust system without the use of a valve. The system

Fig. 6.8 Example of volume and mass saving using a throttling valve

Fig. 6.9 Impact of throttling valve in backpressure; red line—traditional system; green line—
system with throttling valve (left); Impact of throttling valve low frequency attenuation; red line—
traditional system; green line—system with throttling valve (right)
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was then modified by implementing a passive throttling valve (which increased
backpressure at low mass flow conditions) and also modified by reducing the
backpressure of the mufflers in the exhaust system. The resulting backpressure
shown in the green line for Fig. 6.9 (left) has increased backpressure below 150 g/s
of flow and then transitions to having decreased backpressure above 150 g/s. The
low frequency acoustic data acquired on the vehicle for these two exhaust systems
below 150 g/s is shown in Fig. 6.9 (right). The 8–10 dB reductions resulting from
the added backpressure would have required 20–30 L of additional muffler volume
without the use of a valve due to the extremely low frequency energy (below 50 Hz).

Passive Throttling Valves use a spring and an offset shaft which allows the valve
to open as the mass flow (and backpressure) is increased to reduce backpressure at
high mass flow operating conditions. By choosing an appropriate spring rate and
pre-load, the valve will provide optimal acoustic attenuation at low mass flow rates
while providing acceptable backpressure at high mass flow rates. Passive Throttling
valves are also continuously variable which enables smooth transitions throughout
the engine operating conditions yielding subjectively desirable transitions in sound.

Active Throttling Valves can provide all of the same benefits as a passive
throttling valve with the option for additional control of the sound to further
improve the sound experience for the vehicle occupants. However, this optimal
performance can only be accomplished if the active valve is continuously variable
which is quite uncommon due to the complexity of implementation. Therefore,
most active throttling valves are 2-positon which greatly limits their ability to be
optimized for mass reduction. 2-position active valves are very popular for high
performance vehicles by allowing the exhaust sound levels and exhaust back-
pressures to coincide with two specific driving conditions: Sporty and Quiet.
Attempting to separate all driving conditions into two categories of sporty or quiet
is certainly not an optimal approach but has been proven over many years to create
an acceptable driver experience and continues to be used by many vehicles today.
When a sporty driving condition is encountered, the valves are commanded open to
yield maximum power and maximum sporty sound. However, during non-sporty
driving (cruising on the highway for example), the active valves are commanded to
be closed to create a quiet driving environment. The mass reduction opportunities
for 2-position active throttling valves is highly dependent upon the trade-offs
between quiet, sporty, engine power and control logic. However, up to 25 % mass
reduction is possible.

By-Pass Valves—Active Versus Passive and 2-Position Versus Continuously
Variable: One of the key issues with rear muffler layouts is an effect commonly
referred to as the tailpipe-to-muffler Helmholtz resonance. This lumped parameter
resonance occurs at a natural frequency where the gas in the tailpipe acts as a mass
and the gas in the muffler acts as a spring creating a classical resonance (Resonance
Frequency = (Spring rate/mass)^0.5). It is a common issue for rear muffler designs
that this resonance will coincide with engine firing frequency at idle or at low
operating speeds which creates undesirable tailpipe sound. By implementing a
by-pass valve on the rear muffler/tailpipe configuration, the tailpipe-to-muffler
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Helmholtz frequency can be shifted to a more acceptable frequency. Also, since
these by-pass valves tend to be 100 % closed at low mass flow rates, the closed
backpressure and acoustic transmission loss can be increased significantly at low
mass flow rates.

Compared to throttling valves, by-pass valves are not effective for resonance
suppression and minimally effective for broadband attenuation. However, they are
often lower cost and/or more simple to implement. With optimization, 15–25 %
reduction in muffler volume is possible with typical mass reductions of 5–10 %.

Passive By-Pass Valves are typically installed inside a muffler which is mounted
at the rear of the vehicle to minimize the effect of high temperature gas on the valve
spring. At low mass flow rates these valves are closed which creates a muffler
configuration with increased acoustic attenuation relative to the same muffler with
the valve open (typically 5 dB of additional attenuation at low engine speeds).
While passive by-pass valves have a well-defined closed position, the open position
is continuously variable which creates smooth acoustic transitions between varying
mass flow conditions.

Active By-Pass Valves are typically installed in a tailpipe of an exhaust system
with 2 tailpipes. It is important that these valves have a 2-Position design because
there needs to be either no flow through the closed valve for optimal acoustic
attenuation or completely unrestricted flow through the open valve to prevent
unacceptable flow noise. If an active by-pass valve would be continuously variable,
the flow noise created during partial opening events would not be acceptable in a
tailpipe application. Much like the 2-position active throttling valve, the 2 position
active by-pass valve is well matched for sporty applications where defining all
driving conditions as either quiet (valve closed) or sporty (valve open) has proven
to be quite acceptable.

Summary: The table in Fig. 6.10 shows a ranking of the 5 most popular design
category combinations. In order to maximize the opportunities for mass reduction,
the acoustic performance for each is ranked from best to worst.

Fig. 6.10 Exhaust valve ranking based on mass reduction opportunities and complexity
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Throttling valves outperform by-pass for mass reduction optimization and are
ranked as the top 3 acoustic performers. The best overall acoustic performing is the
active continuously variable throttling valve which is also the highest in com-
plexity. However, the 2nd highest performer is the passive continuously variable
throttling valve which also ranked 2nd in complexity. It should be noted that if the
vehicle is extremely sensitive to backpressure and/or has specific sporty sound
requirements, the 2-position Throttling Active Valve may be a more desirable
choice over the Passive Continuously Variable Throttling Valve. Finally, the pas-
sive by-pass valve (typically located within the muffler) is the lowest performer but
is also the lowest complexity. The combination of low complexity while still
providing quite respectable acoustic attenuation has made this the most popular
exhaust valve on the list with millions being sold over the past 2 decades.

In the end, the decision on which valve design to use will be based upon many
factors such as sporty vehicle characteristics, marketing strategy, performance
requirements, mass, complexity and durability. Each OEM ultimately must create
their own criteria for the benefits and penalties of each design in order to determine
which solution is optimal for each vehicle platform.

6.4 Weight Reduction and Active Exhaust
Systems—Possibilities and Constraints

Overview: Whenever active exhaust systems are mentioned in conjunction with
lightweight, the objectives of applying these systems can be quite different. On the
one hand, pure sound design systems are considered to be enabler for the use of
downsized engines premium or sporty vehicles. On the other hand, a weight saving
by making use of active noise cancelation has often been proclaimed. Within this
chapter, possibilities as well as constraints of these different approaches are dis-
cussed so that positive and negative aspects can be weighted.

Currently, all active exhaust systems are based on the integration of one or two
loudspeakers adjacent to the exhaust line. This means that for such an application a
custom-made loudspeaker is required. It has to be heat and condensate resistant and
requires a special acoustic tuning. Since there are certain limits to the temperature
resistance of a speaker chassis—especially the rubber softroll and the gluing is
critical—the speaker needs to be mounted in a side branch of the exhaust line. By
optimizing the shape of the connection and tuning the length of the connection pipe,
the resulting gas temperature in front of the speaker can be significantly reduced.

A control unit with integrated amplifier receives all relevant engine information
over the CAN bus. The control unit computes the appropriate anti-noise or sound
signal. This signal is amplified and passed to the speaker.

For cancellation, an additional error sensor in the tailpipe is required and the
system is running in closed loop. A sophisticated algorithm drives the speaker to
create a signal with the same amplitude, but with inverted phase to the original
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sound wave from the engine. For sound design only, the sensor is omitted and the
system is running in open loop.

Other technologies, such as oscillating valves, have proven their feasibility for
cancellation of especially low-frequency order noise. But due to their enormous
mechanical complexity and their conceptually inevitable backpressure increase,
these concepts have been abandoned.

Active Systems to Enable Downsizing for Premium Vehicles: Buying a car
often is an emotional decision. Therefore, the sound of a car is an important
criterion to communicate the brand image and to emphasize the character of the car.
The sound of an entry level car should differ from the sound of a middle-class or
premium class vehicle. And the sound signature of a sports car is closely linked to
the subjective impression of the engine performance.

Because of the wide-spread use of turbochargers, 4-Cylinder engines are
becoming more and more present in premium as well as sports cars, where these
engines are replacing previous generations of 6-cylinder engines. In the motor
press, these engines are getting excellent ratings for power and torque, but their
sound quality is rather inadequate. Here, dynamic sound generation helps to give
the car an individual, class- and brand- representing sound signature.

Adding an exhaust sound system to a vehicle means adding an extra weight of
approx. 3.5 kg, whereas the engine downsizing effects a weight reduction of
approx. 50 kg. Since active exhaust systems can be used to increase the sound
perception of smaller engines as well as diesel engines in powerful cars, this
technology can be considered a downsizing enabler—not for all cars, but for some
prestigious vehicle models. In Fig. 6.11 an example is shown how the sound
signature of an active sound system could look like. Here, the sound system is used
to create an 8 cylinder sound signature from a 4 cylinder engine.

Whenever an OEM follows a more holistic approach, active exhaust systems
could offer some contributions to weight saving efforts.

For a significant contribution to weight saving, an active exhaust system needs to
reduce passive muffler volume by a significant amount. On the other hand, noise
reduction by anti-noise means that the noise from the engine does not have to be
greater than the SPL the speaker can generate. Otherwise the active system will not
be able to attenuate the engine noise any more. This means that the reduction of
passive muffler volume is limited by the acoustical power of the active system.

For efficient cancellation—to enable the reduction of passive muffler volume—
one key element is the loudspeaker. There are certain aspects to consider. Since the
speaker needs to be as powerful as possible, the question arises what the maximum
acceptable size and power would be for usage in light vehicles. Due to packaging
constraints, speakers larger than 8 inches will not be acceptable. For such speakers
typical maximum power consumption ranges between 100 and 150 W RMS.
A further improvement would not be an increase in power, but in speaker efficiency.
Here, an important aspect is the magnet weight. Larger and more efficient loud-
speakers will easily get really heavy—because of their ferrite magnets. With the
focus on lightweight, the use of neodymium becomes mandatory—at least for
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larger speakers. Weight difference between ferrite and neodymium can be as much
as 1 kg.

Since relevant engine orders start at approx. 30 Hz, a sufficient speaker per-
formance in the lower frequency range is required. In consequence, this means that
the speaker chassis needs to be designed for a high membrane displacement.

For some cars—smaller gasoline and some diesel engines—passive mufflers will
completely be replaced by an active system in combination with some small res-
onators. For more powerful engines, for example 4-cylinder turbocharged gasoline
engines with up to 200 kW, there will still be the need for passive muffler volume—
which then can be reduced for example from 30 to 12 l. This requires that can-
cellation is working well. In Fig. 6.12 the comparison of a possible system layout,
which is currently implemented on the internal demonstration vehicle, can be seen.
The shown volume reduction of the passive system correlates to a weight saving of
4–5 kg, without taking the additional weight of the speaker into account.
That means that in this case an overall weight reduction of nearly 1 kg could be
achieved.

In Fig. 6.13 the measured results obtained on the rollerbench under full-load
condition is shown and compared to simulated data. The blue line represents the
second order sound pressure level of the serial design layout. The change of the
layout leads to a changed primary noise (black line)—here loudspeaker is not
running. The possible emitted sound pressure level of the speaker is shown in red.
That means in optimum conditions with a perfect working algorithm the residue

Fig. 6.11 Comparison of the sound signature of a 4 cylinder turbocharged vehicle with and
without a sound system in a full-load run-up condition [4]
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noise represented by the green curve could be reached. It can be seen that for all
frequencies where the anti-noise curve is above the curve of primary noise, a full
cancellation can be achieved.

Obviously, such reduction cannot be achieved in real conditions. When the
decision for an active exhaust system has been made—usually driven by desires for
better acoustics—these systems can also be tuned for lightweight. But this means
that some prioritization has to be made: a decision, if the system should be opti-
mized for tailpipe noise, backpressure or weight reduction.

6.5 Conclusion

Within this paper the aspect of traditional lightweight as well as the implementation
of new component as lightweight enabler in the exhaust system has been discussed.

Fig. 6.12 Serial design (left) in comparison to active exhaust layout (right)

Fig. 6.13 Results of rollerbench measurements of serial design exhaust (blue line) compared with
measured and simulated data (black lines) of the active exhaust system and the possible residual
noise (green curve) when the loudspeaker giving a certain output (red curve)
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• The structural dynamics of an exhaust system can be largely influenced by
changing the dynamic stiffness in order to shift the eigenfrequencies in the
desired regions. This allows dissociating the structural responses from the
excitations and therefore to reduce the radiated sound pressure level. A thorough
understanding of the system behaviour is mandatory.

• As damping brings dissipation of vibration energy within the structure, it opens
additional opportunities for noise containments. Adding damping at interfaces,
such as baffle/skin connection is one of the possibilities as well as using mul-
tilayer structures or new materials with increased structural damping.

• Adding passive or active valves to the exhaust system could have huge benefit
with regard to weight saving, but an application of valve has to be done with
care, otherwise negative functional impacts such as backpressure increase could
occur.

• Exhaust Dynamic Sound Generation enables to increase the sound performance
of the vehicle. The direct impact on the exhaust system weight is negative, but
looking at the overall weight of a downsized vehicle the weight balance is
positive.

• Exhaust Dynamic Noise Cancellation systems are used in order to reduce
unwanted noise. Here a compromise between lightweight, acoustics, back-
pressure has to be found.
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Chapter 7
A Patch Transfer Function
Approach for Combined
Computational-Experimental Analysis
of Vibro-Porous-Acoustic Problems

Jan Rejlek, Eugenius Nijman, Giorgio Veronesi
and Christopher Albert

Abstract Driven by both the ever-increasing tightening of legal regulations and the
growing customers’ expectations, the noise, vibration and harshness (NVH) is
becoming a crucial aspect in the vehicle development process. To achieve the NVH
targets set for modern vehicles, sound insulation materials became an indispensable
instrument to improve the vibro-acoustic behaviour. Typically, the sound insulation
materials take advantage of so-called porous materials, which exhibit favourable
properties when it comes to structural damping as well as transmission and
absorption of sound. However, due to the highly complex material micro-structure
and the sound propagation mechanisms involved the computational modelling of
porous materials is a fairly challenging topic. An efficient yet accurate prediction of
the NVH attributes of sound insulation materials therefore remains an unresolved
issue. This chapter reports on recent developments based on so-called Patch
Transfer Function (PTF) approach. Here the PTF approach is adopted for the
analysis of coupled vibro-acoustic problems involving porous domains. The PTF is
a sub-structuring technique that allows for coupling different sub-systems via
impedance relations determined at their common interfaces. The coupling surfaces
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are discretised into elementary areas called patches. Since the impedance relations
can be determined in either numerical or experimental manner, the PTF approach
offers very high degree of versatility and is hence well-suited for combining test and
simulation data into one workflow. Efficiency of the methodology proposed has
been demonstrated by means of a validation example consisting of a rigid cavity
backed by a dynamic plate with porous treatment. The full-system measurements
are compared with the PTF predictions based on component measurements and/or
simulations.

Keywords Vibro-acoustics � Sub-structuring � Impedance coupling � Patch
transfer functions � Porous materials � PU-probe

7.1 Introduction

Sound insulation materials are widely applied as dissipative treatments in
vibro-acoustic systems. Whenever a vibrating structure radiates sound into an
acoustic fluid, the insertion of sound insulation materials has three main effects:
(i) structural loading and damping, (ii) decoupling the acoustic fluid from the
structure (mass-spring systems) and (iii) adding absorption to the acoustic fluid. The
sound insulation components are typically assembled by two or more material
layers, from which so-called fluid-saturated porous materials constitute a substantial
part. The porous materials consist of two phases—the solid one, which forms the
skeleton, and the interstitial fluid phase, which is contained within the pores formed
by the solid phase. Since both the transversal and longitudinal waves can exist in an
isotropic solid, and since a longitudinal wave occurs in a fluid, three types of waves
can propagate through a porous domain. As the frame and the fluid exhibit a strong
mutual interaction, visco-thermal dissipation mechanisms take place.

Over the last decades, various mathematical models ranging from simple con-
cepts to sophisticated methods [3] have been developed to represent the
vibro-acoustic behaviour of sound insulation materials. In traditional numerical
schemes [14], the influence on the structure is usually described by additional mass
and damping. The damping of acoustic fluid is captured by solving a system with
impedance boundary conditions. Required parameters may be estimated by material
models, ranging from simple equivalent mechanical systems to phenomenological
impedance models [10].

The current state-of-the-art in the numerical modelling of the vibro-acoustic
behaviour of porous materials is represented by material micro-model based on the
Biot theory [7], which is implemented in a finite element method (FEM) [2] or in a
reduced transfer matrix scheme [1]. Although this approach allows for highly
detailed material description, its practical implementation leads to very large
computational burden, which limit its practical application for low frequency range.
This becomes even more pronounced as far as industry-sized problems are
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considered. Moreover, a proper estimation of the material parameters required by
the Biot model is not at all straightforward and is hence the reason, why are these
parameters often not available in practice.

Similar to numerical approaches described above, different experimental tech-
niques have been developed to characterise the vibro-acoustic properties of sound
insulation materials. Mechanical parameters of sound insulation materials may be
obtained in dynamic stiffness tests and impedances are measured in a standing wave
tube or in-situ on the material surface [15]. An impedance tube is typically used for
estimation of the normal impedance, which allows then the derivation of sound
absorption coefficient and transmission loss [12]. Reverberation chambers and
transmission suites are used for the measurement of, respectively, sound absorption
coefficient and transmission loss under diffuse sound field conditions according to
[13]. As these testing procedures involve large, special-purpose environments,
alternative, non-standardised measurement procedures based on small reverberation
cabins [6] have been developed over the past years. In order to determine the
dynamic properties of damping layers, Oberst test method can be applied [17].

As far as Biot model is considered, a set of nine material parameters must be
experimentally determined in order to provide the numerical model with corre-
sponding data. Hence, highly dedicated, laboratory apparatuses need to be utilised
in order to assess all required physical quantities [3].

In this chapter the Patch Transfer Function (PTF) approach is applied for the
analysis of a coupled vibro-porous-acoustic problem. Although the PTF method has
been originally proposed by Ouisse et al. [18] for the analysis of acoustic problems,
its application field further rapidly expanded towards more general problems. Pavic
et al. [19] used the PTF technique for source characterisation, Maxit et al. [16]
improved the approach for structures coupled to heavy fluid, Guyader et al. [11] and
Chazot et al. [9] solved a transmission loss problem and Aucejo et al. [4] have
conducted a study on the convergence of the methodology when applied to heavy
fluids. Recently, Rejlek et al. [20] and Veronesi et al. [21] have shown the
implementation of the PTF method for coupled vibro-acoustic problems based on
hybrid component testing and simulation.

The remainder of the chapter is organised as follows. Section 7.2 provides an
overview of the underlying mathematical formulations behind the
vibro-porous-acoustic problems considered in this article. Next, the basic principles
behind the PTF methodology are presented in Sect. 7.3. In the Sect. 7.4 a novel
experimental trim characterisation procedure is proposed and validated. Section 7.5
reports on the application of PTF approach on a coupled vibro-porous-acoustic
problem and further presents the results of a validation study conducted on
full-system. Finally, the results obtained are discussed in conclusions and an out-
look for the ongoing and future activities on this topic is given.
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7.2 Problem Definition

Consider a three-dimensional fully coupled vibro-acoustic problem, see Fig. 7.1.
The structural part XS consists of a thin flat plate subjected to (i) boundary con-
ditions imposed at the physical boundary Csa, Csp, (ii) a harmonic point force Fejxt

acting in the out-of-plane direction at the position r
0
F and (iii) the acoustic pressure

loading p arising from the coupling to an acoustic domain along the
structural-acoustic interface Csa, or to the pressure loading and velocity arising from
the coupling to a porous domain at the interface Csp.

The porous part Xp consists of an isotropic porous material applied on a partition
of the structural domain at the interface Csp. The skeleton of the porous domain is
subjected to (i) normal and tangential velocities and stresses due to the coupling to
the structure at the interface Csp and (ii) the pressure and normal velocity given by
the interaction with the acoustic domain at the interface Cpa. The interstitial fluid in
the porous domain is subjected to (i) normal velocities and normal stress due to the
coupling to the structure at the interface Csp and (ii) the pressure and normal
velocity given by the interaction with the acoustic domain at the interface Cpa. The
porosity influences the coupling at the porous-acoustic interface.

The acoustic part Xa consists of a closed physical boundary Ca filled by an
acoustic fluid. The acoustic part is subjected (i) to boundary conditions defined at
Ca and (ii) the normal velocity and pressure distributions at the structural-acoustic
interface Csa and at the porous-acoustic interface Cpa accounting for, respectively,
the coupling effects due to the plate dynamics and the coupling to the porous
domain. The Helmholtz equation is governing the steady-state acoustic pressure
perturbation field p(r) in the acoustic domain.

Fig. 7.1 A coupled
vibro-porous-acoustic
problem—Xs structural part,
Xp porous material, Xa

acoustic fluid domain, C� the
corresponding interfaces and
F� the loads
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The dynamic excitations show a time-harmonic behaviour ejxt with a circular
frequency x. The corresponding time-harmonic response of the structural-acoustic
system is thus described in terms of steady-state displacement w and the acoustic
pressure field p.

7.3 Basic Concepts of the PTF Approach

The PTF is a sub-structuring method. It consists of partitioning of the continuous
system into sub-systems and coupling them at their common interfaces via impe-
dance or mobility relations. Each interface is subdivided into N elementary surfaces
@S called patches. For practical reasons the interfaces correspond to physical
interfaces formed between the respective sub-domains. In order to couple different
sub-domains a set of transfer function called Patch Transfer Functions (PTF) must
be determined. These transfer functions are based on dynamic field quantities
spatially averaged over the patches. Once the PTFs are determined the coupling
procedure consists of the application of a superposition principle [8].

Let us consider an interface S between two sub-domains, and let us divide it into
small elementary surfaces @Sj, see Fig. 7.2. For the jth patch centred at position r of
the mth sub-system the averaged pressure and velocity are given by

�pmj ¼ 1
@Sj

Z
@Sj

pmj rð ÞdS ð7:1Þ

�vmj ¼ 1
@Sj

Z
@Sj

vmj rð ÞdS: ð7:2Þ

The transfer function between an excited patch i and a receiving patch j defined
on the sub-system m can be expressed in terms of impedance by

Zm
ij ¼

�pmi
�vmj

�����
�vmk 6¼j¼0

; ð7:3Þ

Fig. 7.2 Discretisation of the interfaces into patches and assessment of averaged quantities
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and in terms of mobility by

Ym
ij ¼ �vmi

�pmj

�����
�pmk 6¼j¼0

: ð7:4Þ

To obtain Zij, we excite with a surface velocity �vj at a certain patch j and block
all other patches so that �vk 6¼j ¼ 0. Then the ith row of Z is given by the ratio of all
surface pressures to the single velocity, see Eq. (7.3). To determine Yij, we excite
with a surface pressure �pj at patch j and leave all the other patches free with
�pk 6¼j ¼ 0. The ith row of Y is given by the ratio of all surface velocities to the single
pressure, see Eq. (7.4). The first case will be the natural method for acoustic and
porous domains, while the latter for structural ones. In the numerical model, we can
just successively apply these boundary conditions to obtain the blocked pressures or
free velocities on the surface. In principle this can be also done experimentally,
even if the implementation can be difficult.

Determination of the impedance and/or mobility matrices is not only restricted to
an approach described above, but can be also derived in an indirect manner, which
is one of the ongoing research activities.

In experimental setup or numerical analysis the patch transfer functions can be
obtained in a straightforward way by splitting the interface into N patches and
averaging the quantities over each patch. The resulting patch values can be obtained
by averaging or integrating over measured or simulated quantities inside a patch
area. In order to avoid spatial aliasing the sampling spacing has to obey to the
Nyquist criterion accounting for the corresponding wavenumber. In order to decide
upon the patch discretisation, again the Nyquist sampling criterion has to be applied
yielding the appropriate patch dimension d� p=k fmaxð Þ [22]. This rule ensures that
the sound radiated from the patch discretisation is correctly accounted for.

7.3.1 Coupling Procedure

A superposition principle is used to couple the systems at their common interface.
The coupled response of one sub-system is given by a sum of the two virtual
configurations. In case of a fluid sub-system the two configurations are (i) the
pressure response due to internal sources if the coupled interface is blocked and
(ii) the pressure response due to the yet unknown interface velocity of the coupled
system, when the internal sources are switched off. In case of a structural
sub-system the two configurations are (i) the velocity response due to internal
sources if the coupled interface is free and (ii) the velocity response due to the yet
unknown interface pressure of the coupled system, when the internal sources are
switched off.
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7.3.2 Coupling a Structural Domain with Two Fluid Layers

Let us consider the coupled system in Fig. 7.3 where a thin steel plate loaded by a
point force F is coupled to a fluid layer representing trim, which then couples to an
acoustic rigid cavity. The fluid layer is in fact an equivalent fluid used to represent
the porous domain. The continuity conditions for pressures and velocities at the
interface between the structural and the porous domains are

p1 ¼ pS1 ¼ pT1
v1 ¼ vS1 ¼ vT1 ;

ð7:5Þ

where the superscript S denotes the structure and T the trim. Between the porous
and the acoustic domain following expressions hold

p2 ¼ pT2 ¼ pC2
v2 ¼ �vT2 ¼ vC2 ;

ð7:6Þ

where the superscript C denotes the cavity. The pressure and velocity relation
between the structural and acoustic domains read

p1 ¼ pS1 ¼ pC1
v1 ¼ vS1 ¼ vC1 :

ð7:7Þ

The impedance relations at the structure-porous interface write

v1 ¼ YSp1 þ yFF ð7:8Þ

p1 ¼ ZT
1 v1 � ZT

12v2; ð7:9Þ

Fig. 7.3 A fully coupled vibro-porous-acoustic problem: a steel plate is coupled to a porous layer
at interface 1 and successively to a fluid cavity at interface 2
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where YS is the mobility matrix of the structure, yF is a vector of structural transfer
function between the point where the load is applied and all patches on the plate. ZT

1

and ZT
12 are, respectively, the surface trim impedance at interface 1 and the cross

trim impedance between interface 1 and 2.
The impedance relations at the acoustic-porous interface write

p2 ¼ ZT
21v1 � ZT

2v2 ¼ ZC
2 v2; ð7:10Þ

where ZT
2 and ZC

2 are the surface trim impedance and the surface cavity impedance
at the interface 2 respectively. The fully coupled problem can be described in a
matrix formulation:

�YS �I 0
I �ZT

1 ZT
12

0 ZT
21 �ZT

2 � ZC
2

0
@

1
A p1

v1
v2

0
@

1
A ¼

yFF
0
0

0
@

1
A: ð7:11Þ

Finally, the sound pressure level (SPL) at the receiver position is

p ¼ zC
� �T

v2; ð7:12Þ

where zCð ÞT is the transpose of the vector of the acoustic transfer functions between
the patches on the interface 2 and the receiving microphone position in the cavity.

7.4 Experimental Characterisation of Porous Materials

To directly obtain the patch impedance matrix Z of the porous material we have to
excite with a surface velocity �vj at a certain patch j and block all other patches so
that �vk 6¼j ¼ 0. Then the impedance relation between patch i and the patch j is given
by the ratio of averaged blocked surface pressure to the averaged surface velocity,
see Eq. (7.3).

The porous material is a rectangular layer of Basotect® TG melamine foam. In
order to block the velocity at the interface steel plates of dimensions 0.2 m × 0.2 m
and a thickness of 30 mm have been laid down on the sample. The weight of each
steel plate is 9.5 kg. Due to the high mass and stiffness of the plate the rigid body
modes of such resulting system appear at very low frequencies, while the first
structural modes of the steel plate occur at very high frequencies. In this particular
case, all 6 mass-spring resonances occur at frequencies below 40 Hz and the first
structural resonance arises at above 2.4 kHz.

The high impedance mismatch between the foam specimen and steel plates,
combined with the broad, effective frequency range without resonances allows for
establishing proper blocking conditions between 100 Hz and 1.5 kHz. As a con-
sequence, the full frequency range of interest (50 Hz−1 kHz) can be experimentally
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investigated. A patch size of 0.2 m × 0.2 m has been therefore chosen for the
experimental characterisation. An up-scaling to a larger size which is a multiple of
0.2 m can be easily performed in the post-processing phase by means of the
superposition principle. The results that will be shown in the following section are
referred to 0.4 m square patches.

Since there are no modes within the frequency range investigated a uniform
velocity excitation over the patch can be obtained by hammer excitation in the
centre of a steel plate. The imposed velocity on the excited patch has been measured
by an accelerometer attached close by the centre of the steel plate. The plates must
not be in contact with each other and at the same time the gap between the plates
shall be kept as small as possible in order to avoid energy leaks through the slits.
The interface pressure has been measured by four ¼˝ pressure microphones
embedded into each steel plate flush to the foam interface. Note that by doing so
only the pressure contribution due to the interstitial fluid is accounted for, whereas
the pressure contribution of the skeleton is neglected.

The experimental characterisation of the porous material has been carried out on
a melamine sample of dimensions 0.8 m × 0.4 m and the thickness of 42 mm. The
material probe has been fully blocked by the steel plates on the top and by a rigid
reinforced concrete floor from the bottom. The setup is shown in Fig. 7.4.

7.4.1 Numerical Validation

The experimental methodology for the characterisation of porous materials has been
validated by means of an equivalent fluid model implemented into framework of an

Fig. 7.4 Set-up for the experimental characterisation of a porous trim
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FE model. In case that the skeleton motion can be neglected the porous material can
be replaced by an equivalent fluid domain with a complex density and a complex
bulk modulus. The assessment of these complex quantities can be achieved by
means of empirical models such as the one proposed by Delany and Bazley [10]. If
the porous material has a high porosity the complex wavenumber k and the char-
acteristic impedance Zc can be calculated from the flow resistivity r as a function of
the frequency f and the fluid properties q0 and c0

Zc ¼ q0c0 1þ 0:057
q0f
r

� ��0:754

�j0:087
q0f
r

� ��0:732
" #

k ¼ 2pf
c0

1þ 0:0978
q0f
r

� ��0:700

�j0:189
q0f
r

� ��0:595
" # ð7:13Þ

with the following validity range

0:01� q0f
r

� 1: ð7:14Þ

The validation has been carried out by a numerical model, which mimics the
experimental procedure. The FE model of the melamine foam consists of an
equivalent fluid with rigid boundary conditions applied on the bottom surface. An
imposed velocity has been applied on the excited patch, while the other patches
have been blocked. In order to assess the impedance matrix of the full sample this
procedure must be repeated for all the patches. The response over each patch has
been obtained by integrating the pressure over the patch surface. The input
parameters for the numerical model are the speed of sound 343 m=s, the density of
air 1:2 kg=m3 and the foam flow resistivity of 11350 Ns=m4. These parameters
have been measured on a sample originating from the same batch of a material as
used during the presented work. For the given flow resistivity the Delany and
Bazley model is valid from 95 Hz to 9.5 kHz.

In the calculation the vertical edges of the equivalent fluid have been blocked.
A second model has been realised in order to investigate the effects of the boundary
conditions applied on the vertical edges of the specimen. In this case the vertical
edges are radiating into a defined air volume. The concept of Perfectly Matched
Layers [5] is used here in order to avoid spurious reflections at the outer boundary
of the acoustic, computation domain.

Figure 7.5 compares the results of experimental characterisation with numerical
validation, where the impedance level (L ¼ 10 logZ) and phase are plotted as a
function of the frequency. Although strictly speaking the Delany and Bazley model
was developed for fibre based materials, an excellent agreement can be observed
starting from 200 Hz onwards. The low frequency deviations should not be ascribed
to the simplifications of Delany and Bazley model (the Miki correction, for instance,
did not influence the low frequency signature), but they turned out to depend on the
boundary conditions at the vertical edges, as it will be discussed below.

108 J. Rejlek et al.



The boundary conditions imposed at the vertical edges of the sample strongly
influence the patch impedance below 200 Hz. We can distinguish between two limit
cases: blocked edges and free edges. These two different conditions have been
investigated by the numerical models. The outcome is shown in Fig. 7.6. When the
vertical edges are blocked the impedance amplitude is inversely proportional to the
frequency and the phase starts at −90 degrees. This trend can be interpreted as
stiffness behaviour. In the case the edges are free the impedance amplitude is
directly proportional to the frequency in the low frequency range and the phase has
a value of +90 degrees. This behaviour represents a mass governed edge radiation
impedance. If the patches are defined far away from the sides of the specimen, the
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Fig. 7.5 Direct characterisation method of melamine foam with 0.2 m patches: input patch
impedance (red), transfer patch impedance (blue), experiment (solid lines), numerical (o markers)
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Fig. 7.6 Effects of boundary condition imposed at the vertical edges of the sample on the foam
patch impedance; input patch impedance (red), transfer patch impedance (blue). (i) blocked edges
(solid lines); (ii) free edges (o markers)
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edges of the patches are radiating into foam and a continuity type of boundary
condition is imposed at the edges of the patch. The boundary conditions imposed on
the vertical edges of the trim during the experimental characterisation are however
different from the three cases described above, as it was difficult to reproduce
well-defined boundary conditions precisely (blocked edges).

Since the effects of the boundary conditions imposed at the vertical edges of the
foam strongly influence its low frequency behaviour, it is important to conduct the
sound package characterisation with the same boundary conditions as they will
occur on the assembled system.

7.5 Validation Study

The PTF methodology proposed has been validated by means of a dedicated test
setup consisting of a rigid cavity backed by a dynamic plate, see Fig. 7.7. The rigid
cavity consists of reinforced concrete walls coated with hard epoxy paint and has
the main dimensions of 1.7 × 1 × 0.8 m. The dynamic plate is made of 2 mm thick
steel with all boundary segments being clamped. The inner side of a plate is treated
with a layer of porous material, which is the Basotect® TG melamine foam having
a thickness of 42 mm in this particular case.

First, the dynamic behaviour of individual, physical sub-domains (plate, trim and
cavity) has been determined by component characterisation. Depending on the
sub-domain, the impedance matrices and vectors needed for the assembly of the
equation system (11) have been retrieved in experimental, numerical or analytical
manner. For the plate and cavity characterisation procedures presented in [20] and
[21] have been adopted.

7.5.1 Porous Part

As shown in Fig. 7.5, the difference between the amplitude of the input and the
transfer impedance is larger than 10 dB starting from some 200 Hz onwards in both

Fig. 7.7 The rigid
cavity-backed plate with
porous treatment
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the measurement and simulation. Hence it is possible to consider the material as
locally reacting so that the contribution from the patches located far away from the
excited patch can be neglected. In the other words, since the material damping is
considerably high, only the next neighbouring patch is important for the PTF
reconstruction. As a consequence, the impedance matrix of the trim can be
approximated by a banded matrix. Therefore, the characterisation of the specimen
can be carried out on a small sample just as large as two patches. In order to
perform the reconstruction we assumed that the cross impedance of the trim
(through the thickness) is equal to the surface one. Since the wavelength inside the
interstitial fluid is much longer than the thickness of the foam and therefore wave
propagation only exists in the transverse direction, this hypothesis is acceptable in
the investigated frequency range.

7.5.2 Assembled System

In order to validate the PTF results based on sub-domain characterisation,
full-system measurement campaigns have been conducted on the experimental
setup, see Fig. 7.7. The system has been excited by a point force located at position
x ¼ 0:35m; y ¼ 0:5m; z ¼ 1m by means of an impact hammer. The sound
pressure level (SPL) has been measured in three positions inside the rigid cavity,
see Table 7.1 and Fig. 7.8.

Table 7.1 Position of the
receiver microphones inside
the cavity

x (m) y (m) z (m)

Mic 1 0.270 0.525 0.495

Mic 2 0.870 0.365 0.425

Mic 3 1.460 0.285 0.680

Fig. 7.8 Acoustic cavity with
a steel plate partially treated
by melamine foam; note the
three receiver pressure
microphones
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To estimate the effect of damping induced by the porous layer, a two-step
procedure has been adopted. In the first step the dynamic plate has been directly
coupled to an acoustic cavity, whereas the melamine foam has been introduced in
the system in the latter step.

Figure 7.9 shows the SPL spectra and phases of the reference measurements
conducted on the undamped and damped system. The comparison reveals that the
melamine foam introduces some damping in the system, but it mainly influences the
cavity absorption above 200 Hz due to its rather low thickness of 42 mm.

Furthermore, due to the absence of the heavy layer the trim does not introduce
structural damping on the plate. This is can be understood by comparing the patch
mobilities of the subsystems, see Fig. 7.10. The input mobilities of the cavity are in
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Fig. 7.9 SPL inside the cavity at position 1: reference measurement on the bare plate-cavity
system (black) and on the trimmed plate-cavity system (red)

0 100 200 300 400 500 600 700 800 900

-100

-80

-60

-40

-20

L 
[d

B
]

0 100 200 300 400 500 600 700 800 900

-100

0

100

φ  
[d

B
]

F [Hz]

Fig. 7.10 Comparison between the patch input mobility level of the plate (blue), trim (red) and
cavity (black)
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the same order of magnitude of the trim mobility, while the structural mobilities of
the plate are much lower. Only in a limited region below 100 Hz the plate mobility
reaches the trim mobility. Thus the main interaction occurs between the liner and
the cavity. In addition, the effect of uncertainty of the boundary conditions
occurring during the characterisation procedure mainly influences the trim impe-
dance in the low frequency range, where there is just a little interaction with both
the cavity and plate. Thus, the effect of the boundary conditions during the char-
acterisation does not have a significant impact on the PTF reconstruction, for this
particular type of trim.

Figure 7.11 shows the comparison of PTF reconstruction with full-system
measurement of the undamped system. The narrow band prediction of the SPL at
position 1 is excellent up to some 430 Hz, which is the theoretical limit for the
given discretisation. Nevertheless, the proposed method still yields reliable pre-
diction even at higher frequencies, except for a narrow band between 430 and
500 Hz and around 900 Hz.

Figure 7.12 compares the PTF reconstruction with full-system measurement of
the system, where the damping has been introduced via the trim. Here both the plate
and trim are characterised in experimentally. The PTH yields an adequate predic-
tion of the full-system behaviour up to the limit of the methodology. As expected
the PTF is not able to predict the SPL at the receiver once the frequency is higher
than 430 Hz. However the overall trend is captured fairly well.

Figure 7.13 shows again the comparison between the reconstruction and the
reference measurement for the damped case, however with trim characterised in a
manner this time. This further underlines the high degree of modularity of the PTF
process—each sub-system can be characterised in a standalone way by means of the
most appropriate technique.

In order to verify the assumption of locally reacting trim, the PTF reconstruction
has been conducted with two different, numerically characterised sound packages.
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Fig. 7.11 Undamped system—SPL inside the cavity at position 1: PTF reconstruction (blue) and
reference measurement (red). Experimental bare plate and analytical cavity
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In order to mimic the experimental conditions, first the reconstruction has been
performed with a trim having exactly the size of two patches. Next, the PTF
reconstruction has been done with a trim specimen having a size of the steel plate (8
patches) in order to account for all transfer and cross (through the thickness)
impedances. The results of this investigation are shown in Fig. 7.14.

Apart from the minor differences observed at higher frequencies the two PTF
reconstructions do match very well up to 500 Hz. In spite of these small discrep-
ancies we can conclude that below the frequency limit imposed by the discretisation
the trim applied can be considered as locally reacting one. Hence, the full trim
impedance matrix can be reduced to the input and the next neighbour transfer
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Fig. 7.12 Damped system—SPL inside the cavity at position 1: PTF reconstruction (blue) and
reference measurement (red). Experimental plate and experimental trim
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Fig. 7.13 Damped system—SPL inside the cavity at position 1: PTF reconstruction (blue) and
reference measurement (red). Experimental plate and numerical trim
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surface impedances. Moreover, this investigation has also proven that the cross
impedances can be approximated by the surface ones for this particular porous
material.

As explained in [22] the required patch size for valid PTF results is governed by
the acoustic wavelength resulting in rather coarse spatial discretisation. This allows
for efficient experimental characterisation. The patch averaging scheme for the
structural mobility matrix, on the other hand, in principle requires a spatial sampling
criterion which depends on the structural wavelength, but the utilisation of multiple
sensors on the receiving patch and random hammering on the excited patch reduces
the measurement efforts to an acceptable level.

7.6 Conclusions

The PTF approach has been used to solve a coupled vibro-porous-acoustic problem.
It allows for an independent characterisation of individual sub-systems and for
coupling them at their common interfaces via patch impedance or patch mobility
relations. The procedure therefore offers high degree of modularity, meaning that
different procedures (numerical, experimental, analytical solution) can be applied
based on their merits. In this way, each sub-domain can be characterised by the
most efficient technique. Since the sub-systems are characterised in an independent
manner, the PTF offers an efficient way to conduct variant studies. In this case only
sub-systems subjected to alteration need to be re-characterised.

A novel methodology for the assessment of the blocked impedance of a porous
media has been presented and validated. The direct method is fully compatible with
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Fig. 7.14 Comparison between the predicted SPL inside the cavity at position 1: PTF
reconstruction where the trim is: numerically characterised (red) and numerically characterised by
modelling a sample of same dimension as of the plate (black)
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the PTF process, hence the information obtained can be seamlessly integrated into
the PTF reconstruction of the coupled system.

The measurement methodology described above is however not suited for
characterisation of multi-layered materials and it also does not account for the
structure-skeleton interaction. A more advanced experimental material characteri-
sation method, which accounts for these phenomena, is currently under develop-
ment. Here, the major potential of the methodology proposed consists in the
possibility to account for the quasi-global dynamic behaviour of the sound package
without the need for a detailed material micro-model.
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