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Preface

Photoelectron spectroscopy has its roots in the Nobel Prize-winning work of Albert
Einstein and Kai Siegbahn. It is therefore both an honor and a humbling experience
to produce a book that documents the excitement of the newest developments in
this field.

According to Einstein’s discovery of the law of the photoelectric effect, con-
sidered to be the dawn of the quantum age, the conservation of energy between the
incoming photon and the outgoing photoelectron in the photoemission process
allows the technique to uniquely measure the chemical and electronic structure of
atoms, molecules, and solids. However, despite Seigbahn’s original development
of the technique for chemical analysis with high-energy X-rays, the use of
low-energy photons with energies up to only about 1.5 keV by modern researchers,
at both laboratory and synchrotron sources, results in extremely short photoelectron
inelastic mean-free paths. As a result, this limited information depth has historically
restricted experiments to the study of surfaces and shallow interfaces, or what is
referred to in the literature as traditional surface science.

It is therefore no surprise that recent advances in both photon source and
electron-spectrometer instrumentation have driven experiments into the extended
2–10 keV photon energy range resulting in what is now called hard X-ray pho-
toelectron spectroscopy (HAXPES). Due to its relatively unlimited electron escape
depths, HAXPES has emerged as a powerful tool that has general application to the
study of the true bulk and buried interface properties of complex materials systems.
Its areas of application are thus growing exponentially compared to more traditional
measurements at lower photon energies.

In addition to the many advantages of being able to study “real” samples taken
directly from air without the need for ion sputtering or other surface preparation,
HAXPES has opened up other research areas that are included in this book such as:
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• The study of highly correlated and spintronic electron systems with surface and
interface compositions and structures that are different from their bulk.

• The combination of energy and angle measurements (X-ray standing wave,
photoelectron diffraction, and angle-resolved valence photoemission) to produce
elementally, chemically, and spatially specific electronic structure information.

• The study of realistic prototypical multilayer device structures under both
ambient and operando conditions.

• The tuning of the photoelectron inelastic mean-free path and the X-ray pene-
tration depth to study buried layers, interfaces, and nanoparticles with the
specific nanometer and mesoscopic length scales relevant to modern industry,
as, for example, today’s semiconductor hetero-structures.

The brightness of third- and higher generation X-ray sources has also opened the
possibilities of both high-resolution two-dimensional chemical imaging with depth
resolution (photoelectron microscopy) in addition to time-resolved photoemission.

This volume provides the first complete, up-to-date summary of the state of the
art in HAXPES. It is therefore a must-read for scientists interested in harnessing its
powerful capabilities for their own research. Chapters written by experts include
historical work, modern instrumentation, theoretical developments, and real-world
applications that cover the fields of physics, chemistry, and materials science and
engineering. In consideration of the rapid development of the technique, several
chapters include highlights that illustrate future opportunities as well.

Upton, USA Joseph C. Woicik
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Chapter 1
Hard X-ray Photoemission: An Overview
and Future Perspective

Charles S. Fadley

Abstract The various aspects of hard X-ray photoemission are reviewed, including
in particular more newly developed directions of measurement, but also with ref-
erences to other chapters in this book or prior publications in which additional
details can be found. An overview of the different dimensions of the technique,
including a look at promising future directions, is presented.

1.1 Introduction

Although hard X-ray photoemission (HXPS, HAXPES, HX-PES,…) in fact has a
long history, as reviewed elsewhere in this book by Svensson, Sokolowski, and
Martensson, by Pianetta and Lindau, who pioneered it with synchrotron radiation
(SR) excitation at SSRL [1], and by Kobayashi, who discusses the first
undulator-based activities at SPring-8, it is really only in the last 15 years or so that
the development of beamlines, spectrometers, and even laboratory sources, has led
to its rapid growth. By now, various statistics indicate the rapid growth of the
technique. The number of papers appearing and the citations to them are growing
exponentially, as shown from the Web of Science statistics in Fig. 1.1, which
certainly represent conservative numbers due to the fact that authors may not
always use our search keywords in publications, and in fact probably do this less
with time as the technique becomes more commonly used. Some overall numbers

C.S. Fadley (&)
Department of Physics, University of California Davis, Davis, CA 95616, USA
e-mail: fadley@physics.ucdavis.edu

C.S. Fadley
Materials Sciences Division, Lawrence Berkeley National Laboratory, Berkeley
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from this search in June, 2015 are about 640 publications, 1000 citations per year,
5600 citations in total, 9 cites/paper, and an h-index of 38. These publications have
furthermore appeared in leading high-impact journals. There are also currently
approximately 20 synchrotron radiation beamlines running or in construction/
commissioning that are at least partly dedicated to HXPS, in alphabetical order at:
ALS, BESSY II, CLS, Diamond, Petra III, NSRRC, NSLS-2, Soleil, and SPring-8,
with by far the largest number at SPring-8, still the leading facility in this technique.
Commercial systems permitting in-laboratory monochromatized HXPS are also
now available. Finally, there has been a continuing series of international work-
shops and by now international conferences on HXPS, with programs and pro-
ceedings often online [2–10].

Beyond this, and more importantly, the technique has by now been applied to the
full range of forefront materials issues in physics and chemistry, including bulk,
surface, and buried interface studies, as beautifully demonstrated in various chapters
in this book, e.g., by Browning—photoelectron microscopy of various materials
types; Chambers-oxide heterostructures; Gray—dilute magnetic semiconductors;
Kobayashi—a broad range of advanced materials and device structures; Liu and
Bluhm—ambient pressure photoemission studies of surfaces and interfaces,
including very recent use of hard X-ray excitation [11]; Taguchi and Panaccionne,
plus Tjeng et al.—strongly correlated materials; Mukherjee, Santra and Sarma—
nanostructures; Weiland, Rumaiz, and Woicik, plus Lysaght and Woicik—band
alignments and semiconductors, and Zegenhagen, Lee, and Thiess—oxides and
superconductors. In addition, it is clear that HXPS can be very fruitfully applied in
atomic and molecular physics, as overviewed by Simon, Piancastelli, and Lindle.
I here also note with deep sadness our loss last year of Dennis Lindle, a true pioneer

Measures of the growth and impact of hard x-ray photoemission

Fig. 1.1 A Web of Science plot of the number of publications and citations versus time involving
the keywords “hard X-ray photoelectron spectroscopy” or “hard X-ray photoemission” or “high
energy photoelectron spectroscopy” or “high kinetic energy photoelectron diffraction” or “hard
X-ray photoelectron microscopy” or “HXPS” or “HAXPES” or “HX-PES” or “HAXPEEM”. This
data is from June, 2015

2 C.S. Fadley



in applying hard X-ray excitation to atomic and molecular physics with his work at
the Advanced Light Source.

I will not attempt here to repeat what is already so well reviewed and presented
in the above-cited chapters devoted to applications of HXPS, but will limit this
overview to discussing the basic principles of the technique, including its strengths,
weaknesses, some new directions, and challenges for future experimental and
theoretical developments. This discussion will thus more directly relate to other
chapters on the fundamental physics of photoemission in the hard X-ray regime by
Braun, Ebert, and Minar—photoemission theory; Browning-photoelectron micro-
scopy; Grosvenor et al.—final-state effects; Kayanuma-recoil effects; Powell and
Tanuma—inelastic mean free paths; and Rossnagel et al.—time-resolved mea-
surements. Some additional new measurement methods will be pointed out, for
example, involving standing-wave (SW) or near-total-reflection (NTR) excitation
from multilayer heterostructures, which are not covered elsewhere in this book.

Finally, the reader is directed to several other overviews and special journal
issues involving HXPS and its relationship to conventional XPS at less than 2 keV
that have been published [12–14], including some from my group [15–20], and to
which specific references will subsequently be made.

In concluding this introduction, it is worth noting the various measuring
modalities in photoemission in general, which are illustrated in Fig. 1.2, all of
which will be discussed individually in the following sections.
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Fig. 1.2 Schematic illustration of the different measurement modalities in photoemission, with
inset examples discussed later in this and other chapters of this book. The core schematic from
which this figure is derived is from Y. Takata
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1.2 Basic Effects and Considerations—Advantages,
Disadvantages, and Challenges

1.2.1 Probing Depth

Of course, the ability to probe more deeply into a sample and reduce the importance
of surface effects is a primary reason for using hard X-ray excitation in photoe-
mission. Hard X-ray is here defined as >2 keV, since that is typically the energy
above which crystal monochromators, instead of grating monochromators, must be
used. Some prefer to call the range of ca. 2–10 keV that is most commonly used in
HXPS measurements “tender” X-rays.

The probing depth is controlled by the inelastic mean free path (IMFP), and
Fig. 1.3 shows a compilation of values for 41 elements calculated from optical data
and leading to the much-used TPP-2 M formula for estimating them, from the work
of Tanuma et al. [21]. This method and its application to HXPS are discussed in
more detail in the chapter by Tanuma and Powell.

The conclusions from this and other recent experimental work [22, 23] are that
the only reliable way to increase bulk or buried layer and interface sensitivity for all
material types is to go to higher photon energies in the soft X-ray (ca. 0.5–2 keV) or
hard X-ray (ca. 2–10 keV) regime. Going to very low photon energies with laser
excitation is also often discussed as a method for enhancing bulk sensitivity [24],
but it seems clear that this will not be a universal benefit for all materials, and may
only be true for those with a significant bandgap. Further experimental and theo-
retical study of this last point is needed.

Fig. 1.3 Energy dependence of electron inelastic mean free paths as calculated from optical
properties for 41 elements, with values closely related to the TTP-2M formula (From [21])
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1.2.2 Ease of Spectral Analysis

There are several ways in which spectral analysis is simpler at higher photon
energies:

• The inelastic backgrounds under spectra are significantly reduced, thus making
the allowance for them in fitting to derive various peak intensities easier.

• Auger spectra are in general further apart, thus creating less overlap with
photoelectron peaks whose detailed analysis is desired.

• Peak intensity analyses:
The analysis of peak intensities via standard formulas for core photoelectron
emission, such as that shown in (1.1) and Fig. 1.4 for a typical n‘j level in atom
Q, with an incident flux of Ihvðx; y; z; êÞ, radiation polarization of ê, an IMFP of
KeðEkinÞ, and a spectrometer acceptance solid angle over the surface of
XðEkin; x; yÞ,

IðQn‘jÞ ¼ C
Z1

0

Ihvðx; y; z; êÞqQðx; y; zÞ
drQn‘jðhv; êÞ

dX

� exp � z
KeðEkinÞ sin h

� �
XðEkin; x; yÞdxdydz

ð1:1Þ

and as used e.g. in angle-resolved XPS (ARXPS) depth profile analyses, are
simpler because:

– The IMFPs Λe(Ekin) of different peaks, although kinetic energy dependent, can
have much less variation than with lower energy excitation, because the higher
kinetic energies of less-bound electronic levels are closer in relative values.

– The instrument response function, indicated as the solid-angle of acceptance
Ω(Ekin, x, y) in Fig. 1.4, will also tend to be more nearly constant over a set of
peaks with high, and thus very nearly equal, kinetic energies.

– The effects of elastic scattering in smearing out the photoelectron intensity
distribution, indicated by the scattering factor f(θscatt) in Fig. 1.4, will be less
pronounced, due to the generally increasing forward focusing effect as
energy is increased.

– The effect of refraction in crossing the inner potential barrier V0 will be less
as energy is increased.

– The effects of surface-associated inelastic scattering will also be reduced as
the kinetic energy increases [25].

– In valence photoemission, it is also well known [26, 27] that the photoelectric
cross section becomes more and more dominated by the core region of each
atom as energy is increased, thus permitting an approximate decomposition of
a valence spectrum in the high-energy XPS or density-of-states (DOS) limit
into a sum of partial intensities based on orbital-projected DOSs and atomic
differential cross sections, as indicated in (1.2) below:
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ItotalðEkinÞ ¼
X
Qn‘j

IðEkin;Qn‘jÞ

¼
X
Qn‘j

C0
Z1

0

Ihvðx; y; z; êÞqQn‘jðEb; x; y; zÞ drQn‘jðhv; êÞdX

� exp � z
KeðEkinÞ sin h

� �
XðEkin; x; yÞdxdydz

ð1:2Þ

with qQn‘jðEb; x; y; zÞ the projected density of states for the Qn‘j orbital at a given
binding energy and position in the sample.

Thus, the simple formulas shown in (1.1) or in (1.2) will be more quantitative for
HXPS in many situations, permitting simpler spectral analyses of both core and
valence spectra.

It is important finally to note that a user-friendly program exists for calculating
spectra for core-level emission, namely Simulation of Electron Spectra for Surface
Analysis (SESSA), whose input databases have recently been extended to cover
hard X-ray excitation [28, 29]. This program includes all of the physical effects
indicated in Fig. 1.4, with elastic scattering assumed to be from an array of ran-
domly positioned atoms, although it does not include refraction effects in crossing
the inner potential.

Fig. 1.4 Core photoelectron emission, with a general sample and experimental configuration
indicated, along with the standard formula for analyzing intensities, also appearing in (1.1)
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1.2.3 Photoelectric Cross Sections, Including Polarization
Effects

Beyond these considerations however, is the clear challenge that photoelectric cross
sections decrease dramatically as photon energy, or equivalenty kinetic energy Ekin

is increased [30–32], varying in a high-energy asymptotic limit roughly as σQn‘j
(Ekin) ∝ (Ekin)

−7/2 = (Ekin)
−3.5 for s subshells and ∝(Ekin)

−9/2 = (Ekin)
−4.5 for p, d, and

f subshells, but with more accurate calculations for specific cases in the two ref-
erences mentioned. Figure 1.5 illustrates this decrease with calculated cross sections
[30] for the subshells of Mn and O over 1–10 keV spanning the most common
HXPS range. Thus, the development of HXPS has required the design of beamlines,
including enhanced intensity with undulator excitation [33], and laboratory sources
with the highest possible intensities, as well as spectrometers with the highest solid
angles of acceptance, with the latter for example now going up to ±30° in com-
mercial hemispherical electrostatic instruments and up to ±45° in custom-designed
systems [34]. The possibility of time-of-flight analysis to further increase intensities
is also being discussed [35, 36]. However, with present SR HXPS facilities, it is still
possible to saturate any existing detector for intense core levels, and research and
development thus needs to be done for higher-throughput electron detectors capable
of the GHz-regime [37], as compared to the current *1 MHz for 2D detection, and
*10 MHz for 1D detection.

Another important consequence of this energy variation for valence-level studies
is that subshells with lower ‘ for a given n that thus exhibit more oscillations in the
core region decay in intensity less rapidly than those with higher ‘. Figure 1.5
illustrates that, for example, Mn 3s decays less rapidly than Mn 3p, and Mn 3p less
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Fig. 1.5 Relativistic subshell cross sections for Mn and O as a function of photon energy over the
region 1–10 keV (From [30])
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rapidly than Mn 3d. A similar thing is found for O 2s, which decays less rapidly
than O 2p. These variations already make the asymptotic formulas above, which do
not discriminate p, d, and f cross sections, look inaccurate for typical HXPS
energies. In fact, the exponents derived with cross section ratios from Fig. 1.5 at 8
and 10 keV, by assuming that (Cross section at hν = 10,000)/(Cross section at
hν = 8000) = (Ekin at 10,000 eV)m/(Ekin at 8000 eV)m yield values of m = −2.4 to
−2.6 for Mn 1s, Mn 2s, Mn 3s, and Mn 4s, or about 5/2, with O 1s and O 2s being
somewhat higher at m = 3.0, or about 6/2. Mn 2p and Mn 3p show m = −3.3 to
−3.4, and O 2p larger values of m = −3.9 to −4.0, or about 7/2–8/2. Lastly, Mn 3d
has the largest value at m = −4.2 to −4.3, approaching the asymptotic limit of 9/2.
Thus, these values only roughly agree with, and span a greater range than, the
asymptotic numbers above, and of course clearly show the trends with ‘ for a given
n already mentioned.

Other more complex but important variations in relative intensity also occur if
one considers the important case of valence-electron spectra. For example, by
10 keV the valence spectrum of a sample with both Mn and O in it (as would be
typical for a transition metal (TM) oxide) is expected to be dominated by O 2p and
Mn 4s character.

Another cross-section effect that must be allowed for as energy increases is the
increasing importance of non-dipole terms [31, 32, 38] (see also chapter by Simon,
Piancastelli, and Lindle). These can be broken into two types, depending on
whether core-like intensities are involved or momentum-resolved angle-resolved
photoemission (ARPES) valence intensities are being analyzed. In the first case,
standard correction parameters to the usual dipole formula are available for a
number of atoms and energies [31, 32, 38], and these can be interpolated and
extrapolated for a given case at hand. For ARPES, or more appropriately, soft- and
hard-X-ray ARPES (SARPES and HARPES, respectively), a correction due to the
photon momentum is needed in the momentum-conservation equation, as discussed
elsewhere [15, 18, 19, 39, 40], later in this chapter, and in the chapter by Gray in
this book. This is a simple correction to do as well, provided that the experimental
geometry is precisely defined.

As another more recently realized aspect of hard X-ray photoelectric cross
sections, it has recently been shown by Drube et al. that interchannel coupling
effects that are essentially resonant photoemission with deep core levels can sig-
nificantly influence the relative intensities of shallower core levels. For example, the
Ag 3d3/2,5/2 intensities at binding energies of*374 and 368 eV are influenced by as
much as 30 % in scanning the photon energy over the Ag 2p1/2,3/2 resonances at
*3560 and 3250 eV. Thus, it may be necessary to avoid such resonances by as
much as a few hundred eV if a simple quantitative analysis according to equations
such as those in (1.1) or (1.2) is to be valid.

As more and more hard X-ray beamlines are permitting the variation of polar-
ization through the use of diamond phase retarders [41, 42], it is important to note
the strong effects that this can have on the differential photoelectric cross sections.
This is particularly important for valence-level spectra in which the different orbital
contributions can be resolved in energy through the projected densities of states, as
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indicated in (1.2). As a simple illustration of this, Figs. 1.6 and 1.7 show some
calculated differential cross sections for the Cu 3dz2 and O 2pz orbitals, at two
energies of 0.8 and 5 keV and three different polarization orientations along x, y,
and z. These have been calculated in a non-relativistic limit using equations pub-
lished some time ago [43], with extrapolations of radial matrix elements and phase
shifts for the ‘ ± 1 interfering channels to 5 keV using the data in [43], and an online
program due to Nemšák et al. that permits calculating them for an arbitrary
experimental geometry [44]. Of course, for any s subshell in the dipole limit, the
cross section looks like a p wave oriented along the polarization direction, that is of
the functional form given at the left of Fig. 1.7, since there is only one channel in
the final state, and so will have a node for emission perpendicular to the polarization
vector for all three orientations in this figure.

From these calculations for more complex non-s subshells, it is clear that varying
polarization away from the special case of being parallel to the electron emission

Fig. 1.6 Non-relativistic dipole-approximation cross sections for the Cu 3dz2 orbital, for three
different polarization directions and at 800 and 5000 eV photon energies. The maximum value of
each contour is indicated in the inset (From [44])
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direction (a special case which is known to yield cross sections of exactly the same
form as the orbital shape angular shape [43]), can yield dramatic changes. For
example, the Cu 3dz2 cross section tends to look somewhat like the orbital for z
polarization, but is completely different in x and y polarization. There are also some
significant changes as the energy is increased from 800 to 5000, particularly for x
and y polarization. Similar things are true for the O 2pz cross section, again tending
to look like the orbital for z polarization, but changing dramatically so as to have
nodes along the orbital direction with x and y polarization. Although more accurate
relativistic calculations allowing for non-dipole effects would no doubt be some-
what different from these results, the changes with polarization and energy in
Figs. 1.6 and 1.7 would be expected to be semi-quantitatively maintained.

As one simple illustration of the utility of polarization in valence-band studies, it
is pointed out in in recent publications [42, 45], and in the chapter by Tjeng et al.,
that it can be useful to emit electrons perpendicular to the polarization direction in
order to suppress the strong TM 4s contributions in TM oxide valence spectra, so as
to more directly see the transition metal 3d contributions (cf. Fig. 1.5). Figures 1.6

Fig. 1.7 As Fig. 1.6, but for the O 2pz cross sections (From [44])
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and 1.7 make it clear that other polarization-emission geometries could be useful in
enhancing or de-enhancing the contributions of different orbitals. Making use of
such variations in cross sections with polarization is of course also a type of linear
dichroism, and will be a very useful technique in future HXPS studies.

Finally, it is important to note that elastic scattering, as indicated schematically
in Fig. 1.4, will minimally tend to smear out the various features seen in purely
atomic cross sections such as those in Figs. 1.6 and 1.7, but also for any atomically
ordered system to produce strong modulations due to photoelectron diffraction, as
discussed further below.

1.2.4 Chemical Shifts, Multiplet Splittings, and Satellites
in Core-Level Spectra

It is obvious that core-spectra in HXPS can be mined for the same kinds of
information as in soft X-ray excited spectra: chemical state from chemical shifts,
orbital occupations and spin from multiplet structure, and local bonding information
from satellites, whether they are described as shake-up or final-state screening in
nature. But it was realized early on by Horiba et al. in work on a colossal mag-
netoresistive manganite [46], subsequently in work on high temperature super-
conductors [47] and later on dilute magnetic semiconductors (DMSs) [48] that
going to higher energies permits observing extremely sharp low-binding-energy
satellites on transition-metal 2p spectra, and that these can be interpreted in terms of
bulk screening by highly delocalized valence electrons near the Fermi level [49].
An example of this kind of data for the DMS Ga0.97Mn0.03As is shown in Fig. 1.8,
for which the Mn 2p3/2 peak shows a very strong screening satellite of this type.
These final-state effects provide yet another handle on valence electronic structure
and have been found to be sensitive for example to the presence of ferromagnetic
order [46, 48]. The spectrum in Fig. 1.8 also exhibits a multiplet splitting for the Mn
3s spectrum that can be used to estimate the spin on this atom. These final state
effects and their interpretation are reviewed in the chapter by Grosvenor et al. and
also discussed in the chapter by Taguchi and Panaccione.

1.2.5 Recoil Effects

Recoil effects in HXPS were first explored by Takata et al. [50], and are discussed
in detail in the chapter by Kayanuma. They have been found to affect both core
level- and valence level-spectra [50–52], and must be considered as sources of both
peak shifts to effectively higher binding energies, and peak broadening. Figure 1.9b
provides a simple way to estimate the maximum magnitude of the peak shift, in the
simplest assumption that it is a single-atom phenomenon. However, it is also clear
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from work to date that it is the detailed vibrational coupling of a given atom to its
near neighbors that controls the magnitude of the recoil shift [52], suggesting what
has been called “recoil spectroscopy” as a local probe of such local bonding effects,
including those in valence spectra [53].

A particularly illuminating recent example of the observation of recoil effects in
gas-phase HXPS is for Ne 1s emission [54], for which the p-wave nature of the

Ga0.97Mn0.03As
h = 3238.12 eV
Θ = 2.0
T = 20K
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Fig. 1.8 Survey spectrum from the dilute magnetic semiconductor Ga0.97Mn0.03As(001) with
3.2 keV excitation, and with enlarged insets from scanning longer on Mn 2p and 3s. Mn 2p reveals
a sharp final-state screening peak only seen with hard X-ray excitation. Mn 3s show a doublet due
to multiplet splitting that can be used to estimate the spin of Mn. Data from SPring-8 (From [40])
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cross section means that the emission of the photoelectrons is strongly biased
toward being either parallel or anti-parallel to the polarization vector, as shown in
Fig. 1.10a. But if the photoelectrons and the subsequent KLL Auger electrons are
detected along the polarization as shown, then the Auger electrons will be Doppler
shifted in energy depending on the direction of emission of the photoelectrons. The
turning on of this effect is seen as photon energy is increased into the 10 keV
regime in Fig. 1.10b. Such effects are presumably also present in solids as well, and
will be a source of broadening in Auger peak widths at higher energies. This and
other aspects of HXPS in atomic and molecular physics are discussed in the chapter
by Simon, Piancastelli, and Lindle.

As a final comment on recoil, the use of a Debye-Waller (D-W) factor to
estimate the recoil-free fraction for a given excitation is directly related to the
analysis of Mössbauer spectra [50], and also to the degree to which HXPS valence
spectra can be expected to exhibit momentum-resolved electronic structure via
direct transitions in angle-resolved photoemission (ARPES) [55]. Figure 1.9a in fact
permits estimating the fraction of momentum-resolved transitions as a function of
Debye temperature, atomic mass, and photon energy. When the D-W factor is very
small, one speaks of being in the XPS limit or more precisely the
matrix-element-weighted density of states (MEWDOS) limit. This continuum
between the ARPES limit at low temperature and/or low energy and the XPS limit
at high temperature and/or high energy is discussed further below, in prior publi-
cations [18, 39, 40, 55], and in the chapter by Gray.

(a) (b)

Fig. 1.10 Doppler effect on Auger emission from a free atom. a The two basic recoil directions of
Ne 1s emission relative to the polarization directions of the incident X-ray, depending on whether
the photoelectron is emitted toward the spectrometer or away from it. The expectation for this
effect on a subsequent Auger emission spectrum is indicated in the inset. b Actual Auger spectra
for the transition Ne+1 1s−1 → Ne+2 2p−2 (1D2) + Auger electron, as photon energy is increased.
Data from Soleil (From [54])
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1.2.6 Circular and Linear Dichroism

Making use of linear polarization to accentuate different orbital contributions has been
discussed above under cross sections, but beyond this is the well-known magnetic
circular dichroism (MCD) in magnetic systems, first observed in soft X-ray photoe-
mission from Fe by Schneider et al. [56], and first observed in HXPS from Fe3O4 and
Zn-doped Fe3O4 by Ueda et al. [57]. To distinguish photoemission MCD from the
more commonly practiced X-ray absorption MCD (XMCD), it seems worthwhile to
designate the photoemission variant as PMCD. Although the much-used sum rules of
XMCD have no simple analogues in PMCD, PMCD data nonetheless permits
assessingmagnetic order, including at buried interfaces. Linearmagnetic dichroism in
photoemission (PMLD) has also beenmeasured, and often is referred towith the suffix
AD to denote that it is measured in angular distributions. Note to Editor: There are
terms in the figure caption that I noticed are not defined in the text. Some PMCD
results from the first HXPS study are presented in Fig. 1.11 [57], and in Fig. 1.12c–e
from a more recent study of a buried layer of Co2FeAl0:5Si0.5 [58].

PMCD has in fact been used in connection with soft X-ray standing-wave
excitation (to be introduced below) to probe the depth distribution of magnetic
order through buried interfaces of Fe/Cr [59] and Fe/MgO [60], and such mea-
surements should be possible with hard X-ray excitation.

1.2.7 Spin-Resolved Spectra

Adding the spin dimension to HXPS is an obvious next step that would increase the
ability to probe magnetic systems enormously, and first measurements of
spin-resolved spectra have already been made on the same buried layer containing
Fe [58], as shown in Fig. 1.12a–c.

Novel imaging spin detectors [61, 62] and other more efficient spin detectors that
should be suitable for HXPS [63] are also being developed that promise a factor of
*100, if not more, in speed, and some of these are being implemented for HXPS

Fig. 1.11 Hard X-ray
photoemission MCD (PMCD)
for Fe 2p core-level emission
from a 10 nm-thick Fe3O4

film. Data from SPring-8
(From [57])
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facilities at present. Thus, an exciting element of future studies will no doubt
involve more use of spin resolution.

1.2.8 Photoelectron Diffraction

X-ray photoelectron diffraction (XPD) in core-level emission is a well-developed
technique for determining local atomic structure in an element-resolved way, with
over 50,000 citations in a Web of Science search based on “photoelectron
diffraction”. Various reviews of XPD making use of soft X-ray excitation have
appeared in the literature [64–66]. In the chapter by Chambers, he illustrates the use
of XPD for characterizing oxide heterostructures. The literature on hard X-ray
photoelectron diffraction is much more limited, but growing, very much due to
Kobayashi et al. [67].

An initial theoretical study [68] of HXPD pointed out that the traditional
multiple-scattering cluster model for calculating XPD, as for example, used in the
online Electron Diffraction in Atomic Clusters (EDAC) program [69] may not be
the most rapidly convergent for HXPD, in which a larger no. of atoms contribute

(c)

(a) (d)

(e)

(f)

(b)

Fig. 1.12 a–c Spin-resolved spectra and d–e photoemission MCD (PMCD) and MLD (PMLD)
from Fe 2p3/2 in a buried layer of Co2FeAl0:5Si0.5 with 5.9 keV excitation. a Count rates in spin
detector channels, b spin polarization derived from the curves in (a), and c spin-resolved spectra.
d–f Comparison of spin-resolved Fe 2p3/2 spectra with (c) PMCD and (d), (e) PMLD from the
same sample. Data from SPring-8 (From [58])
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due to the larger IMFPs, and the individual electron-atom scattering events become
much more forward peaked, with these combined effects leading to diffraction
patterns more properly interpreted as overlapping Kikuchi bands [68]. Thus, a
dynamical diffraction approach is more appropriate in the high-energy limit. This
prior study pointed out the possible sensitivity of HXPD to the site type of an atom,
e.g. as a dopant, and this is a promising future direction for its application. One
preliminary study of this type has been done, for Mn in GaAs [70].

As an example of HXPD results, Fig. 1.13 shows some data from Si with various
thicknesses of SiO2 on top, as obtained from a laboratory system using Cr Kα
excitation at 5.4 keV [71]. Here, the data are compared to cluster calculations. It is
evident that the amorphous SiO2 overlayer attenuates and smears out the HXPD
modulations, but that they are still present to some degree even with 7 nm of
amorphous SiO2 on top. A much more detailed set of such data for ZnO, as
compared to both cluster and dynamical diffraction theory, is presented in Fig. 18.
28 of the chapter by Kobayashi.

H-Si(001)

4.1 nm SiO2/Si(001) 7.0 nmSiO2/Si(001) Multiple scattering 
cluster simulation

Native SiO2

/Si(001)

νν(a) (b)

(c)
(d) (e)

Fig. 1.13 Hard X-ray photoelectron diffraction from Si with varying thicknesses of SiO2 on top
and an excitation energy of 5414.7 eV from a monochromatized laboratory Cr Kα1 source. The
spectrometer here accepted a very wide angle of *±40°. a Si 1s spectra from a Si(001)
single-crystal covered by a SiO2 layer recorded at a certain azimuth. Note the single-shot ability to
do ARXPS for depth profiling. b–d Two-dimensional HXPD patterns of Si 1s at a kinetic energy
of 3569 eV from a Si crystal b terminated by H, c covered by a 4.1-nm-thick SiO2 layer and
d covered by a 7.0-nm-thick SiO2 layer. The dashed lines in b indicate Kikuchi bands along the
(110) and (111) planar directions. e A calculated pattern from a multiple-scattering cluster
calculation. Data from a laboratory HXPS system (From [34])
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It is thus clear that HXPD will be a very useful aspect of future studies of any
single-crystal or epitaxial, or even azimuthally textured, sample, with spectrome-
ters of extremely wide angular acceptance now permitting very rapid data accu-
mulation [71].

1.2.9 Time-Resolved Hard X-ray Photoemission

Another exciting future direction for HXPS is in the ultrafast domain, in which
processes on electronic timescales of femtoseconds can be studied. New X-ray
free-electron lasers (FELs) with harmonics in the several hundred eV to several keV
range are beginning to provide such an opportunity, e.g. at SACLA of SPring-8, the
XFEL of DESY, and the LCLS-2 project of SLAC.

Critical in such studies with any FEL is that the space charge of low-energy
secondaries above the surface does not cause unacceptable peak shifts or broadenings
in spectra, but by now, combinations of experimental data and detailed theoretical
modeling have led to readily employable criteria for attenuating the peak flux on the
sample so as to control these [72, 73]. Recently, IR-pump/X-ray probe time-resolved
photoemission spectra have been obtained at SACLA with 8 keV excitation for V 1s
emission from VO2 and Ti 1s emission from SrTiO3, in what has been called
trHAXPES [73]. Essential for the practical future feasibility of such experiments is
increasing the pulse frequency by two orders of magnitude ormore, such that the peak
flux in each pulse can be reduced below the space-charge threshold, while still being
able to obtain spectra in a reasonable amount of time. As one possible example of
what might be looked at in the time domain, it has been pointed out that the screening
of hole states involved in core emission could exhibit different timescales, in par-
ticular for the example of the spin-up and spin-downmultiplets of a Gd 4s spectrum in
Gd during the ferromagnetic to paramagnetic transition [74], but with many other
types of screening satellite, as for example that in the Mn 2p spectrum of Mn-doped
GaAs in Fig. 1.8, also being candidates for this type of time-resolved measurement.

A second possibility in the time domain involves soft- or hard-X-ray excitation
of photoelectron holography from oriented gas-phase molecules, in order to pro-
duce so-called “molecular movies” of dissociation or reaction, as has been proposed
recently [75, 76].

The future prospects for such time-resolved studies are discussed in much more
detail in the chapter by Rossnagel et al., and it is clear that this represents an
exciting future dimension in hard X-ray photoemission.

1.2.10 Hard X-ray Photoelectron Microscopy

Adding lateral resolution to HXPS measurements promises to yield a truly
three-dimensional picture of a sample, including the added depth penetration for
studying multilayer structures and device prototypes. One approach being pursued

1 Hard X-ray Photoemission: An Overview … 17



in this is to use the electron optical system of a specially-modified photoelectron
microscope (PEEM) to yield what has been termed HAXPEEM [77, 78]. Some first
results from this approach are shown in Fig. 1.14, where 1.14a shows an image of a
reference checkerboard Au–Si pattern that has been used to determine the resolution
at 6500 eV photon energy of *400 nm, and 1.14b shows energy-resolved Sr 3d
spectra from an Fe-doped SrTiO3 layer on which a 70 nm thick pad of Au has been
grown. Figure 1.14b thus demonstrates that lateral and element-specific resolution
is possible through the thick Au overlayer. From an electron optical point of view, it
should be possible to improve the resolution into the*100 nm regime in the future.
A wide range of applications of HAXPEEM at this sub-micron resolution level
should be possible [78].

An additional useful dimension to HAXPEEM, could be using standing-wave
excitation to enhance depth resolution, as demonstrated already with soft X-ray
excitation [79, 80], and discussed in a separate section below.

The chapter by Browning discusses this and other possible methods of achieving
lateral resolution in hard X-ray photoemission.

Proof of principle:

h =6500eV

Imaging: Au 3d5/2, at 4290 eV

Contrast aperture 500 µm (large)

Lateral resolution ∼400 nm 

h =6500eV, Sr 3d5/2

Test pattern Au/Si

(a)

(b)

Fig. 1.14 Hard X-ray photo electron microscopy (HAXPEEM). a Left A Au/Si calibration sample
imaged on the Au 3d5/2 photo emission line at a kinetic energy of 4290 eV. Right A line scan
across a square edge and a 16/84 % profile fit, indicating a resolution of about 400 nm. b Selected
area hard X-ray photoemission spectra from a patterned Au/SrTiO3 sample, with cross section
shown in the left inset. Definition of regions of interest in the right inset. Data from Petra III (From
[77, 78])
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1.3 Standing-Wave and Near-Total-Reflection
Measurements

1.3.1 Introduction

In this section, the use of various X-ray optical effects to tailor the form of the X-ray
wavefield depth distribution so as to achieve greater depth resolution in studies of
buried layers or interfaces is discussed. This will involve both the creation of
standing waves (SWs) and the concentration of the wavefield near the surface in
going into the near-total-reflection (NTR) regime. SW hard X-ray photoemission is
discussed in the chapter by Zegenhagen, Lee, and Thiess for the specific case of
Bragg reflection from crystal planes, so the focus here will be on Bragg reflection
from macroscopic multilayer structures.

In either core-level or valence-level studies in the DOS limit, the basic variation
of photoelectron intensity is given by (1.1) or (1.2) respectively, where it is the
spatial variation of the X-ray wavefield intensity Ihvðx; y; z; êÞ that is altered through
X-ray optical effects. For SW studies this is done principally by varying the inci-
dence angle or photon energy relative to the Bragg condition for a set of Bragg
planes in a crystal or a multilayer heterostructure, or a sample grown on a suitable
multilayer. This acts to sweep the SW by one half of its intensity period λSW in a
direction perpendicular to the reflecting planes, the z coordinate in Figs. 1.4 and
1.15. As noted from the equations in this figure, the SW period is very close to the
period of the multilayer dML, regardless of the X-ray wavelength = λhν ≡ λx, thus
providing a sort of “sub-nm ruler” as the SW is scanned vertically through the
sample. For NTR studies, enhanced depth probing is achieved by sweeping the
incidence angle from somewhat above the critical angle θcrit at which significant
reflection begins to occur to a cutoff angle at which all intensities go to zero.
An NTR scan also can involve buried-interface reflections if the critical angles for
interfaces above them are larger, and thus SW creation, so the SW and NTR
methods have overlapping strengths in providing depth resolution through the
analysis of such effects.

1.3.2 Standing-Wave Hard X-ray Photoemission
from Multilayer Reflections

Figure 1.15 illustrates the SW method for the case of X-ray Bragg reflection from a
multilayer sample, including the two methods mentioned above for scanning the
SW through the sample, as well as a third in which one layer of the sample is grown
in a wedge form, the incidence angle is held fixed at the Bragg angle, and the SW
can be moved through the sample simply by scanning the X-ray beam spot along
the slope of the wedge [59]. This type of measurement has been reviewed elsewhere
[19, 20, 81, 82].
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The basic physics of creating a standing wave in Bragg reflection from crystal
planes is discussed in the chapter by Zegenhagen, Lee, and Thiess, including various
applications of this very promising type of measurement, so will not be considered
further. However, it is important to note that, for the case of reflection from the
nm-scale layers to be considered here, the different materials can be described by a
macroscopic index of refraction n = 1 – δ − iβ, in which β represents absorption and
is directly related to the X-ray exponential attenuation length Khv ¼ khv=4pb,
θcrit = sqrt(2δ) for a surface in contact with vacuum, and the wavefield can be
calculated by repeatedly applying the Fresnel equations to each significant material
interface, including all effects of multiple scattering at these interfaces. This type of
calculation is described in detail elsewhere, including a specially written program
Yang X-ray Optics (YXRO) that can compute both photoelectron and X-ray emis-
sion intensities using (1.1) and is available for online use [83].

A number of soft-X-ray studies have been published using the SW-multilayer
method, including overviews [19, 20, 81, 82], and in which the technique has been
applied to TM oxide heterostructures [84–86] and magnetic multilayer structures
related to spintronics[59, 60, 87, 88], but the focus here will be on examples
involving hard X-ray excitation [19, 20, 84, 86–89].

In one particularly illustrative multilayer SW study, a sample consisting of
repeated SrTiO3 and La0.7Sr0.33MnO3 bilayers was studied, with rocking curve

∝∝

∝

−

−

+ +

++

Fig. 1.15 Schematic illustration of the formation of a standing wave (SW) in first-order Bragg
reflection from a multilayer mirror, together with the equations leading to the standing wave period
λSW ≈ the multilayer period dML. The standing wave can be scanned through the sample, which
might be the mirror, or grown on top of the mirror, in the three ways indicated: an angle scan or
rocking curve, a photon energy scan, or a wedge scan. The equations describing the intensity of the
SW are also indicated. (From [19])
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measurements being performed on core levels of all of the atoms present, including
surface C-containing contaminants. The multilayer was composed of 48 [84] (or in
another study 120 [86]) bilayers consisting of alternating 4 unit cells of the band
insulator SrTiO3 and 4 unit cells of the half-metallic ferromagnet La0.7Sr0.3MnO3.
Both non-resonant hard X-ray excitation at 5950 eV (SPring-8) and resonant soft
X-ray excitation at 833.2 eV (ALS) near the La 3d5/2 absorption edge that maxi-
mizes reflectivity were used. The sample configuration and experimental geometry
are shown in Fig. 1.16a. The detailed analysis of these RC data appears elsewhere,
but as some indication of the effects seen, Fig. 1.16b shows the final results of fitting
X-ray optical calculations based on the YXRO program [83] to the experimental
rocking curves for all elements. Note the presence of both the primary Bragg
reflection rocking curve from the multilayer period dML, and the Kiessig fringes
associated with reflection from the top and bottom of the multilayer stack over a
distance DML (as illustrated in Fig. 1.16a). Theory clearly describes this data,
including both types of features, extremely well, and the resulting structure of the
multilayer so derived is shown in Fig. 1.16d. Notable here is that it was also found
that the multilayer period varied continuously from top to bottom, by about 6 %
only, as indicated in Fig. 1.16c, and a subtle structural element thus was cleanly
resolvable via this SW analysis. This structural conclusion was also subsequently

(a)

(c)

(b)

(d)

Fig. 1.16 a A 48-bilayer multilayer of SrTiO3/La0.7Sr0.3MnO3 studied with both soft X-ray and
hard X-ray standing wave photoemission, with conditions for both 1st-order Bragg and mth-order
Kiessig reflections indicated. b Results of an X-ray optical analysis of both soft and hard X-ray
rocking curves of core-level intensities from all elements in the sample, with the final best-fit to
theory being for a multilayer period dML that changes about 6 % with depth as shown in (c), and
with interface concentration/roughness profiles as in (d). The results in (c) and (d) have also
recently been quantitatively confirmed by TEM/HAADF/EELS (From [84, 86])
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confirmed by transmission electron microscopy with energy loss spectroscopy [86].
The soft X-ray core-level spectra also finally revealed an interface binding energy
shift for Mn 3p, but not Mn 3s, that can be explained via a crystal-field distortion
near the interface [84].

Similar multilayer SW studies with hard X-ray excitation have also been carried
out on spintronic systems consisting of MgO on Fe [87] and MgO on FeCoB [88]
and a semiconductor system of TiN layer grown on top of a Si/Mo multilayer mirror
[89]. In these studies also, subtle chemical shifts of core levels were seen as the SW
scans through a buried interface.

It is thus clear that such multilayer SW measurements with hard X-ray excitation
can provide unique types depth-resolved information concerning buried layers and
interfaces, with a broad range of future applications.

1.3.3 Hard X-ray Photoemission at Near Total Reflection

Beyond these Bragg-reflection standing-wave effects are making use of those which
occur as the incidence angle is tuned into near total reflection (NTR), with this
possessing the advantage that it can be applied to any material, but in particular,
simpler bilayer or trilayer samples that are easier to grow. This type of measurement
was stimulated by a pioneering X-ray optics study by Henke [90], followed by
experiments involving depth profiles of concentrations [91, 92], with much later
studies further developing the method, and pointing out some general advantages of
this approach (lower inelastic backgrounds, tunable surface sensitivity, use of Kiessig
interference fringes) [93–95]. The terms grazing incidence XPS (GIXPS) or total
reflection XPS (TRXPS) have been used in these studies, but NTR will be used here.

An updated application of this NTR approach is shown in Fig. 1.17, which
presents some HXPS experimental data and theoretical calculations for a bilayer
sample of ferroelectric BiFeO3 on top of a Ce-doped Mott insulator (Ca0.96, Ce0.04)
MnO3 (BFO on CCMO) [96], a system recently studied as leading to strong fer-
roelectric control of the Mott insulator transition in the 2D electron gas at the
interface between them [97]. The photon energy was 2.8 keV. The intensities of
various core level intensities have been monitored as a function of incidence angle :
C 1s from the surface contaminant overlayer, Bi 4f from BFO, and two components
of Ca 2p from CCMO that are clearly resolved in the spectra of Fig. 1.17a, obtained
at angles for which the calculations of electric field intensity in Fig. 1.17b for the
final optimized sample geometry in Fig. 1.17c indicate enhanced sensitivity to the
BFO/CCMO interface (higher binding energy) or the bulk of the CCMO (lower
binding energy). The angular-dependent raw data for these four intensities are
shown in Fig. 1.17d, and they clearly show differences in both the final decrease to
zero at total reflection and the oscillatory standing-wave interference phases seen
for higher angles. Noteworthy in Fig. 1.17d is the systematic change in the
low-angle cutoff for atomic species at different depths, a generally useful effect even
at this qualitative level. The comparison of theory for the optimized sample
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(e)

(d)

Interface
Bulk

Interface 
CCMO
layer

BiFeO3

Ca1-xCexMnO3

(a)

(b) (c)

C1s

Bi4f
HBE

LBE

Fig. 1.17 Using near total reflection (NTR) HXPS on a complex oxide system, for a bilayer of
BiFeO3 and Ce-doped CaMnO3, grown on an YAlO3 substrate. a The Ca 2p spectra at two
incidence angles emphasizing the high-binding-energy (interface) and low-binding-energy (bulk)
CCMO regions. b The calculated electric field strength as a function of depth and incidence angle
for the sample configuration in (c), which was derived by fitting X-ray optical theory to Ca 2p, Bi
2p, and C 1s intensities as a function of angle. d The experimental intensity variation of C 1s, Bi
4f, HBE Ca 2p and LBE Ca 2p with incidence angle over the NTR region. e The optimized final
fits of X-ray optical calculations to the data in (d), for the sample configuration in (c). Data from
the ALS (From [96])
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geometry and experiment in Fig. 1.17e further shows excellent agreement, and the
∼10 Å thickness of the 2DEG in the CCMO associate with the higher-binding
energy Ca peak derived by fitting the NTR experiment to theory agrees well with a
separate analysis of small shifts in TEM-EELS Mn-L3 near-edge features, further
confirming the utility of NTR photoemission in buried interface studies. The
oscillations here are due to reflections and interference at the surface and the two
buried interfaces in the sample, and the peaks in intensity near 0.9° to the spreading
of the X-ray beam along the spectrometer entrance slit direction and the concen-
tration of electric field near the surface, the latter an effect first observed and
explained by Henke [90]. Important additional features are the differences in phase
of the oscillations for Bi and Ca shown in Fig. 1.17d, which are useful through the
process of optimizing the sample geometry to fit experiment in deriving
depth-dependent interface information for this and other similar future samples.

Such NTR measurements thus represent another promising direction for buried
interface and buried layer characterization with HXPS.

1.4 Valence-Level Studies, Including Angle-Resolved
Photoemission

Valence-level studies using conventional XPS or HXPS have almost all been
carried out in the MEWDOS or XPS limit, in which very useful information on
momentum-integrated electronic structure can be obtained, and several such studies
are reviewed in the chapters by Kobayashi and Tjeng. Such data, which will always
be at higher energy and/or temperature, can often be fruitfully analyzed using (1.2),
as discussed for example in prior single-crystal Bragg-reflection standing-wave
work by Woicik et al. [98–101], and in the chapter by Zegenhagen, Lee, and Thiess.

However, interest is growing in doing more bulk sensitive momentum-resolved
ARPES in both the soft X-ray (SARPES) and hard X-ray (HARPES) regime, for
several reasons reviewed elsewhere [18–20, 102]. Momentum resolution in this
context refers to so-called direct transitions (DTs) from ~ki to ~kf according to
~ki ¼~kf �~khm �~gn, where ~khm ¼ 2pm=c is the photon wave vector and ~gn is the
relevant reciprocal lattice vector, and the low-energy ARPES version of this equa-
tion of~ki ¼~kf �~gn has been modified to allow for the photon momentum because of
effects beyond the dipole approximation, as discussed also in an earlier section. For a
given experimental geometry, this non-dipole correction is easily made.

Gray et al. first showed that momentum-resolved ARPES is possible with hard
X-ray excitation, for the examples of W at 6 keV, and GaAs plus Mn-doped GaAs
at 3.2 keV [39, 40], thus providing a novel probe of truly bulk electronic structure.
Such HARPES measurements are reviewed in detail in the chapter by Gray, and
certainly represent a promising future direction in HXPS studies.

The data analysis of HARPES, and its theoretical interpretation, must allow for
the momentum-smearing effects of phonon creation and annihilation, as estimated
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e.g. through the Debye-Waller factors of Fig. 1.9a. Simple first-order correction
procedures to experimental data for both phonon and HXPD effects are discussed
elsewhere [39, 40]. The most quantitative theoretical interpretation of HARPES is
via the so-called one-step or “time-reversed LEED” method that has been used in
prior studies, as pioneered by Gray et al. [39, 40]. This method has furthermore
been improved to include phonon effects more precisely in recent work [103], and
is discussed in more detail in the chapter by Braun, Ebert, and Minar, with phonon
effects discussed in connection with their Figs. 7.1 and 7.2.

I will here focus only on an additional possible dimension of such HARPES
measurements in which a single-crystal Bragg reflection is used to create a standing
wave that is scanned perpendicular to the set of hk‘ planes responsible for the
reflection. This is thus the same sort of experiment discussed in the chapter by
Zegenhagen, Lee, and Thiess, but with the addition of momentum resolution. The
goal is thus to determine electronic structure that is both element- and momentum
resolved. The SW wavelength is now given by dhk‘, the spacing between these
planes, and the scanning is here done through the second method indicated in
Fig. 1.15, that is, by scanning the photon energy through the Bragg condition.

As a first indication of the feasibility of such SW-HARPES, some encouraging
proof-of-principle results results have been obtained recently for the systems of
GaAs(001) and (Ga,Mn)As(001) (two materials studied previously with HARPES
in [39, 40]), using an HXPS facility especially suited for this at Diamond [104].
Some of these results are summarized in Fig. 1.18. In Fig. 1.18a, very broad angular
range single-detector HARPES images (cf. Fig. 1.2) for Ga0.95Mn0.05As and GaAs,
obtained near the (311) reflection from (001)-oriented surfaces with a photon
energy of about 3650 eV, are compared. The entire VB spectrum in energy is
probed, and over about 7 BZs in momentum. There are conspicuous differences
between the undoped and doped samples: a general smearing of features in the
doped sample, as seen previously over a much more limited BZ range [39, 40], but
also and more significantly, enhanced intensities in the doped sample at several
specific points, as circled in yellow, including in particular what is interpreted as a
Mn-induced impurity band near the Fermi energy (EF). In Fig. 1.18b, SW photon
energy scans of the Ga 3d, As 3d and Mn 2p intensities from the doped sample over
the (311) reflection are shown, with clear evidence of separate Bragg reflections
from both the substrate GaAs (the sharper features) and the doped layer (the broader
features), separated by a few eV due to slightly different lattice constants, and
broader for the doped layer due to its finite thickness of only *100 nm, compared
to the GaAs substrate. In addition, the Ga and Mn curves are essentially identical,
clearly indicating that the Mn occupies substitutional, rather than interstitial, sites.
These two curves are furthermore different from that of As, due to the difference in
position in the unit cell.

Going further, core-level SW energy scans such as those in Fig. 1.18b, obtained
simultaneously with HARPES results in similar small energy steps over the substrate
Bragg features, can be used to project the HARPES images onto the atomic makeup
at each point in binding energy and~k. This proceeds based on the use of (1.2), as
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Fig. 1.18 Standing-wave HARPES based on crystal Bragg reflection. a HARPES results for
Ga0.95Mn0.005As and undoped GaAs, with circled features that are strongly enhanced for the dilute
magnetic semiconductor (DMS). Approximately 7 Brillouin zones are sampled. b A photon-energy
scan of Ga 3d, As 3d, and Mn 2p intensities through the (311) reflection for Ga0.95Mn0.05As,
exhibiting two separate Bragg reflections, as indicated. c and e Orbital-projected standing-wave
HARPES results for As and Ga + Mn, respectively, based on the core-level photon energy scans
from Ga0.95Mn0.05As in panel (b). For the mean exciting energy of hν = 3657 eV, the photoelectron
wave vector is kf = 30.96 Å−1, and the resulting Γ-X distance along the detector in degrees is
indicated. d and f Orbital-projected LDA band structures for As and Ga respectively, from [39] and
[40], with the Γ-X distance for GaAs again indicated. Data from Diamond (From [104])
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done in previous studies at the MEWDOS limit [99], and the additional assumption
that the core-level scans are representative of the SW form at each atom, such that
each pixel is a linear superposition of intensities from As and Ga(Mn)

IHARPESðEB;~k; hmÞ � IAsðEB;~k; hmÞ þ IGaðMnÞðEB;~k; hmÞ; ð1:3Þ

and comparing this equation using a normalized least-squares approach for the full
photon energy scan to

IcoreðEB;~k; hmÞ ¼ fAsðEB;~kÞIAs3dðhmÞ þ ð1� fAsðEB;~kÞÞIGa3dðMn2pÞðhmÞ ð1:4Þ

so as to finally yield fAsand fGa = (1 − fAs) over the full HARPES EB, ~k image,
pixel-by-pixel. The raw data such as that in the top panel of Fig. 1.18a are then
multiplied by either fAs or fGa, yielding the results in Fig. 1.18c, e, respectively.
These two projected images are markedly different, showing bands of maximum
intensity and bands of minimum intensity that are out of phase with one another.
Note also the preservation of enhanced Ga- or Mn-character near the Fermi level in
Fig. 1.18e due to the Mn impurity band. Since the two atoms Ga and Mn occupy the
same site type, we cannot project Mn alone, although some kind of resonant
experiment might permit this in the future.

As confirmation that these projected SW-HARPES images are a valid repre-
sentation of the atom-projected electronic structure, Figs. 1.18d, f show theoretical
projected GaAs band structures from the prior HARPES study [39, 40], with the
different orbitals involved specified and the thickness of the curve indicating rel-
ative population. There is excellent qualitative agreement as to those regions that
should exhibit more As character, and those that should exhibit Ga (or Mn) char-
acter. The relative size of the Γ-X distance in the BZ between experiment and
theory is indicated for reference. An important point in using the above method for
analyzing such results that has been mentioned in connection with (1.2) is that it has
long been realized through various theoretical studies that the matrix elements and
cross sections for valence photoemission are increasingly controlled by the inner
spatial regions of each atom involved [26, 27], thus making the use of core-level
intensities on the same atom at nearly the same kinetic energy a good approxi-
mation for such SW projection procedures.

Although a complex type of measurement requiring special instrumentation and
precise sample manipulation, SW-HARPES measurements represent a promising
future technique in the study of complex quantum materials.

1.5 Measurements at Higher Ambient Pressures

The chapter by Liu and Bluhm discusses in detail the rapidly growing technique of
near ambient- or high-pressure photoemission spectroscopy (APPS, APXPS,
APPES, HPPES, NAP-XPS,…) [105, 106], in which a combination of strong
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differential pumping and special electron optics in the entry lens to a hemispherical
analyzer is used to permit going to pressures at the sample surface that are now up
to 20 Torr, with future projections to much higher values. Thus, much more realistic
measurements can be made of various important surface reactions in catalysis,
corrosion, environmental science, and many other areas of science and technology.

I will thus not comment in detail on APPS, but simply point out a recently
developed connection to the standing-wave technique mentioned above in what has
been termed SWAPPS [107, 108]. This first application of SWAPPS used soft
X-ray excitation and was to a liquid-like *1 nm thick aqueous film containing
NaOH and CsOH on a surface of Fe2O3 hematite, grown on a Si/Mo soft X-ray
mirror as the SW generator, as illustrated in Fig. 1.19a. Rocking curves were
measured for the core-level intensities from all of the species present, including four
types of oxygen and gas-phase water above the surface, which could be resolved
due to chemical shifts, as shown in Fig. 1.19b. In Fig. 1.19c, it is remarkable that all
four oxygen components show the effects of the SW scanning through the surface,
including even the gas-phase water, and that they each have distinct shapes,
exhibiting also what are found to be Kiessig fringes. Figure 1.19f now compares the
rocking curves for Cs 4d and Na 2p, as derived from spectra such as those in
Fig. 1.19d, e, and reveals a small but reliable shift of 0.04° in the steeply sloping
regions of the two curves near the Bragg angle of the multilayer, but also a different
shape in the wings away from these regions, with Cs having higher intensity both
below and above the Bragg angle. Figure 1.19g, h further show two different types
of contaminant C, at high- and low-binding energy (HBE and LBE), and they have
distinctly different rocking curves. Going further, these rocking curves have been
compared to X-ray optical calculations while varying the layer thicknesses, posi-
tions, and linear interface regions in the sample structure, and the optimum structure
as fit to these data, shown in Fig. 1.20i, yields the comparisons shown in
Fig. 1.20a–h. Some significant conclusions from this study are thus that Cs and Na
do not have the same distribution, but Cs is rather excluded from near the Fe2O3-
aqueous interface, and that the two C species have very different distributions, with
the HBE distributed throughout the full aqueous layer and LBE being limited to a
hydrophobic surface film.

Beyond these soft X-ray results, it has also been pointed out that using hard
X-ray excitation both permits looking through thicker surface layers at buried
interface, and going to higher pressures due to the longer IMFPs of the emitted
photoelectrons [11], such that thin liquid films in equilibrium with the electrolyte in

b Fig. 1.19 Combining standing-wave and ambient-pressure photoemission (SWAPPS). a The
sample configuration, with some relevant dimensions noted. b An O 1s spectrum, resolved into
four unambiguous components by peak fitting of the rocking curves for this spectrum. c The
rocking curves for the four types of oxygen indicated in (b). d and e The Cs 4d spectrum and
analogous overlapping Na 2p and O 2s spectra, with peak fitting. f The rocking curves for Cs 4d
and Na 2p derived from spectra such as those in (d) and (e). g A typical C 1s spectrum, showing
the two components, one at low binding energy (LBE) and one at higher binding energy (HBE).
h The rocking curves for the two C 1s components. Data from the ALS (From [107])
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Fig. 1.20 Standing-wave ambient pressure photoemission (SWAPPS). a–h A comparison of the
experimental rocking curves for various core-level intensities with theoretical calculations based
on the optimized sample configuration shown in (i). a Fe 3p, b O 1s (oxide), c Na 2p, d Na 2s, e Cs
4d, f low binding energy (LBE) C 1s, g O 1s (OH− + H2O), h high binding energy (HBE) C 1s.
i The concentration profiles for the optimized sample configuration. Data from the ALS (From
[107])

30 C.S. Fadley



an electrochemical cell can be studied, thus opening up exciting new possibilities in
APPS. The combination of hard X-rays and SW excitation has also recently been
demonstrated in an electrochemical cell for the first time [108].

These results thus point to the use of hard X-ray SWAPPS measurements for
studying the interface region of surface reactions at realistic pressures in a much
more precise and both element- and chemical state-resolved way than has previ-
ously been possible.

1.6 Concluding Remarks

It is thus clear that hard X-ray photoemission is a rapidly developing and versatile
technique, which in fact by now encompasses all of the modalities represented in
Fig. 1.2. Its ability to probe more deeply into any condensed matter system leads to
an enormous range of applications from complex bulk materials to multilayer
nanostructures to in operando device prototypes, as amply illustrated by the other
chapters in this book. The higher energies involved are also of inherent interest in
atomic and molecular studies, again as discussed later in this book.

Some more specific summary comments are: The quantitative analysis of HXPS
core and valence data is in several respects simpler, including ARXPS for depth
profiling and decomposition of valence spectra into their element-specific compo-
nents. Adding polarization variation provides additional orbital and magnetic sen-
sitivity. Spin resolution begins to be applied to magnetic systems, with promise of
much more efficient detectors in the near future. Hard X-ray photoelectron diffraction
(HXPD) provides bulk- and element-sensitive structural information that is quali-
tatively different from that in the soft X-ray regime, including its connection to
Kikuchi bands. The use of standing wave (SW)- and near total reflection (NTR)-
measurements yields unique information on buried interfaces and layers.
Angle-resolved valence-level studies can also yield momentum-resolved electronic
structure through hard X-ray ARPES (HARPES), and perhaps through
Bragg-reflection SW excitation both momentum- and element-resolved electronic
structure. Ambient pressure photoemission (APPS) benefits from higher energies in
attaining higher pressures and penetrating thicker surface films to look at buried
interfaces. Finally, combining hard x-ray SW excitation with APPS in SWAPPS
shows promise of providing information with unprecedented detail on the
solid/liquid interface.
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Chapter 2
The First Development of Photoelectron
Spectroscopy and Its Relation to HAXPES

Svante Svensson, Evelyn Sokolowski and Nils Mårtensson

Abstract The pioneering work on electron spectroscopy in Uppsala in the 1950s is
discussed, focussing primarily on some of the experimental issues. The first
experiments were performed using equipment essentially developed for detection of
beta radiation. The X-ray sources used to excite the spectra utilized CrKα and CuKα

radiation, i.e. today the experiments would be classified as Hard X-ray Photo
Electron Spectroscopy (HAXPES).

The present book deals with one of the sub-fields of electron spectroscopy,
HAXPES, which reads out Hard X-ray Photo Electron Spectroscopy. This field has
grown rapidly during the last years due to the implementation of brilliant syn-
chrotron radiation sources, to the development of highly resolving crystal mono-
chromators, and last but not least to the development of electron spectrometers
operating at very kinetic energies with resolving power in the range of 105. The
importance of HAXPES was expressed at the HAXPES 2011 conference in
Hamburg where the conference chairman Wolfgang Drube made the following
statement: “I believe that HAXPES is the ESCA of the future”. However, when
discussing the early years of electron spectroscopy we would add: HAXPES is also
the roots of ESCA. We will describe how the pioneering work of the group of
Siegbahn in 1954–1958 was performed using hard X-rays for the excitation and
hence that the experimental situation was the same as in modern HAXPES. In the
HAXPES 2013 international conference we commemorated the 50 years anniver-
sary of the discovery of the chemical shift. At this occasion one of the authors ES
was interviewed about the pioneering years of photoelectron spectroscopy.
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Modern photoelectron spectroscopy originates from the work of the so called
“iron free group” built up when Kai Siegbahn got the chair in physics in Uppsala,
Sweden. He had a background in nuclear physics and had been focussing on the
development of beta spectrometers, notably for studying internal conversion.1 He
had developed a new type of magnetic spectrometer, not using a homogenous field,
but a field that was radially decreasing. Such a field provided a “double focussing”
of the electrons and therefore the transmission of Siegbahn’s spectrometer was
more than an order of magnitude higher than that of conventional instruments at the
time.

The goal of the studies of the internal conversion was to obtain accurate nuclear
binding energies. However, for this purpose one had to correct for the atomic
binding energies of the deep core levels involved. When Siegbahn reviewed these
atomic binding energies in the beginning of the 1950s he realized that such tables
were both uncertain and incomplete. He then got the idea to use a redesigned beta
spectrometer and the photoelectric effect to measure core level binding energies
with higher precision.

The apparatus of the group was an improved nuclear physics instrument—a beta
electron spectrometer—modified to allow measurements of “low energy” electrons.
“Low energy” for Kai Siegbahn at that time meant below 20 keV. The increased
transmission due to the double focussing was crucial for the detection of the
photoelectrons. One can also notice that the instrument could not at all detect
electrons with lower kinetic energies than 2 keV. The electron detector was a
Geiger-Müller tube covered by a thin window, not transparent at lower energies.

The group of Kai Siegbahn was carefully composed. He had been a professor in
nuclear physics at the Royal Institute of Technology in Stockholm. When he got the
chair as professor in Physics at Uppsala University 1954—he was by this nomi-
nation a successor of the very first physics professor in Sweden—he had the
photoelectron spectroscopy project in mind. He offered an assistant position in
Uppsala to one of the authors (ES) who at that time was a research student at the
Nobel Institute of Physics in Stockholm and had a background in nuclear physics
and beta spectroscopy. In Uppsala he recruited a research student who had started in
X-ray spectroscopy—Carl Nordling. By this choice he had competence both to
operate the beta spectrometer and to build and operate the X-ray source. Figure 2.1
shows the pioneering group gathered around the electron spectrometer.

The nuclear physics roots of modern electron spectroscopy is clearly seen
from Fig. 2.2, which shows the principles of the “iron free” magnetic focussing

1Internal conversion (IC) is a nuclear process. An excited nucleus can interact with an inner shell
electron and give the excess energy to the latter. This can happen when the orbital of the inner shell
electron has a large probability to be at the nucleus, i.e. the process is strong for K-shells. Internal
conversion is not a nuclear decay and therefore the resulting nucleus has the same composition of
nuclear particles as before the emission of the IC electron. After the IC process the atom has a
vacancy in the atomic shell and this vacancy will be filled in an Auger process. IC gives rise to
sharp electron lines in the continuous beta spectrum.
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instrument [1]. It is interesting to note that—what a modern author would refer to as
the sample—Siegbahn indicates as a “converter”. This is obviously a device that
converts X-rays to photoelectrons. This shows that the primary interest for
Siegbahn at this time was focused on correcting nuclear binding energies rather
than on studying the properties of a sample.

Fig. 2.1 Carl Nordling, ES
and Kai Siegbahn in the
laboratory with the “Iron free
beta spectrometer”. This was
the first spectrometer where
lines were observed in a
photoelectron spectrum. The
instrument was more than one
order of magnitude more
sensitive than earlier
constructions due to the
double focussing magnetic
field and the careful control of
external magnetic fields

Fig. 2.2 Siegbahn’s sketch of
the principles for the “iron
free” instrument [1]
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The first modern core photoelectron spectrum, showing discrete lines was
published in Physical Review 1957 [2]. Figure 2.3 shows the Cu 1s photoelectron
lines excited by MoKα1 (17.479 keV) and MoKα2 (17.374 keV) X-rays, respec-
tively. The excitation energy of around 17.5 keV and the kinetic energy of about
8.5 keV represents higher energies than used in most HAXPES experiments today.

From the spectrum in Fig. 2.3 they obtained Cu 1s binding energies of
8985.3 eV ± 1 eV, and 8985.7 eV±1.5 eV, for the two electron lines, respectively.
In a magnetic spectrometer of this type the absolute kinetic energies were measured.
No electric fields were used and the kinetic energies were derived from the current
in the magnetic coils of the spectrometer. Consequently it was necessary to
determine the meaning of zero kinetic energy. This was carefully discussed in
[3, 4], where core level binding energies were determined for a number of metals.
Several important calibration issues were penetrated. It was found that the measured
kinetic energies, and thereby the derived binding energies, are related to a “vacuum
zero level” inside the spectrometer. It was also realized that the relevant binding
energy scale for a metal is referred to the Fermi level of the sample. In order to
determine the Fermi level referenced binding energies it was therefore necessary to
measure the work function of the spectrometer. Furthermore, one had to establish a
good electrical contact between the spectrometer and the sample. Today, with
modern electron spectrometers the Fermi level referenced binding energies can be
achieved directly, as a difference in retardation voltage between the Fermi edge of a
metallic calibration sample and the studied core photoelectron line.

Fig. 2.3 The first published modern core photoelectron spectrum. It was obtained in 1956 but was
in press in January 1957 [2]. The sample was metallic Cu evaporated on a backing. The Cu 1s core
electron lines excited by MoKα1 (17.479 keV) and MoKα2 (17.374 keV) X-rays are observed. The
structures noted D.E.L. were attributed to “discrete energy losses in the source”. Here the
“converter” is discussed as a “source”
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Using these calibration procedures the Cu 1s binding energy values above gave
Fermi level referenced binding energies of 8980.8 and 8981.2 eV, respectively.
Also the influence of residual magnetic fields was discussed, and additional cali-
bration procedures were implemented [3]. This gave a final value of 8979.7 eV for
the Cu 1s core level binding energy in metallic Cu. This is very close to the present
value of 932.57(20) eV [5] + 8047.865(8) eV [6] = 8980.4(2) eV, obtained by
summing the 2p3/2 binding energy for Cu metal and the Kα1 X-ray emission energy,
showing the quality of the original measurements and calibration procedures.

When comparing the measured and derived Cu 1s binding energies one also
needs to consider the recoil effect, i.e. the fact that the outgoing photoelectron
shares the available photon energy with the remaining system. In this context it is
interesting to note that the concept of recoil was well understood by the original
ESCA group. A discussion of the magnitude of this effect was given already in the
original ESCA monograph from 1967 [1], and it was realized that the effect could
be substantial for light elements and high kinetic energies. This discussion was
natural, considering the fact that Siegbahn was trained as a nuclear scientist. In the
present case, with a photoelectron kinetic energy of about 8.5 keV, the maximum
correction will be less than 0.1 eV, for ionization of the Cu atom.

As photoelectron spectroscopy turned more and more to soft X-rays the recoil
effects became insignificant. However, in connection with a detailed discussion of
core level binding energies for light elements in the gas phase, the influence of the
recoil was explicitly included [7]. The recoil phenomenon was also discussed in a
theoretical report by Flynn [8].

With the development of modern HAXPES it was realized that the recoil effects
are affecting both to the electron line profiles and positions. There was an inter-
esting parallel work by Takata et al. [9] and Kukk et al. [10]. Both groups were
active at the SpRING-8 laboratory in Japan but they studied very different types of
samples. Kukk et al. looked at core photoionization from gases and Takata et al.
studied solid graphite. This may explain why there was no cross referencing
between the two independent developments. We also note that in the modern
revival of the recoil discussions no references were made to the original studies by
Siegbahn’s group.

The remarkable growth of research based on electron spectroscopy is to a large
extent connected to the use of the core level binding energy shifts. The history of
the discovery of the chemical shift is interesting. The first evidence of a chemical
shift in core level photoelectron spectroscopy was made already in 1957 when the
“iron free group” realized that they obtained different values for the Cu 1s binding
energy for different samples. By carefully studying the samples with X-ray dif-
fraction it was concluded that the Cu 1s signal from CuO appeared at higher
binding energy than the Cu 1s signal from Cu metal, see Fig. 2.4. For Cu2O they
obtained no significant shift.

These findings were published in 1958 [11, 12]. The title of [11] was “Evidence
of Chemical Shifts of the Inner Electronic Levels in a Metal Relative to Its Oxides
(Cu, Cu2O, CuO).” This reflects the fact that the authors could not exclude other
explanations to the observed shifts. The pioneering group was aware of the

2 The First Development of Photoelectron Spectroscopy … 39



possibility that e.g. sample charging could affect the observed effect. A more
detailed description of the history of the chemical shift will be given elsewhere [13].
Today we know that the chemical shift between Cu and CuO is only of the order of
1 eV [14]. We can therefore conclude that the main part of the observed shift for
CuO was indeed due to sample charging. The small shift for Cu2O is consistent
with the modern value [14].

The shift the group observed in 1958 was to a large extent not due to a shift of
the core levels, but was of course a chemical effect. Cu metal, CuO and Cu2O have
different conductivities and thus charge differently. However, the observation the
group made was not in vain, since the authors pointed out the possibility for
chemical shifts of the core levels. This was important. Almost 20 years earlier a
graduate student in Uppsala had studied the X-ray absorption spectra for N2, N2O
and nitrogen in celluloid [15]. However, neither the graduate student Magnusson,
nor his supervisors understood the significance of what we today would call a
N1s-π* excitation. He denoted the very clear lines he observed as an “absorption
line” within quotation marks. He was looking for absorption edges. Even less he
could imagine a chemical shift of several eV, as was clearly seen for the two
chemically inequivalent atoms in N2O. He considered the sharp features as

Fig. 2.4 The first indication
of what was assumed to be a
core level binding energy shift
measured by electron
spectroscopy. The figure is
taken from [11]. The Cu 1s
photoelectrons were excited
by Mo K α1 X-rays. The
curves plotted with open and
filled circles are the
photo-lines of metallic
copper. The photo-line of the
cupric oxide, was plotted with
crosses. The shift is clearly
observable. However, the
shift is about 4 eV, by far too
large and the probable
explanation is charging of the
sample
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complications when determining the position of the absorption edges, and made the
remark: “As already pointed out, no high degree of accuracy is claimed for the
results in the matter of the base-point, and such a difference as would seem to be
indicated by the measurements, need not necessarily have any real foundation”.

In order to firmly establish the existence of chemical shifts in photoelectron
spectroscopy a much more clear and unambiguous result was needed. Such a result
was not achieved until five years later, when a shift between photoelectrons from
two inequivalent sulphur atoms in the same molecule was observed [16]. The
choice of the molecule was a result of pure serendipity [17]. At this time progress
was slow and Siegbahn had started to discuss an ending of the project [18].
Therefore, the two younger members of the group, Carl Nordling and Stig
Hagström, worked desperately to get out as much as possible, and one weekend
they had run out of samples. They went around at the department and in the
photographer’s room they found a fixation salt—sodium thiosulphate. This sample
contained two chemically inequivalent sulphur atoms in the same molecule, which
gave rise to two shifted peaks in the S2p spectrum. The success story of ESCA
could start.

As soon as the chemical shift effect was firmly established Siegbahn launched the
acronym ESCA—Electron Spectroscopy for Chemical Analysis. During the next
few years the group expanded rapidly and a hectic activity started. In less than three
years the impressive scientific content of the famous first ESCA volume [1] was
achieved. Much of the work presented in this book was performed using hard X-rays,
in other words it is to a large extent a book about HAXPES. However, from that time
until the recent development of synchrotron radiation based HAXPES, photoelectron
spectroscopy was almost exclusively using VUV radiation and soft X-rays.

In summary, we have reviewed the pioneering years of photoelectron spec-
troscopy. The original group originated from a nuclear physics environment and the
long term scope of the project was to improve nuclear binding energy data. The
electron kinetic energies were such that we with modern terminology would use the
acronym HAXPES. The work of the pioneering group is discussed up to the dis-
covery of the chemical shift of core level binding energies. Already at this early
stage of photoelectron spectroscopy many important issues were identified, care-
fully examined and implemented by the pioneering group.
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Chapter 3
HAXPES at the Dawn of the Synchrotron
Radiation Age

Piero Pianetta and Ingolf Lindau

Abstract Some of the earliest X-ray Photoemission Spectroscopy (XPS) studies
with high-energy X-rays took place in the 1970s as a way of demonstrating the
feasibility of using synchrotron radiation from a multi-GeV storage ring to study
materials. These developments took place at the SPEAR storage ring at the Stanford
Linear Accelerator Center and showed that synchrotron radiation could be tamed
but that the technologies of the time would not allow hard X-ray photoemission to
become a tool for routine experiments. However, soft X-rays did fulfill that promise
and dominated the XPS research for the next several decades with important
contributions to the study of surfaces and interfaces. With the advent of second and
particularly third generation synchrotron sources, XPS with high-energy X-rays has
become a practical tool for the study of bulk properties and buried interfaces. The
development of these techniques will be discussed as will the need for both hard
and soft X-rays to provide complimentary details on bulk and surface properties of
materials.

3.1 Introduction

Hard X-ray Photoemission Spectroscopy (HAXPES) employing multi-keV X-rays
as the excitation source has emerged as a powerful tool for understanding the bulk
properties of materials as well as for the study of buried interfaces [1]. This is
an interesting development given that most of the early X-ray photoelectron
spectroscopy (XPS) research was done at photon energies at or below 1.54 keV
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(the Al K-alpha line) and much of that work was in the soft X-ray range to
emphasize surface properties [2]. The motivations for these choices of photon
energies were both scientific, since surfaces were and continue to be critically
important to many technologies, as well as the result of the technologies available
for performing the XPS experiments. As the field has matured with more powerful
X-ray sources and more efficient electron energy analyzers, the benefits of being
able to probe bulk properties with XPS has become apparent and HAXPES is
becoming a standard tool in the field [1]. This chapter will present a historical
perspective of one of first examples of HAXPES using synchrotron radiation in the
1970s illustrating the difficulties of these early experiments and the evolution over
the next several decades to a mature technique.

Interest in synchrotron radiation as a source for spectroscopy began in the 1960s
and was focused in the ultraviolet part of the spectrum [3–6]. In the early 1970s the
importance of synchrotron radiation to study materials in the hard X-ray part of the
spectrum was becoming appreciated first through the use of synchrotrons notably at
DESY in Hamburg. Since synchrotrons, by design, accelerated the electrons after
every injection and then dumped them from the ring, the resulting synchrotron
radiation had an intensity and spectrum that varied at the injection rate making
experiments challenging [7]. However, in the early 1970s multi-GeV storage rings
that could maintain the electrons in a fixed energy and current were being devel-
oped for high energy physics and would make the practical utilization of syn-
chrotron radiation in a parasitic mode of operation a reality [8]. At Stanford
University, more precisely at the Stanford Linear Accelerator Center or SLAC, a
state of the art high-energy physics storage ring operating at 2.5 GeV, SPEAR,
began operation in 1972. The sole purpose of this storage ring was to collide
relativistic electron and positron beams to study uncharted territory in particle physics
that would ultimately lead to the discovery of the J/psi and tau particles [9, 10].
In 1968, before SPEAR was built, Stanford professor, W.E. Spicer, realizing that
the “waste products” of the particles circulating in the storage ring could be har-
nessed, wrote a letter to the SLAC director, W. Panofsky, to explore the possi-
bilities for the use of synchrotron radiation for solid-state studies with particular
mention of Electron Spectroscopy for Chemical Analysis or ESCA [11]. Spicer was
a professor of electrical engineering at Stanford and a pioneer in the field of pho-
toelectron spectroscopy for the valence bands of solids which had come out of his
early work at RCA Laboratories on photocathodes [12, 13]. Joined by S. Doniach
of the Stanford Applied Physics Department, he garnered the support of Panofsky
and B. Richter with strong support from E. Garwin and G. Fischer of SLAC. This
collaboration resulted in the addition of a tangent port and fixed beam stop to
SPEAR by the time it went into operation in 1972 [14]. Although this would not be
the first storage ring used for synchrotron radiation studies, the vision at Stanford
was to make SPEAR the first multi-GeV storage ring to provide X-rays to a large
community of users [8].
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3.2 Initial Scientific Motivation

The next necessary step was for the prospective users to build a beam line to extract
and make use of the radiation coming out of the storage ring which brings us to the
topic of this chapter. There was a strong interest in using the synchrotron radiation
for high-resolution photoemission to study the surface and interface properties of a
variety of materials. This formed the first guiding point for the experimental design.
The second, and sometimes overriding principle, was that the high-energy physics
experiments were the priority of the SPEAR storage ring and the synchrotron
radiation studies could not disrupt that research. This led to the constraint that the
synchrotron radiation experiments would not share the storage ring vacuum.
Finally, the time frame for these first experiments was less than one year to build the
beam line and extract first beam plus four months for obtaining experimental
results. After obtaining initial funding from the Stanford Center for Materials
research to build an exit port, a “Pilot Project” was funded by the National Science
Foundation to support this effort. The authors (IL as a postdoc and PP as a graduate
student) joined Spicer and Doniach on the project with the task of building the
beam line with the technical support of the SLAC Technical Division [15].

After consideration of the various technical and time constraints, the decision
was taken that the first experiment would be high-resolution photoemission studies
of the Au 4f levels at the excitation energy of 8 keV. This decision had the benefit
of allowing the use of beryllium windows to isolate the photoemission apparatus
from the storage ring as well as greatly simplifying sample preparation due to the
bulk sensitivity of the photoemitted electrons.

3.3 Source Characteristics

Starting with the source, synchrotron radiation is generated when a charged particle
is accelerated perpendicular to its direction of motion. The total radiated power is
proportional the fourth power of the electron energy and inversely with the radius of
curvature of the electron orbit [16, 17]. At the time of the first experiments that will
be discussed here, the SPEAR storage ring operated at 2.5 GeV and up to 40 mA
[18, 19]. The source originated from a bending magnet with a radius of R = 12.7 m
and a source size of 1.59 mm vertical by 3.22 mm horizontal [20]. With the given
beam parameters, the power radiated over all photon energies was 1.7 Watts per
horizontal mrd as given by:

P watts=mrdð Þ ¼ 14:1 � I mAð Þ � E GeVð Þ4=R mð Þ

where I is the beam current in mA, E is the energy in GeV, and R is the radius of
curvature of the electron trajectory in meters.
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For a bending magnet, the synchrotron radiation spectrum extends smoothly
from the infrared into the hard X-ray regions as shown in Fig. 3.1. For a multi-GeV
storage ring such as SPEAR, there is significant X-ray flux at and above 10 keV.
The characteristic energy at which half of the radiated power is above and half
below is defined as the critical energy, εc, given by 2.2E3/R. For SPEAR operating
at 2.5 GeV, εc = 2.7 keV. The vertical divergence is given by the critical angle
θc = 1/γ (Ec/E)

1/3 so that at the critical energy, the vertical divergence would be
1/γ = mc2/E = 0.2 mrd for SPEAR operating at 2.5 GeV. At energies above the
critical angle, the angular distribution narrows further as E−1/3. For a bending
magnet source, as was used in this work, the opening angle in the horizontal is
determined by the radius of the electron beam trajectory and can be shown to be
about ten times larger than that in the vertical plane [21]. As will be discussed
below, the source size and divergence directly impact the monochromator resolu-
tion and throughput. As a result, monochromators on bending magnet beam lines
are designed to deflect in the vertical direction. The S-polarization of the syn-
chrotron radiation is another factor that leads to vertically deflecting monochro-
mators but since it did not impact these experiments, it will not be discussed in
detail [22].

3.4 Beam Line Design

The vacuum isolation for the storage ring was provided by a pair of 250 μ Be
windows with an independently pumped volume between the two windows to
provide redundancy. The Be windows were designed to operate at the maximum
anticipated SPEAR operating energy of 4.2 GeV. Since the innermost window

Fig. 3.1 Synchrotron
radiation spectrum from
SPEAR operating at 2.5 GeV
with a current of 40 mA and a
critical energy of 2.7 keV
(solid line). Dashed line
shows the spectrum
transmitted through the Be
window assembly consisting
of two 250 μ windows plus
two 65 μ absorbers
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would absorb all of the low energy radiation, this window would be damaged at the
highest anticipated operating powers, it was necessary to add two 65 μ Be foils to
absorb the low energy radiation [21, 23]. In the next generation of beam lines, the
Be absorbers were replaced by carbon foils which could handle much larger power
loads. The X-ray flux transmitted through the Be window assembly is also shown in
Fig. 3.1. Note the low energy cut-off due to the Be window assembly.

As shown in the schematic diagram of Fig. 3.2, the Be window module was
located 10 m from the source point at the end of the ultra-high vacuum chamber
attached to the SPEAR ring. A photograph of this part of the beam line is shown in
Fig. 3.3 which was located inside an alcove on the side of the SPEAR ring created
by rearranging the shielding blocks as shown in Fig. 3.4. This figure also shows
SPEAR with its control room and power-supply building located inside the cir-
cumference, the alcove on the outer circumference that housed the X-ray
monochromator and the experimental steel “hutch” that enclosed the electron
spectrometer. The X-rays proceeded through the Be windows into a helium system
that included the X-ray monochromator. The X-ray beam exited the alcove through
a 6″ hole placed 12″ below the SPEAR median plane in the downstream 24″ thick
concrete shielding block. The large vertical deflection of the beam was achieved
with the monochromator and was required by the SLAC Radiation Physics group to
prevent the high intensity white synchrotron-radiation beam or any scattered radi-
ation to exit the accelerator housing. This geometry also simplified the alignment
and the construction of the hutch. The hutch was located outdoors as shown and
covered with plastic sheeting when it rained. The control room for this experiment

Fig. 3.2 Schematic of the experimental apparatus showing the source point, the SPEAR exit port
including Be absorbers and window module, monochromator in helium enclosure, concrete
accelerator housing, X-ray beam shutters located in the X-ray “hutch” with the sample chamber
that included a Be entrance window and a cylindrical mirror analyzer. Note that the space between
the exit window of the helium enclosure and the ultra-high vacuum (UHV) sample chamber was an
air path
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was to the left, out of the view of the photograph, and was housed in a commercial
office trailer. The excavation taking place was for the concrete slab that would
become the Stanford Synchrotron Radiation Project and would begin operations in
1974 [15].

As already mentioned above, the vertical collimation and S-polarization of the
synchrotron beam readily led to the choice of a vertically deflecting double-crystal
monochromator in the parallel geometry. This geometry also resulted in parallel
input and output beams thus simplifying the experimental geometry. The large
vertical separation between the two crystals required that the monochromator be
operated at a fixed energy in order to maintain a relatively simple mechanical
system. The fixed energy was nonetheless able to satisfy the experimental
requirements of the XPS experiment. The crystals used in the monochromator were
Si(220) crystals at 23.5° to yield an 8 keV X-ray beam. The crystals were 2″ long
by 1″ wide in order to intercept the full vertical X-ray beam and 1 mrad of the beam
in the horizontal [21]. Given the mirror technology of the time and the time con-
straints placed on the implementation of this beam line, no focusing mirrors were

Fig. 3.3 Photograph taken after the first round experiments in July 1973 of the SPEAR exit port
located in the accelerator housing showing the Be exit window, and associated UHV equipment.
The window assembly shows corrosion on the water cooled copper exit chamber from ozone
created by the large X-ray flux passing through the Be window. The inset shows a picture of a
phosphor screen illuminated by the first X-rays extracted from SPEAR on July 6, 1973
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used. Since the monochromator was located inside of the accelerator enclosure it
was controlled remotely. The monochromatic X-ray beam exited the He filled
monochromator enclosure through a thin (25 μ) aluminum window and went
through the accelerator housing into the hutch via an air path that could be inter-
rupted by a pair of interlocked safety shutters. The beam entered the photoemission
chamber through a thin (50 μ), 0.5″ diameter Be window.

3.5 Experimental Station

The photoemission chamber consisted of an ion-pumped ultra-high vacuum, UHV,
system with a Physical Electronics (PHI) double-pass cylindrical mirror analyzer
(CMA), a sample flange and evaporators for preparing thin film samples. Precision
power supplies were used to set the energy of the CMA and standard pulse counting
electronics consisting of an amplifier/discriminator/scaler were used for data

Fig. 3.4 Picture of the SPEAR accelerator housing modified by rearranging shielding blocks to
add an alcove that housed the exit port and monochromator shown in Fig. 3.2. The white box
attached to the outside of the accelerator housing is the X-ray hutch that housed the sample
chamber and, as shown in the picture, was located outdoors and covered by a plastic sheet when it
rained. In parallel with the Pilot Project photoemission experiments, construction was taking place
to build the first SSRL experimental hall
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acquisition. The PHI CMA was chosen because it had a relatively large transmis-
sion compared to many analyzers of the time and could be operated at high reso-
lution by using the retarding mode. In addition, sample alignment was simplified by
the CMA’s well-defined focal spot, which could be found by maximizing the signal
when moving the sample along the analyzer axis [24].

This particular CMA projected a 1.5 mm focal spot onto the sample at zero volts
retarding field and had an energy resolution of 0.6 % of the pass energy. For these
experiments, a pass energy of 20 eV was used in order to best optimize the
throughput versus resolution. At this pass energy, the resolution was calculated to
be 0.12 eV. It should be noted that the maximum kinetic energy that could be
measured by this CMA was 3 keV as set by the breakdown voltage of the CMA.
Given the photon energy of 8 keV, an additional positive bias of approximately
5 keV was applied to the sample in order to access the Au 4f5/2 and 4f7/2 levels
whose binding energies are nominally 88 and 84 eV, respectively [25]. It should
also be noted that a retarding potential will reduce the focal spot on the sample by
the factor (Vpass/Vinitial)

1/2 due to refraction in the CMA’s retarding grids [24]. For
the Au 4f levels excited by 8 keV photons and a CMA pass energy of 20 eV, the
focal spot on the sample becomes 75 μ. Although the smaller focal spot reduced the
throughput of the system, it served as the effective exit slit of the monochromator
and improved the resolution as will be discussed below.

3.6 First Experimental Results

The first spectrum collected to test the overall performance of the system was of the
Au 4f levels shown in Fig. 3.5. This measurement gave a glimpse into what could
be obtained by using a multi-GeV storage ring as a source. Although the counting
rates were low as a result of the primitive nature of the experiment, the narrow line
widths obtained for the 4f levels were quite remarkable at the time and could be
used to estimate for the first time their intrinsic line width. From an instrumental
point of view, these results led to equally interesting insights into the optical
properties of the synchrotron radiation from SPEAR and why such high resolutions
could be obtained with relatively simple instrumentation.

Since the synchrotron radiation spectrum from a bending-magnet source has a
broad energy distribution, a monochromator is necessary to obtain the required
spectral resolution. For 8 keV X-rays, a double-crystal monochromator in the
parallel geometry simply converts the angular distribution of the incident photon
beam into an energy distribution about the energy determined by the nominal Bragg
angle, θ, according to the relation dE = E cot (θ) dθ. One of the advantages provided
by synchrotron radiation is the narrow radiation cone resulting from the relativistic
electrons as well as the fact that the electrons in the storage ring have a well defined
relationship between their position and angular divergence. This relationship is
referred to as the phase space of the source [26, 27]. For a bend-magnet source these
advantages are best seen in the vertical plane and result in the majority of

50 P. Pianetta and I. Lindau



monochromators being vertically deflecting. This configuration also allows us to
ignore the horizontal divergence in calculating the energy resolution of the
monochromator since it contributes only in second order [21].

If we consider an extended point source (Fig. 3.6), photons emitted from the top
and bottom of the source will hit the central axis so that the angular divergence at
the sample will be proportional to the source size divided by the distance to the
sample. However, in the case of the synchrotron radiation source, the SPEAR
electron beam was diverging at the source point so that the electrons at the top of

Fig. 3.5 Spectrum of Au 4f levels measured at a photon energy of 8 keV

Fig. 3.6 Schematic illustrating how the characteristic divergence of the X-rays emanating from
the synchrotron source versus those from an extended-point source results in a smaller range of
angles reaching the sample and thus provides a higher energy resolution
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the source point had a positive divergence and those at the bottom had a negative
divergence. This unique characteristic of the synchrotron beam was to provide an
effective dispersion of the monochromatic beam across the sample so that with the
75 μ effective exit slit provided by the CMA, a photon resolution of 0.3 eV could be
obtained versus the greater than 1 eV resolution that would have come from an
equivalent extended point source. A more rigorous description of the source
properties using phase-space considerations and their effect on the energy resolution
in these experiments is available elsewhere [21].

During the design phase of the original experiment, we had not yet understood
the phase-space characteristics of the SPEAR beam. As a result, we had incorpo-
rated a second, channel-cut crystal monochromator into the design, which was in an
antiparallel geometry to the first monochromator [21, 28]. This would have had the
affect of only passing the rays coming in a narrow angular range from the source
and thus ensuring the required high-energy resolution. It was fortunate that the
phase space of the synchrotron source made the use of the second monochromator
unnecessary since the flux could have been reduced to unusable levels. It is
interesting to note that with a modern high-brightness undulator source, the use of a
second, antiparallel double-crystal monochromator becomes advantageous since it
can deliver a high-resolution X-ray beam that uses the maximum phase space of the
source and fills the acceptance of a modern energy analyzer that has been designed
to operate at high energies.

In these first experiments, the natural line widths were obtained for the Au 4f and
Ag 3d core levels of 0.28 and 0.35 eV, respectively, and a much greater under-
standing of the source properties was developed. This work ultimately was one
contributing factor to the development of the National Science Foundation funded
Stanford Synchrotron Radiation Project (SSRP) with a complement of five beam
lines including facilities for vacuum ultra-violet (VUV), soft X-ray, Extended X-ray
Absorption Fine Structure (EXAFS) and biological small angle-scattering [18].

3.7 Soft X-ray Photoemission: Early Developments

Although these results did show that high-resolution XPS studies could be done at
8 keV using a multi-GeV colliding beam storage ring, the counting rates of 40 counts
per second on a very strong peak even with improvements on the optics would not
lead to practical research programs. This led to a shift in research emphasis to soft
X-rays as the next generation of beam lines using monochromators with colorful
names such as the Grasshopper [29, 30] became available. The Grasshopper
monochromator delivered photon fluxes *1010 photons/s over the energy range
100–600 eV with a resolution of*0.2 eV at 100 eV. These fluxes coupled with the
higher photoelectric cross sections in this energy range [31–33] as well as the high
surface sensitivity [34] made soft X-rays the ideal tool for studying surfaces and thin
interfaces which were a major area of research. Figure 3.7 shows spectra for the Au
4f levels taken over a range of photon energies from 80 to 180 eV. These spectra not
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only provided information on the natural line widths of the core levels as did the
8 keV spectra but they also showed the influence of the photoelectric cross section
near threshold. The high counting rates resulted in low-noise data and thus mea-
surements with higher sensitivity and precision. The relative cross section for the Au
4f levels from threshold (84 eV) to 280 eV obtained by integrating the area under the
Au 4f core levels is shown in Fig. 3.8.

Given that much of the research at the time focused on surfaces and very thin
interfaces, the trend of using soft X-rays for photoelectron spectroscopy continued
for the next two decades. The surface sensitivity and narrow line widths that can be
readily obtained at the lower photon energies are invaluable where ultra-thin surface
layers are of interest. Figure 3.9 shows an escape-depth curve measured for GaAs
showing that at a kinetic energy of 60 eV, the minimum in the escape depth is
approximately 5 Å, which is exactly what is needed when studying phenomena that
take place within the first surface layer [35].

Fig. 3.7 Electron-energy
distributions from gold for
excitation energies between
80 and 180 eV. The
horizontal scale gives the
binding energies referred to
the Fermi level, EF = 0
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3.8 Soft X-ray Photoemission: Application
to Photocathodes

One example that illustrates the importance of short escape depths is the study of the
surface cleaning required to prepare InP for use in Negative Electron Affinity
(NEA) photocathodes. These devices are used as night vision devices whose low
work-function surfaces enable the conversion of incident infrared radiation to
electrons which can then be imaged [36]. These devices require a pristine surface
free from any traces of oxidation in order to achieve the low required work functions
along with long enough lifetime to be used in practical devices. Their preparation
involves the deposition of two monolayers of Cs with intercalated oxygen in a

Fig. 3.8 Photoionization
cross-section of the 4f level as
a function of photon energy
from threshold
(EB = 84. 0 eV) to 280 eV

Fig. 3.9 Plot of escape depth
versus kinetic energy for the
GaAs (110) surface. Error
bars on the graph represent
the measurement error while
the ±1.5 Å uncertainty in the
escape-depth value results
from the uncertainty in the
calculated thickness of the
top-most layer [35]
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cesium peroxide, Cs2O2, configuration in order to achieve an optimum photoelectric
yield [37]. Oxygen contamination will drive a chemical reaction on the surface that
converts the cesium peroxide into cesium superoxide which raises the work function
to levels that destroy the photoelectric yield. In the first stage of the preparation, the
InP wafers were originally cleaned in a sulfuric-peroxide solution to remove the
native oxide. This process was the same as what had worked for GaAs NEA devices
but was found not to provide the required performance in the InP devices. The reason
was obvious when the surfaces were examined with soft X-ray photoemission as
shown in Fig. 3.10. The presence of In and P oxides in the form of indium phosphate
was clearly seen [38]. This was not the case with GaAs surfaces cleaned in this
manner which did not exhibit oxidation of the Group III element, i.e., Ga in the case
of GaAs. The presence of oxides on the InP surface had not been observed using
conventional Al Kα XPS, typically used for industrial applications, due to the larger
escape depths from the higher kinetic energies of these low binding energy core
levels coupled with the lower energy resolution of a conventional XPS system. The
electron kinetic energies achieved with the soft X-rays resulted in escape depths of
only one monolayer and thus much higher sensitivities for surface species.

Once these oxides had been observed, it was straightforward to add a second
etching step to eliminate the surface oxide, leaving only a fractional monolayer
of elemental P that was readily removed by moderate heating as seen in Fig. 3.11.

Fig. 3.10 a P 2p and b In 4d spectra after the one-step chemical-etching process using a solution
of 4:1:100 H2SO4:H2O2:H2O (raw data: bullet, fit: lines, background is subtracted from individual
components). A clear, well separated oxide peak is observed for the P 2p core level with a 3.9 eV
shift to lower kinetic energy relative to the bulk peak while the In 4d core level requires a two
component fit to observe the oxide peak which is located at 0.47 eV lower kinetic energy. The
respective kinetic energies of the P 2p and In 4d levels of 32 eV and 48 eV yield an escape depth
of approximately 6 Å that provides enough surface sensitivity to observe the oxide layers
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The elemental P was probably in the form of hydrogen-covered P clusters or P
atoms bonded to the surface P atoms in the InP. The resulting surfaces not only
were free from oxygen but the In 4d core level exhibited a surface core-level shift
indicating that the surface was atomically clean as shown in Fig. 3.12 [38].

Fig. 3.11 P 2p (a) and In 4d (b) spectra after the two-step process using the solution of 4:1:100
H2SO4:H2O2:H2O, followed by a water rinse and then a solution of 1:3 HCl:H2O (raw data: bullet,
fit: lines, background is subtracted from individual components). The P 2p spectrum can be fit with
two components. The smaller peak, referred to as Pelemental, on the lower kinetic-energy side
corresponds to P either in clusters or bonded to P atoms on the InP surface. In both cases, the P is
also bonded to H. Only a single component is required to fit the In 4d spectrum

Fig. 3.12 P 2p (a) and In 4d (b) spectra after the two-step process followed by annealing at 330 °C
(raw data: bullet, fit: lines, background is subtracted from individual components). Only one
component is needed to fit the P 2p data. The In 4d data requires three components, with the middle
component as the bulk contribution and two components on either side of the bulk peak as surface
components
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3.9 Development of Modern HAXPES

Although the information obtained in such studies using lower energy photons
continues to be technologically relevant and necessary for many problems, there are
many situations in present day technology where the layers of interest are beyond
0.2 nm from the surface and are often located 2–10 nm below the surface. In those
cases, soft X-rays can only be used if some form of etching is employed to remove
the surface layers leaving open the question of the effect of the etching on the
measurement as well as the precision of the etching [39]. This is exactly where the
much larger escape depths provided by HAXPES come to the fore. HAXPES
effectively reduces the effect of sample preparation on the measurement and also
makes the measurement of buried interfaces possible. However, it should be noted
that thin buried interfaces are still a challenge. Since HAXPES measurements
integrate the signal over the larger escape depth, it is often difficult to differentiate
the signal of a thin interface from the background whether it is buried or originates
from the surface. The study of such interfaces still requires some form of etching to
bring the interface close enough to the surface that core levels providing higher
surface sensitivity can be utilized. Of course, the higher surface sensitivity can be
achieved either with soft X-rays or by choosing a higher binding energy core level
if harder X-rays are employed.

For completeness, the development at SSRL in the 1980s of the JUMBO beam
line should be mentioned. This beam line provided focused X-rays in the 800–
4000 eV range at fluxes and resolutions suitable for photoemission, X-ray induced
Auger spectroscopy, EXAFS, and photon-stimulated desorption measurements.
Although this beam line was productive over the twenty years of its operation, it
could have made more of an early impact on HAXPES had high throughput
electron-energy analyzers been available in the early stages of its development.
A more detailed discussion is beyond the scope of this chapter so the reader is
referred to the literature on its operation [40] as related to, photoemission [41],
EXAFS [42], and photon stimulated Auger [43] studies.

During the last twenty years, significant improvements have been made to the
synchrotron sources themselves along with improvements in mirror technologies
and high-throughput photoelectron-energy analyzers that are capable of working
with high-electron energies. These improvements have increased the fluxes on the
sample from 1e6 photons/s in the original experiments to over 1e11 photons/s
resulting in counting rates well beyond the 40 counts/s seen in Fig. 3.5. Such
counting rates not only make the study of core levels routine, they also make the
study of valence bands and Fermi edges a reality overcoming their much lower
cross sections. One such system, the National Institute of Standards and
Technology (NIST) HAXPES end station operating on beam line X24A at the
National Synchrotron Light Source (NSLS) [44] is shown in Fig. 3.13. This system
uses a 200 mm radius Scienta HR4000 hemispherical electron-energy analyzer [45]
and can analyze electrons with energies as high as 10 keV. In a typical XPS
experiment at a photon energy of 2.14 keV, the analyzer is operated with a 0.3 mm
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detector aperture and a pass energy of 200 eV, yielding an analyzer resolution of
0.15 eV. The total instrumental resolution obtained from a measurement of the Ag
3d5/2 core level and the Ag Fermi edge was 0.26 eV limited primarily by the
monochromator photon-energy resolution.

Although this is a state of the art analysis chamber, the overall performance was
limited by the performance of the beam line because it utilized a bending-magnet
source. The next generation of HAXPES beam lines, incorporating both soft- and
hard-X-ray capabilities, achieve improved high-energy performance through the use
of high-brightness undulator sources and state-of-the-art-monochromator designs.
There are three such facilities of which two are under construction at BESSY II [46]
and NSLS II [45] and a third, at the Diamond Light Source that is operating
[47, 48]. The HAXPES facility at the Diamond Light Source, beam line I09, is
illustrated in Fig. 3.14.

In Beam Line I09, the hard X-rays are produced by an in-vacuum undulator with
a magnetic period of 27 mm in the 3 GeV storage ring operated in a top-up mode.
The undulator radiation is monochromatized by a pair of liquid-nitrogen cooled Si
(111) crystals designed to work from 2.1 to 20+ keV and to cope with a high-power
density of approximately 30 W/mm2. The energy width of the photon beam can be
further reduced to selected values to suit the experimental needs using a set of
interchangeable Si channel-cut crystals employing different higher-order Bragg
reflections. Three horizontally deflecting mirrors are used to focus the X-ray beam

Fig. 3.13 Photograph of the
NIST end station on X24A at
the NSLS showing the
electron-energy analyzer on
the left oriented 90° from the
beam axis. The sample
manipulator comes down
from the top through a
preparation chamber located
above the analysis chamber.
The chamber has been
designed for rapid
introduction of samples into
the UHV
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to a size of 15 μm (V) × 30 μm (H) at the sample and to reject the higher-order
harmonic radiation. The small vertical-beam size ensures all emitted electrons
magnified by the analyser lens in a transmission mode pass the analyser slit. The
strong horizontal focusing allows a flat sample to be measured at an incident angle
less than 2°, a geometry commonly used in the HAXPES community to achieve an
intensity boost of photoelectrons more than 30 fold. Effective harmonic suppression
minimizes the background level beyond the Fermi edge and facilitates the resolu-
tion of weak features in a valence-band spectrum. A beam-position monitor before
the sample ensures long-term stability of the focused X-ray beam position with
respect to the focal spot of the analyser. The HAXPES end-station is equipped with
a VG Scienta analyser that can measure electrons up to 10 keV over an angular
range of 60°. Energy spectra across the full angular range can be recorded in a
single shot by a CCD camera with an angular resolution better than 0.5°.

3.10 Selected HAXPES Results

The typical energy resolution that is readily available on a modern HAXPES
beamline is demonstrated in Fig. 3.15, which shows the gold valence-band and
Fermi edge measured at 50 K. With the help of a secondary Si(333) channel-cut

Fig. 3.14 Schematic diagram of the I09 HAXPES facility at the Diamond Light Source showing
how photons from both the soft X-ray plane-grating monochromator (PGM) from Branch J and
crystal monochromator from Branch I can be combined on the same sample at the end station in
EH2 [49]
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crystal monochromator, a resolving power close to 105 is achievable near 6 keV
while the full valence band spectrum can be acquired in less than 10 min. The
ability of modern HAXPES to unveil weak electronic states in or above a valence
band is further demonstrated in Fig. 3.16, where the broad and sharp features within
the band gap of Nb doped SrTiO3, which have recently drawn much attention in the
condensed-matter physics community and are thought to be associated with
beam-induced oxygen vacancies and the formation of an electron gas, respectively,
are clearly resolved at 2.5 keV with an acquisition time less than 30 min. In addition
to the high-energy radiation, I09 is uniquely designed to deliver also soft X-rays
down to 100 eV to the same end-station. This extended energy range offers the
opportunity to vary more widely information depth and photoionization cross
sections, and opens up the possibility for combining complementary X-ray tech-
niques, such as HAXPES, X-ray Standing Waves (XSW), Resonant Photoemission

Fig. 3.15 Gold valence band spectrum taken at 5.96 keV at Beam Line I09 at the Diamond Light
Source in less than 10 min. This spectrum illustrates the high throughput and resolution achievable
with an optimized high-energy beam line

Fig. 3.16 Spectrum of the
broad and sharp features
within the band gap of Nb
doped SrTiO3 taken at Beam
Line I09 at 2.5 keV showing
the ability of an optimized
HAXPES station to detect
very weak states
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(ResPES), Soft X-ray Angle Resolved Photoemission (SX-ARPES), Near Edge
Absorption Fine Structure (NEXAFS), and Photoelectron Diffraction (PhD/XPD) in
the same experiment. Since operational in June 2013, the beamline has been serving
a fast growing user community interested in studying interactions of organic
molecules adsorbed on solid surfaces, two-dimensional materials (e.g., graphene,
BN and MoS2), capture of small molecules in ionic liquids, density of valence states
of novel materials (e.g., transparent conducting oxides), electronic properties at
buried interfaces of metal oxide heterostructures, and chemical compositions and
band alignment of energy materials (solar cells, Li-ion battery and nuclear fuel) [49].

3.11 Concluding Remarks

It is clear that significant advancements have been made from the early synchrotron
photoemission measurements at 8 keV to what has developed into a useful mea-
surement tool in HAXPES beam lines around the world. This achievement is a
direct result of advancements in both the sources as well as the photoelectron
energy analyzers which have revolutionized the ability to use hard X-rays for
valence band as well as core level studies. A whole new range of applications for
characterization of bulk properties and buried layers, which make up a large frac-
tion of structures used for practical applications, is now possible. However, it is
clear from the examples discussed that the requirement for high surface sensitivity
remains as does the need for soft X-rays.
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Chapter 4
Hard-X-ray Photoelectron Spectroscopy
of Atoms and Molecules

Marc Simon, Maria Novella Piancastelli and Dennis W. Lindle

Abstract We review here the current status of atomic and molecular HAXPES,
both experimentally and theoretically. After the era of the ESCA technique, atomic
and molecular HAXPES experienced several decades when the emphasis in
gas-phase research was in the soft-X-ray range, mainly due to the lack of suitable
experimental conditions. In the last few years, at some of the newer synchrotron
radiation sources, hard-X-ray beamlines have been developed which provide
state-of-the-art instrumentation for the atomic and molecular community. A sub-
stantial impulse to the field has also been recently given by the new X-ray
free-electron lasers (FELs). Therefore, the high-brightness and high-resolution
sources needed for a thriving gas-phase HAXPES community are now available. We
concentrate here on experimental results based on the use of SR and, more recently,
FELs as ionizing sources. Available parallel theoretical developments are also
included. We define the hard-X-ray photon-energy range as 1 keV or higher. We
provide a summary of early theoretical work in atomic and molecular HAXPES, and
then an overview on HAXPES performed at first- and second-generation SR sources
and at current-generation facilities. Scientific topics of particular interest in the
hard-X-ray range include nondipole effects, recoil due to the photoelectron’s
momentum, new interference phenomena, ultrafast nuclear motion on the femto- and
sub-femtosecond scale, and double-core-hole studies. We conclude with a look at
future directions in these areas and a few others of potential interest for HAXPES.
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4.1 Introduction

Electron emission following irradiation is intrinsic to the interaction between light
and matter, and the photoelectric effect [1] has received a great deal of attention
over the past century. As a result, photoelectron spectroscopy (PES) has developed
into a well-established and powerful technique for investigating and characterizing
quantitatively the electronic structure of matter: in this Chapter, we focus primarily
on neutral atoms and molecules. The power of PES stems from its ability to probe,
via the measurement of electron kinetic energies, orbital structure in valence and
core levels in a wide variety of species, providing a direct experimental method to
probe the quantum mechanics of the system under study. As a result, PES has been
used successfully for decades to provide stringent tests of our understanding of
basic physical processes underlying gas-phase interactions with radiation.

The high-energy version of PES, now referred to as hard-X-ray photoelectron
spectroscopy or HAXPES, received major attention in the middle of last century
with the development of the technique Electron Spectroscopy for Chemical
Analysis (ESCA) [2, 3]. Naturally, the technique is based on the photoelectric
effect, induced by single-photon absorption, leading to the ejection of one core
electron due to the high photon energy of the X-rays used. One key to the power of
ESCA is that the energy needed for the ejection of an inner-shell electron [its
binding energy (BE)] is characteristic of each atomic species, so core-level pho-
toionization allows direct determination of the elemental composition of a sample.
Furthermore, the same element in different chemical environments will show a
small, but distinctive, shift in its BE, a well-known property known as the
“chemical shift.” For these developments, Kai Siegbahn was awarded the 1981
Nobel Prize in Physics.

More recently, however, HAXPES has seen only limited use in the study of
atomic and molecular species, in large part because the focus in gas-phase studies
for the past few decades has been in the VUV and soft-X-ray regions of the
electromagnetic spectrum, where significant advances in sources (i.e., synchrotron
radiation) and electron spectrometers for lower kinetic energies allowed rapid
advances in energy resolution and signal rate. While some pioneering work was
done during this period, it is only in the past few years that HAXPES of atoms and
molecules has begun to catch up to the excellent capabilities available in the VUV
and soft-X-ray ranges.

It is the purpose of this Chapter to review the current status of atomic and
molecular HAXPES, both experimentally and theoretically. However, because
ESCA, and its brethren using traditional excitation methods (i.e., X-ray tubes), have
been summarized extensively in the past [2], the present discussion is limited to
experiments from the synchrotron-radiation (SR) era and, more-recently, to those
using free-electron lasers (FELs). Applicable theories from any era are included
because, in most cases, theory preceded, by many years, comparable experimental
work, especially for atoms. Naturally, this report focuses on results in the hard-X-ray
photon-energy range, which we have arbitrarily defined as 1 keV or higher. This is a
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lower energy than usually considered to be in the ‘hard’ X-ray region, but a
more-conventional choice of 5 keV or so would have rendered this chapter moot
because virtually no gas-phase SR-based experiments have been reported at these
higher energies. Finally, to maintain the theme of HAXPES, many interesting and
informative results using primarily ion or X-ray-emission spectroscopies, as well as
the latter’s kin, resonant inelastic X-ray scattering (RIXS), have been excluded from
the discussion.

The remainder of this Chapter is organized as follows. Section 4.2 provides a
summary of early theoretical work in atomic and molecular HAXPES, along with
separate subsections on HAXPES performed at first- and second-generation SR
sources and at current-generation facilities. The following four sections focus on
specific scientific topics of particular interest in the hard-X-ray range: (1) nondipole
effects in Sect. 4.3; (2) the effects of recoil due to the photoelectron’s momentum in
Sect. 4.4; (3) new interference phenomena in Sect. 4.5; and (4) double-core-hole
studies in Sect. 4.6. Finally, Sect. 4.7 concludes with a look at future directions in
these areas and a few others of potential interest for HAXPES.

4.2 Haxpes in the Synchrotron Era

The ability to tune the photon energy that became available with the advent of SR
sources led to new capabilities beyond the powerful ESCA technique. However,
doing photoemission from gas-phase samples in the hard-X-ray range was a very
challenging endeavor with first- and second-generation SR sources. As a result,
early work in HAXPES focused mostly on calculations of the photoelectric effect; a
significant body of theory predates many of the SR-based experiments. Most of
these theoretical results are described in Sect. 4.2.1, although some of the
more-recent studies, as appropriate, are incorporated in relevant sections later in this
Chapter. Experimentally, early pioneering efforts in HAXPES are summarized in
Sect. 4.2.2. More-recent experimental studies, performed with the most-advanced
light sources now in operation, are discussed in Sect. 4.2.3.

4.2.1 Theory Applied to HAXPES

4.2.1.1 High-Energy Studies

Theoretical treatment of the photoelectric effect initially focused on atomic K-shell
photoionization probabilities (or cross sections, σ) at very high energies (MeV), for
two reasons [4]. First, at MeV photon energies, photoionization from the K shell
dominates the photoeffect, accounting for about 80 % of the total ionization cross
section. Second, the effect of nuclear screening is small only for the innermost
1s electrons, allowing early K-shell calculations to assume a simple Coulomb
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potential due to a nucleus of charge +Ze. Thus, the initial state could be treated as a
hydrogen-like bound state for every atom. More-sophisticated potentials were, in
general, too complicated to evaluate numerically before the advent of modern
computers. Nevertheless, calculations of HAXPES cross sections date to the heyday
of quantum mechanics in the first half of the twentieth century. Perhaps the
most-accurate calculation from this period was by Hulme et al. [5], who reported
numerical K-shell cross sections using a Coulomb-potential model for Fe, Sn, and
Po at two photon energies: 354 and 1130 keV. Summaries of other theoretical work
from this early period can be found elsewhere [6–9].

In 1960, Pratt [8] extended studies of K-shell cross sections, developing an
analytical formula valid in the high-energy limit (*1 MeV). This work also
neglected nuclear screening. In essence, Pratt’s model and its predecessors repre-
sent one form of what is now referred to as the independent particle approximation
(IPA), the assumption that electrons in a multielectron system do not interact
directly with one another. Put simply, the IPA asserts that photoionization, away
from any thresholds or resonances, can be treated in a single-channel picture which
omits electron-electron interactions entirely. In other words, the IPA suggests that at
most hard-X-ray energies, electron-correlation effects should be negligible, allow-
ing theorists to eliminate the relevant e-e term(s) from the appropriate Hamiltonian.
Later that same year, Pratt [9] extended this work to atomic L-subshell cross sec-
tions using the same model to derive analytical formulae valid in the high-energy
limit. However, for the L shell, nuclear screening had to be taken into account. This
was accomplished by using an effective nuclear charge, Zeff, in place of Z in the
calculations.

Enhancements in the Theory

Building on Pratt’s work [8, 9], the 1960s witnessed a number of refinements in the
calculation of high-energy atomic cross sections. The first improvement was to
extend the calculations to somewhat lower energies (hundreds of keV), using both
unscreened [10] and screened [11] numerical treatments of the K shell. The latter,
more-comprehensive, study included wide ranges of Z [from Z = 13 (Al) to Z = 92
(U)] and photon energy (200 keV–2 MeV). It also provided some of the first
reliable calculations of differential cross sections, i.e., cross sections as a function of
angle of emission relative to the photon trajectory, thus characterizing the angular
distributions of photoemitted electrons. These results were followed by a variety of
calculations of K-shell and L-subshell cross sections and angular distributions at
energies from 1 keV to 1.3 MeV, mostly for heavier elements [4, 12, 13, 14, 15],
eventually including calculations for the M subshells of Fe, Sn, and U as well [16].
For a better understanding of the basic concepts behind the theory and calculation
of atomic HAXPES at photon energies above 10 keV, the reader is referred to an
early review by Pratt et al. [17]. As this review notes, at these energies the cross
sections and angular distributions depend only on the very small-r portion of the
atomic wavefunction of the ionized electron, as well as on its ground-state angular
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momentum. Furthermore, effects of nuclear screening can be accounted for by
considering the normalization factors of the bound and continuum states of the
ionized electron.

Some years later, using more-refined techniques and improved theoretical and
calculational methods, one group of researchers was able to add more complexities
into the high-energy studies. For example, a series of papers [18–20] on the ele-
ments C, Sn, and U in the 1–100 keV photon-energy range looked at subshell cross
sections and spin-orbit branching ratios [e.g., σ(2p3/2)/σ(2p1/2)] for all shells in each
atom. One general conclusion from this work was that for most elements, beyond
the lightest ones, the subshell branching ratios seldom equal the statistical value,
even at the highest energies [18, 19]. As these calculations were performed using a
relativistic model, and because high-energy photoionization involves only the
small-r portion of a wavefunction, tiny relativistic differences of the wavefunctions
for different spin-orbit states (e.g., 2p1/2 and 2p3/2) near the nucleus are amplified in
the branching ratios, leading to non-statistical behavior [19]. In contrast, for
s subshells, it was found that a basic nonrelativistic calculation worked quite well to
high energies (*20 keV), indicating cancellation among the various effects that
lead to non-statistical branching ratios for the other subshells [20].

Cross-Section Minima

One topic of theoretical interest at high energies is the existence of minima in
subshell cross sections that exist because a quantum-mechanical amplitude gov-
erning the subshell photoionization process changes sign as a function of energy,
thus causing the corresponding matrix element (the square of the amplitude), and its
contribution to the total subshell cross section, to pass through zero at a specific
photon energy. The most common of such phenomena was described by Cooper in
1962 [21]. So-called Cooper minima can occur for any subshell with a radial node
in its ground-state wavefunction (e.g., 2s, 3p, 4d, but not 1s, 2p, 3d), if the angular
momentum of the photoionized electron increases (e.g., 3p → εd, but not 3p→ εs).
Cooper minima are known to be byproducts of the effects of nuclear screening in
multielectron systems [22] to vary strongly as a function of n, ‘, and Z, and to
typically occur relatively close to photoionization thresholds. For example, calcu-
lations of subshell branching ratios in Sn exhibit pronounced variations due to the
presence of Cooper minima [18]. Further work on ns subshells of U [23] demon-
strated that the energy positions of Cooper minima become constant as n increases,
because as n → ∞, atomic ground-state wavefunctions change very little, except in
the outermost lobe that has minimal influence on the positions of the Cooper
minima. Finally, at extremely high energies, on the order of mc2, a different kind of
zero occurs in photoionization [24]. These relativistic zeroes are distinguished from
Cooper minima because they do not depend on n or Z, but only on the initial
angular momentum of the ionized electron, ‘, according to a simple formula given
by LaJohn and Pratt [24].
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4.2.1.2 Lower-Energy Studies

Cross Sections

Theoretical efforts at lower energies, more applicable to the photon energies
available at SR facilities, also began in the 1960s. While the earliest lower-energy
cross-section calculations assumed the IPA (no e-e correlation), as had been done
previously at higher energy, they still required the use of non-hydrogen-like
wavefunctions, where nuclear screening is properly taken into account. The first
studies focused on the outer shells of high-Z atoms [25] and on the 3p and
3d subshells of several elements [26] at energies from 100 eV to a few keV. The
latter paper [26] also provided a good tutorial about atomic potentials and wave-
functions relevant to the discussion of photoionization. The general topic of PES
below 10 keV was reviewed some years ago by Fano and Cooper [22], providing an
excellent summary of many of the basic concepts. There are also early tabulations
of cross sections for photon energies below 1.5 keV [27, 28]. These compilations
used basic IPA-based calculations, and they covered all applicable subshells
throughout the Periodic Table, up to and including uranium. These works are
notable because they are still used today in many applications, even though they are
four decades old.

More recent cross-section studies include a look at 1s photoionization in argon
just above threshold [29], 1s, 2p, 3p, and 3d photoionization in Ne, Ar, Fe, and U
up to 100 keV [30], and 3s and 3p photoionization in Ni up to 10 keV [31]. All
three of these calculations reported results within the IPA, and the first and third
also included non-IPA results using a theoretical technique called the random-phase
approximation [used as either the random-phase approximation with exchange
(RPAE) or the relativistic random-phase approximation (RRPA)], which explicitly
includes electron-electron interactions in its formulation. In the argon case, inclu-
sion of this interaction improved agreement with measured absorption cross section,
illustrating that the electron departing from the K shell interacts with the outer
electrons as it leaves. For nickel, in contrast, inclusion of electron-electron inter-
actions did not resolve a discrepancy with measurements performed on solid and
thin-film samples.

Photoelectron Angular Distributions Within the Dipole Approximation

Another important theoretical effort begun in the 1960s was to better understand the
differential cross section for photoionization, i.e., the angular distribution of pho-
toelectrons, at lower photon energies. The key assumption underpinning this work
is the electric-dipole (E1) approximation (DA), where one assumes a uniform
electromagnetic field over the dimensions of the absorbing charge distribution,
leading to easily characterized and quantified behavior. Generally, use of the DA
for lower-energy photon spectroscopies has been justified by the following two
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arguments: (1) the photoelectron velocity is small compared to the speed of light,
rendering relativistic effects small; and (2) the photon wavelength is much larger
than the “classical” size of the orbitals from which electrons are ejected, mitigating
higher-order effects in photoionization. Qualitatively, the DA assumes that the
photon field, exp(ikp · r), expanded as 1 + ikp· r + …, can be truncated to unity, if
kp · r is small [7]. In this simplification, all higher-order interactions, such as
electric quadrupole (E2) and magnetic dipole (M1), are neglected. For photoioni-
zation cross sections, the DA turns out to be valid up to many keV because the E22

and M12 terms are negligible, compared to E12, due to a factor of 1/α2.
From the early work of Bragg, Compton, and Auger, among others, the spatial

distribution of emitted photoelectrons has been the subject of extended experi-
mental and theoretical efforts. It was soon understood that the probability of elec-
tron ejection as a function of angle is an excellent probe of quantum-mechanical
channels available to a photoemission process because it is sensitive to phase
differences among these channels. For photoelectron angular distributions in the
DA, Bethe and Salpeter [7], using parity and angular-momentum conservation laws
described by Yang [32], expressed the asymmetry of photoemission for a
one-electron atom. Generalization of this description to many electron atoms was
made by Cooper and Zare [33], providing the well-known expression for the dif-
ferential cross section for photoelectrons ionized by 100 % linearly polarized light:

dr=dXðhmÞ ¼ rðhmÞ=4p½1þ 1=2bðhmÞ � ð3cos2h�1Þ�; ð4:1Þ

where the differential cross section, dσ/dΩ, is the probability for photoelectrons to
be emitted into the solid angle dΩ. The energy-dependent parameters σ(hν) and
β(hν) are the subshell photoionization cross section and the dipolar angular-
distribution parameter, respectively, and the angle θ is between the photoelectron
emission direction and the polarization vector of the X-rays. Similar equations can
be written for partially linearly polarized or unpolarized and circularly polarized
light. The parameter β can range from +2 (a cos2θ distribution, like a p orbital along
the polarization vector) to −1 (a torus perpendicular to the polarization vector).
Equation (4.1) makes it clear that dipolar photoelectron angular distributions are
axially symmetrical around the X-ray polarization axis, and that any anisotropy is
completely described by the parameter β.

Application of the DA to measurements of angular distributions of photoelectrons
can be used to provide much useful information about the photoionization process
beyond measuring just cross sections. One virtue of measuring angular distributions
is their sensitivity to phase shifts among degenerate photoemission (continuum)
channels, providing a stronger challenge to theory than cross sections alone, which
average over phase shifts. Stringent tests of basic theory are important because
theory, not experiment, is commonly used in tabulations of partial cross sections [27,
28] and angular-distribution parameters [34–36] used in numerous applications.

Aside from these compilations, all performed with a basic IPA model, there have
been few calculations of photoelectron angular distributions for photon energies
above 1 keV. One notable case is an IPA study of the Kr n = 3, 4 subshells [37]
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done for comparison to experiments performed at a variety of soft-X-ray energies in
the 200–1500 eV range with X-ray tubes [38]. Both subshell cross sections and
angular distributions were determined and showed excellent agreement with the
experiments. Furthermore, Cooper [37] reported several expressions useful for
comparison to and interpretation of angle-resolved photoemission experiments.
Later, cross-sections and angular-distribution calculations were performed for the
Hg 3p and 3d subshell cross sections [39], in anticipation of proposed experiments
that never came to fruition.

Electron-Electron Correlation and Satellites

Going beyond the IPA, one must consider the impact of electron-electron inter-
actions on the photoionization process. One of the most well-known effects of the
breakdown of the IPA is the presence of correlation satellites in photoemission
spectra. In the one-electron or single-particle picture of the IPA, one expects to see
only photoemission peaks (“main lines”) with characteristic kinetic energies that
correspond to the removal of a single electron from a given subshell in the target.
Almost invariably, however, one also sees one or more weaker lines (usually 10 %
or less of the main-line intensity or cross section) at slightly lower kinetic energies
(higher binding energies), the so-called satellite lines. These correlation satellites
exist solely because of the multielectron nature of the target. They typically involve
one-photon electronic transitions in which one electron is ionized while a second
(usually valence) electron is simultaneously excited to a different orbital [consider
Ne (1s22s22p6) + hν → Ne+(1s12s22p53p1) + e− as an example]. The final ionic
state of such satellites is often referred to as a “shake-up” state because of the notion
that the excited electron (a 2p electron in this example) is shaken up by removal
(ionization) of a 1s electron. In fact, this is an apt term, because photoionization of a
1s electron suddenly changes the amount of screening experienced by the outer
electrons, causing the valence orbitals in the ionic state to be more-compact than
those in the ground state (they “relax”). This relaxation leads to finite overlap
between different orbitals and to some probability that a valence electron (2p) will
end up in an excited orbital (3p).

While satellites provide a window on the multielectron nature of atoms (and
molecules), they also pose a challenge to theory, due to the need to explicitly
include electron correlation in any calculation. An informative overview of the
theoretical framework required to model satellite intensities (cross sections) was
published by Manson [40], who described how to derive intensities relative to the
main-line cross section using the general concept of configuration interaction to
model electron-correlation phenomena. This paper notes that correlation can occur
in the ground state (initial-state configuration interaction—ISCI), in the final state
(final-ionic-state configuration interaction—FISCI), and in the continuum state that
includes the ionized photoelectron (continuum-state configuration interaction—
CSCI, also known as interchannel coupling). A proper theoretical treatment of
satellites in HAXPES should therefore incorporate all three types of configuration
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interaction. Finally, this work marked the first time that the concept of interchannel
coupling among different continuum channels was applied to PES. Some years
later, a detailed study [41] of correlation effects just above the Ar K edge
(*3.2 keV) showed that relaxation due to the ionization of a core electron must be
included to calculate accurate cross sections. While this work did not explicitly
address satellite lines in HAXPES, it was able to determine the positions and
intensities of two-electron resonances near the Ar K edge (e.g., 1s1…3p53d2),
which can be thought of as Rydberg states below satellite thresholds.

Spin Polarization

A theoretical framework for calculating electron-spin polarization induced by
high-energy photoemission of np subshells was developed in 1999 [42]. Explicit
equations in terms of radial matrix elements and phase-shift differences were
derived for the relevant spin-polarization parameters. These general results were
illustrated for photon energies up to 20 keV, using C, Ne, Ar, Fe, and Kr as
examples.

Molecular HAXPES

One of the few molecular HAXPES calculations pertains to the simplest molecule,
H2 [43]. This work was done in response to a photoabsorption measurement of
molecular hydrogen performed at 5.4 and 8.4 keV using X-ray tubes [44]. The
salient experimental finding was that the absolute cross section for photoionization
of the molecule is 40–50 % larger than twice the photoionization cross section of
atomic hydrogen. (n.b., for both H and H2, each with only a single occupied orbital,
photoabsorption and photoionization cross sections are one and the same.) Cooper
[43] explained this difference as due to the significantly different normalization
factors for the bound orbitals in atomic H versus molecular H2. This is a rare result
in atomic physics in which a measurable effect is attributed solely to normalization
of quantum-mechanical wavefunctions.

4.2.2 The Synchrotron-Radiation Era

4.2.2.1 The Auger Resonant-Raman Effect

The power of tuning the photon energy was demonstrated in the first HAXPES
measurement reported using SR. In this work [45], excitation and ionization of Xe
2p3/2 electrons in the near-threshold region (*4.8 keV) demonstrated behavior
indicative of the radiationless Auger resonant-Raman effect, the analog of the
well-known Raman effect often studied with lasers, but focused on resonant-Auger
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emission following core-shell excitation in an atom or molecule. The primary
signatures of the Auger resonant-Raman effect in an atom are linear dispersion of
the kinetic energy of the resonant-Auger peaks in the HAXPES spectra as a
function of photon energy and narrowing of the resonant-Auger peaks when the
photon energy is tuned to the maximum of the resonance.

The physics behind is the following. The linear dispersion of the resonant-Auger
peaks is a consequence of energy conservation: the ejected electron “remembers”
the excitation photon energy value, and, if the experimental conditions allow one to
vary such energy within the width of the resonance, then the resonant-Auger peaks
disperse accordingly. The line narrowing derives from the fact that the width of the
resonant-Auger peaks reflects the width of the exciting radiation, rather than the
natural lifetime width of the core hole.

These measurements were motivated by the then-recent discovery of X-ray
resonant-Raman scattering [46–48]. This first HAXPES measurement was done
using a commercial cylindrical-mirror analyzer (CMA) at the first-/second-generation
light source, the Stanford Synchrotron Radiation Laboratory (SSRL). The results
were used about a decade later to help make the case for developing atomic and
molecular HAXPES capabilities at third-generation SR sources [49].

Working at the then-second-generation National Synchrotron Light Source
(NSLS) at Brookhaven National Laboratory, LeBrun et al. [50] reported mea-
surements on resonant-Auger transitions near the Ar K edge. Using higher energy
resolution and a refined theoretical treatment, the authors identified for the first time
effects of coherent excitation of multiple Rydberg states, as well as the continuum,
due to the relatively broad lifetime width (0.66 eV) of Ar-1s hole states.

4.2.2.2 Shake-up Satellites

A few years later, working at SSRL, but using home-built electron time-of-flight
analyzers, David Shirley’s group studied the 3p → 4p shake-up satellite above the
Ar K-shell threshold [51]. The measurements covered a kinetic-energy region that
bridged from the adiabatic regime, just above the satellite threshold, towards the
sudden-limit regime, far above threshold, exhibiting a gradual increase in the rel-
ative intensity of the satellite relative to the main 1s photoemission line, in accord
with earlier measurements for shallow core levels in the soft-X-ray region [52]. The
measurements also showed excellent agreement with shake-up calculations [53].

The following year, Bernd Crasemann’s group and collaborators extended these
results by studying satellites in the Ar K Auger and resonant-Auger spectra using a
wide range of photon energies from below the 3p → 4p satellite threshold to 2 keV
above it [54]. The measurements allowed them not only to study the energy
behavior of the relative intensity of the shake-up satellite, but also the energy
behavior of the “shake-off” process, in which a single photon induces simultaneous
ionization of two electrons, in this case a 1s electron and a 3s or 3p electron. In
addition to confirming the earlier results [51], their work showed for the first time
that the near-threshold energy dependence of shake-up and shake-off processes are
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quite different, as was expected from theoretical considerations. The results also
indicated that shake-off in argon is about three times more likely than shake-up. The
shake-up measurements agreed well with theory [53], while the asymptotic
shake-off probability was much larger than expected.

In 1998, Southworth et al. [55] used a double-pass CMA at the NSLS to measure
HAXPES spectra of the Ar K satellites with much-improved resolution, observing
several shake-up peaks. The overall structure of the spectra showed excellent
agreement with a configuration-interaction theory [55]. The authors also noted that
the cross sections of “conjugate” shake-up processes (e.g., 3p → 4s), so called
because the excited electron changes ‘ during the shake-up process, were negligible
at photon energies more than 100 eV above the Ar K edge.

4.2.2.3 Post-collision Interaction

The Crasemann group later extended their pioneering study in the vicinity of the Xe
2p3/2 edge with more photon energies and better resolution [56]. While confirming
the earlier observations of the Auger resonant-Raman effect, the authors also
obtained quantitative measurements of post-collision interaction (PCI), the inter-
action of a slow core photoelectron and a subsequent fast Auger electron emitted
when the core hole is filled by a radiationless Auger transition. The physical picture
is the following: the slow photoelectron starts its course, but then the faster Auger
electron overtakes it, causing a sudden change in the potential: the slow photo-
electron initially ‘feels’ the potential of a singly charged ion, but, following
emission of an Auger electron, the photoelectron suddenly ‘feels’ the influence of a
doubly charged ion. Essentially, this is another type of electron-electron interaction.
The primary signature of PCI is a loss of kinetic energy by the photoelectron,
accompanied by a concomitant gain in kinetic energy by the Auger electron due to
energy conservation. In the case of photoionization just above the core-level
threshold, it is even possible for the photoelectron to be recaptured into an unoc-
cupied Rydberg orbital of the ion, due to its loss of energy. Exactly this sort of
kinetic-energy shift was observed as the photon energy was tuned across the Xe
2p3/2 threshold [56]. Accompanying the experiment, the authors also introduced the
first fully quantum-mechanical treatment of PCI.

4.2.2.4 Molecular HAXPES

The first molecular HAXPES study was performed by the Shirley group at the S
1s edge of SF6 [57]. While these measurements had only moderate electron
kinetic-energy resolution, they nevertheless identified a number of new behaviors
related to resonant-Auger decay, doubly excited states, and above-threshold reso-
nances. At the strong S 1s → 6t1u resonance below threshold, the results suggested
primarily spectator-type decay, so called because the initially excited electron (in
the 6t1u orbital) acts as a “spectator” to the subsequent core-hole decay; the electron
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remains in the 6t1u orbital in the final state of the decay process. Just above the
K edge, some features were identified as doubly excited states leading to satellite
thresholds by virtue of their decay, in part, into final states other than S 1s−1.
Finally, unusual resonances in SF6 well above the S K edge were reproduced by
multiple-scattering calculations, but not by EXAFS calculations, suggesting a
complicated character that has still not been discerned.

4.2.2.5 Coincidence Measurements

Levin et al. [58, 59] performed the first HAXPES measurement incorporating coin-
cidence techniques, in this case between ions and energy-resolved resonant-Auger
electrons in the region of the Ar K edge. The coincident ion yields obtained were
greatly simplified by defining the initial decay of the 1s vacancy state and they
exhibited a much more pronounced photon-energy dependence than had been seen
previously in non-coincident ion-yield measurements. Indeed, measuring the Ar+3

ion in coincidence withK-L2,3L2,3 resonant-Auger electrons illustrated that these ions
appear only within a 5-eV window centered on the 1s→ 4p subthreshold resonance.
With the help of Monte-Carlo simulations, the authors were able to identify the
presence of shake-off of the initially excited Rydberg electron accompanying the
resonant-Auger emission, double-Auger processes, and recapture of the 1s photo-
electron via PCI just above threshold. Subsequently, these coincident measurements
were compared to detailed calculations in the framework of lowest-order scattering
theory [60]. The calculations agreed well with the measurements, confirming the
importance of shake-off processes and PCI, and providing a solid basis for under-
standing complex core-hole decays in the hard-X-ray region. Finally, the argon
measurements led to a first attempt at resonant-Auger—ion-coincidence measure-
ments on a molecule, CF3Cl at the Cl K edge [61].

Further work on argon at the NSLS [62] used a different type of coincidence
measurement, between a K-L2,3 (Kα) X-ray emitted by a 1s-excited or -ionized
argon atom and a secondary L2,3-MM Auger electron emitted after the initial
radiative decay. As with electron-ion coincidence, the subsequent electron spectra
were greatly simplified by defining the initial decay pathway for the core-excited
atom. Comparison with Hartree-Fock calculations identified effects due to shake-up
and PCI, in complement to the earlier results [58].

4.2.3 Results at Current Facilities

4.2.3.1 Breakdown of the Independent Particle Approximation

Working at the Advanced Light Source (ALS), a third-generation SR facility at
Lawrence Berkeley National Laboratory, a HAXPES study of neon valence pho-
toionization demonstrated the breakdown of the IPA at high energies [63]. In this
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combined experimental and theoretical study, the primary evidence for breakdown
of the IPA was the ratio of the Ne 2s and 2p photoionization cross sections, σ2s/σ2p,
as a function of photon energy up to 1.5 keV.

In Fig. 4.1 we show the ratio of the 2s to 2p cross sections in Ne [63]. The spike
in the calculations corresponds to the crossing of the Ne 1s threshold. At the highest
energy measured, the ratio is *25 % smaller than predicted by a single-channel, or
IPA, calculation (dotted curve), and the discrepancy is expected to increase at
higher energies. However, when the 2s and 2p continuum channels are coupled in a
RRPA framework, the calculated ratio agrees perfectly with the measurements
(solid curve), indicating that electron correlation plays a critical role at high energy.
This counterintuitive result can be understood by considering that, at high energies,
photoionization cross sections are known to drop off with energy (E = hν − BE) as
E−(7/2+‘) in a hydrogenic model, where ‘ is the angular momentum of the ionized
electron [64, 65]. Thus, at high enough energy, the Ne 2s photoionization cross
section will always dominate the Ne 2p cross section. It is also known that inter-
channel coupling between a strong continuum channel and a weak continuum
channel leads to the behavior of the weak channel being dictated by the behavior of
the strong channel; thus, the high energy behavior of Ne 2p photoionization does
not follow the IPA predictions. This unexpected result was confirmed in similar
experimental and theoretical studies of argon valence photoionization [66] and 3s,
3p, and 3d photoionization in krypton [67]. Breakdown of the IPA is expected for
photoionization of any subshell with ‘ > 0 throughout the Periodic Table. Indeed, it
led the authors of one of the studies [66] to state that “the IPA is not valid for most

Fig. 4.1 Ratio of the 2s to
2p cross section for Ne. The
calculations employed the
RRPA formalism with the
single excitation channels
arising from 2p, 2s, and
1s coupled (solid curve);
2p and 2s coupled (dashed
curve); and 2p and
2s uncoupled to each other
(dotted curve) (from [63],
reproduced with permission)
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subshells of most atoms at most energies.” These results spurred a number of
developments [68–71] that have helped place the breakdown of the IPA at high
energies on a firm theoretical footing.

4.2.3.2 Molecular Resonant-Auger Emission

More recently, at the SPring-8 SR facility in Japan, a series of gas-phase studies
have been performed in the vicinity of the Si 1s edge (*1.85 keV) in a variety of
silicon-containing compounds. The first experiments were on 1-trifluorosilyl-2-
trimethylsilylethane [F3SiCH2CH2Si(CH3)3, FSMSE] [72, 73]. This large molecule
exhibits several interesting behaviors. For example, the two silicon atoms in the
molecule are in very different chemical environments, so, as might be expected, the
corresponding Si 1s photoemission peaks have quite different chemical shifts; the Si
1s HAXPES spectra show two peaks separated by about 4 eV. The photoabsorption
spectrum contains three distinct peaks below these two Si 1s ionization thresholds,
indicating the complex nature of the valence molecular structure of FSMSE.
Resonant-Auger spectra collected at these resonances exhibit different degrees of
spectator vs. “participator” decay, where the term participator refers to cases in
which the initially excited electron is involved in the decay process, shifting to a
different orbital. If this different orbital is higher in energy, it is referred to as
shake-up in the resonant-Auger process, whereas if the different orbital is at lower
energy, it is called “shake-down.” Excitations at the three different subthreshold
resonances in FSMSE also exhibit different probabilities for shake-up and
shake-down. The authors cite these behaviors as evidence for site-specific resonant-
Auger behavior in a large molecule, where the different chemical environments for
the two silicon atoms (one bonded to three fluorine atoms, the other to three methyl
groups) are presumed to lead to these variations. Finally, this work introduced 2-D
resonant-Auger maps, created by plotting together a large number of near-threshold
PES spectra collected as a function of small increments in photon energy, to
gas-phase HAXPES.

This work was followed by a series of papers on SiF4 at the Si K edge [74–76],
all of which included 2-D HAXPES maps. In this simpler molecule, Si 1s excitation
to the unoccupied molecular orbital 6t2 or to atomic-like Rydberg orbitals leads to
different behavior in the resonant-Auger spectra. Specifically, Rydberg excitation
may lead to shake-down of the excited electron into a molecular orbital, as well as
shake-up into higher Rydberg states, whereas only shake-up is energetically
allowed for 6t2 excitation [74]. The authors also note that improved energy reso-
lution allows them to use the resonant-Auger spectra to disentangle overlapping
excited states observed in photoabsorption, providing a more-detailed view of the
electronic structure of the molecule. In contrast to this result, a companion exper-
iment on Si(CH3)4 [75] did not exhibit any shake-down after Si 1s → Rydberg
excitation. The authors attributed this difference to the fact that the unoccupied
orbitals (molecular and Rydberg) in SiF4 are expected to mix rather strongly, and
thus the excited electron will have a higher propensity for changing orbitals during
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the subsequent decay process. Finally, the same team performed a similar mea-
surement on SiCl4 [77]. In this case, most of the resonant-Auger decay at the
molecular resonance (9t2 for SiCl4) appears to be via spectator transitions, with little
evidence of shake-up or shake-down. The authors included density-functional
theory (DFT) calculations with this work, which helped to provide a clearer
understanding of the excited-state orbitals in the molecule.

4.2.3.3 Electron-Ion Coincidence Measurements

Working at SOLEIL, the French SR facility, Guillemin et al. [78] measured Ar
1s photoelectrons in coincidence with argon ions in the photon-energy region just
above the K-shell threshold. They observed strong PCI shifts in the electron spectra
depending on the ultimate degree of ionization of the argon atom, i.e., on the degree
of Auger decay following the initial photoionization process. Comparison to theory
illustrated that the shifts were related to the ultrafast rates of Auger decay relative to
the escape of the slow photoelectron, as expected for PCI.

The experimental (circles) and theoretical (solid lines) results for Ar ions up to
Ar5+ are shown in Fig. 4.2 [78]. The authors followed up this work with
photoelectron-ion coincidence measurements of OCS at the S K edge [79], where
they observed similar behavior to what was seen in argon. In both cases, PCI shifts
observed in the coincident HAXPES spectra were related to the overall degree of
ionization of the atom or molecule.

4.2.3.4 Molecular-Frame Photoelectron Angular Distributions

In the soft-X-ray range, it is now fairly common for experiments to measure so-called
molecular-frame photoelectron angular distributions (MFPADs), using instruments
based on the cold-target recoil-ion momentum-spectroscopy (COLTRIMS) tech-
nique or some similar method, such as vector correlation [80–83]. These techniques
can perform full coincidence measurements among all the ions and electrons pro-
duced by photoionization and fragmentation of a molecule in the gas phase, allowing
researchers to construct diagrams of photoelectron angular distributions emitted
within the frame of the molecule, rather than just in the laboratory frame. The first,
and thus far only, MFPAD measurement in the hard-X-ray range was performed at a
few photon energies above the S K edge of OCS [84]. The results generally agreed
well with DFT calculations [84] and, moreover, demonstrated that such measure-
ments can be done following deep-core-level ionization, despite the larger degree of
total ionization produced compared to soft-X-ray energies. In Fig. 4.3 the theoretical
and experimental MFPADs are shown, taken at 10 eV above the ionization threshold
[84]. Comparison of these results to similar measurements on OCS above other core
subshells (O 1s, S 2p) showed that the S 1s and S 2p edges exhibit very similar results,
suggesting MFPADs collected using hard X-rays are a viable approach.
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4.2.3.5 Ultrafast Nuclear Motion

A recent paper [85] uses CH3Cl as an example to demonstrate that characteristic
molecular Auger resonant-Raman effects, such as nonlinear dispersion and line
narrowing, can be observed using both RIXS and HAXPES at the Cl K edge. Both
such effects indicate that the chemical bond during the lifetime of the core hole is
stretched, and therefore nuclear motion can take place even in a timescale of *1 fs,
which is the core-hole lifetime. This work is the first clear observation of ultrafast
dynamics (bond stretching) using HAXPES. Differences between the results of
these complementary radiative and nonradiative methods can be used to gain subtle
information about potential curves for the intermediate and final states of the two
processes.

In Fig. 4.4 we show the dispersion curves, the relative dispersion and the line
width for one specific decay feature in the resonant Auger spectrum (right) or in the
RIXS data (left). We observe that the behavior is similar, although the two final
states are different (one neutral in RIXS, Cl K-L-type, the other one singly charged

Fig. 4.2 Experimental
(circles) and theoretical
(solid) partial photoelectron
spectra measured in
coincidence with Arn+ ions
(n = 1 − 5) for excess energy
2 eV above ionization
potential (IP). The top curve
shows the noncoincident
photoelectron spectrum (from
[78], reproduced with
permission)
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Fig. 4.3 Experimental and theoretical 3D MFPADs at 10 eV above threshold, for three different
molecular orientations (from [84], reproduced with permission)

Fig. 4.4 Top dispersion; centre dispersion relative to the linear dispersion; bottom FWHM of the
Cl K–L RIXS (left) and Cl KLL resonant Auger (right) lines as a function of the incident photon
energy detuning with respect to the resonance energy. Solid lines show simulations for RIXS or
resonant-Auger cross section convoluted with the beamline and the spectrometer instrumental
function (from [85], reproduced with permission)
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in resonant Auger, Cl KLL-type). We observe also that the line narrowing is
slightly less pronounced in the resonant Auger data, indicating a different interplay
between the potential curves of the intermediate and final states [85].

4.3 Nondipole Effects in HAXPES

The reader is referred to the summary of the well-known DA provided in Section
“Photoelectron Angular Distributions Within the Dipole Approximation”.

4.3.1 Beyond the Dipole Approximation

Virtually all of the work on nondipole PES described in this chapter focuses on the
simplest possible enhancement beyond the DA, i.e., the first-order-nondipole
approximation, in which nondipole effects are treated in a perturbative manner [86–
92]. At this order, the expansion of exp(ikp · r) is truncated after the second term:
1 + kp · r. Several parameterizations, all equivalent, are available in the literature
[86–94]. Due to its ease of comparison with the geometries of modern experiments,
the parameterization of Cooper [90] for the differential cross section in the
first-order-nondipole approximation (for 100 % linearly polarized light) has been
widely adopted:

dr=dXðhmÞ ¼ rðhmÞ=4pf½1þ 1=2bðhmÞ � ð3cos2h� 1Þ�
þ ½d hmð Þ þ c hmð Þcos2h� � sinhcos/g; ð4:2Þ

where the first two (dipole) terms are the same as in (4.1). In SR experiments, where
the photon beam is horizontal, ϕ is the angle between the propagation vector of the
radiation and the projection of the photoelectron vector into the vertical plane
containing the X-ray beam. The energy- and subshell-dependent nondipolar
angular-distribution parameters δ(hν) and γ(hν) arise from interference terms
between the E1 interaction and the E2 and M1 interactions, including their relative
phases (see Appendix A in Cooper [92]); “pure” E2 and M1 effects are not
included, hence cross sections are not affected at this level of approximation.

The E1 · E2 and E1 ·M1 cross terms generally are non-negligible and can be, in
some cases, as large as the dipole E12 terms. However, these terms contribute only
to odd multipoles, leaving the dipolar β parameter unaffected. The presence of the
third term in (4.2) leads to forward/backward asymmetries in photoejection prob-
ability relative to the photon propagation vector k. Because of the presence of cos ϕ
in this term, these first-order-nondipole effects do not influence measurements in the
so-called ‘dipole plane’ perpendicular to the propagation vector of the radiation
(ϕ = 90°). In addition, M1 interactions vanish in non-relativistic cases, meaning that
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deviations from the DA are more likely due to E1 · E2 terms. The nondipole
parameters can take on any value, but may be restricted by the value of β (e.g., δ = 0
when β = 2). This is in contrast to β, which is restricted to the range −1 ≤ β ≤ 2
regardless of the order of approximation. Finally, to provide scale, a magnitude
of ±1 for γ (the sign indicates forward or backward asymmetry) yields approxi-
mately a factor-of-two redistribution in the number of photoelectrons as a function
of direction.

4.3.1.1 Early Developments

Historically, early experiments in PES [95] used photon energies in the hard-X-ray
range (hν > 5 keV). Attention quickly focused on the forward/backward anisotropy
observed in photoemission from metal films under irradiation from γ-rays and
X-rays from radioactive sources. Deviations from the DA in angle-resolved pho-
toemission at lower X-ray energies, also in the form of forward/backward asym-
metries, were first observed by Krause [38] and Wuilleumier and Krause [52] in
measurements on rare gases using unpolarized Mg and Al Kα X-rays. Early
explanations of these results involved the retardation effect, i.e., the effect of finite
velocity of the ionizing radiation [37], now recognized as a manifestation of non-
dipole effects. Soon, explicit retardation calculations [96] exhibited good agreement
with the experimental data.

4.3.1.2 General Theoretical Advances

Since the earliest theoretical description [37], extensive efforts have been made to
advance the general theory of what are now referred to as ‘nondipole effects’ in a
variety of directions, of which a few examples are noted here. A few years after the
initial experimental observations of nondipole angular distributions [38, 52], haz-
ards in using the nonrelativistic DA for all atoms at high energies and for higher-
Z atoms even at lower energies were highlighted [96]. At very high photon ener-
gies, breakdown of the DA is essentially complete, requiring use of the full
Taylor-series expansion for the photon interaction. Under these circumstances the
differential cross section can be described by an infinite sum of spherical harmonics
[87, 97], where each term includes an independent angular-distribution parameter.
In 1980, the general theoretical treatment was enhanced [98] to include
spin-polarization, and explicit formulae for angular distributions of photoelectrons
emitted from closed-shell atoms were derived. The importance of Cooper minima in
dipole photoionization to observing nondipole processes was pointed out by Wang
et al. in 1982 [99], who were also the first to show that the nondipole (i.e., quad-
rupole) channels can experience Cooper minima as well, which was confirmed
experimentally with soft X-rays in 2008 [100]. Kabachnik and Sazhina demon-
strated in 1996 [101] how nondipole effects can modify the angular distributions of
Auger electrons, even though the Auger process occurs subsequent to the original
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photoionization event. LaJohn and Pratt [102] showed the importance of atomic
screening parameters to the theoretical description of nondipole effects. The general
theoretical treatment of nondipole effects was further extended in 1999 to include
effects on the spin polarization of the photoelectrons [42], and then in 2001 to
include photoemission from polarized atoms and for experiments using magnetic
dichroism [103]. More recently, the existence of zeroes in nondipole transition
amplitudes at relativistic photon energies was demonstrated [104]. Beyond atomic
systems, recent advances have introduced detailed expressions for nondipole
photoionization of molecules [105, 106], subsequently including general expres-
sions for fixed-in-space molecules [107].

4.3.2 Atoms

After the initial experimental and computational results noted above, there were no
new experimental studies for about two decades, after advances in both X-ray
sources and electron-detection schemes were achieved. In the interim, however,
significant theoretical and computational effort was undertaken to further elucidate
nondipole photoionization. Fairly early, extensive calculations were done over a
wide range of Z using a relativistic IPA approach for photon energies as high as
500 keV [97]. In fact, use of the IPA would continue to dominate theoretical studies
of nondipole effects for years to come. The same group did similar studies focused
on Hg and U [108] and C, Sn, and U [19] up to 100 keV a few years later, then
lower-energy calculations, up to 5 keV, for elements with Z < 40 [88, 89].
Somewhat later, this group revisited the C, Sn, and U results, extending them up to
200 keV, and showing that, for s subshells only, the combination of relativistic,
retardation, and nondipole effects mostly cancel each other to fairly high energies
[20] . Notably, this is not true for subshells with ‘ > 0. Additional nondipole
calculations were performed for U [109] up to 200 keV and for C, Ne, Ar, Fe, and
Kr up to 20 keV [42]. Finally, a compilation of nondipole angular distribution
parameters for several elements at 3 keV photon energy was published in 1990 [87].

4.3.2.1 First SR Experiments

In the mid-1990s, more-extensive measurements began with two instruments spe-
cifically designed to measure nondipole effects in gas-phase photoemission using
X-ray SR [110, 111]. Focusing on noble-gas core levels (Ar K and Kr K and L) and
tunable photon energies in the 2–22 keV range, one group investigated nondipole
effects in photoelectron angular distributions [110, 112, 113].

Their results for Ar 1s nondipolar asymmetry parameter are shown in Fig. 4.5
[110]. Incidentally, this was the first gas-phase HAXPES experiment done at a
third-generation SR facility. This work demonstrated excellent agreement with IPA
predictions [90–92], as well as with later calculations using Dirac-Fock [114] and
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RPAE [115] methods, confirming dependence of nondipole effects on atomic
number and the orbital angular momentum of the emitted electron. These mea-
surements also demonstrated that nondipole effects do not necessarily vanish at
threshold. At some kinetic energies, the nondipole angular distributions were
observed to be backward directed (γ < 0), nicely illustrating that nondipole effects
are not simply due to a classical transfer of photon momentum to the photoelectron,
but result from quantum-mechanical interactions among continuum wavefunctions.

Probing limits of the DA at lower energies (up to 1.2 keV), a second group
measured nondipolar angular distributions in Ne 2s and 2p valence photoionization
[116–119]. Nondipole effects were observed at all energies studied, as seen in Fig. 4.6
[117] and agreed fairly well with both IPA [92] and random-phase-approximation
[120] predictions, bringing into question the usual assumption (at that time) of the DA
in experimental applications of PES near 1 keV.

As noted above, early interpretations of angular distributions in valence-shell-
photoemission measurements of neon were treated in a retardation model. The later
results on neon prompted a reinterpretation [121] of the early data using the modern
nondipole formalism [(4.2), and related equations for unpolarized X-rays]. Not
surprisingly, agreement with the more-recent measurements was very good. At even
lower photon energies, several other measurements have demonstrated that nondi-
pole effects are visible even in the VUV range. Aside from fundamental interest in the
limits of the DA, these observations in atoms suggested relative photoemission peak
intensities in many HAXPES measurements could be influenced significantly by
nondipole interactions. Indeed, many applications of HAXPES, including gas-phase,
surface-science, and materials-science work, likely need to account for breakdowns
in the DA.

Fig. 4.5 Dependence on electron kinetic energy of measured values of the Ar 1s nondipolar
asymmetry parameter γ (open circles) compared with Cooper’s calculated values (solid circles
with spline-fit line) (from [110], reproduced with permission)
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4.3.2.2 Modern Theoretical Developments

The mid-1990s measurements led to growing interest in nondipole effects at the
theoretical level, resulting in a number of more-comprehensive calculations. In the
hard-X-ray region, Nefedov et al. published two papers that covered most of
the occupied subshells over wide ranges of Z, with photoelectron kinetic energies
up to 5 keV [122, 123]. These calculations were performed using a Dirac-Fock IPA
model. Shortly after, Amusia et al. focused on ns and np subshells in the rare gases
at lower kinetic energies (up to 1.6 keV), using both IPA and RPAE methods [124].
Their results agreed well with the then-recent measurements. At about the same
time, two similar studies were published, also using both IPA and RPAE formu-
lations, one on Cr 3d up to 6 keV [125], the other on the 2p subshells of Ne and
atomic nitrogen [126]. Altogether, these three papers, in addition to a theoretical
study at lower photon energies [127], demonstrated that the IPA is generally less
accurate, thus highlighting the importance of electron correlation, manifested as
interchannel coupling among continuum-state channels, for a proper description of
nondipole photoemission. Indeed, these results indicated that correlation effects can
be quite large. For example, in Cr 3d, the nondipole angular-distribution parameters
showed a 50 % deviation between the RPAE and IPA results at 6 keV [125]. As
was already well-known at the time, interchannel coupling is ubiquitous in atomic
photoionization within the DA, i.e., in terms of its effects on cross sections and
dipolar angular distributions. Indeed, the general lack of validity of the IPA within
the DA [66] presaged a similar finding for nondipole effects, challenging the notion
that the IPA should always be valid for quadrupole channels.

Fig. 4.6 a γ parameter for Ne
2s photoemission; b 3δ + γ
parameters for Ne 2p
photoemission; c β parameter
for Ne 2p photoemission
(from [117], reproduced with
permission)
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4.3.2.3 Second-Order Nondipole Effects

To this point, the discussion has been strictly limited to first-order nondipole cor-
rections in which E2- and M1-related matrix elements are present only through
interference with the dipole terms. However, in the hard-X-ray region, this limi-
tation is likely to lead to an inadequate description of photoelectron angular dis-
tributions. Indeed, for a single case, Ne 2p photoionization [117], the measured
first-order-nondipole parameters were found to be 30 % larger than IPA predictions
above 1 keV, a discrepancy ultimately attributed, through close collaboration
between theory and experiment [128], to the influence of second-order-nondipole
processes. Second-order corrections include pure-electric-quadrupole terms, E22, as
well as several interference terms: e.g., E1–E3, E1–M2, E2–M1. Including non-
dipole effects through second order involves truncating the expansion of exp
(ikp · r) after the third term [of order (kp · r)

2]. At this level of approximation, the
differential cross section for photoionization can be written as [128]:

dr=dXðhmÞ ¼ rðhmÞ=4pf1þ 1=2½bðhmÞ + DbðhmÞ� � ð3cos2h�1Þ þ ½d hmð Þ þ c hmð Þcos2h� � sinhcos/
þ 1=2g hmð Þ � ð3cos2h�1Þ � cos2/þ l hmð Þ � cos2/þ n hmð Þ � ð1þ cos2/Þ � P4ðcoshg;

ð4:3Þ

introducing four new second-order-nondipole angular-distribution parameters,
Δβ(hν), η(hν), μ(hν), and ξ(hν), with different angular dependencies. The expression
P4(cosθ) refers to the fourth-order Legendre polynomial. Of the six terms on the
right-hand side of (4.3), the first two include the usual DA expression (4.1), the
third is due solely to first-order nondipole effects (4.2), and the last three terms are
due solely to second-order-nondipole processes. In addition, Δβ in the second term
is due solely to second-order effects, but it is not distinguishable experimentally
from the dipole parameter β. As noted above, the second-order-nondipole param-
eters arise from terms involving the E1, E2, and M1 interactions, as well as the
electric-octupole (E3) and magnetic-quadrupole (M2) interactions; typically, the
E1–E3 (octupole-dipole) and E22 (“pure” electric-quadrupole) terms are expected
to be most important. These parameters can take on any value, but may be restricted
by the values of the lower-order parameters, and three of them must satisfy
η(hν) + μ(hν) + ξ(hν) = 0, meaning that only two new independent second-order
parameters can be determined experimentally.

Because of the complex angular dependence of (4.3), the second-order param-
eters are difficult to extract using existing experimental setups. However, Hemmers
et al. [117] were able to measure indirectly the influence of second-order effects in
the angular distribution of Ne 2p photoelectrons up to 1.2 keV in photon energy.
The data were convincing enough to stimulate theoretical interest, and the exper-
iment and calculation demonstrating second-order-nondipole contributions was
published jointly in 2000 [128]. The authors noted there is nothing peculiar about
neon, and future observations of second-order influences are expected in many
other systems. Finally, more-extensive calculations of second-order-nondipole
angular-distribution papers have been published for rare gases [129].
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4.3.3 Molecules

Compared to atoms, very few molecular nondipole experiments have been pub-
lished, and molecular theory still has to be fully developed to describe the
higher-order photoionization processes in these more complex systems. Indeed, the
only molecular study above 1 keV is a comparison of Br 1s photoemission from Br2
and CBrF3 to Kr 1s photoemission and to atomic-Br calculations performed within
the IPA [130]. Overall, the significant nondipole effects observed for Br 1s photo-
electrons agreed very well with both the atomic-Br theory and the results from Kr,
exhibiting little or no effect attributable to the influence of the molecular envi-
ronment. This finding was explained as a result of the fact that the X-ray wave-
lengths used to ionize the Br 1s electrons (<1 Å) were smaller than the lengths of
the molecular bonds, presumably mitigating any impact of the molecular envi-
ronment. We note that significant effects due to the molecular nature of the target
have been reported at much longer wavelengths [131–136], but this energy range is
outside the scope of this Chapter.

4.3.4 Condensed-Phase Systems

A few experiments on atoms or molecules on surfaces have demonstrated that
nondipole effects also can be apparent for condensed species. The results were
obtained from the interferometric X-ray standing-wave (XSW) technique: a
standing wave is generated by overlap between the incident X-rays and X-rays
reflected from the substrate. By scanning either the incident angle or the photon
energy, the phase of the standing wave shifts and the resulting X-ray absorption
varies with the location of an adsorbed atom relative to the substrate. This
absorption signature is monitored most directly by measuring the photoemission
intensity of the adsorbed species, providing the additional advantage of chemical
selectivity. Naturally, photoelectron detection may be influenced by photoelectron
angular distributions, and thus by nondipole effects in the hard-X-ray range.

Vartanyants and Zegenhagen [137–139] were the first to analyze, theoretically,
the influence of nondipole contributions to the photoelectron yield in XSW mea-
surements. Using a normal-incidence XSW technique, Fisher et al. [140] measured
nondipolar effects in the angular distribution of core-level photoemission for atomic
iodine adsorbed on Cu(111). By performing photoemission measurements at two
different angles relative to the incident radiation, the authors demonstrated that
nondipole contributions have a substantial influence on surface structures deter-
mined with X-ray standing-waves. The nondipolar effects were *60 %, much
larger than predicted [137]. Considering these results, Woodruff [141] noted that if
the spectra were analyzed without considering nondipole effects, then the location
of the iodine atom would be determined with a large systematic error of 0.3 Å.
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Later, Jackson et al. [142] devised a new and rather simple method, taking
advantage of the sensitivity of photoemission-monitored XSW to quadrupole-
dipole interferences, to determine nondipole parameters for most elements, and
illustrated the method by measuring specific values for C, O, and F 1s photoemis-
sion. Schreiber et al. [143] used photoemission-monitored XSW to measure rela-
tively strong nondipole effects in C 1s and O 1s photoemission from a sample of
perylene-3,4,9,10-tetracarboxylic dianhydride (PTCDA) (C24H8O6) adsorbed on
Ag(111). Finally, by monitoring the angle-resolved photoelectron yield as a func-
tion of photon energy near the (11–1) Bragg back-reflection condition of crystalline
Ge, the contribution of nondipole effects to Ge 3p, Ge 3d, and Ge valence-band
XSW photoelectron emission was measured. Changes due to nondipole emission
were reported in both amplitude and phase of the Ge structure factor relative to the
true Ge atomic distribution, and compared to theory [144].

4.4 Recoil Effects in Haxpes

Energy and momentum conservation require that the linear momentum of a pho-
toelectron departing a residual gas-phase ion must be equal to the linear momentum
imparted to the ion. For an atom, this results only in a change in the degree of
translational momentum for the atomic ion. For a molecule, however, in addition to
any change in translational momentum, some of the energy (momentum) may end
up as vibrational or rotational excitation of the residual molecular ion, leading to a
violation of the Franck-Condon Principle for molecular photoionization.
Colloquially, this phenomenon is referred to as “photoelectron recoil,” and the
corresponding “recoil momentum” is “imparted” to the ion due to momentum
conservation. The first observations of recoil were made at relatively low photon,
and thus kinetic, energies, but it is clear that recoil effects will be larger in HAXPES
experiments performed at higher photon energies. As a result, HAXPES of mole-
cules, adsorbates, and even solids, will need to consider the influences of recoil
effects. The reader is referred to two recent reviews for a more in-depth discussion
of this phenomenon [145, 146], including descriptions of the classical and
quantum-mechanical models used to analyze PES spectra. Furthermore, recoil will
be treated in another chapter of this book (by Y. Kayanuma).

Recoil effects in molecular photoemission were first predicted in 1978 by
Domcke and Cederbaum [147] using a quantum-mechanical formalism. The first
observation, in C 1s photoemission from CH4 [148] was not made until many years
later, after electron-spectroscopy techniques had advanced significantly. The effects
in CH4 appeared as a slight distortion in the vibrationally resolved C 1s PES
spectrum that was enhanced as the photon energy was increased from near
threshold to 1.2 keV.

The results are shown in Fig. 4.7, where the change in the vibrational sub-
structure of the C 1s photoelectron spectral feature is clearly seen [148]. At low
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photon energies, the spectra included vibrational contributions from only the
symmetric-stretching mode, whereas at higher energies the spectra could be fit
adequately only by inclusion of contributions from the asymmetric-stretching and
bending vibrational modes. These latter modes appear because they include relative
motion of the carbon atom with respect to the remainder of the molecule, modes
that can only be excited due to recoil momentum. Quantitative modelling of the
spectra were achieved using basic classical and quantum-mechanical concepts
based ultimately on the conservation of momentum.

Subsequent to this first experiment, C 1s photoionization of a different tetra-
hedral molecule, CF4, provided a much clearer observation of recoil effects [149].
Several spectra in Fig. 4.8 illustrate the larger recoil effects observed as a function
of photon energy [149]. As predicted classically [148], the presence of heavier F
atoms around the central carbon, instead of lighter hydrogen atoms, enhances the
impact of recoil because the fraction of the momentum transferred to internal
motion of the molecular ion increases as the fraction of the molecular mass due to

(b)

(a)

Fig. 4.7 Carbon 1s
photoelectron spectra of
methane, taken at a 360 eV
and b 1050 eV. Circles
experiment, solid lines
modeled spectra, dashed lines
individual peaks (from [148],
reproduced with permission)
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the initially ionized atom decreases. As a result, the non-Franck-Condon vibrational
structure is much more significant in CF4 than in CH4 for the same photoelectron
kinetic energy. Similarly to methane, it is the asymmetric-stretching mode that is
primarily enhanced by recoil, not the symmetric-stretching mode, which does not
involve motion of the C atom relative to the center of mass of the molecule.

In contrast to CH4 and CF4, which are very well-described by a classical picture,
the CO molecule provides an interesting counterexample [150]. Of course, CO has
only one vibrational mode, i.e., bond stretching, and even at low photon energies
just above the C 1s threshold, the v = 1 vibrationally excited state of the ion has an
appreciable intensity (>50 %) in comparison to the v = 0 state. At the highest
photon energies studied (up to 1.5 keV), however, the degree of vibrational exci-
tation actually decreases, exhibiting the opposite effect of what is expected due to
increasing recoil momentum imparted by the ionized photoelectron. At present,
these is no satisfactory explanation for this unexpected result, but it is speculated
that it may be due to an interference phenomenon between the “normal
Franck-Condon excitation and the recoil-induced excitation” of the v = 1 state
[150]. Additional experimental and theoretical work will be needed to clarify this
situation.

Finally, in a study of neon at photon energies above 10 keV, the highly energetic
1s photoelectron induces significant recoil in the residual neon ion. This induced
translational motion leads to observable Doppler shifts in the kinetic energies of
subsequent Auger electrons emitted by the ion [151]. The effect is illustrated in
Fig. 4.9 [151], where a gradual broadening and finally a splitting of an Auger peak
as a function of the emitted photoelectron kinetic energy is clearly seen. This it is
expected to be a general phenomenon that could be used to measure angular dis-
tributions of high-energy photoelectrons, or perhaps to measure the polarization of
radiation with MeV energies.

Fig. 4.8 Carbon 1s photoelectron spectra of CF4 at the photon energies indicated. The open
circles represent the data, the heavy solid lines represent least-squares fits to the data using
theoretical predictions of the recoil-induced vibrational excitation, and the light solid lines show
the contribution from the vibrationally unexcited state (from [149b], reproduced with permission)
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4.5 Electronic State-Interference Phenomena

The excitation of an inner-shell electron to a virtual orbital or to the ionization
continuum leads to core-hole states which then relax by radiative or non-radiative
decays. In general, the deeper the core hole is, the shorter the lifetime, and therefore
the larger the natural broadening of the corresponding excited state. If the spacing
between core-excited states is of the same order of magnitude as their line width,
interferences between several decay channels involving the overlapping excited
states and leading to the same final states are possible. For relatively shallow core
holes, the lifetime broadening can be comparable to the vibrational spacing of the
core-excited state. Such conditions have been verified in some simple molecules for
which the contributions of the lifetime-vibrational interferences (LVI) in the reso-
nant Auger spectra have been identified (see e.g., [152, 153] and references therein).
This phenomenon causes changes in the vibrational distribution of the final states
by modulating the population of the various intermediate-state vibrational levels.
Energy shifts can also be observed, due to constructive or destructive interference.

Electronic-state lifetime interferences were described theoretically within a
scattering-theory formulation, for the determination of the resonant Auger decay

Fig. 4.9 The Ne 1s−1 →
2p−2(1D2) Auger transition.
The spectra show the results
measured subsequent to
photoionization with different
kinetic energies of the
photoelectron between 3 and
12.63 keV. The solid line
through the data points is a
simulation based on a simple
model (from [151],
reproduced with permission)
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and X-ray emission cross sections [154]. Experimentally, electronic state-lifetime
interferences have also been taken into account for Ne, where a photon-energy
dependence of the shake processes was observed in the decay spectra taken at
excitation energies between the two 1s−13p and 1s−14p resonances [155]. However,
the lack of suitable experimental conditions has hindered up to now the possibility
of observing the phenomenon for deep shells.

In a recent paper [156], a study on the argon 1s electron promotion to the first
empty orbitals or to the ionization continuum is reported, with state-of-the-art
resolution.

A result of the theoretical and experimental analysis in [156] is the clear
asymmetry in the pseudo partial cross sections of the 2p−24p and 2p−25p final states
reached after resonant Auger decay, together with a relative shift in their maxima.
The relative intensities of such final states are shown in Fig. 4.10. These findings
are attributed to electronic state-lifetime interference effects. Namely, due to the
large lifetime broadening, several intermediate states are coherently excited, which
causes interference in the decay processes when the same final states are reached.
Such interference manifests itself in the line profile and energy position of final
states. It was already theoretically predicted [157], but the corresponding experi-
mental observation was hindered due to the relatively poor experimental conditions
previously available.

Fig. 4.10 Comparison of experimental (dashed) and theoretical (line) calculations of the partial
cross sections for the lowest-lying Ar K-L23L23 resonant Auger lines. The partial cross sections are
plotted as a function of photo-excitation energy relative to the Ar K-shell edge. The intensity scale
of the theoretical values is normalized to the 4p resonance of the 2p−25p final state. The summation
of all partial cross sections including 2p−2np (n > 7) and 2p−2 final states is also shown (from
[156], reproduced with permission)
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4.6 Double-Core-Hole States

Photoemission studies of atoms and molecules with two simultaneous core
vacancies, despite the femtosecond-scale decay times, have rapidly expanded in the
past few years with the advent of new capabilities in electron spectroscopy and new
sources of X-rays, such as the latest generation of synchrotron-radiation
(SR) beamlines and X-ray free-electron lasers (FELs). This section briefly
describes the current status of this growing area of research.

4.6.1 Atoms

Early work on double-core-hole (DCH) states in rare gases focused on photoab-
sorption and X-ray-emission studies, and even with these techniques, the results
were difficult to obtain experimentally with the X-ray sources available at the time.
Perhaps due to the limited availability of experimental data, only a few theoretical
calculations were performed until recently, and they focused on Ar KL DCH states,
both the neutral double-Rydberg states and the singly ionized K−1L−1n‘+1 states
[158–160]. In all cases, the theoretical results showed good agreement with the
measurements available at the time.

Following these pioneering efforts, complementary photoemission measure-
ments in atoms had to await the development of the X-ray FEL at the Linac
Coherent Light Source (LCLS). The very first publication [161] on gases from this
next-generation light source focused on sequential multiphoton ionization of the
neon atom, using up to 6 X-ray photons to fully strip an atom of its 10 electrons.
Primary evidence for the production of 1s−2 DCH (“hollow-atom”) states was a
combination of ion-yield spectroscopy and detailed theoretical predictions of the
cascade of decays from such states. Corroborating evidence came from HAXPES
measurements (hv up to 2 keV) using the electron—time-of-flight technique to
collect the spectra. Because this technique collects almost all electron kinetic
energies simultaneously, the spectra also included Auger electrons emitted by the
DCH states, a clear signature that such states were produced.

More-refined results on sequentially produced DCH states in neon [162, 163],
also using the LCLS, have since been obtained using a magnetic-bottle electron
analyzer with nearly 4π of solid-angle collection. In a magnetic bottle time-of-flight
spectrometer, electrons ejected in nearly any direction are guided by the divergent
field of a strong permanent magnet into a solenoid, whose field lines they follow to
a multi-channel-plate detector. The method of partial covariance mapping was
applied to these new data to extract a more-complete picture of the ionization
processes involved in the decay of the DCH states. The authors note that similar
analysis techniques will be needed in order to use X-ray FEL sources to image large
systems, such as biomolecules. Neon, then, can act as a fundamental example of
how to achieve this sort of detailed analysis.

94 M. Simon et al.



4.6.2 Molecules

For molecular DCH states, Cederbaum et al. [164] predicted some time ago that the
presence and location of one core hole affects the energy to produce a second core
hole, as well as influencing the decay of the resulting DCH states. These states can
be formed either with both vacancies on a single atomic site (SS) in the molecule or
with the two vacancies on different atomic sites (two-site, TS). While experimen-
tally more challenging, an important motivation for studying TS-DCH states is
because they probe the local chemical environment more sensitively than either
single-core-hole (SCH) or SS-DCH states. This enhanced sensitivity originates
from the fact that the double ionization potential of TS-DCH states is coupled
directly to the changes induced in the valence charge distribution at the different
atomic sites due to the presence of the other core vacancy [164–166]. Ultimately,
the capability to measure binding energies of TS-DCH states will provide an
extremely sensitive probe of the chemical environment in a molecule. Two recent
reviews, one on molecular experiments [167] and the other on theoretical devel-
opments [168], are recommended for the reader seeking more detail on the topics in
this section.

4.6.2.1 SR Studies

The first SR-based HAXPES experiment demonstrating the observation of DCH
states in molecules was published in 2010 on CH4 and NH3 [169]. Naturally,
production of these states via single-photon absorption has a very low cross section
(*10−3 of the SCH cross section for SS-DCH, and *10−5 for TS-DCH [169,
170]), requiring instrumentation with high collection efficiency for success. This
first experiment used a magnetic-bottle spectrometer based on time-of-flight anal-
ysis and multi-coincidence detection to collect up to five electrons from a single
event in order to achieve the high efficiency needed. The key results are based on
triple-coincidence measurements of two photoelectrons and one Auger electron
after C K−2 or N K−2 DCH ionization, thus determining directly the ionization
energy necessary to remove both 1s electrons from each molecule. The same group
later did a similar measurement on H2O [171].

Complementary results on DCH states in N2 created by single-photon photo-
absorption using SR were soon published by Lablanquie et al. [170]. Similar results
were also presented for O 1s SS-DCH states in the molecules CO, CO2, and O2. All
of these results were obtained with a magnetic-bottle spectrometer similar to the one
mentioned above, but this work focused on coincidence detection of four electrons
(2 photoelectrons, 2 Auger electrons) from the same event. The experiments suc-
ceeded not only in determining DCH photoionization probabilities, but they also
revealed other information, such as chemical shifts and the dynamics of the for-
mation and decay of the DCH states. As previously noted, compared to SCH states,
DCH states show significantly enhanced chemical shifts. Large shifts were seen in
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this work, and they were reproduced quite well by theory [170]. Another result from
this work is a spectrum of DCH states, obtained by taking a histogram of the
coincidence data summed over the kinetic energies of the two photoelectrons,
which is directly analogous to a conventional SCH photoemission spectrum. An
interesting result from comparing the SCH and DCH spectra is that the satellite
structure is considerably more intense in the DCH case, which was attributed to the
stronger perturbation affecting the valence electrons when two core electrons are
removed instead of just one.

The first observation of a TS-DCH state using single-photon excitation, although
it is an extremely low-probability process, was reported by Lablanquie et al. [172]
in a study of C2H2. While the authors clearly observed SS-DCH states, as they were
able to do in their earlier paper [170] for other molecules, by focusing on 3-electron
(2 photoelectrons, one Auger electron) coincidences, they could see a very weak
photoemission peak corresponding to a TS-DCH state. The energy of this peak also
matched extremely well with the predicted value [172].

Recently, Nakano et al. [173] have done more-extensive studies on the molec-
ular series C2H2n, using triple-electron coincidence measurements to look at the
K−2V+1 SS-DCH “satellite” states (V = valence). The term satellite is used to
indicate that these states can be thought of as shake-up states in which the ‘shaken’
electron is one of the two C 1s electrons in the DCH state. In effect, the resulting
spectra of singly ionized molecular states can be thought of as constituting the
Near-Edge X-ray Absorption Fine Structure (NEXAFS) spectrum of a molecule
with a single C K vacancy, offering a new means of studying the spectroscopy of
exotic species.

In Fig. 4.11we show experimental (left) and calculated (right) K−2V spectra for the
series of molecules C2H6–C2H4–C2H2, with the related spectral assignment [173].

4.6.2.2 FEL Studies

The first FEL-based HAXPES experiment on DCH states in molecules focused on
N2 and was performed at the LCLS [174]. While creation of DCHs using SR relies
entirely on generally weak electron-correlation effects, FEL-based studies take
advantage of the high instantaneous brightness of the source to achieve sequential
two-photon or multiphoton absorption. With enough brightness and a sufficiently
short photon pulse, it is feasible to produce multiple core-electron vacancies within
the time scale dictated by the rapid Auger-decay process inherent to core vacancies.
This first experiment [174] searched for evidence for production of both SS-DCH
and TS-DCH states in molecular nitrogen. Using photon energies of 1.0 and
1.1 keV and a relatively long (280 fs) FEL pulse duration compared to the N2

Auger-decay lifetime (6.4 fs), the authors observed complex photoelectron spectra
representing a multitude of ionization and decay pathways, not all of which are
attributable to either SS-DCH or TS-DCH states. Detailed analysis of the complex
spectra clearly identified a photoemission peak near the theoretically predicted
[174] kinetic energy for photoionization of a 1s electron from a nitrogen atom in the
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molecule that had already had the other 1s electron removed (i.e., SS-DCH).
However, this energy is close to the calculated positions of peaks associated with
core ionization of triply ionized atomic nitrogen, and these processes cannot be
distinguished in the HAXPES spectra. In contrast, the predicted position of the
similar photoelectron peak for a TS-DCH state lies in a congested area of the
spectra and could not be identified; only an upper limit on the production of such
states could be determined.

The first unambiguous observation of a TS-DCH state using multiphoton exci-
tation at a FEL was reported the same year in measurements on CO [175]. The
related spectra are shown in Fig. 4.12, together with the identification of the SS-DCH
and TS-DCH states. This result was achieved by tuning the X-ray pulse intensity and
duration to provide partial control of the multiphoton excitation processes at a
femtosecond level. By using X-ray pulse durations comparable to the Auger decay
rates in the molecule, the intensity of the X-rays from the LCLS is high enough to
allow core electrons on different atoms to each absorb a photon in competition with
Auger decay. By choosing a duration time shorter than the typical SCH state life-
time, the SCH Auger cascade is suppressed, and the formation of DCH states is
actively enhanced. The production of a TS-DCH state was then characterized by
HAXPES and Auger-electron spectroscopy, and its energy agreed well with cal-
culations [165]. This work also was able to provide a first demonstration of the future

Fig. 4.11 Left Experimental K−2V spectra recorded at a photon energy of 770 eV. The position of
the core double ionization potential (DIP) is indicated. Right Absolute theoretical K−2V cross
sections (from [173], reproduced with permission)
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feasibility of using TS-DCH states for chemical applications. Following up on this
work, the authors performed similar measurements of SS-DCH and TS-DCH states
for a number of small molecules, in order to begin a systematic study of chemical
shifts [176, 177]. The main goal was to demonstrate the predictive power of DCH
spectroscopy in unraveling details of charge fluctuation after core ionization,
essentially a modern reinterpretation of the chemical shift first described in the early
ESCA measurements [2].

4.6.2.3 Theory

On the theoretical side, work by Santra et al. [178] underlined the importance of
sequential two-photon absorption to create DCH states. Subsequently, Tashiro et al.
thoroughly investigated K-shell DCH states of many small closed-shell [165] and
open-shell [166] molecules. They inferred that the interatomic relaxation energy, a
crucial parameter for probing the chemical environment, may be obtained by
measuring both the relevant SCH ionization potentials and the TS-DCH double
ionization potentials. Working on somewhat larger systems, Kryzhevoi et al. [179]
investigated SCH and DCH states in para-, meta-, and ortho-aminophenol, clearly
showing that these isomers may be distinguishable by DCH spectroscopy. In even
larger systems, DFT has been applied to nucleobase molecules to calculate DCH
and SCH states [180].

Fig. 4.12 Photoelectron spectra of carbon recorded at 700 eV photon energy, approximately 10 fs
pulse duration. Calculated state energies and intensities are marked by vertical thick lines with
head markers: tsDCH (dashed line), ssDCH (solid line), and SCH of CO+ with a valence hole
(dash-dotted) (from [175], reproduced with permission)
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4.6.2.4 Recent SR Developments

A very recent HAXPES study at synchrotron SOLEIL has unraveled the possibility
of detecting Ar+ 1s−12p−1n‘+1 (n ≥ 4) and Ar+ 1s−12s−1n‘+1 states, where ‘ rep-
resents either an s or p Rydberg electron. These are single-ion states, so only one
photoelectron is emitted, producing what could be described as a core “shake-up”
state, e.g., 1s photoionization accompanied by shake-up of a core 2p electron to the
n‘ Rydberg orbital. In this case, an entire Rydberg series could be measured, from
which double-core ionization thresholds could be determined accurately. A different
perspective, if one assumes the 1s and 2p core holes are coupled weakly, is to
consider the series of 1s−12p−1n‘ states as similar to the photoabsorption of an Ar+

ion with a vacancy in the 2p subshell, i.e., the spectrum observed in HAXPES
would be analogous to the NEXAFS spectrum of a singly ionized argon atom [181].

In Fig. 4.13 we show the detailed photoelectron spectrum in the region of Ar+

1s−12p−1n‘+1 with the related assignment [181]. We can assign four Rydberg series
converging to the four thresholds of the Ar+ 1s−12p−1double core-hole states.

4.7 Future Prospects in Atomic and Molecular Haxpes

As noted in Sect. 4.1, after the era of the ESCA technique, atomic and molecular
HAXPES experienced several decades when the emphasis in gas-phase research
was in the soft-X-ray range and when successful experiments were extremely
difficult with the existing X-ray sources and PES instrumentation. Recently, this
situation has changed dramatically. At some of the newer SR sources, hard-X-ray
beamlines are being or have been developed that provide access and instrumenta-
tion for the atomic and molecular community. The past few years have also seen the

Fig. 4.13 The 1s−12p−1 DCH shake-up photoelectron spectrum of argon, relative to the intensity
of Ar 1s−1 photoionization. The solid curve through the data points is a fit, and the dashed curve
represents the background. The bar diagrams indicate positions and intensities of Rydberg series
converging to the four different ionization thresholds (from [181], reproduced with permission)
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operation of the first X-ray FEL, with more likely to come in the future. So, the
high-brightness and high-resolution sources needed for a thriving gas-phase
HAXPES community are now available. These new facilities can be coupled with
new analyzers designed and developed specifically to study high-energy electrons,
while maintaining the high-resolution and high-throughput necessary for mean-
ingful results. It is our opinion that gas-phase HAXPES is approaching a period of
rapid growth, both in the number of practitioners and in the number of new phe-
nomena to be discovered with the technologies now available. This renaissance in
the field is surely to be accompanied by resurgence in interest in theoretical efforts
as novel experimental results appear.

The remainder of this section takes a look into the crystal ball and offers a few
examples of possible advances in experimental atomic and molecular HAXPES in
the near future. The topics include the focus areas described in the previous three
sections, as well as two others (ultrafast dynamics and studies of fixed-in-space
molecules) that have received much interest in the soft-X-ray range, but, as of yet,
little has been reported in the hard-X-ray range.

4.7.1 Nondipole Effects

The best way to study nondipole effects in gases is with angle-resolved PES, and
HAXPES is a natural choice because, at higher energies, the momentum of the
photon increases, enhancing the likelihood of significant nondipole influences on
the photoionization process. This is also a fertile direction to pursue because of the
paucity of results in the hard-X-ray range.

In atoms, at least in the rare gases, the current situation is one of excellent
agreement between theory and experiment, suggesting that there is little left to learn
in these textbook cases. However, the number of experimental measurements to
date is perhaps too few to jump to this conclusion, and further studies are warranted
on the rare gases in a few cases. For example, all of the HAXPES measurements
reported thus far are on 1s, 2s, or 2p subshells of Ne, Ar, or Kr, and agreement with
theory is near-perfect. In the heavier rare gases, it is known that d subshells often
have more interchannel coupling and other correlation effects that may influence
nondipole effects, and this seems like a reasonable extension of existing experi-
ments. Another area where surprises may await is in the vicinity of resonances and
thresholds, where channels often couple and new effects appear. No HAXPES
results of this nature have yet been reported. Going beyond the rare gases, for which
theory seems to have a good handle, no measurements have been reported on
open-shell atoms, obviously due to the difficulty of such experiments. However, if
they become feasible, it is likely that new effects, related to the open-shell electronic
structure, would be observed.

Nondipole studies in molecular HAXPES have been limited to Br 1s photo-
emission from two compounds, Br2 and CBrF3, in which the nondipole behavior of
the Br 1s photoelectrons was indistinguishable from that expected of the bromine
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atom. Again, this is a very limited data set from which to draw any conclusions, and
further work needs to be done on a wider variety of molecules, with a focus on
different elements and different subshells, including the valence shell.

In the hard-X-ray regime, it is more likely that nondipole effects beyond
first-order will become more prominent as the photon momentum increases. In fact,
at photon energies beyond 5–10 keV, second-order-nondipole amplitudes are likely
to be as large as those for first-order, and even comparable to the dipole amplitudes.
However, as one can deduce from (4.3) in Sect. 4.3, the geometry of most current
gas-phase PES and HAXPES instruments is unsuitable to measure higher-order
effects, so new experimental geometries for SR experiments will be required for
progress in this area. On the other hand, multi-photon processes, common using
X-rays from a FEL, will naturally enhance the importance of second- and
high-order nondipole processes. As far as we know, no such measurements have
been attempted.

4.7.2 Recoil Effects

The existing examples of recoil effects in molecular HAXPES provide an inter-
esting contrast. On the one hand, there are examples like CH4 and CF4, where the
results agree extremely well with an essentially classical picture of momentum
conservation when a photoelectron departs a molecule. On the other hand, there is
the example of CO, in which the behavior is exactly opposite to what this classical
picture predicts. Clearly more examples are called for, both in the geometry of the
molecules studies and in the relative masses of the constituent atoms, in order to
understand the systematics of this phenomenon. The use of HAXPES is an obvious
choice for such experiments, but it will be necessary to strive for the highest
possible photon and kinetic-energy resolutions feasible.

Another option would be to measure high resolution Auger spectra at very high
photon energy. The recoil effect leaves the ion in vibrational and/or rotational
excitation which is probed by the Auger spectrum. Such studies have been started
with the CO molecule up to 12 keV of photon energy [182].

4.7.3 Double-Core-Hole Studies

Section 4.5 outlined the heroic experimental efforts undertaken so far to observe
DCH photoionization in molecules. These pioneering experiments either had to use
complex multi-electron coincidence techniques using SR or required beamtime at an
X-ray FEL to be successful. In our view, the next advance for these studies is to
develop capabilities to study DCH states via single-channel HAXPES at a SR
facility, in which measurement of a single photoelectron can reveal the spectroscopy
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of these highly excited molecular states. Of course, such studies will require a very
efficient experimental setup including a high-brightness and high-resolution source
and an efficient PES apparatus. Fortunately, such combinations exist, and we are
aware of current experiments that are pursuing this type of study.

Based on the Ar prototypical case [181], it is easy to imagine similar mea-
surements on DCH states in Ne (1s−2n‘), and Kr (2p−13d−1n‘), to name a few.
More generally, molecules also should exhibit singly charged DCH states, such as
chlorine-containing compounds (CH3Cl, CF3Cl), silicon compounds (SiF4, SiCl4),
as well as species studied already (CO, N2, C2H2). The advent of single-channel
HAXPES studies of DCH states at SR facilities should open up a whole new field of
research. Studies of molecules also open the possibility of studying TS-DCH states
in more detail than has been possible previously.

Finally, production of DCH states is easier with an X-ray FEL source. The
challenge, in this case, is understanding the complex spectra obtained, because
many single-photon and multiphoton processes occur simultaneously and contrib-
ute to the HAXPES spectra. For future DCH studies at a FEL, significant progress
may require incorporating coincidence techniques in order to unravel the contri-
butions from specific DCH states.

4.7.4 Ultrafast Dynamics

To date, only one HAXPES measurement has clearly demonstrated the effects of
ultrafast nuclear motion following hard-X-ray excitation [85]. The deep core
excited CH3Cl molecule around the chlorine K shell does exhibit the
carbon-chlorine chemical bond elongation in the 1-femtosecond time range. In
contrast, observations of ultrafast dynamics and fragmentation have enjoyed a
bountiful history in the soft-X-ray regime. The seminal paper in this area focused on
inner-shell excitation of HBr [183]. This work illustrated that excitation of a Br
3d electron to the strongly anti-bonding σ* orbital in the molecule leads to com-
petition between emission of an electron via resonant-Auger decay of the molecular
core-excited state and ultrafast photofragmentation of the molecule into neutral H
and Br*. The core-excited Br* atoms were identified by their characteristic atomic
resonant-Auger decay peaks, which are narrower and shifted in energy relative to
the molecular resonant-Auger lines. The generality of this phenomenon was soon
demonstrated by studies of similar halogenated compounds [184].

As a starting point for discussion, we review a few highlights of ultrafast-
dynamics research in the soft-X-ray range. First of all, a trio of experiments [185–
187] explored the consequences of ultrafast dissociation with higher resolution,
finding that some features in the PES spectra showed behavior characteristic of the
Auger resonant-Raman effect. Kukk et al. [185] observed that the molecular
resonant-Auger peaks exhibited line narrowing, whereas the atomic resonant-lines,
appearing after ultrafast fragmentation occurred, did not. By tuning the photon
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energy across the relevant anti-bonding resonance, Simon et al. [187] noted that
participator resonant-Auger decay dispersed linearly with photon energy, while lines
due to spectator decay did not. Similarly, detuning from the resonance leads to
significant changes in the relative intensities of atomic versus molecular
resonant-Auger decay in HCl [188], with the atomic lines decreasing at energies
away from the peak of the resonance. This observation is in accord with the notion of
an “effective duration time,” first described by [188], and the results have been
treated with different theoretical models [189–191]. Finally, Feifel et al. [192]
demonstrated that under certain conditions, it is possible to observe interference
phenomena between the atomic and molecular resonant-Auger lines, if the overall
final states of the different decay processes are the same.

Two results in the hard-X-ray range, but not involving HAXPES measurements,
deserve mention. First, ion-yield measurements at the Cl K edge of HCl [193]
showed a strong propensity for the production of neutral H atoms at the Cl
1s → 6σ* anti-bonding resonance, suggesting the possibility of ultrafast frag-
mentation in competition with the decay of the Cl K hole, despite its*1 fs lifetime.
Second, RIXS measurements at the I 2p edges of CH3I observed line-narrowing and
nonlinear-dispersion effects [194], albeit small ones, characteristic of ultrafast
nuclear motion, even though the lifetime of the core-excited state is only *200 as.

These latter non-HAXPES experiments provide hope that the effects of ultrafast
dynamics should be visible in HAXPES spectra of small molecules. Certainly, the
showcase system of HCl would be a good starting point, based both on the mystery
of the existing ion-yield measurements [193] and on the extensive theoretical effort
that has been applied to this molecule at lower energies near the Cl 2p edge.
Likewise, CH3I, having already exhibited ultrafast nuclear motion via RIXS, should
be a viable candidate for similar evidence in HAXPES. Also, the soft-X-ray results
that showed different behavior for spectator and participator resonant-Auger decay
[186] and interference between atomic and molecular resonant-Auger lines [192]
suggest possible directions of research in molecular HAXPES. Finally, a variety of
molecules should be studied in order to identify any trends as a function of the
excitation process, geometry, and mass of the atomic constituents.

4.7.5 Molecular-Frame Photoelectron Angular
Distributions (MFPADs)

The only hard-X-ray measurements of MFPADs were performed on OCS [78] and
CS2 [195]. They demonstrated the feasibility of such experiments in this energy
range, even though the average degree of ionization following emission of a S
1s photoelectron is around four. This high degree of ionization guarantees nearly
complete fragmentation of the molecule into cationic species, meaning that there are
typically a large number of charged particles (4–8) that could be measured in
coincidence. On the other hand, this implies a much richer domain of possible
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fragmentation patterns, electron-electron interactions, and other phenomena, that
could be studied in the hard-X-ray range. We expect this type of multi-coincidence
experiment to yield a plethora of new HAXPES results over the next few years.
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Chapter 5
Inelastic Mean Free Paths, Mean Escape
Depths, Information Depths, and Effective
Attenuation Lengths for Hard X-ray
Photoelectron Spectroscopy

C.J. Powell and S. Tanuma

Abstract An overview is given of recent work on the determination of inelastic
mean free paths, mean escape depths, information depths, and effective attenuation
lengths for applications in hard X-ray photoelectron spectroscopy (HAXPES).
Sources of data are provided for these parameters and useful predictive equations
are given. Information is given on databases available from the National Institute of
Standards and Technology (NIST) for HAXPES applications.

5.1 Introduction

Hard X-ray photoelectron spectroscopy (HAXPES) is a method of growing
importance for a wide variety of scientific and technological applications, as
described in other chapters of this volume. For HAXPES studies of solids, a key
sample parameter is the electron inelastic mean free path (IMFP) which is a con-
venient (inverse) measure of the probability of inelastic scattering for the detected
photoelectrons. As we will see, the IMFP is a function of material and photo-
electron energy. A principal motivation for HAXPES is to conduct experiments at
sufficiently high X-ray energies so that the IMFPs for the samples of interest are
large enough for useful photoelectron signals to be obtained from thin-film samples
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that would not be observable using conventional XPS instruments with Al or
Mg Kα X-ray sources. For example, the properties of certain buried films or
interfaces may be significant, and it is then necessary to be able to detect photo-
electrons from the films or interfaces of interest that may be tens of nanometers
below the sample surface. An important advantage of HAXPES is that the film or
the interface information of interest can often be obtained without the need for
removal of surface layers by ion sputtering (with the consequent risk that the
sample composition will be altered and important sample properties modified).

In addition to the IMFP, there are three related parameters that are often relevant
for HAXPES experiments: the effective attenuation length (EAL), the mean escape
depth (MED), and the information depth (ID). While the IMFP is a basic material
parameter, the EAL, MED, and ID depend not only on the IMFP but also on the
instrumental configuration and the magnitudes of elastic-scattering effects on the
trajectories of the detected electrons. Since these parameters are often confused or
misunderstood, we first give definitions of each term [1] in Sect. 5.2. We then
present examples of recent calculations of IMFPs for electron energies up to 30 keV
in Sect. 5.3. Information is given there on IMFPs for selected elemental solids and
inorganic compounds, comparisons of calculated and measured IMFPs, and two
useful analytical equations for estimating IMFPs. Sections 5.4 and 5.5 contain brief
information on MEDs and IDs. Section 5.6 gives more detailed information on
determination of EALs since this parameter is often used to determine film thick-
nesses. Two empirical equations are presented for estimating EALs and a summary
is given of detailed EAL calculations for thin films of SiO1.6N0.4 and HfO1.9N0.1 on
Si. These calculations are based on simulated photoelectron intensities from the
National Institute of Standards and Technology (NIST) Database for Simulation of
Electron Spectra for Surface Analysis (SESSA) [2, 3]. EALs were determined using
two algorithms in common use, and systematic differences were found depending
on the algorithm, the overlayer material, and the XPS configuration. We also
summarize EALs determined from HAXPES experiments and compare them with
values obtained from one of the EAL predictive equations. Finally, we give brief
information on SESSA and four other NIST databases that are useful for HAXPES
applications.

5.2 Definitions of IMFP, EAL, MED, and ID

The International Organisation for Standardisation (ISO) has published the fol-
lowing definitions for the IMFP, EAL, MED, and ID [1]:

Inelastic mean free path: average distance that an electron with a given energy
travels between successive inelastic collisions.
Effective attenuation length: parameter which, when introduced in place of the
inelastic mean free path into an expression derived for AES and XPS on the
assumption that elastic-scattering effects are negligible for a given quantitative
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application, will correct that expression for elastic-scattering effects. This definition
has two notes that provide additional information [1]. First, the EAL may have
different values for different quantitative applications of AES and XPS. However,
the most common use of EAL is the determination of overlayer-film thicknesses
from measurement of the changes of substrate Auger-electron or photoelectron
signal intensities after deposition of a film or as a function of emission angle. For
emission angles of up to about 60° (with respect to the surface normal), it is often
satisfactory to use a single value of this parameter. For larger emission angles, the
EAL can depend on this angle. Second, since there are different uses of EAL, it is
recommended that users specify clearly the particular application and the definition
of the parameter for that application (e.g., by giving an equation or by providing a
reference to a particular source).
Mean escape depth: average depth normal to the surface from which the specified
particles or radiations escape as defined by [1],

D ¼
Z1

0

z/ðz; aÞdz=
Z1

0

/ðz; aÞdz; ð5:1Þ

where /ðz; aÞ is the emission depth distribution function (EDDF) for depth z from
the surface into the material and for angle of emission α with respect to the surface
normal. The DDF is defined [1], for a measured signal of particles or radiation
emitted from a surface, as the probability that the particle or radiation leaving the
surface in a specified state and in a specified direction originated from a specified
depth measured normally from the surface into the material.
Information depth: maximum depth, normal to the surface, from which useful
information is obtained. This definition has three notes that provide additional
information [1]. First, the information depths for different surface-analysis methods
may differ significantly. The ID for each technique depends on the material being
analyzed, the particular signals being recorded from that material, and the instru-
ment configuration. Second, the ID can be identified with the sample thickness from
which a specified percentage (e.g., 95 % or 99 %) of the detected signal originates.
Finally, the ID may be determined from a measured, calculated, or estimated
emission DDF for the signal of interest.

5.3 Inelastic Mean Free Paths for Electron Energies
Between 50 eV and 30 keV

5.3.1 Calculated IMFPs for Elemental Solids

The IMFP is the basic material property that determines the surface or bulk sen-
sitivity of HAXPES measurements. Photoelectrons can be inelastically scattered as
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they travel from the atom of origin through the sample material with some reaching
the sample surface and subsequently being detected by an analyzer. The most
probable type of inelastic scattering is excitation of the valence electrons. These
excitations include plasmon excitation (mostly occurring in the so-called
free-electron-like solids such as Mg, Al, Si, Ge, and Sn) and single-electron exci-
tations in many solids. Smaller contributions to the total inelastic-scattering cross
section come from excitations of inner-shell excitations (of the type commonly
observed in X-ray absorption spectra). As we shall see, it is not necessary for us to
identify specific types of inelastic scattering in solids. Instead, we will show how
IMFPs in bulk solids can be calculated from experimental optical data. In a 2009
review, Powell and Jablonski [4] discussed the surface sensitivity of X-ray pho-
toelectron spectroscopy (XPS) and we will focus here on more recent
developments.

Tanuma et al. [5] have reported calculations of IMFPs for 41 elemental solids
(Li, Be, graphite, diamond, glassy C, Na, Mg, Al, Si, K, Sc, Ti, V, Cr, Fe, Co, Ni,
Cu, Ge, Y, Nb, Mo, Ru, Rh, Pd, Ag, In, Sn, Cs, Gd, Tb, Dy, Hf, Ta, W, Re, Os, Ir,
Pt, Au, and Bi) in 2011 for electron energies between 50 eV and 30 keV using the
Penn algorithm [6]. Experimental optical data, typically for photon energies
between 0.1 eV or 1 eV and 30 keV, were utilized to compute the optical
energy-loss function (ELF) for each material [5]. In most cases, the optical data
were obtained from optical experiments but in some cases ELFs were obtained from
transmission electron energy-loss experiments. It was necessary to use atomic
photoabsorption data for some spectral regions, typically for photon energies above
50 eV where atomic processes largely determine the optical constants [5].

The differential cross section for inelastic scattering can be written using Hartree
atomic units (me ¼ e ¼ �h ¼ 1) as:

d2r
dxdq

¼ 1
pNE

Im
�1

e q;xð Þ
� �

1
q
; ð5:2Þ

where σ is the inelastic cross section, ω is the energy loss, q is the momentum
transfer, N is the number of atoms per unit volume, E is the electron energy, and
Im �1=e q;xð Þ½ � is the energy loss function (ELF) of the target material. In the Penn
algorithm [6], the ELF can be related to the optical ELF as follows:

Im
�1

eðq;xÞ
� �

¼
Z 1

0
dxpgðxpÞIm �1

eLðq;x;xpÞ
� �

; ð5:3Þ

where

gðxÞ ¼ 2
px

Im
�1
eðxÞ

� �
; ð5:4Þ
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eL denotes the Lindhard model dielectric function for a free-electron gas with
plasmon energy xp ¼ ffiffiffiffiffiffiffiffi

4pn
p� �

, n is the electron density, gðxpÞ is a coefficient
introduced to satisfy the condition Im½�1=eðq ¼ 0;xÞ� ¼ Im½�1=eðxÞ�, and
Im½�1=eðxÞ� is the optical energy-loss function. A total inelastic-scattering cross
section for a particular electron energy E can be obtained from double integrations
of (5.2) and use of (5.3) and (5.4). The corresponding IMFP, ki, can then be
computed from ki ¼ 1=Nr.

The internal consistency of each set of optical ELF data was checked with the
oscillator-strength sum rule (or f-sum rule) and the perfect-screening (ps) sum rule
(also obtained as a limiting form of a Kramers-Kronig integral of the ELF) [5, 7].
The resulting average root-mean-square (RMS) errors were 4.2 and 7.7 % for the
f-sum rule and ps sum rule, respectively [5].

IMFPs were calculated at equal energy intervals on a logarithmic scale corre-
sponding to increments of 10 % from 10 eV to 30 keV. Figure 5.1 shows illustrative
IMFP results (solid circles) for Si, Fe, Cu, Ag, W, and Au [5]. The Penn algorithm
is expected to give reasonable results for energies above 50 eV [8] but we show
less-reliable IMFPs for lower energies in Fig. 5.1 to indicate trends. Sources of
uncertainties of IMFPs calculated from the Penn algorithm are discussed elsewhere
[4, 5, 9, 10].

The IMFP dependence on energy was analyzed for each material with a modified
form of the Bethe equation for inelastic electron scattering in matter [11, 12]:

ki ¼ E
E2
p ½b lnðcEÞ � ðC=EÞ þ ðD=E2Þ� ðnmÞ; ð5:5Þ

where ki is the IMFP, E is the electron energy (in eV), Ep ¼ 28:8ðNvq=MÞ1=2 is the
bulk plasmon energy (in eV), Nv is the number of valence electrons per atom or
molecule, ρ is the bulk density (in g/cm2), M is the atomic or molecular weight, and
β, γ, C, and D are parameters. Satisfactory fits were made with (5.5) to the cal-
culated IMFPs for the 41 elemental solids at energies between 54.6 eV and
29.733 keV. The solid lines in Fig. 5.1 show plots of these fits for the six chosen
solids and Table 5.1 gives the fit parameters. For the group of 41 elemental solids,
the average RMS difference between the calculated IMFPs and the fitted values
with (5.5) was 0.48 % [5]. Equation (5.5) is thus a convenient analytical repre-
sentation of the calculated IMFPs (e.g., for interpolation).

We now comment on comparisons of the Tanuma et al. [5] “optical” IMFPs with
values reported from other calculations and measurements. Tanuma et al. compared
their calculated IMFPs for Al and Cu with corresponding values reported by Mao
et al. [13] who also used the Penn algorithm in their calculations. Excellent
agreement was obtained for Al and slight differences were found for Cu at energies
less than 100 eV; the latter differences were probably due to the selection of
different sets of ELF data in each calculation.

IMFPs can be obtained from measurements of ratios of elastically backscattered
electrons from a sample of interest and a reference material for which the IMFP is
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known, a technique known as elastic-peak electron spectroscopy (EPES) [4, 10].
These ratios, determined for a range of incident electron energies, are then com-
pared with corresponding ratios from Monte Carlo simulations in which the sample
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Fig. 5.1 Plots of electron inelastic mean free paths as a function of electron energy for Si, Fe. Cu,
Ag, W, and Au [4]. The solid circles show calculated IMFPs from the Penn algorithm [6], and the
solid lines show fits to these IMFPs with the modified Bethe equation (5.5) and the derived
parameters in Table 5.1. The long-dashed lines indicate IMFPs calculated from the TPP-2M
equation (5.5) and (5.6). The solid squares show IMFPs obtained from the EPES experiments of
Tanuma et al. [14]
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IMFP is a parameter. Ni, Cu, Ag, or Au are often chosen as reference materials
since these materials showed good consistencies in comparisons of IMFPs calcu-
lated from optical data and IMFPs determined from EPES experiments [10]. Two
groups [14–16] have reported IMFPs for elemental solids from EPES experiments,
with Tanuma et al. [14] providing IMFPs for 13 elemental solids for energies
between 50 eV and 5 keV and Werner et al. [15, 16] providing IMFPs for 24
elemental solids for energies between 50 eV and 3.4 keV. The average RMS
difference between the optical IMFPs of Tanuma et al. [5] and the EPES IMFPs of
Tanuma et al. [14] was 12 % (for the 11 solids that were common to both data sets),
while the average RMS difference between the optical IMFPs of Tanuma et al. [5]
and the EPES IMFPs of Werner et al. [15, 16] was 15 % (for the 17 solids that were
common to both data sets). Figure 5.1 shows comparisons of IMFPs from the EPES
experiments of Tanuma et al. [14] with the corresponding IMFP calculations to
indicate the satisfactory agreement between the experimental results and the recent
calculations for Si, Fe, Cu, Ag, W, and Au.

Werner et al. [17] analyzed reflection electron energy-loss spectra (REELS) for
17 elemental solids and derived their optical constants for photon energies between
0.5 and 70.5 eV. With these results and atomic photoabsorption data for higher
photon energies, Werner et al. computed ELFs and then IMFPs using the Penn
algorithm for energies between 100 eV and 10 keV. The average RMS deviation
between these REELS IMFPs and the optical IMFPs of Tanuma et al. was 5.9 %
[4]. Werner et al. also commented that their REELS IMFPs were “indistinguishably
similar” to those obtained from optical constants calculated using density functional
theory [17].

Powell and Jablonski [4] concluded that IMFPs calculated from optical data
have uncertainties of up to about 10 %. In principle, they might have smaller
uncertainties but better estimates await the development of improved experimental
tests. It would also be helpful to have optical data with smaller uncertainties. It is
also clear that better understanding is needed of differences that can occur at
energies below about 100 eV between IMFPs calculated from the Penn algorithm
and those obtained from an alternative approach, the Mermin [18] model for the
dielectric function [19]. Chantler and Bourke have reported systematic differences
between IMFPs from the Penn algorithm and IMFPs deduced from analyses of

Table 5.1 Values of Εp and the parameters β, γ, C, and D found in the fits of (5.5) to the
calculated IMFPs for Si, Fe, Cu, Ag, W, and Au

Element Εp (eV) β (eV−1 nm−1) γ (eV−1) C (nm−1) D (eV nm−1)

Si 16.59 0.311 0.1186 11.04 303

Fe 30.59 0.151 0.0715 9.81 337

Cu 35.87 0.117 0.0535 6.80 258

Ag 29.80 0.196 0.0628 19.33 650

W 22.86 0.372 0.0417 15.43 556

Au 29.92 0.213 0.0524 14.24 481
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X-ray absorption fine structure (XAFS) for Cu and Mo for electron energies less
than 120 eV [20, 21]. Da et al. have recently shown that use of an “extended
Mermin” method leads to better agreement between calculated IMFPs for Cu and
Mo and experimental IMFPs (from EPES and XAFS determinations) for energies
above 50 eV [22]. Their approach considers not only valence-electron and
inner-shell excitations but also phonon excitations [22].

5.3.2 Calculated IMFPs for Inorganic Compounds

Figure 5.2 shows preliminary results of IMFPs calculated for SiO2, GaAs, InP, and
PbS by Tanuma et al. [23]. These IMFPs were calculated from experimental optical
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Fig. 5.2 Plots of electron inelastic mean free paths as a function of electron energy for SiO2,
GaAs, InP, and PbS [23]. The solid circles show calculated IMFPs from the Penn algorithm [6],
and the solid lines show fits to these IMFPs with the modified Bethe equation (5.5) and the derived
parameters in Table 5.2. The long-dashed lines indicate IMFPs calculated from the TPP-2M
equation (5.5) and (5.6)
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data for SiO2 and from calculated ELFs for the other compounds (from the Wien2K
[24] and FEFF [25] codes) using the Penn algorithm in the same way as for the
elemental solids. The solid lines in Fig. 5.2 show satisfactory fits to the calculated
IMFPs for energies between 50 eV and 30 keV with (5.5) and the parameter values
in Table 5.2. The dashed lines in Fig. 5.2 indicate IMFPs calculated from the
TPP-2M equation, i.e., (5.5) with parameter values obtained from (5.6), for the
same energy range. Small differences between the solid and dashed lines are only
apparent for GaAs at low energies and for PbS.

5.3.3 Predictive Formulae for IMFPs

Tanuma et al. [26] analyzed IMFPs for a group of 27 elemental solids and a group
of 14 organic solids that had been calculated earlier from optical data for electron
energies between 50 eV and 2 keV. Simple expressions were found for the four
parameters (5.5) in terms of material properties:

b ¼ �1:0þ 9:44= E2
p þ E2

g

� �0:5
þ0:69q0:1; eV�1 nm�1� � ð5:6aÞ

c ¼ 0:191q�0:5; eV�1
� � ð5:6bÞ

C ¼ 19:7� 9:1U; nm�1� � ð5:6cÞ

D ¼ 534� 208U; eV nm�1� � ð5:6dÞ

U ¼ Nvq=M ¼ E2
p=829:4; ð5:6eÞ

where Eg is the bandgap energy (in eV) for nonconductors. Equations (5.5) and
(5.6) represent the TPP-2M formula of Tanuma et al. for estimating IMFPs in other
materials [13]. The long-dashed lines in Fig. 5.1 show plots of IMFPs from (5.2)
and (5.3) for the six illustrative solids. For the group of 41 solids, the average RMS
deviation between the IMFPs from the TPP-2M equation and the calculated IMFPs

Table 5.2 Values of Εp and the parameters β, γ, C, and D found in the fits of (5.5) to the
calculated IMFPs for SiO2, GaAs, InP, and PbS

Compound Εp (eV) β (eV−1 nm−1) γ (eV−1) C (nm−1) D (eV nm−1)

SiO2 22.02 0.153 0.101 12.38 323.5

GaAs 15.63 0.428 0.0898 21.95 823.7

InP 14.77 0.441 0.1339 38.28 1170

PbS 16.26 0.417 0.1097 34.88 1063
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between 50 eV and 30 keV was 12.3 %. There were relatively large RMS devia-
tions for diamond, graphite, and cesium (71.7, 47.9, and 36.7 %, respectively);
possible reasons for these large deviations have been proposed [27]. If the devia-
tions for these three solids are ignored, the average RMS deviation for the
remaining 38 elemental solids was 9.2 % [5].

Seah [28] has recently proposed another analytical expression, designated the S1
equation, for estimating IMFPs:

ki ¼ ð4þ 0:44Z0:5 þ 0:104E0:872Þa1:7
Z0:3ð1�WÞ nmð Þ; ð5:7Þ

where E is expressed in eV, a is the average interatomic spacing given by

a3 ¼ 1021M
qNAðgþ hÞ nm3� �

; ð5:8Þ

Z is the atomic number of the solid (or the average atomic number for a compound),
W = 0.06H or 0.02Eg, H is the heat of reaction in eV/atom for a compound (W = 0
for an elemental solid), and NA is the Avogadro constant, The terms g and h in (5.8)
represent stoichiometry coefficients for an assumed binary compound GgHh; for an
elemental solid, g = 1 and h = 0. Seah found that the average RMS deviation
between IMFPs from (5.7) and (5.8) and the IMFPs of Tanuma et al. [5] for 41
elemental solids was 8.5 % for electron energies between 100 eV and 10 keV [26].
In a similar comparison between IMFPs from (5.7) and (5.8) and the early IMFPs of
Tanuma et al. [29] for 15 inorganic compounds that had been adjusted for sum-rule
errors [26], the RMS deviation was 8.3 % for energies between 100 eV and 2 keV.
The RMS deviation between IMFPs from (5.7) and (5.8) and the IMFPs of Tanuma
et al. [26] for 14 organic compounds was 7.9 % for energies between 100 eV and
2 keV. The Seah S1 expression is expected to be useful for energies between
100 eV and 10 keV [28].

Figure 5.3 shows plots of ratios of IMFPs from the TPP-2M formula (5.5) and
(5.6), solid circles, and from the Seah S1 formula (5.7) and (5.8), solid squares, to
the corresponding optical IMFPs of Tanuma et al. [5] as a function of electron
energy for Si, Fe, Cu, Ag, W, and Au. For Si, W, and Au, the IMFP ratios for both
predictive IMFP equations are close to unity for energies between 200 eV and
10 keV. For Fe and Cu, however, the IMFP ratios from the Seah S1 equation are
systematically lower than the ratios based on the TPP-2M equation, while the
reverse is found for Ag at energies above 200 eV. Overall, the differences between
IMFPs from the two predictive equations and the optical IMFPs in Fig. 5.3 cor-
respond to those expected from the RMS deviations between predicted and optical
values for the 41 elemental solids. Figure 5.4 is a similar plot of ratios of IMFPs
from the two predictive equations to the optical IMFPs of Tanuma et al. [23] for
SiO2, GaAs, InP, and PbS. These IMFP ratios are qualitatively similar to those in
Fig. 5.3.
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5.4 Mean Escape Depths

The mean escape depth (MED) is a convenient measure of the surface or bulk
sensitivity of HAXPES measurements that depends on both the IMFP and the
average photoelectron emission angle. As we shall see, the MED also depends on
the magnitude of elastic-scattering effects in the samples of interest [4].
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The MED can be calculated from (5.1) if the emission depth distribution
function (EDDF) is known. Jablonski and Powell [30] determined EDDFs and
MEDs for 12 photoelectron lines excited by unpolarized X-rays from Mg Kα or Al
Kα sources and 9 Auger lines from five elemental solids (Si, Cu, Ag, W, and Au)
and 4 photoelectron lines from four inorganic compounds (ZrO2, ZrSiO4, HfO2, and
HfSiO4). The EDDFs were obtained from solution of the kinetic Boltzmann
equation within the transport approximation [30]. Their MEDs could be fitted to a
simple linear equation for electron energies between 61 and 2016 eV and for
electron emission angles between 0° and 50° with a mean percentage deviation of
0.25 %,

D ¼ ki cos að1� 0:736xÞ; ð5:9Þ

where ω is the single-scattering albedo,

x ¼ ki=ðki þ ktÞ; ð5:10Þ

and λt is the transport mean free path (TMFP). The TMFP is defined as the average
distance that an energetic particle must travel before its momentum in its original
direction of motion is reduced to 1/e of its initial value by elastic scattering alone
[1]. TMFP values can be calculated from the corresponding values of transport
cross sections which in turn can be calculated from differential cross sections for
elastic scattering [4]. TMFPs as well as IMFPs can be conveniently obtained from
two NIST databases [2, 31]. The MED from (5.6) is the product of two factors. The
first of these is ki cos a which would be the MED if elastic-scattering effects were
negligible. The second factor is ð1� 0:736xÞ which is the correction needed to
account for elastic scattering.

The single-scattering albedo is a useful measure of the effects of elastic scat-
tering in XPS. Figure 5.5 shows plots of ω from (5.10) as a function of electron
energy for Si, Fe, Cu, Ag, W, and Au. For energies less than about 1 keV, the
dependence of ω on energy is complex, ranging from a monotonic decrease with
increasing energy for Si to a maximum at about 200 eV for Cu while for Au there is
a minimum at about 200 eV and a maximum at about 1 keV. For energies above
about 1 keV, we see that ω decreases with increasing energy and generally
increases with increasing Z. It is the latter energy region that is most relevant to
HAXPES since the usual experimental objective is to excite photoelectrons with
sufficient energy (or IMFP) for characterizations of films or interfaces that are
deeper than those accessible by XPS with conventional Al or Mg Kα X-ray sources.
For a photoelectron energy of 5 keV, ω is about 0.25 for W and Au in Fig. 5.5,
about 0.15 for Ag, and about 0.04 for Si. Although (5.9) was derived for unpo-
larized X-rays and for photoelectron energies less than 2 keV, we use it to provide
estimates of elastic-scattering effects on MEDs for higher energies. The corrections
from (5.9) for these effects are then 18, 11, and 3 % for W and Au, Ag, and Si,
respectively, at 5 keV. At energies higher than 30 keV, elastic-scattering effects are
expected to become negligible, i.e., kt ! 1 and x ! 0.
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Tanuma et al. [32] have reported results of EDDF and MED calculations from
Monte Carlo simulations for linearly polarized X-rays incident on substrates of Si,
Cu, and Au. They performed simulations for an X-ray angle of incidence of 85°
(with respect to the sample normal) and various X-ray energies to give photo-
electron energies between 50 eV and 10 keV. They determined MEDs for values of
the dipole asymmetry parameter, β, of −1.0, −0.5, 0, 0.5, 1.0, 1.5, and 2.0. The
MEDs at a particular photoelectron emission angle from each solid depend in part
on the angular distribution of photoelectrons emitted from a particular atom (i.e., on
the value of β) and in part on the magnitude of elastic-scattering effects (i.e., on the
magnitude of ω). For the XPS configuration considered by Tanuma et al.,
non-dipole effects on the photoelectron angular distributions were negligible. While
most of the MEDs from the Monte Carlo simulations of Tanuma et al. were similar
to those found by Jablonski and Powell [28] from transport-approximation calcu-
lations [i.e., (5.9)], Tanuma et al. found that the following modified expression
fitted their results with a relative RMS deviation of 2.0 %:

D ¼ 0:981ki cos að1� 0:736xÞgðbÞ; ð5:11aÞ

where

gðbÞ ¼ 1:00� 0:102bþ 0:0577b2 � 0:0133b3: ð5:11bÞ

The MED values for Au from (5.11) were about 8 % less than those obtained
from (5.9) when ω > 0.3 (i.e., for photoelectron energies less than about 100 eV and
for photoelectron energies between 500 eV and 3 keV, as shown in Fig. 5.5).
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5.5 Information Depths

The information depth (ID) is a measure of the sampling depth for a particular
experiment that depends on the IMFP (i.e., the sample), the average photoelectron
emission angle (i.e., the experimental configuration), and the magnitude of
elastic-scattering effects in the sample. Jablonski and Powell [30] determined IDs
from transport-approximation calculations for 16 photoelectron lines and 9
Auger-electron lines from Si, Cu, Ag, W, Au, ZrO2, ZrSiO4, HfO2, and HfSiO4.
These IDs, S, could be fitted to a simple linear equation for electron energies
between 61 eV and 2016 eV and for electron emission angles between 0° and 50°
with a mean percentage deviation of 0.54 %,

S ¼ ki cos að1� 0:787xÞ ln 1
1� ðP=100Þ

� �
ð5:12Þ

where P is the specified percentage of the detected signal which originates within
the ID. The final factor in (5.12) largely determines the ratio of the ID to the MED
from (5.9) for a given material and HAXPES configuration, and is 2.3, 3.0, and 4.61
for values of P = 90, P = 95, and P = 99, respectively.

5.6 Effective Attenuation Lengths

The effective attenuation length (EAL) is generally understood to be a measure of
the opacity of a material for a beam of electrons of a given energy. Due to the
effects of elastic scattering, however, photoelectrons from a substrate material that
are emitted in a particular direction are not necessarily attenuated exponentially
with thickness of an overlayer material, as would be expected from the
Beer-Lambert law. Nevertheless, the EAL is a useful parameter for describing
photoelectron-signal attenuation at least approximately for defined conditions of
overlayer-film thickness and photoelectron-emission angle. Although other appli-
cations are possible [33, 34], the most common use for the EAL is determination of
overlayer film thicknesses and this application will be emphasized here.

5.6.1 Empirical Formulae for EALs

Jablonski and Powell [30] determined EALs from transport-approximation calcu-
lations for 16 photoelectron lines and 9 Auger-electron lines from Si, Cu, Ag, W,
Au, ZrO2, ZrSiO4, HfO2, and HfSiO4. These EALs, L, could be fitted to a simple
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linear equation for electron energies between 61 eV and 2016 eV and for electron
emission angles between 0° and 50° with a mean percentage deviation of 0.61 %:

L ¼ kið1� 0:735xÞ: ð5:13aÞ

Equation (5.13a) represents average EAL values determined for a range of film
thicknesses corresponding to P values of 90, 95, and 99 %. Values of ω can be
obtained from (5.10).

Very recently, Jablonski and Powell [35] reported EAL calculations for Si 2s, Cu
2p3/2, Ag 3d5/2, and Au 4f7/2 photoelectrons excited by unpolarized Mg Kα, Al Kα,
Zr Lα, and Ti Kα X-rays, where the photoelectron energies ranged from 321 eV to
4.426 keV. These EALs, appropriate for determining overlayer-film thicknesses,
were calculated from the transport-approximation (TA) formalism and from Monte
Carlo (MC) simulations using photoionization cross sections from the dipole and
non-dipole approximations. Satisfactory consistency was found between EALs
determined from the TA formalism and from MC simulations, while differences
between EALs for Au 4f7/2 photoelectrons from the dipole and non-dipole
approximations were between 1 % (for Mg and Al Kα X-rays) and 2.5 % (for Ti Kα
X-rays) for photoelectron emission angles less than 50°. As in their earlier work for
electron energies less than 2 keV [30], they found an essentially identical relation to
(5.13a):

L ¼ kið1� 0:739xÞ ð5:13bÞ

Equation (5.13b) was obtained from a linear fit to EALs calculated from both the
transport approximation and MC simulations using both the dipole and non-dipole
approximations and for overlayer-film thicknesses corresponding to P values of 90,
95, and 99 %. The root-mean-square difference between these average EALs and
those from (5.13b) was 1.44 %. This expression should be useful in determinations
of film thicknesses by HAXPES for photoelectron energies up to about 5 keV.
Nevertheless, further investigations need to be made to determine the effects of
X-ray polarization on the calculated EALs.

Seah [36] has proposed an analytical expression for the EAL, designated the S3
equation, similar to the one he developed for the IMFP (5.7):

L ¼ ð5:8þ 0:0041Z1:7 þ 0:088E0:93Þa1:82
Z0:38ð1�WÞ nmð Þ: ð5:14Þ

This formula is based on a fit to the calculated IMFPs of Tanuma et al. [5, 8, 26]
multiplied by the correction for elastic-scattering effects given by (5.13a), that is,
the factor ð1� 0:735xÞ. Equation (5.14) was recommended for use for electron
energies between 100 eV and 30 keV. Seah found that the average RMS deviation
between EALs from (5.14) and those determined from (5.13a) and the IMFPs of
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Tanuma et al. [5] for 41 elemental solids, Tanuma et al. [8] for 15 inorganic
compounds, and Tanuma et al. [26] for 14 organic compounds was 8.0 % for
electron energies between 100 eV and 10 keV [36]. While (5.14) is easy to use,
Jablonski and Powell [35] concluded that (5.13b) was more reliable.

5.6.2 Calculated EALs from SESSA Simulations

Powell et al. [37] recently reported more detailed calculations of EALs for thin
films of SiO1.6N0.4 and HfO1.9N0.1 on Si. These calculations were made with the
NIST SESSA database [2, 3] for two XPS configurations, one in which there was a
fixed angle of 55° between the incident X-rays and the average emission angle of
the detected photoelectrons (the “sample-tilting” configuration) and the other in
which photoelectrons were detected in parallel for a 60° range of emission angles
(the “Theta Probe” configuration [38–40] ). In the former configuration, the sample
is tilted to vary the emission angle, thereby varying the surface sensitivity of the
XPS measurements [as indicated by (5.9), (5.11), and (5.12)]. For the Theta Probe
configuration, the X-ray incidence angle is 30° and the plane of X-ray incidence is
at 70° with respect to the emission plane (defined by the entrance optics of the
electron energy analyzer and the surface normal). The angle between the direction
of X-ray incidence and a particular emission angle thus varies with emission angle.

The SESSA database was used to determine photoelectron intensities (for
excitation by Al Kα X-rays) from 0.5, 1.5, 2.5, 3.5 and 4.5 nm films of each oxide
at photoelectron emission angles in 5° steps between 0° and 75° for the
sample-tilting configuration and between 21.875° and 78.125° in steps of 3.75° for
the Theta Probe configuration [37]. The analyzer acceptance geometry was chosen
as a cone with a semi-angle of 12° for the sample-tilting configuration and as a
wedge with a polar angle of 3.75° and an azimuthal angle of 5° for the Theta Probe
configuration.

EALs were determined using two algorithms in common use, one in which
substrate Si 2p3/2 photoelectron intensities were determined as a function of
overlayer film thickness at a particular photoelectron emission angle (“Method 1”)
and the other in which the ratio of the Si 2p3/2 intensities from the SiO1.6N0.4 film
and the substrate or the ratio of the Hf 4f7/2 intensity from the HfO1.9N0.1 film to the
Si 2p3/2 intensity from the substrate were analyzed as a function of photoelectron
emission angle for a given film thickness (“Method 2”) [37]. Both methods involve
simple expressions that had been developed with the assumption that
elastic-scattering effects were negligible. Since elastic scattering was switched ‘on’
in the SESSA simulations, the following analysis emulates EAL determinations
from measured intensities. It is then possible to compare EALs for the two materials
from methods 1 and 2 as well as to compare EALs for the two XPS configurations.
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Method 1 for determining EALs is based on changes of a substrate photoelectron
signal intensity, It, as a function of overlayer film thickness, t, for a given photo-
electron emission angle, α. The EAL is then calculated from

L ¼ t=½cos aðln I0 � ln ItÞ�; ð5:15Þ

where I0 is the substrate photoelectron signal intensity for a bare substrate (i.e., zero
film thickness). It is useful to plot ðln I0 � ln ItÞ cos a as a function of t for particular
values of α. If these plots are judged to be sufficiently linear for useful ranges of
t and α, the derived values of L can then be used as EALs for these conditions
with (5.15) to measure film thicknesses. Due to the effects of elastic scattering,
deviations from linearity in these plots are typically found for larger film thick-
nesses and larger emission angles [33, 34].

Figure 5.6 is an illustrative plot of ðln I0 � ln ItÞ cos a versus t for thin films of
HfO1.9N0.1 on Si obtained from the simulated Si 2p3/2 photoelectron intensities for
the sample-tilting configuration and the indicated average photoelectron emission
angles [37]. We see that these plots show near-linear regions but that there are
deviations from linearity with increasing film thickness that become more pro-
nounced with increasing emission angles. Qualitatively similar results were found
for thin films of SiO1.6N0.4 on Si although the deviations from linearity in plots like
those in Fig. 5.6 were not as pronounced as for the case of HfO1.9N0.1 films [37].

Linear fits were made to selected regions of the plots in Fig. 5.6 to derive
average values of the EAL, Lave1, from (5.15) for Method 1 [37]. These fits were
made for all HfO1.9N0.1 film thicknesses for which the emission angles were
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between 0° and 45°, for film thicknesses up to 3.5 nm for emission angles of 50°
and 55°, for thicknesses up to 2.5 nm for emission angles of 60° and 65°, and for
thicknesses of up to 1.5 nm for emission angles of 70° and 75°. Similar fits were
made for SiO1.6N0.4 films using the results for all film thicknesses except for
emission angles of 70° and 75° where the fits were made for thicknesses up to
3.5 nm for a ¼ 70� and up to 2.5 nm for a ¼ 75�. We note that the maximum film
thicknesses chosen for each fit at the larger emission angles corresponded to an
intensity reduction of the Si 2p3/2 substrate signal to about 5 % of its original value;
it is unlikely that weaker substrate signals would be utilized in practical
measurements.

Figure 5.7 shows plots of the ratios of Lave1 to the IMFPs of the substrate Si 2p3/2
photoelectrons in each oxynitride film as a function of emission angle for both the
sample-tilting and the Theta Probe configurations [37]. These IMFPs were found to
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be 3.90 nm for SiO1.6N0.4 and 2.21 nm for HfO1.9N0.1 at a photoelectron kinetic
energy of 1387.4 eV from (5.5) and (5.6) [26]. If elastic-scattering effects were
negligible, the EAL would equal the IMFP. Instead, we see that values of Lave1=ki
are about 0.90 for SiO1.6N0.4 and about 0.75 for HfO1.9N0.1 at emission angles less
than about 55°. That is, elastic-scattering effects are stronger in HfO1.9N0.1 than in
SiO1.6N0.4; these changes will be discussed further below. Moreover, small but
significant differences in the values of Lave1=ki, about 3 % for SiO1.6N0.4 and
between 2 and 5 % for HfO1.9N0.1, are found for the sample-tilting and Theta Probe
configurations at emission angles between 0° and 55°. Finally, there is a large
increase in the values of Lave1=ki for emission angles larger than 55°.

Method 2 for determining EALs is based on ratios of photoelectron peak
intensities from the film and from the substrate, often as a function of emission
angle [37]. The EAL is then calculated from

L ¼ t
ln½F þ ðRt;a=R0Þ� cos a ; ð5:16aÞ

where Rt;a is the ratio of peak intensities for the film and the substrate for a
particular thickness and emission angle and R0 is the ratio of these intensities for a
thick film and a bare substrate. Method 2 has often been utilized for thin films of an
oxide such as SiO2 on a substrate of the same element (i.e., Si). For this application,
the photoelectrons from the film and the substrate have nearly the same kinetic
energy (e.g., 1383.4 and 1387.4 eV, respectively), and the term F in (5.16a) is very
close to unity. More generally, F in (5.16a) is

F ¼ expð�t=LHf cos aÞ
expð�t=LSi cos aÞ ; ð5:16bÞ

where, for the case of HfO1.9N0.1 films on Si, LHf and LSi are EALs for substrate Si
2p3/2 photoelectrons and Hf 4f7/2 photoelectrons, respectively, in HfO1.9N0.1 for
which the kinetic energies are 1387.4 and 1472.4 eV. Since F will be close to unity
if the kinetic energies of the two selected photoelectron lines are not too different,
LSi and LHf in (5.16b) were estimated with the NIST Electron
Effective-Attenuation-Length Database [31] and found to be 1.77 and 1.85 nm,
respectively [37]. Average values of F from (5.16b) ranged from 1.015 for a film
thickness of 0.5 nm to 1.144 for a film thickness of 4.5 nm. A value of L from
(5.16a) for HfO1.9N0.1 films on Si will be an average EAL for the average photo-
electron energy of 1429.9 eV. Method 2 is a convenient method for determining
EALs since the ratio Rt;a does not depend on the presence of surface contamination.

It is useful to plot ln½F þ ðRt;a=R0Þ�=t versus 1= cos a to show clearly the sim-
ilarities and differences of the plots for different film thicknesses [37]. If these plots
are judged to be sufficiently linear for useful ranges of t and α, the derived values of
L can be utilized as EALs to measure film thicknesses with (5.16) for these con-
ditions. In practice, deviations from linearity can occur due to the effects of elastic
scattering, particularly at larger film thicknesses and emission angles. Figure 5.8
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shows plots of ln½F þ ðRt;a=R0Þ�=t versus 1= cos a for HfO1.9N0.1 films on Si for
different film thicknesses [37]. Values of R0 in (5.16) were determined from sep-
arate simulations of Si 2p3/2 intensities for a bare Si substrate and of Hf 4f7/2
intensities for a 100 nm HfO1.9N0.1 film. We see that the plots in Fig. 5.8 are
roughly linear for emission angles up to about 55° (for which 1= cos a is 1.74). At
larger emission angles, deviations from linearity occur to an increasing extent for
thicker films. Similar trends are found for thin films of SiO1.6N0.4 on Si although the
deviations from linearity are less pronounced [37].

One-parameter linear fits (through the origin) were made to selected regions of
the plots in Fig. 5.8 to derive average values of the EAL, Lave2, for HfO1.9N0.1

from (5.16) for Method 2 [37]. These fits were judged satisfactory for angular
ranges between 0° and 55° for film thicknesses of 0.5 and 1.5 nm, between 0° and
50° for a film thickness of 2.5 nm, and between 0° and 45° for film thicknesses of
3.5 and 4.5 nm. Similar fits were made for SiO1.6N0.4 films for emission angles
between 0° and 55°.

Figure 5.9 shows plots of the ratio of derived values of Lave2 to the average IMFP
for the two photoelectron lines in each oxynitride (3.895 nm at an average kinetic
energy of 1385.4 eV for SiO1.6N0.4 and 2.265 nm at an average energy of
1429.9 eV for HfO1.9N0.1) as a function of film thickness for the sample-tilting and
Theta Probe configurations [37]. As for the EALs from Method 1 in Fig. 5.7, we see
that the EALs from Method 2 in Fig. 5.9 are systematically different for the
sample-tilting and Theta Probe configurations. These differences are between 1 and
2 % for SiO1.6N0.4 and between 2 and 3 % for HfO1.9N0.1. The differences between
EAL values for the two configurations (for each EAL algorithm) are associated with
the effects of angular anisotropy in the photoionization cross section for the Theta
Probe configuration [37].
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The values of Lave2=ki in Fig. 5.9b for HfO1.9N0.1 with the sample-tilting con-
figuration decrease from 0.813 ± 0.008 for a film thickness of 0.5 nm to
0.748 ± 0.002 for a film thickness of 4.5 nm (where the stated uncertainties rep-
resent one-standard-deviation uncertainties in the derived values of Lave2=ki from
the linear fits with (5.16) to the selected regions of data plotted in Fig. 5.8). This
decrease (8 %) is larger than the corresponding decrease of 4 % for SiO1.6N0.4 in
Fig. 5.9a. The values of Lave2=ki in Fig. 5.9b also differ from those of Lave1=ki for
HfO1.9N0.1 in Fig. 5.7b which range from 0.751 ± 0.008 for α = 0° to 0.740 ± 0.005
for α = 30° and 0.783 ± 0.012 for α = 55° (where the latter uncertainties are
one-standard-deviation uncertainties in the derived values of Lave1=ki from the
linear fits with (5.15) to the selected regions of data in Fig. 5.6). These differences
(and similar differences for SiO1.6N0.4) are due to elastic-scattering effects and the
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fact that (5.15) provides an average EAL for a range of film thicknesses at a
particular emission angle whereas (5.16) provides an average EAL for a range of
emission angles at a particular thickness. Although the same sets of simulated
intensities were analyzed in deriving EALs from Methods 1 and 2, the resulting
average EALs can be different due to different weightings of the intensities in the
various fits. While the values of Lave2=ki for HfO1.9N0.1 in Fig. 5.9b were for a
higher average energy (1429.9 eV) than for the values of Lave1=ki in Fig. 5.7b
(1385.4 eV), the ratios of the EAL to the IMFP should not vary appreciably over
such a small energy range. We also note that the relatively strong dependence of
the Lave2=ki values for HfO1.9N0.1 on film thickness in Fig. 5.9b compared to the
corresponding variation for SiO1.6N0.4 in Fig. 5.9a is another indication of the
relatively larger effects of elastic scattering in HfO1.9N0.1 compared to SiO1.6N0.4.

Figures 5.7 and 5.9 demonstrate that EALs can depend in a complicated way on
overlayer thickness, photoelectron emission angle, XPS configuration, and the
particular algorithm used for the EAL determination. These dependencies also vary
with the overlayer material, that is, on the strength of elastic-scattering effects.
Although simple analytic predictive formulae for the EAL such as (5.13) and (5.14)
are convenient for providing estimates of EALs, they obviously cannot be expected
to show details of the EAL variations revealed by the SESSA simulations that were
summarized in Figs. 5.7 and 5.9. Nevertheless, we find that values of the
single-scattering albedo from (5.10) are 0.116 and 0.256 for SiO1.6N0.4 and
HfO1.9N0.1, respectively, at an energy of 1387 eV (the energy of Si 2p3/2 photo-
electrons excited by Al Kα X-rays). In this evaluation, IMFPs were determined
using (5.5) and (5.6) and TMFPs were obtained from obtained from [31]. The
corresponding ratios of L=ki from (5.13) are then 0.915 and 0.812 for SiO1.6N0.4

and HfO1.9N0.1, respectively; these values are close to but larger than the values of
Lave1=ki and Lave2=ki plotted in Figs. 5.7 and 5.9. Values of L=ki were similarly
determined from the Seah expressions, (5.7) and (5.14), and found to be 0.897 and
0.821 for SiO1.6N0.4 and HfO1.9N0.1, respectively. The former value agrees rea-
sonably with values of Lave1=ki and Lave2=ki for SiO1.6N0.4 plotted in Figs. 5.7 and
5.9 while the latter value is generally larger than the corresponding values for
HfO1.9N0.1 in Figs. 5.7 and 5.9.

We note that plots for SiO1.6N0.4 like those for HfO1.9N0.1 in Fig. 5.8 are
qualitatively similar to those obtained from measured Si 2p photoelectron intensi-
ties for a 3.9 nm SiO2 film on Si [41]. Nevertheless, there are systematic differences
between these and other careful measurements [42] and the corresponding results
from SESSA simulations [43]. These differences could be due to possible variations
in the fraction of intrinsic or shakeup intensity accompanying Si 2p photoionization
with SiO2 thickness or photoelectron emission angle and/or to possible variations in
the inelastic-scattering probabilities in the vicinity of the Si/SiO2 and SiO2/vacuum
interfaces, also as a function of SiO2 thickness or photoelectron emission angle [37,
42–44]. Neither of these effects is included in the SESSA simulations. Nevertheless,
the results shown in Figs. 5.7 and 5.9 illustrate the usefulness of SESSA for
determining systematic effects of film thickness, emission angle, XPS configuration,
and EAL algorithm on EALs.
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5.6.3 EAL Measurements

Most early EAL measurements (i.e., those performed prior to 1980) were made
using the Method 1 algorithm [4, 33, 34]. Thin overlayer films were deposited on a
substrate and measurements were made of the intensities of photoelectrons or Auger
electrons from the substrate as a function of overlayer thickness. It was natural then
to assume that the overlayer material formed uniform layers, and to assume that the
observed signal intensities would depend exponentially on overlayer thickness. In
fact, deviations from the expected exponential behavior were taken as evidence that
the films must be nonuniform, and the results were discarded. It was not until the
advent of scanning probe microscopes and low-energy electron microscopes in the
1980s that the complexities of thin-film growth became more apparent. It was also
around this time that the role of elastic scattering was recognized [45], i.e., that the
EAL was not the same as the IMFP. Kim and Seah [42] have recently reported
careful EAL determinations for photoelectrons excited by Al Kα X-rays using the
Method 2 algorithm for thin films of SiO2 on Si.

Few EAL measurements have been published based on HAXPES experiments
[46–49]. Like most subsequent efforts, Dallera et al. [46] utilized EAL Method 1
and reported EALs for Al 1s photoelectrons from an AlAs layer covered by various
thicknesses of GaAs for kinetic energies between about 740 eV and 6 keV. Their
GaAs EALs were proportional to the square root of the electron energy, and ranged
from about 1 nm at an energy of about 750 eV to about 5.3 nm at an energy of
about 6 keV. Sacchi et al. [47] determined EALs for wedge-shaped films of Co, Cu,
Ge, and Gd2O3 on a Si substrate. Attenuation measurements were made of Si 1s, Si
2s, and Si 2p photoelectrons at kinetic energies between 4 and 6.15 keV; some
additional measurements were made of photoelectron signals from the overlayer
film. We comment further on their results below. Gray et al. [48] reported EALs for
thin films of lanthanum niobate on either an LaAlO3 substrate or a
(LaAlO3)0.3(Sr2AlTaO6)0.7 substrate for energies of selected substrate photoelectron
peaks from about 4.4 keV to about 5.9 keV. Their EALs were about 16 % less than
EALs that were estimated from IMFPs for LaAlO3 calculated with the TPP-2M
equation (5.5) and (5.6) and the correction for elastic-scattering effects (5.13).
Finally, Rubio-Zuazo and Castro [49] obtained EALs for Au films on a Cu substrate
for photoelectron energies between 1 and 15 keV; comments on these results are
also given below. They employed EAL Method 1 and some additional measure-
ments of signals from the Au overlayer. Their experimental setup is noteworthy in
that they were able to perform in situ X-ray diffraction measurements for deter-
mination of the Au film thickness and roughness as the films were grown.
Rubio-Zuazo and Castro reported that their Au EALs were proportional to E0:627;
this energy dependence, however, is weaker than expected from the Seah S3 for-
mula (5.14). Sacchi et al. performed similar X-ray reflectivity measurements on
their films ex situ [47].
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5.6.4 Comparisons Between Measured EALs
and Calculated EALs

We now make comparisons of the EAL measurements for elemental solids of
Sacchi et al. [47] and of Rubio-Zuazo and Castro [49] with the corresponding
calculated IMFPs of Tanuma et al. [5] and EALs determined from these IMFPs with
(5.13b). While (5.13b) was developed only for energies below 5 keV, we will apply
it for energies up to 10 keV since it shows reductions in the effects of elastic
scattering (i.e., smaller percentage differences between IMFPs and EALs with
increasing energy) that are expected from Fig. 5.5. In using (5.13b), we will thus be
ignoring the complications of EALs varying with different film thicknesses,
emission angles, XPS configurations, and EAL algorithms that were described in
Sect. 5.6.2 since these effects should also become smaller with increasing energy.
We will also be ignoring the effects of X-ray polarization on the EALs.

We utilized TMFPs from the the NIST Electron Effective-Attenuation-Length
Database [31] to compute values of the single-scattering albedo from (5.10) for the
electron energies chosen by Tanuma et al. between 992 eV and 9.897 keV [5].
Figure 5.10 shows plots of these calculated IMFPs (dashed lines) and EALs (solid
lines) for (a) Co, (b), Cu, (c) Ge, and (d) Au. We first note that the calculated IMFPs
for Cu and Au in Fig. 5.10 agree well with corresponding IMFPs obtained from
EPES experiments [14] that were shown in Fig. 5.1. In addition, Powell and
Jablonski [10] concluded that IMFPs calculated from optical data by at least two
groups for Cu, Ge, and Au agreed satisfactorily with IMFPs derived from EPES
experiments by at least two groups.

The error bars on the measured EALs in Fig. 5.10 were determined by each
experimental group. Sacchi et al. [47] stated that their EAL uncertainties were deter-
mined from their exponential fits to plots of a selected substrate peak as a function of
overlayer thickness; these uncertainties are assumed to represent one-standard-
deviation values. Rubio-Zuazo and Castro reported EAL uncertainties from variations
in their exponential-fit parameters for extreme values of overlayer thicknesses that
were derived from the measured thicknesses and the corresponding roughness values
[49]; the latter values were identified as possible thickness uncertainties.

The EAL comparison for Co in Fig. 5.10a indicates that the measured EALs [47]
are systematically larger than the calculated EALs from (5.13) by between 28 % at
4.079 keV and 12 % at 5.77 keV. The reason for these differences is not known
although it could be associated with an unexpected kink in a plot of Co film
thicknesses from X-ray reflectivity data versus position along their sample wedge
[47]. The measured EALs for Cu [47] in Fig. 5.10b agree closely with the calcu-
lated EALs. For Ge, the measured EALs [47] in Fig. 5.10c are systematically lower
than the calculated EALs. Finally, the comparison of the measured EALs [49] for
Au in Fig. 5.10d shows good agreement with the calculated EALs at the highest
energies (8.75–9.69 keV) but there are systematic differences at lower energies. The
calculated IMFPs of Tanuma et al. [5] for Au, however, agree well other IMFP data
[10, 14]. Powell et al. [50] have recently shown that the differences between the
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calculated EALs for Au in Fig. 5.10d and the measured EALs of Rubio-Zuazo and
Castro [49] can be explained by assuming that their films were islands rather than
continuous films. They used the NIST SESSA database [2, 3] to determine the
fractional area of the assumed Au islands corresponding to the observed attenuation
of Cu substrate 1s and 2s photoelectrons for an X-ray energy of 10.008 keV. As
expected, the fractional Au area increased from about 20 % for a film thickness of
0.2 nm to a fractional area of about 90 % for a film thickness of 9.3 nm [50].

Table 5.3 lists values of the single-scattering albedo from (5.10) for the four
elemental solids shown in Fig. 5.10 at the extremes of the energy range shown for
the calculated IMFPs of Tanuma et al. [5] and calculated EALs from (5.13b). At the
lowest energy, 992 eV, the values of ω range from 0.252 for Ge to 0.356 for Au.
The calculated EALs are then less than the corresponding IMFPs by between
18.5 % for Ge and 26.1 % for Au. At the highest energy, 9.987 keV, the values of ω
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Fig. 5.10 Comparisons of the calculated inelastic mean free paths of Tanuma et al. [5] (dashed
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are between 0.072 for Ge and 0.185 for Au, and the calculated EALs are then
smaller than the related IMFPs by between 5.3 and 13.6 %.

Finally, we comment briefly on the EALs for GaAs that were reported by Dallera
et al. [46]. Their EALs, ranging from about 1 nm at an energy of about 750 eV to
about 5.3 nm at an energy of about 6 keV, are significantly smaller than the
corresponding calculated IMFPs [23] which range from 1.70 nm at 735 eV to
8.94 nm at 6 keV. Since the average atomic number of GaAs (32) is the same as the
atomic number of Ge, we can calculate ω at a given energy from the TMFP for Ge
[31] and the IMFP for GaAs. From (5.13), we then expect that the calculated EALs
for energies of 735 eV and 6 keV would be 1.35 and 8.29 nm, respectively. We
have no explanation for the substantial differences (from 25 to 40 %) between the
measured and calculated EALs.

5.7 NIST Databases for HAXPES

NIST provides five databases that are useful for XPS applications, and brief
descriptions will now be given of these databases. The NIST X-ray Photoelectron
Spectroscopy Database [51] contains more than 33,000 new data records with
information taken from publications that met the NIST evaluation criteria [51].
Each record typically contains information on measured photoelectron binding
energies, Auger-electron kinetic energies, Auger parameters, chemical shifts,
doublet separations, and surface or interface core-level shifts together with citation
information. Newer records contain information on the specimen material, the
conditions of measurement, and the analysis of the data. The database can be used
for the identification of unknown lines, retrieval of data for selected elements
(binding energy, Auger kinetic energy, chemical shift, and surface or interface
core-level shift), retrieval of data for selected compounds (according to chemical
name, selected groups of elements, or chemical classes), display of Wagner plots,
and retrieval of data by scientific citation. Reference photoelectron binding ener-
gies, reference Auger-electron kinetic energies, and reference Auger parameters are
available for many elemental solids. These reference energies, derived from anal-
yses of Handbook data [52], are useful in calculations of chemical shifts.

Table 5.3 Values of the single-scattering albedo, ω, from (5.10) and the corresponding
percentage decreases of the EALs [calculated using (5.13b)] from the calculated IMFPs of Tanuma
et al. [5] for Co, Cu, Ge, and Au at electron energies of 992 eV and 9.857 keV

Element E = 992 eV E = 9.987 keV

ω Percentage decrease ω Percentage decrease

Co 0.290 21.4 0.075 5.5

Cu 0.316 23.5 0.088 6.5

Ge 0.252 18.5 0.072 5.3

Au 0.356 26.1 0.185 13.6
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The NIST Electron Elastic-Scattering Cross-Section Database [53] provides
differential elastic-scattering cross sections, total elastic-scattering cross sections,
phase shifts, and transport cross sections for elements with atomic numbers from 1
to 96 and for electron energies between 50 eV and 300 keV (in steps of 1 eV). The
cross sections in the database were calculated using the Dirac-Hartree-Fock atomic
potential for each element [54]. Knowledge of elastic-scattering effects is important
for the development of theoretical models for quantitative analyses by XPS,
Auger-electron spectroscopy (AES), electron microprobe analysis, and analytical
electron microscopy. The software package is designed to facilitate simulations of
electron transport for these and similar applications in which electron energies from
50 eV to 300 keV are utilized. An evaluation of calculated and measured
elastic-scattering cross-sections data has been published by Jablonski et al. [54].

The NIST Electron Inelastic-Mean-Free-Path Database [55] provides IMFPs
principally for use in surface analysis by AES and XPS. IMFPs are available for
electron energies between 50 eV and 10 keV although most of the available data are
for energies less than 2 keV. The database includes IMFPs calculated from
experimental optical data and IMFPs measured by EPES. If no calculated or
measured IMFPs are available for a material of interest, values can be estimated
from the predictive IMFP formulae of Tanuma et al. [(5.5) and (5.6)] and of Gries
[56]. Powell and Jablonski [4, 10] have published evaluations of calculated and
measured IMFPs.

The NIST Electron Effective-Attenuation-Length Database [31] provides EALs
in solid elements and compounds at user-selected electron energies between 50 eV
and 2 keV. The database was designed mainly to provide EALs for applications in
surface analysis by AES and conventional XPS, i.e., for XPS instruments with Al or
Mg Kα X-ray sources. EALs are calculated using an algorithm based on
electron-transport theory for measurement conditions specified by the user [33, 34].
A critical review on the EAL has been published by Jablonski and Powell [33, 34].

The NIST Database for the Simulation of Electron Spectra for Surface Analysis
(SESSA) [2, 3] facilitates quantitative interpretation of AES and XPS spectra and
improves the accuracy of quantitation in routine analysis. This database contains
extensive physical data needed to perform quantitative interpretation of an electron
spectrum for a specimen of given composition and a user-specified measurement
configuration. A simulation module provides spectra and peak intensities for a
sample consisting of a substrate and a variable number of overlayer films (with
compositions and thicknesses specified by the user); a newer version provides
similar information for nanostructures such as islands, lines, spheres, and layered
spheres on surfaces. This database provides physical data such as IMFPs and
TMFPs for electron energies up to 20 keV, and so is a valuable resource for
HAXPES applications. Moreover, SESSA allows a user to specify the polarization
of the incident X-ray beam in HAXPES and provides parameters for determining
the non-dipole contributions to photoionization cross sections.

Figure 5.11 shows the home screen of the graphical user interface for SESSA.
The design of the software allows the user to enter the required information in a
reasonably simple way. The modular structure of the user interface closely matches
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that of the usual control units on a real instrument. Any user who is familiar with a
typical XPS spectrometer can perform a retrieval/simulation operation with the
SESSA software in a few minutes for a specimen with a given composition and
morphology. A command line interface can also control the software; this feature
allows users to load sequences of commands that facilitate a series of simulations
for similar sample materials, similar instrumental conditions, or similar simulation
conditions.

Werner et al. [57] have published examples of SESSA applications for
HAXPES. Powell et al. [58] have recently shown that SESSA can be used to
determine XPS detection limits for thin-film materials such as a thin film on a
substrate or buried at varying depths in another material for common XPS mea-
surement conditions. If an XPS detection limit for a minor species in a homoge-
neous solid is known or can be estimated [59], SESSA simulations can provide a
means for converting these detection limits to the corresponding XPS detection
limits for that species as a thin film on or buried in the chosen solid [58].

5.8 Summary

An overview has been given of recent work for the determination of IMFPs, MEDs,
IDs, and EALs with emphasis placed on HAXPES applications. Sources of data
have been provided for these parameters and useful predictive equations have been
given for parameter estimation where no alternative data sources are available.
Comparisons have been made between calculated and measured IMFPs and EALs.
Finally, information is given on NIST databases for HAXPES applications.

References

1. ISO 18115-1, Surface Chemical Analysis—Vocabulary—Part 1. General terms and terms used
in spectroscopy, International Organization for Standardization, Geneva (2010); this document
can be accessed at http://avs.org/Education-Outreach/Technical-Resources, http://www.emsl.
pnl.gov/capabilities/spectroscopy/surface_analysis, and http://www.aist.go.jp/aist_e/aist_
laboratories/6metrology/iso.html

Fig. 5.11 Home screen of the graphical user interface for the NIST SESSA database [2, 3]

138 C.J. Powell and S. Tanuma

http://avs.org/Education-Outreach/Technical-Resources
http://www.emsl.pnl.gov/capabilities/spectroscopy/surface_analysis
http://www.emsl.pnl.gov/capabilities/spectroscopy/surface_analysis
http://www.aist.go.jp/aist_e/aist_laboratories/6metrology/iso.html
http://www.aist.go.jp/aist_e/aist_laboratories/6metrology/iso.html


2. W.S.M. Werner, W. Smekal, C.J. Powell, NIST Database for the Simulation of Electron
Spectra for Surface Analysis, Version 1.3, Standard Reference Data Program Database 100, U.
S. Department of Commerce, National Institute of Standards and Technology, Gaithersburg,
MD (2011); http://www.nist.gov/srd/nist100.cfm

3. W. Smekal, W.S.M. Werner, C.J. Powell, Surf. Interface Anal. 37, 1059 (2005)
4. C.J. Powell, A. Jablonski, Nucl. Instrum. Methods Phys. Res. A 601, 54 (2009)
5. S. Tanuma, C.J. Powell, D.R. Penn, Surf. Interface Anal. 43, 689 (2011)
6. D.R. Penn, Phys. Rev. B 35, 482 (1987)
7. S. Tanuma, C.J. Powell, D.R. Penn, J. Electron Spectrosc. Relat. Phenom. 62, 95 (1993)
8. S. Tanuma, C.J. Powell, D.R. Penn, Surf. Interface Anal. 17, 911 (1991)
9. S. Tanuma, C.J. Powell, D.R. Penn, Surf. Interface Anal. 20, 77 (1993)
10. C.J. Powell, A. Jablonski, J. Phys. Chem. Ref. Data 19, 28 (1999)
11. H. Bethe, Ann. der Physik 5, 325 (1930)
12. M. Inokuti, Rev. Mod. Phys. 43, 297 (1971)
13. S.F. Mao, Y.G. Li, R.G. Zeng, Z.J. Ding, J. Appl. Phys. 104, 114907 (2008); erratum 105,

099902 (2009)
14. S. Tanuma, T. Shiratori, T. Kimura, K. Goto, S. Ichimura, C.J. Powell, Surf. Interface Anal.

37, 833 (2005)
15. W.S.M. Werner, C. Tomastik, T. Cabela, G. Richter, H. Störi, Surf. Sci. 470, L123 (2000)
16. W.S.M. Werner, C. Tomastik, T. Cabela, G. Richter, H. Störi, J. Electron Spectrosc. Relat.

Phenom. 113, 127 (2001)
17. W.S.M. Werner, K. Glantschnig, C. Ambrosch-Draxl, J. Phys. Chem. Ref. Data 38, 1013

(2009)
18. N.D. Mermin, Phys. Rev. B 1, 2362 (1970)
19. J.D. Bourke, C.T. Chantler, J. Phys. Chem. A 116, 3202 (2012)
20. J.D. Bourke, C.T. Chantler, Phys. Rev. Lett. 104, 206601 (2010)
21. C.T. Chantler, J.D. Bourke, J. Phys. Chem. Lett. 1, 2422 (2010)
22. B. Da, H. Shinotsuka, H. Yoshikawa, Z.J. Ding, S. Tanuma, Phys. Rev. Lett. 113, 063201

(2014)
23. S. Tanuma et al. (to be published)
24. http://www.wien2k.at
25. http://www.feffproject.org
26. S. Tanuma, C.J. Powell, D.R. Penn, Surf. Interface Anal. 21, 165 (1994)
27. S. Tanuma, C.J. Powell, D.R. Penn, Surf. Interface Anal. 37, 1 (2005)
28. M.P. Seah, Surf. Interface Anal. 44, 497 (2012)
29. S. Tanuma, C.J. Powell, D.R. Penn, Surf. Interface Anal. 17, 929 (1991)
30. A. Jablonski, C.J. Powell, J. Vac. Sci. Technol. A 27, 253 (2009)
31. C.J. Powell, A. Jablonski, NIST Electron Effective-Attenuation-Length Database, Version 1.3,

Standard Reference Data Program Database 82, U.S. Department of Commerce, National
Institute of Standards and Technology, Gaithersburg, MD (2011); http://www.nist.gov/srd/
nist82.cfm

32. S. Tanuma, H. Yoshikawa, H. Shinotsuka, R. Ueda, J. Electron Spectrosc. Relat. Phenom.
190, 127 (2013)

33. A. Jablonski, C.J. Powell, Surf. Sci. Rep. 47, 33 (2002)
34. C.J. Powell, A. Jablonski, Surf. Interface Anal. 33, 211 (2002)
35. A. Jablonski, C.J. Powell, J. Electron Spectrosc. Relat. Phenom. 199, 27 (2015)
36. M.P. Seah, Surf. Interface Anal. 44, 1353 (2012)
37. C.J. Powell, W.S.M. Werner, W. Smekal, Surf. Interface Anal. 45, 628 (2013)
38. G. Tasneem, C. Tomastik, S. Gerhold, W.S.M. Werner, W. Smekal, C.J. Powell, Surf.

Interface Anal. 43, 934 (2010)
39. R. Champaneria, P. Mack, R. White, J. Wolstenholme, Surf. Interface Anal. 35, 1028 (2003)

5 Inelastic Mean Free Paths, Mean Escape Depths … 139

http://www.nist.gov/srd/nist100.cfm
http://www.wien2k.at
http://www.feffproject.org
http://www.nist.gov/srd/nist82.cfm
http://www.nist.gov/srd/nist82.cfm


40. Certain commercial products are identified to specify the experimental conditions. This
identification does not imply that the products are endorsed or recommended by the National
Institute of Standards and Technology, or that they are necessarily the most suitable for the
purposes described

41. M.P. Seah, R. White, Surf. Interface Anal. 33, 960 (2002)
42. K.J. Kim, M.P. Seah, Surf. Interface Anal. 39, 512 (2007)
43. C.J. Powell, W.S.M. Werner, W. Smekal, Appl. Phys. Lett. 89, 252116 (2006)
44. N. Pauly, S. Tougaard, Surf. Sci. 605, 1556 (2011)
45. O.A. Baschenko, V.I. Nefedov, J. Electron Spectrosc. Relat. Phenom. 27, 109 (1982)
46. C. Dallera, L. Duo, G. Panaccione, G. Paolicelli, B. Cowie, J. zegenhagen, and L. Braicovich,

Appl. Phys. Lett. 85, 4532 (2004)
47. M. Sacchi, F. Offi, P. Torelli, A. Fondacaro, C. Spezzani, M. Cautero, G. Cautero, S. Huotari,

M. Grioni, R. Delaunay, M. Fabrizioli, G. Vanko, G. Monaco, G. Paolicelli, G. Stefani, G.
Panaccione, Phys. Rev. B 71, 155117 (2005)

48. A.X. Gray, A. Janotti, J. Son, J.M. LeBeau, S. Ueda, Y. Yamashita, K. Kobayashi, A.M.
Kaiser, R. Sutarto, H. Wadati, G.A. Sawatzky, C.G. Van de Walle, S. Stemmer, C.S. Fadley,
Phys. Rev. B 84, 075104 (2011)

49. J. Rubio-Zuazo, G.R. Castro, J. Electron Spectrosc. Relat. Phenom. 184, 384 (2011)
50. C.J. Powell, W.S.M. Werner, W. Smekal (to be published)
51. A.V. Naumkin, A. Kraut-Vass, S.W. Gaarenstroom, C.J. Powell, NIST X-ray Photoelectron

Spectroscopy Database, Version 4.1, Standard Reference Data Program Database 64, U.S.
Department of Commerce, National Institute of Standards and Technology, Gaithersburg, MD
(2012); http://srdata.nist.gov/xps

52. C.J. Powell, J. Electron Spectrosc. Relat. Phenom. 185, 1 (2012)
53. F. Salvat, A. Jablonski, C.J. Powell, NIST Electron Elastic-Scattering Cross-Section Database,

Version 3.2, Standard Reference Data Program Database 64, U.S. Department of Commerce,
National Institute of Standards and Technology, Gaithersburg, MD (2010); http://www.nist.
gov/srd/nist64.cfm

54. A. Jablonski, F. Salvat, C.J. Powell, J. Phys. Chem. Ref. Data 33, 409 (2004)
55. C.J. Powell, A. Jablonski, NIST Electron Inelastic-Mean-Free-Path Database, Version 1.2,

Standard Reference Data Program Database 71, U.S. Department of Commerce, National
Institute of Standards and Technology, Gaithersburg, MD (2010); http://www.nist.gov/srd/
nist71.cfm

56. W.H. Gries, Surf. Interface Anal. 24, 38 (1996)
57. W.S.M. Werner, W. Smekal, T. Hisch, J. Himmelsbach, C.J. Powell, J. Electron Spectrosc.

Relat. Phenom. 190, 137 (2013)
58. C.J. Powell, W.S.M. Werner, W. Smekal, J. Vac. Sci. Technol. A 32, 050603 (2014)
59. A.G. Shard, Surf. Interface Anal. 46, 175 (2014)

140 C.J. Powell and S. Tanuma

http://srdata.nist.gov/xps
http://www.nist.gov/srd/nist64.cfm
http://www.nist.gov/srd/nist64.cfm
http://www.nist.gov/srd/nist71.cfm
http://www.nist.gov/srd/nist71.cfm


Chapter 6
Hard X-ray Angle-Resolved Photoelectron
Spectroscopy (HARPES)

Alexander X. Gray

Abstract This chapter will provide an overview of the basic principles of hard
X-ray angle-resolved photoelectron spectroscopy (HARPES), which has recently
emerged as a powerful technique for studying momentum-resolved bulk electronic
structure of novel materials, buried interfaces and heterostructures. HARPES pro-
vides access to the bulk electronic structure of solids due to the high inelastic
mean-free paths (IMFP) of the valence-band electrons emitted at high excitation
energies. The first results of HARPES measurements at excitation energies of 3.24
and 5.95 keV will be presented. The systems that will be discussed are W, as a
model transition-metal system to study basic principles in such HARPES experi-
ments; GaAs, as a technologically-relevant material to illustrate the broad appli-
cability of this new technique; and Ga1−xMnxAs, as a novel dilute ferromagnetic
semiconductor material. The experimental results will be compared to free-electron
final-state model calculations and more precise one-step photoemission theory
including matrix element effects. Some likely future applications areas will also be
discussed.

6.1 Introduction and Basic Concepts of Angle-Resolved
Photoelectron Spectroscopy

It would be unjust to delve into the discussion of all the advantages of HARPES
without first at least briefly reviewing the conventional ARPES technique, which
uses ultraviolet and soft X-ray excitation (usually hv < 100 eV), or more recently
going up to the 1000 eV regime. To this day, ARPES offers the most direct way of
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probing the electronic structure of solids, since the unprocessed output of the
experiment is the map of photoelectron intensities as a function of electron kinetic
energy (and thus binding energy EB) and electron crystal momentum or wave
vector. This magnificent straightforwardness of the measurement owes itself to the
manner in which photoelectrons disperse as they leave the surface of the sample and
travel through the analyzer. The latter has been discussed in-depth earlier in this
book—by virtue of traveling between the two biased hemispheres of the analyzer
after leaving a specially tuned retarding lens, photoelectrons are spatially dispersed
along the y-axis of the detector based on their kinetic energies (see Fig. 6.1a). The
former, namely the angular dispersion, or the dispersion along the x-axis of the
detector as depicted in Fig. 6.1a, will be discussed below.

In principle, by measuring the kinetic energy Ekin of the photoelectron, one
simultaneously obtains information about the photoelectron momentum p, whose
absolute value in the non-relativistic limit is given by p ¼ ffiffiffiffiffiffiffiffiffiffiffiffiffiffi

2mEkin
p

. The photo-
electron momentum vector, of course, will have a component which is perpen-
dicular to the surface of the sample, and another component which is parallel to that
surface, as illustrated in Fig. 6.1b. The perpendicular component of the photo-
electron momentum vector p⊥ is not conserved across the surface of the sample due
to the surface potential V0 that must be surmounted in leaving the solid. However,
the component of the photoelectron momentum which is parallel to the sample
surface p||, is conserved, and is related to the kinetic energy and the polar photo-
electron take-off angle θTOA via pjj ¼ �hkjj ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2mEkin

p � sin hTOA; where k|| is the

Fig. 6.1 a Schematic diagram of a hemispherical electrostatic analyzer and its primary
components. b Schematic diagram of the photoemission process in k-space. Wave vector
component of the final photoelectron momentum parallel to the surface of the sample is conserved
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surface-parallel component of the electron wave vector. As a result of this rela-
tionship, detailed electronic dispersion EB(k||) can be obtained simply by tracking
the changes in binding energies of the valence-band peaks as functions of the
take-off angle θTOA. For an electron analyzer equipped with a two-dimensional
detector, this task becomes even easier, since the electrons exiting the sample at
various take-off angles will be dispersed along the x-axis of the microchannel plate
(MCP) as illustrated in Fig. 6.1a. The momentum resolution of such measurement
will usually be determined by the finite acceptance angle of the electron analyzer Ω0

at the exit of the lens, and the detailed imaging properties of the lens.
In addition to recording the electronic dispersion EB(k||) as a function of the

take-off angle θTOA, one can also do the same experiment by varying the polar
take-off angle βTOA, which is orthogonal to θTOA, as depicted in Fig. 6.1a. This
way, both surface-parallel components of the electron wave vector k, kx and ky can
be mapped-out as function of binding energy. As a result, what one gets is a
three-dimensional dataset (kx, ky, EB), which represents a finite volume of the
energy-momentum space for a given solid, containing all the information about the
valence-band electronic structure and the Fermi surface.

ARPES had, and continues to have, major impacts on solid-state physics in
emerging fields, such as the studies of topological insulators [1–3], cuprate
superconductors [4–6], and graphene [7–9]. As of 2014, tens of thousands publi-
cations can be found on the internet on the subject of ARPES [10].

6.2 Angle-Resolved Photoelectron Spectroscopy
in the Hard X-ray Regime: Challenges
and Limitations

The major disadvantage of the conventional ARPES technique is its extreme
surface-sensitivity, due to the very low inelastic mean-free paths of the electrons
photoemitted using ultraviolet and soft X-ray radiation (hv < 100 eV). As a
quantitative example, widely-used TPP-2M formula [11–13] predicts that the IMFP
for tungsten will be 4.2 Å at hv = 25 eV, and 4.8 Å at hv = 100 eV [14–16]. Such
short probing depths correspond to just a few atomic layers below the surface of the
sample, and thus the spectrum will be dominated by the signal coming mainly from
the surface. Due to this shortcoming, in-situ cleaving or sample-growth is often
required in order to avoid any kind of surface oxidation, adsorption or desorption,
and contamination prior to the measurement. In fact, even in ultra-high vacuum, the
surface adsorption or desorption rate for some solids can be rapid enough to make a
sample change its properties in a matter of hours [17]. This suggests that going to
higher photon energies with hard X-ray excitation and the resulting larger electron
inelastic mean-free paths will provide a more accurate picture of bulk electronic
structure, and reduce the surface contribution to the spectrum, thus diminishing the
necessity for elaborate sample preparation. However, going to higher photon
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energies, and particularly into the hard X-ray regime, opens up a whole new
“Pandora’s box” of problems and limitations, which will be discussed in the sec-
tions below.

6.2.1 Phonon Effects and the Debye-Waller Factor

Firstly, as the photon energy, and therefore the kinetic energy, of the photoelectrons
increases, the effects of phonon creation and annihilation begin to play an important
role in the experiment. In any angle-resolved photoemission experiment, the two
major contributions to the spectrum will be due to the direct transitions, for which
the crystal momentum is conserved, and due to the phonon-assisted non-direct
transitions, for which the atomic vibrations diminish the degree of translational
symmetry in the crystal [18, 19]. In a direct transition, initial occupied one-electron
Bloch-wave state with the wave vector ki can only make a transition to a final state
with wave vector kf = ki + gn where gn is a reciprocal lattice vector for the given
crystal structure. Therefore, the contribution from the direct transitions alone uti-
lizes the full advantage of the momentum conservation equations mentioned earlier,
thus resulting in a clean electronic dispersion EB(k||). Conversely, the contribution
due to the phonon-assisted transitions smears out the band structure and suppresses
the dispersive direct-transition features. The relative intensities of these two con-
tributions depend on both the photoelectron kinetic energy and the temperature of
the sample.

With a good degree of precision, the percentage of transitions that are direct can
be estimated by a photoemission Debye-Waller (D-W) factor, which is given by
WðTÞ � exp½� 1

3 g
2hU2ðTÞi�, where g is the reciprocal lattice vector representing

the change in the initial photoelectron wave vector due to a given direct transition,
and hU2ðTÞi is the one-dimensional mean-squared vibrational displacement at
temperature T. In other words, the phonon-related smearing of the dispersive
direct-transition features becomes more significant at higher temperatures (via the
hU2ðTÞi term) and higher excitation energies (via the g2 term). More detailed basic
treatment of the phonon-assisted transitions in the valence-band photoemission
spectra can be found in the classic 1980s papers by Shevchik [18, 19] and by
Hussain et al. [20–25]. Latest state-of-the art treatise of the phonon effects in
HAXPES and HARPES by using the one-step model of photoemission is described
by Minár et al. [26–28], and is presented in Chap. 7 of this book.

To illustrate the material-dependent character of the phonon effects in HARPES,
Fig. 6.2 displays four typical plots of the Debye-Waller factors for Ca, C, Ge, and
W valence-band photoemission calculated as functions of kinetic energy and
temperature [29, 30]. This type of chart can be used as a helpful metric in deter-
mining the optimal photon energy and temperature for a HARPES experiment, such
that a reasonable fraction of direct transitions is present in the spectra. For example,
looking at the chart for Ca, it is clear that even with cryogenic cooling only 20 % or
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less of the signal will originate from the k-conserving transitions. In fact, in order to
get 50 %, even at the temperature of 20 K, one has to go into the soft X-ray regime,
down to about 700 eV, where the IMFP is about 26.1 Å.

Other elements, such as C (applicable to diamond, but not graphite), are more
forgiving, and will allow one to go as high as 2 keV in order to get 45–50 % of the
direct transitions in the spectrum. For diamond, going to 2 keV will yield an IMFP
of about 49.5 Å. It is important to note that the equipotential D-W lines for C are
almost vertical, so that ultralow temperatures may not in fact be needed to take
maximum advantage of higher energy band mapping. Similar nearly temperature-
independent behavior is observed to various degrees in most elements for ultra-low
temperatures (<30 K), which is a consequence of zero-point motion [29]. This
happens to be a very helpful effect, since it implies that HARPES experiments can
be performed in most modern synchrotron-based and laboratory-based endstations
equipped with liquid He cooling.

Germanium is an example of the material for which temperature starts playing an
important role in the multi-keV regime. 50 % direct transitions can be obtained at
liquid-helium temperatures at as high as 2 keV, where the IMFP is about 38.4 Å;
looking at Ge here is also relevant to the closely related material GaAs (same
average atomic mass and very similar Debye temperature), which is discussed later

Fig. 6.2 Charts of the Debye-Waller factors for Ca, C, Ge, and W valence-band photoemission
calculated as functions of kinetic energy and temperature (From [29, 30])
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in this chapter. However, going to liquid-nitrogen temperatures (*70 K) at the
same photon energy will reduce the fraction of the direct transitions to 40 %.
Finally, W is well-known to be among the few elements which are best at sup-
pressing phonon effects in ARPES due to their high Debye temperature and atomic
mass. About 45 % of the signal originating from the k-conserving transitions is
observed at the temperature of 20 K and the photon energy of 6 keV, where the
IMFP in tungsten is estimated to be about 60.7 Å; W is another system studied with
HARPES and discussed later in this chapter.

In order to assess the degree of phonon smearing for various materials, Fig. 6.3
shows the photon energies which at the temperature of 20 K yield Debye-Waller
factors of 0.5 (50 % direct transitions) as a function of atomic mass and Debye
temperature. After plotting the positions of about 40 elements on this chart, it
becomes evident that HARPES studies should be possible for many materials in the
1–3 keV energy range, and for some materials such as Rh, Ru, W, Ir, Re and Os in
the 3–6 keV range with an average IMFP of as high as *55 Å at 6 keV. Based on
the GaAs measurements which are discussed later in this chapter, however, it is
clear that these kinds of Debye-Waller estimates are too pessimistic for some
materials, and thus that the photon energies for HARPES may be higher than the
above estimates.

Fig. 6.3 Photon energies which at the temperature of 20 K yield Debye-Waller factors of 0.5
(50 % direct transitions) as a function of atomic mass and Debye temperature. Plotting the
positions of about 40 elements on this chart shows that HARPES studies should be possible for
many materials in the 1–3 keV energy range, and for some materials such as Rh, Ru, W, Ir, Re and
Os in the 3–6 keV range with an average IMFP of as high as *55 Å at 6 keV
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6.2.2 Brillouin Zone Averaging and Shifts Due
to the Photon Momentum and Recoil

Another source of band “smearing” or Brillouin-zone averaging is the angular
acceptance of the analyzer [22]. For a given angular acceptance, or more precisely
angular resolution, ΔΩ, as the magnitude of the wave vector kf associated with the
final photoelectron momentum increases, the set of initial electron wave vectors that
are being probed inside the Brillouin zone is significantly broadened. Thus, the
definition of points in the Brillouin zone becomes smeared out. This effect is
illustrated by the shaded disks in Fig. 6.4 (from [24]), which represent the angular
broadening effect on a typical set of direct transitions in W due to a ΔΩ of ±1.5°. At
higher energies this broadening effect is going to be enhanced and more
Brillouin-zone averaging will be observed. Therefore, going to higher photon
energies, while trying to maintain reasonable resolution in k, will require photo-
electron analyzers with smaller solid-angle resolutions, and in fact the spectrometer
that was used for the first proof-of-principle HARPES measurements has an esti-
mated resolution of about 0.25–0.30°, as discussed later in this chapter.

Figure 6.4 also illustrates another effect which becomes prominent at higher
photon energies—the shift in the position of the final-state photoelectron wave
vector kf due to the photon momentum wave vector khν = 2πν/c. In the usual units
of Å−1, the magnitude of khν can be easily calculated using khν = 0.000507 × Ehv (in
eV), and from this it is clear that for low photon energies the effects of khν are

Fig. 6.4 a W(001) Brillouin zone with a scale drawing of a k-conserving (direct) transition at the
photon energy of 1254 eV, and the corresponding photon wave vector. b Same type of direct
transition, but at the photon energy of 10,000 eV. The effect of the photon wave vector on the final
photoelectron wave vector is much stronger (From [24])
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negligible. In the multi-keV regime, however, the dipole approximation starts to
lose its relevance, and the magnitude of the photon momentum must be taken into
account in the momentum conservation equation kf ¼ ki þ gþ khv. Figure 6.4a, b
illustrate schematically the angular shift in the direction of the final photoelectron
momentum due to the photon-electron interaction at 1254 and 10,000 eV [24]. In
fact, first proof-of-principles HARPES measurements of W(110) which are dis-
cussed later in this chapter serve as a clear demonstration that the magnitude of the
photon wave vector khν is an important consideration in determining which region
of the Brillouin zone is being mapped by the two-dimensional detector in the
HARPES experiment.

In addition to the shifts in the Brillouin zone, the kinetic energy of the
photoemitted electron will also be “shifted” (reduced) by a recoil effect, a phe-
nomenon wherein photoelectrons emitted from a lighter element loses kinetic
energy to the atomic nucleus in accordance with the conservation of momentum
[31]. The recoil energy ERecoil, although negligible in soft X-ray regime, becomes
more prominent at higher kinetic energies, and especially for lighter elements, as
evident from the simple formula which can be used to estimate it:

ERecoil �
�h2k2f
2M

� 5:5� 10�4 EKineticðeVÞ
MðamuÞ

� �

6.2.3 Diminished Photoelectric Cross-Sections

One last major difficulty which is relevant for both angle-integrated and
angle-resolved measurements in the hard X-ray regime is the diminution of the
photoelectric cross sections with higher excitation energies. In the multi-keV regime
we encounter this unfortunate limitation related to the fact that the photoelectric
cross sections fall off continuously with increasing photon energy, approximately as
σQnlj(hv) * (Ekin)

−7/2 for s subshells and as σQnlj(hv) * (Ekin)
−9/2 for p, d, and

f subshells [32]. For the angle-resolved valence-band studies, the distinction between
the s-like and d-like orbitals plays an important role. Due to the higher number of
oscillations in the radial wavefunction, s-like orbitals will interact with the
higher-energy photons more compared to the p, d or f-like orbitals. In other words,
subshells with lower angular momentum quantum number l and higher n will
dominate the spectrum [33]. While the sp-like states are more important in general
with respect to transport properties, learning something about the d- and f-like states
thus has to be more indirect, via d- and f-hybridization with s- and p-states [34].

In spite of these challenges, with the recent advent of new high-energy
third-generation synchrotron facilities and the development of new high-energy
electron analyzers it is now becoming possible to carry out angle-resolved
valence-band measurements in the soft and hard X-ray regimes. In particular,
Plucinski et al. in 2008 have successfully measured band dispersion in W at 260
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and 870 eV [29]. Later, in 2009, Venturini et al. performed soft X-ray measure-
ments of Ag valence-bands at 552, 698, and 1040 eV [35]. Finally, in 2011, Papp
et al. have demonstrated band structure of W using MgKα source with the photon
energy of 1253.6 eV [36]. Today, a dedicated soft X-ray ARPES (SARPES)
beamtime operates at the Swiss Light Source (PSI) [37, 38], and the feasibility of
HARPES has been experimentally demonstrated at several hard X-ray beamlines in
the world [39]. The overall energy resolutions (down to *50 meV), as well as the
angular resolutions of these newly-developed facilities (down to *0.2–0.3°) make
it possible to meaningfully study dispersive energy bands at up to 3–6 keV exci-
tation energies, and with wavevector resolutions of 0.1–0.2 Å−1. The following
sections of this chapter will provide an overview the first “true multi-keV”
HARPES measurements of W, GaAs and Ga1-xMnxAs obtained with the excitation
energies of 5.95 and 3.24 keV [40, 41].

6.3 First Experimental Results and Discussion

6.3.1 W(110)—Proof of Principle Experiments at 5.95 keV

The first true hard X-ray HARPES experiments were carried out at the synchrotron
radiation facility SPring-8 in Japan, using W single crystal with (110) orientation as
a well-understood model system [22, 23, 42–44] and the excitation energy of
5.95 keV. W was particularly well-suited for such proof of principle experiments
due to its high Debye temperature and high atomic weight, leading to high
Debye-Waller factors (up to 0.45) at low temperatures (*30 K) and thus substantial
signal contribution from the direct transitions, as discussed earlier in this chapter.
The average probing depth of 56–61 Å (18–19 unit cells of W) which was deter-
mined via the widely-used TPP-2M formula [11–13] is about 13 times larger than
the probing depth for 100 eV-electrons and about 42 times larger than that for
20 eV-electrons. Thus, compared to the prior experiments carried out with typical
ARPES excitation energies, at 5.95 keV we expect to obtain much more accurate
information about the true bulk electronic structure of W.

Two-dimensional HAXPES images of W (110) taken at two different temper-
atures, 300 and 30 K, are shown in Fig. 6.5a, b respectively [40]. Each panel is a
single 2D detector image spanning approximately 12° in momentum space (x-axis
of the detector) and 12 eV of binding energy (y-axis). Diminution of the phonon
effects with cryogenic cooling is immediately noticeable when comparing the two
images. At room temperature (300 K) the Debye-Waller factor, and thus the
approximate fraction of the direct transitions, is estimated to be *0.09 [29, 30],
resulting in nearly total smearing of dispersive bands, and leaving non-dispersive
modulation due to the matrix-element-weighted density of states (MEW-DOS)
along the binding-energy axis, which is shown with the yellow curve. Additional
modulation along the detector-angle axis can be attributed to core-like X-ray
photoelectron diffraction (XPD) [45 and references therein]. In sharp contrast with
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the room-temperature data, image in Fig. 6.5b which was recorded at the temper-
ature of 30 K shows clear angular dispersion on top of the MEW-DOS and XPS
effects. Appearance of such dispersive bands is expected from a simple
Debye-Waller factor calculation which yields a 0.45 fraction of the direct transitions
in the HARPES image, as discussed earlier. The non-dispersive modulations due to
MEW-DOS and XPD which partially obscure the bands in Fig. 6.5b can be
removed via a two-step normalization procedure using the averaged room-
temperature contours (gray and yellow curves in Fig. 6.5a). The resulting corrected
image is shown in Fig. 6.5c, where the overlaying green curves are the results of

Fig. 6.5 a Room temperature HARPES measurement from W(110). The spectra are dominated by
modulations due to the density of states (DOS) in energy (yellow curve) and X-ray photoelectron
diffraction (XPD) effects in angle (grey curve). Dispersive features are not observed due to the low
fraction of direct transitions at room temperature in this hard X-ray regime. The Debye-Waller
factor here is only 0.09. b The same measurement as in (a), but at 30 K. Phonon effects are
suppressed at low temperature and dispersive features are now apparent. The Debye-Waller factor
here is 0.45. c Data from (b), normalized via a 2-step process so as to remove the DOS and XPD
effects, thus enhancing dispersive valence-band features. The solid curves superimposed on the
experimental data are the results of band-structure-to-free-electron final-state model calculations.
d One-step photoemission calculations of the HARPES spectra taking into account matrix-element
effects. e The experimental geometry relative to the first Brillouin zone. f An extended Brillouin
zone picture of the HARPES measurement for W (From [40])
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theoretical calculations based on a simple model which couples the W band
structure (as calculated with the Wien2k program [46]) with free-electron
final-states.

Quasi-periodical nature of the bands in the HARPES image can be easily
understood using the extended Brillouin zone picture sketched in Fig. 6.5e, f, with
all the relevant wave vectors shown to scale. Basic wave vector conserva-
tion arguments explained in detail elsewhere [40] imply that the bands seen in

Fig. 6.5b, c are being sampled along the red arc traversed by kf
!� khv

�!h i
, and thus

also by ki
!

in the reduced Brillouin zone. Thus, for a detector window of about 12°,
segment of an entire Brillouin zone between N-Γ-N points is sampled three times in
a single detector image.

Figure 6.5d shows the results of much more accurate state-of-the-art one-step
theory based on an LDA layer-KKR approach with a time-reversed LEED
final-state [26–28]. Such calculations include all matrix element effects, all multiple
scattering effects in the initial and final states, the effect of the photon momentum
vector, and the escape depth of the photoelectrons via an imaginary part in the
potential function. Details of this theoretical approach are discussed in-depth in
Chap. 7 of this book. For the current results, the resemblance of the experimental
data to the one-step theory in is indeed remarkable.

In summary, the proof of principle HARPES measurements of W(100) with the
photon energy of 5.95 keV produced clear dispersive bands, in agreement with the
free-electron final-state theory calculations and more sophisticated fully-relativistic
one-step theory of photoemission. These first HARPES measurements provide a
clear picture of the possibilities and challenges of HARPES, elucidating the need
for cryogenic cooling and correction for both phonon-produced MEW-DOS-like
features and XPD-like features. Using these results from W as a measure for the
feasibility of HARPES measurements in general, it can be concluded as a con-
servative estimate that a Debye-Waller factor of about 0.45 or greater is required to
obtain a sufficient fraction of direct transitions that are amenable to fairly easy
further data analysis.

6.3.2 GaAs(001)—Proof of Principle Experiments
at 3.24 keV

In order to demonstrate immediate applicability of HARPES to the bulk-sensitive
band mapping of a real technologically-relevant material, the second system
measured by Gray et al. at SPring-8 was a prototypical semiconductor GaAs in
(001) orientation [40]. Due to its high electron mobility GaAs finds broad appli-
cability in a multitude of fast-switching electronic devices and is considered to be a
promising candidate for future high-efficiency solar-cell technology and spintronic
devices [47–52]. Due to the lower Debye temperature and effective atomic mass of
GaAs the measurements were carried out at lower photon energy of 3.24 keV.
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At cryogenic temperatures (20 K) the Debye-Waller factor of GaAs is estimated to
be about 0.31, as discussed earlier in this chapter, which is somewhat lower than
that for the previous case of W. However, the average probing depth (IMFP) of
*57 Å at 3.24 keV, as calculated by the TPP-2M formula, is comparable to that of
W at 5.95 keV. Thus, once again, even at a lower phonon energy the measurement
should provide an insight into the true bulk electronic structure, looking as far as 10
unit cells beneath the surface.

The results of the measurements are summarized in Fig. 6.6a–d in a format
similar to that for W(110), and show clear dispersive bands in the binding energy
range between *0.5 and *7.5 eV, as well as more localized core-like bands at
*12 eV dominated by the As 4 s states and exhibiting intensity modulations due to
the XPD effects [40]. It is important to note that even the raw low-temperature data
in Fig. 6.6b clearly show dispersing bands which are even more prominent in the
raw data than those for W with a higher Debye-Waller factor. This surprising
finding points at a potentially beneficial material dependence in phonon broadening
that requires a better theoretical explanation. Once again, excellent agreement
between the experimental data and the one-step theory of photoemission
(Fig. 6.6d), as well as the free-electron final-state theory (green curves in Fig. 6.6c)
is observed. Due to the lower photon energy used for this experiment and thus a

Fig. 6.6 a Room temperature measurement from GaAs(001), with Debye-Waller factor 0.01 and
average curves representing DOS and XPD again shown. b The same measurement as in (a), but at
20 K, with Debye-Waller factor of 0.31. c Same measurement, corrected so as to remove the DOS
and XPD effects. The solid curves superposed on the experimental data are the results of the
free-electron final-state calculations. d One-step photoemission calculations of the HARPES
spectra (From [40])
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shorter resulting final photoelectron momentum wavevector, the Brillouin zone
segment between Γ-K-X points is traversed only twice in the detector image
(compared to three times for W at 5.95 keV). This, of course, is still a big
improvement over conventional ARPES experiments carried out at lower photon
energies, and thus typically spanning only 1/4 to 1/8 of a single Brillouin zone.

6.3.3 Ga1−xMnxAs—First Application of HARPES
at 3.24 keV

The first true application of HARPES was motivated by a long-standing contro-
versy regarding the nature of the electronic states producing ferromagnetic coupling
in dilute magnetic semiconductor Ga1−xMnxAs [41]. The two primary competing
theories attribute the Mn-induced ferromagnetism to either the so-called double-
exchange mechanism in which case the Mn states form a narrow impurity band
which is cleanly separated from the GaAs host valence bands, or the p-d exchange
in which case the Mn states overlap in energy with the host GaAs states [53–57]. In
principle, such information regarding the valence-band states should be readily
accessible by X-ray photoelectron spectroscopy. However, the conventionally
accepted surface preparation methods for Ga1−xMnxAs [58, 59] destroy the crys-
tallinity in the first few layers, thus precluding a clean measurement of the bulk
valence-band electronic structure. Thus, HARPES presented a unique opportunity
to look through these damaged surface layers into the bulk of the sample, and to
resolve this controversy.

Figure 6.7 compares the results of the one-step theory calculations for a GaAs
and b Ga0.97Mn0.03As to the experimental valence-band HARPES data in c and d,
respectively. As discussed earlier in the chapter, the experimental valence-band
spectra have been normalized by energy- and angle-averaged curves in order to
minimize the effects of MEW-DOS and XPD modulations across the detector and
to “bring-out” the dispersive bands. The agreement between the calculations and the
experimental data is remarkable. As expected, the probed Brillouin zone region is
repeated twice in the detector image which spans about 15° of the arc traversed by

vector kf
!� khv

�!h i
. Mn impurities that disturb the long-range translational order of

the host GaAs crystal result in smearing of the bands in Ga0.97Mn0.03As, which is
observed in experiment and is confirmed by the one-step theory calculations.

The most important information is revealed in Fig. 6.8, which compares the
experimental angle-integrated valence-band spectra for GaAs and Ga0.97Mn0.03As
(a) to the theoretical spectra obtained via the one-step theory calculations (b). The
differences between the angle-integrated spectra shown as blue curves in panels
a and b, and magnified in panels c and d, essentially, represent the Mn-induced
differences in the MEW-DOS of GaAs and Ga0.97Mn0.03As. Once again, the
agreement between the experiment and the theory is remarkable, apart from the lack
of some sharper features in the experimental spectra appearing in the theory
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Fig. 6.7 a and b Results of one-step hard-X-ray angle-resolved photoemission (HARPES)
calculations for GaAs and Ga0.97Mn0.03As respectively. c and d Experimental HARPES data
obtained for GaAs and Ga0.97Mn0.03As respectively (From [41])

Fig. 6.8 a Experimental angle-integrated valence-band spectra for GaAs and Ga0.97Mn0.03As.
b Theoretical spectra obtained via the one-step theory calculations. c and d Intensity difference
spectra between Ga0.97Mn0.03As and GaAs for the experimental data and the one-step theory
results (From [41])
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between 2 and 6 eV. This is likely caused by the combined effects of total
experimental resolution and residual disorder-induced broadening. Feature labeled
1 in experiment and 1′ in theory represents the contribution of the Mn bands near
the Fermi edge, or the so-called Mn impurity band. Further analysis of the
angle-resolved data [41] confirms the model in which the Mn-induced impurity
band is merged with the valence bands. This indicates that ferromagnetism in
Ga0.97Mn0.03As must be considered to arise from both p–d exchange and double-
exchange, thus providing a more unifying picture of this controversial material.
This conclusion is also supported by the first-principles spin-resolved total and
projected DOS calculations [41]. The remarkable result that such small composi-
tional change (3 % Mn) could be detected and quantitatively analyzed makes
HARPES a very promising new technique with a wide potential applicability.

6.4 Summary and Future Outlook

This chapter provides an overview of the basic principles, considerations and
challenges of hard X-ray angle-resolved photoelectron spectroscopy, or HARPES.
Recent proof-of-principle studies demonstrate that angle-resolved band mapping is
indeed possible with high energy X-rays in the multi-keV regime, thus allowing for
more bulk-sensitive electronic structure determinations. Although the energy res-
olution in HARPES, presently in the range of couple of hundreds of meV, may not
reach the typical values of energy resolution of conventional ARPES (1 meV or
smaller), significant efforts are being undertaken to improve the detection schemes
which clearly indicate that values of less than 50 meV are achievable in the near

future. Resolution in kf
!

will ultimately be limited by the analyzer lens character-
istics, but since a smaller angular range is needed to span the Brillouin zone in one
direction in HARPES (e.g. only 4.1° for W at 6 keV and 6.2° for GaAs at 3.2 keV),
a smaller cone of angle could be used, with this making it easier for the lens to
achieve higher angular resolution.

Despite some of these technical challenges the unique advantages of true bulk
sensitivity and of using samples “as prepared” open up new possibilities in the field
of condensed matter physics and materials science, as demonstrated in the case of
Ga1−xMnxAs. High energies make it possible to probe an entire Brillouin zone for a
given material in “one shot” by either rotating the spectrometer with respect to the
sample, or by simply varying the photon energy. In addition to this, HARPES opens
the door for future angle-resolved studies of buried layers and interfaces in mul-
tilayer structures, as demonstrated recently using soft X-ray ARPES, or SARPES
[60]. Finally, imminent advances in the instrumentation and data analysis tech-
niques will undoubtedly lead to the addition of new dimensions, such as time and
spin.
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Chapter 7
One Step Model Description of HARPES:
Inclusion of Disorder and Temperature
Effects

Jürgen Braun, Ján Minár and Hubert Ebert

Abstract Angle integrated as well as angle resolved photoemission in the soft and
hard X-ray regime became a very important tool to investigate the bulk properties
of various materials. In practise enhanced bulk sensitivity can be achieved by so
called threshold photoemission. Increased bulk sensitivity may suggest that LSDA
band structure or density of states calculations can be directly compared to the
measured spectra. However, various important effects, like matrix elements, the
photon momentum or phonon excitations, are this way neglected. Here, we present
a generalization of the one-step model that describes the excitation of the photo-
electron, its transport to the surface and the escape into the vacuum in a coherent
way. First, a short introduction to the main features of the one-step model imple-
mentation within the Munich SPR-KKR program package is given. The capability
to account for correlation effects and chemical disorder using the LSDA+DMFT
(dynamical mean field theory) scheme in combination with the coherent potential
approximation (CPA) method will be demonstrated by various examples. Special
emphasis is put on the description of phonon-assisted transitions which lead to the
so-called XPS-limit in the hard X-ray and/or high temperature regime.
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7.1 Introduction

Angle-resolved photoemission (ARPES) has developed over the past several dec-
ades into the technique of choice for determining the electronic structure of any new
crystalline material, and it is thus in some respects a very mature tool in materials
physics [1, 2]. It has always been realized, however, that the results obtained are
restricted in sensitivity to the surface-near region of the systems studied, due to the
short inelastic mean free path (IMFPs) of *5–10 Å of the low energy photo-
electrons, which are typically in the range from 10 to 150 eV [3]. To overcome this
limitation of surface sensitivity, there is now considerable interest in using X-rays
in the soft X-ray sub-keV or even hard X-ray multi-keV regime to access
deeper-lying layers in a sample, thus sampling more bulk-like properties [4–17, 20–
23]. One can thus think of soft X-ray ARPES (SARPES) or hard X-ray ARPES
(HARPES), respectively. These techniques have to date been applied to a wide
variety of materials, including free-electron like and transition metals [4, 11],
strongly correlated oxides and high TC materials [6, 7], heavy fermion systems [6],
mixed-valent Ce compounds [9], dilute magnetic semiconductors [16, 21, 23],
layered transition metal dichalcogenides [15] and as well as systems showing the
Rashba effect [17]. Additional advantages in such experiments are being able to
tune to core-level resonances so as to identify the atomic-orbital makeup of ARPES
features [23], to map three-dimensional Fermi surfaces [15], and to take advantage
of the longer IMFPs, which translate into less smearing of dispersive features along
the emission direction (usually near the surface normal) [14].

Going higher in energy, however, comes with some additional challenges for
interpretation of the data [4, 10, 14]. Deviations from the dipole approximation in
photoelectron excitation mean that the momentum of the photon can result in a
non-negligible shift of the position of the initial-state wave vector in the reduced
Brillouin zone (BZ) [11]. Also, phonon creation and annihilation during photoe-
mission hinders the unambiguous identification of the initial state in the BZ via
wave vector conservation [4, 5, 10, 11, 13, 14, 16].

In the following we review the one-step model of photoemission taking special
care of several aspects, which must be considered beyond the standard one-step
model approach to be able to interprete and predict SARPES and HARPES spectra
in a quantitative way. Furthermore, we present a variety of recent applications of
our generalized formalism.

7.1.1 General Theory of Photoemission

In this section, the main features of general photoemission theory will be eludi-
cated. The calculation ofthe photocurrent starts from first order time-dependent
perturbation theory. Assuming a small perturbation D, the transition probability per
unit time w between two N-electron states jWf [ and jWi [ of the same
Hamiltonian H, is given by Fermi’s golden rule:
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w ¼ 2p
�h
j\Wf jDjWi [ j2dðEf � Ei � �hxÞ; ð7:1Þ

where Ef and Ei denote the energies of the N-electron states and �hx the excitation
energy. This equation can be also derived within the Keldysh Green function
approach and can be represented in the lowest order as a triangular like skeleton
diagram (see e.g. Fujikawa and Arai [18, 19]). In second quantization the inter-
action operator D is defined as follows

D ¼
X
k;m

Dk;ma
y
kam; ð7:2Þ

whereDk;m denotes a one-particlematrix element between two single-particle states/k

and/m. The initial and final states are then defined as jWi [ ¼ jW0
N [ and jWf [ ¼

ayf jWs
N�1 [ where jWs

N�1 [ denotes an excited N − 1 particle state and jW0
N [

defines the ground state of themany-particle system.For the explicit formulation of the
final state the so called sudden approximation is used. Thismeans the photoelectron is
described by a single-particle state and the interaction with the excited N − 1 state
jWs

N�1 [ is completely neglected. In other words af jW0
N [ ¼ 0. Using these

approaches for the initial and final states the transition probability results to

ws ¼ 2p
�h
j\Ws

N�1j
X
k;m

Dk;maf a
y
kamjW0

N [ j2dðEN � EN�1 � �hxÞ; ð7:3Þ

where the delta-function describes the energy conservation in the photo-excitation
process generated by a certain photon energy �hx. Performing some standard
manipulations on (7.3) it follows for w ¼ P

s ws:

w ¼ 2p
�h

X
m;m0

D
y
f ;m Am;m0 ðEnÞDf ;m0 ; ð7:4Þ

where

Am;m0 ðEnÞ ¼ 2
�h

X
s

\W0
N jaymjWs

N�1 [ dðEN � EN�1 � �hxÞ\Ws
N�1jam0 jW0

N [ ;

ð7:5Þ

represents the one-electron spectral function of the initial state. Using further the
relation

Am;m0 ðEnÞ ¼ � 1
p
Im GR

m;m0 ðEnÞ ð7:6Þ
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between the spectral function and the one-electron retarded Green function the
intensity of the photocurrent follows to

Ið�hxÞ ¼ � 1
p
Im

X
m;m0

/f jDyj/m

D E
GR

m;m0 ðEnÞ /m0 jDj/f

� �
: ð7:7Þ

With the help of the operator representation for GR

GRðEnÞ ¼
X
m;m0

j/m [GR
m;m0 ðEnÞ\/m0 j ð7:8Þ

we arrive at the final expression

Ið�hxÞ ¼ � 1
p
Im\/f jDyGRðEnÞDj/f [ ð7:9Þ

for the photocurrent Ið�hxÞ. Replacing the retarded one-electron Green function by
the one-particle Green function and reformulating (7.9) in the space representation
one arrives at the one step model description of the photocurrent as derived among
others by Pendry [31] (see (7.10) and [37]).

7.2 Fully Relativistic One-Step Model
of Temperature-Dependent Photoemission

Photoemission spectroscopy (PES) as an extremely important experimental tool,
which provides detailed information on the electronic structure of a probed system,
can be seen as a stringent benchmark for the success of any electron structure
theory. PES in its angle-integrated form (AIPES) reflects the density of states
(DOS) rather directly in the high photon energy regime (XPS). Therefore, it is quite
common to probe density functional theory (DFT) based calculations by comparing
the theoretical DOS directly to the AIPES spectra [24–26].

However, this approach ignores the influence of the specific matrix elements that
in general will introduce element- and energy-dependent weights to the partial
DOS. In case of ARPES the situation is even move complicated as the surface in
combination with the local dipole selection rules may have a very pronounced
impact on the spectra [27]. This situation demands for a coherent description on the
basis of the one-step model [28]. To achieve a reliable interpretation of experi-
mental data, however, it is inevitable to deal with so-called matrix-element effects
which considerably modify the raw spectra. Especially, the wave-vector and energy
dependence of the transition-matrix elements has to be accounted for. These issues
are known to be indispensible and therefore cannot be neglected. They result from
strong multiple-scattering processes in the final states which dominate the electron
dynamics in the low-energy regime of typically 1–200 eV. With increasing photon
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energy the final states tend to be more and more free electron like [29]. The
transition-matrix elements also include the effects of selection rules which are not
accounted for in a calculated raw spectrum. In other words, the main task of a
photoemission theory is to close the gap between a raw spectrum obtained from
DFT-like electronic-structure calculations and corresponding experimental data.
The most successful theoretical approach is found in the one-step model with its
implementation worked out by Pendry and co-workers [30–32]. In the following a
short overview will be given on recent extensions of the one-step model which are
connected with correlation effects, disordered alloys and temperature-dependent
effects important for soft- and hard X-ray photoemission.

The main idea of the one-step model is to describe the actual excitation process,
the transport of the photoelectron to the crystal surface as well as the escape into the
vacuum [33] as a single quantum-mechanically coherent process including all
multiple-scattering events. Treating the initial and final states within the fully rel-
ativistic version of the layer-dependent KKR method [34, 35] as implemented in the
Munich SPR-KKR package [36], it is a straight forward task to describe the pho-
toemission process from complex layered structures like thin films and multilayers.

In order to get a numerical implementation of (7.9), Pendry reformulated this
expression into the following form for the photocurrent within the one-step model
of PES [31]:

IPES / Im hef ; kkjGþ
2 DGþ

1 DyG�
2 jef ; kki: ð7:10Þ

As we showed in the previous section this expression can be derived from
Fermi’s golden rule for the transition probability per unit time [28, 37]. Considering
an energy-, angle- and spin-resolved photoemission experiment the state of the
photoelectron at the detector is written as j�f ; kki, where kk is the component of the
wave vector parallel to the surface, and �f is the kinetic energy of the photoelectron.
The spin character of the photoelectron is implicitly included in j�f ; kki which is
understood as a four-component Dirac spinor. The advanced Green function G�

2 in
(7.10) characterizes the scattering properties of the material at the final-state energy
�f . Via jWf i ¼ G�

2 j�f ; kki all multiple-scattering corrections are formally included.
We construct the final state within spin-polarized low-energy electron diffraction
(SPLEED) theory considering a single plane wave j�f ; kki advancing onto the
crystal surface. In the UV-regime kinematic and dynamic effects in the multiple
scattering for both, initial and final states, are taken into account because both
effects are strong and dominate the electron dynamics. Here the scattering events
due to the lattice structure are understood as kinematic effects that produce the
typical LEED spots, whereas the dynamic effects generate the intensity profiles in
the different LEED spots [30]. Dynamic effects are taken into account by the so
called X-matrix [30]. This quantity represents energy-dependent multiple scattering
within a single layer. For photon energies in the soft- and hard X-ray regime this
quantity tends to zero so that ð1� XÞ�1 tends to one because multiple scattering
events are strongly suppressed at higher photon energies. Usually this fact is
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considered in first-order by the so called single-scatterer approximation. Within our
HARPES calculations we go well beyond this approximation using the full kine-
matic version of the single-layer scattering matrix for X � 0. Based on this
approach the conventional LEED-formalism [30] is applied to calculate the
final-state wave-field in the kinematic limit, considering therefore quantitatively
Bragg scattering of the photoelectron within the reciprocal lattice. This kinematic
approach allows to describe the photoelectron as a time-reversed SPLEED state in
analogy to UV-photoemission and in consequence allows to account for photo-
electron diffraction effects in a reasonable approximation.

A detailed description of the generalized one-step model for disordered magnetic
alloys including correlation effects by means of the dynamical mean field theory
(DMFT) can be found in [20, 38, 39]. Calculations based on this approach have
been used to successfully interpret ARPES data over the full energy range in recent
years [10, 11, 13, 16, 20, 28, 39, 40]. However, the main limitation of angle
resolved SARPES and HARPES are phonon induced transitions leading to the so
called XPS limit. Shevchik [41] showed that the photoemission intensities at a
given energy E and vector k can be approximately divided into zero-phonon direct
transitions IDT(E, k) and phonon-assisted non-direct transitions INDTðE; kÞ. As a
rough guide to the degree of direct-transition behavior expected in an ARPES
experiment, one can use a temperature-dependent Debye-Waller factor WðTÞ which
qualitatively represents the fraction of direct transitions [4, 5, 10, 14, 41–43]. As a
first approach that aimed to go beyond this simple scheme for temperature-
dependent ARPES, Larsson and Pendry [44] introduced a scheme called
Debye-Waller model which incorporates the effect of lattice vibrations on the
electron single site scattering t-matrix. More than 15 years later Zampieri et al. [45]
introduced a cluster approach to model the temperature-dependent excitation of
valence band electrons for photon energies of about 1 keV. More recently Fujikawa
[46, 47] discussed phonon effects on ARPES spectra on the basis of nonequilibrium
Green function theory. Recently we generalised the one-step model of photoe-
mission in order to accurately model phonon effects over the full energy range from
normal low-energy ARPES to HARPES [48]. Most importantly our approach
converges for high temperatures and/or photon energies to the so called XPS-limit
in photoemission, this means it leads to the expected development of
matrix-element-weighted density-of-states (MEW-DOS) like features in the inten-
sity distribution [13, 40]. We use an alloy analogy model [48] which includes
vibrational atomic displacements via the coherent potential approximation (CPA),
where vibrations of different lattice sites are assumed to be uncorrelated and
averaged in the sense of CPA over various possible displacements which are cal-
culated within Debye theory. Using the CPA-formulation of the one-step model
[38, 49] provides a self-consistent temperature-dependent averaging of the pho-
toemission matrix elements. In other words, we describe in a quantitative way the
breakdown of the k-conserving rules due to phonon-assisted transitions, the driving
mechanism that leads finally to the XPS-limit.
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7.3 Applications

7.3.1 Thermal Effects and XPS Limit

In Fig. 7.1, we compare results of our calculations directly to experimental data for
W(110) with soft X-ray excitation at 870 eV [10]. W has a Debye temperature of
400 K and a atomic mass of 183.84 u close to Au and Pt. In Fig. 7.1(i), we show
experimental results for four different sample temperatures: (a) 300 K, (b) 470 K,
(c) 607 K and (d) 780 K [10]. For all four temperatures dispersive features are
clearly seen but with significant smearing and an increase of MEW-DOS-like
intensity features as temperature is raised. Also shown in Fig. 7.2a, b are vertical
and horizonal cuts, respectively, through the 2D data of Fig. 7.1(i). These cuts yield
Fig. 7.2a-energy distribution curves (EDCs) and Fig. 7.2b-momentum distribution
curves (MDCs) to illustrate more directly the changes in both types of distributions
with temperature. Also, various spectral features are labeled by the numbers 1–6 in
these figures. Figure 7.1(ii) again presents fully relativistic one-step calculations
which are done with our new alloy analogy model, whereas Fig. 7.1(iii) shows
conventional one-step calculations in which phonon excitations are considered in a
simplified way through a temperature-dependent single-site scattering t-matrix [43].
Although at the lowest temperature of 300 K, the two different theoretical
approaches yield very similar results, as expected for a Debye–Waller factor of
0.70, the temperature dependence of the experimental data is much better described
by our temperature-dependent one-step calculations. The simpler calculation based
on the single-site scattering Debye-Waller model [43] predicts neither the smearing
of dispersing features nor the growth of MEW-DOS features for higher binding
energies, but shows instead only the monotonous decrease of direct transition
intensities with increasing temperature [10]. Phonon induced smearing only appears
via temperature-dependent matrix elements which cause a decrease of the direct
part of the photocurrent due to a redistribution of spectral weight. Although for
780 K and a 870 eV photon energy the XPS-limit is not fully established for W, the
indirect contribution of the temperature-dependent CPA-like photocurrent domi-
nates the corresponding angle-resolved soft X-ray spectra. This is clearly observ-
able from both the experimental and theoretical data, which are nearly in
quantitative agreement. Figure 7.2a, c compare in more detail the temperature
dependence of experimental and theoretical spectra in the form of EDCs for a fixed
emission angle of ≈104° which is 14° from the surface normal. Figure 7.2b, d
present the same comparison for MDCs at a fixed binding energy of ≈2 eV. The
points labeled 1, 2, 4, 5 and 6 denote d-like electronic states, whereas point 3 labels
bands that are more free-electron like and a mixture of s and d states. The exper-
imental and theoretical data in Fig. 7.1 show pronounced smearing of features in
both EDCs and MDCs as the temperature is raised, but some remnant
direct-transition behavior is clearly still present, even at 780 K. The dashed lines
shown in Fig. 7.2c, d indicate conventional one-step calculations using the
single-site scattering Debye-Waller model [43]. As expected, only slight changes
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appear in the form of the EDCs and MDCs as a function of temperature. In contrast,
the EDCs and MDCs strongly depend on temperature when using the alloy analogy
approach, although in general the MDCs in experiment and those of the conven-
tional as well as CPA approaches change less than the EDCs. Significant broad-
ening of spectral features and shift of spectral weight, not at all present in the
conventional single-site scattering matrix Debye-Waller model [43], can be
observed. The EDC at the highest temperature has not converged to a

Fig. 7.1 (i) Plots of measured intensity versus emission angle for 870 eV excitation energy from the
valence bands of W(110) approximately along the C–N direction for four temperatures of a 300 K,
b 470 K, c 607 K, and d 780 K (from [10]), where 90° corresponds to normal emission. (ii)
Corresponding intensity distributions calculated from temperature-dependent one-step theory based
on the CPA formulation. (iii) Conventional ARPES calculations of the direct contribution IDTðE; kÞ
by use of complex scattering phase shifts and the Debye-Waller model. Figure reproduced from [48]
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MEW-DOS-like curve and the corresponding MDC still has structure in it. In the
XPS-limit all MDCs would exhibit only X-ray photoelectron diffraction (XPD),
with a different type of angular distribution [10, 16, 20, 40, 45]. This is obviously
not the case. This is expected, because the Debye-Waller factor of 0.41 at 780 K
indicates that a certain number of transitions should still be direct. Our calculations
thus correctly predict a diminution of the features expected due to direct transitions,
and also a significant broadening of features in the EDCs or MDCs. The additional
weak and smooth background observed in the experimental data thus must be
ascribed to additional phonon effects, perhaps through multiple phonon excitations.

7.3.2 Correlation Effects

It is widely accepted to interpret a measured photoelectron spectrum by referring to
the results of band-structure calculations that are based on DFT and the local
spin-density approximation (LSDA) [50, 51]. Such an interpretation is questionable
for moderately and even more for strongly correlated systems. To overcome these
deficiencies we have developed a generalized approach by accounting properly for
electronic correlations beyond the LSDA. For this purpose a general nonlocal,
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Fig. 7.2 a Measured
temperature-dependent energy
distribution curves (EDCs).
A comparison to the W DOS
(the topmost curve) is also
given. b Measured
temperature-dependent
momentum distribution
curves (MDCs). c,
d Corresponding theoretical
results for (c) EDCs and
(d) MDCs. Dashed lines
indicate conventional
one-step calculations, solid
lines indicate calculations
within the new alloy analogy
model. Figure reproduced
from [48]
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site-diagonal, complex and energy-dependent self-energy RDMFT [25, 26, 52], has
been included self-consistently in the fully relativistic spin-polarized Korringa–
Kohn–Rostoker multiple scattering theory [36]. Within this scheme the self-energy
is determined by a self-consistent DMFT calculation [53, 54]. This method is
straightforwardly applicable for electronic structure calculations of 3D- and
2D-systems with perfect lateral translational periodicity and arbitrary number of
atoms per unit cell. Furthermore, the computational scheme has been extended to
the case of disordered alloys [53, 54], to include many-body correlation effects in
the electronic structure and photoemission calculations of this class of complex
materials. Application of this approach to the hard-X-ray angle integrated pho-
toemission is demonstrated in Fig. 7.3 where we show HAXPES spectra for the

Fig. 7.3 a, c HARPES spectra (5953 eV) energy for different Mn doping in GaAs. The GaAs
spectra have been aligned to the (GaMn)As spectra using the binding energy position of the As 4s
core level. No background subtraction was applied. a Extended valence band PES (T = 20 K),
including the As 4s, Ga 4s, and As 4p shallow core levels of GaAs(100) and 13 % Mn-doped
GaAs. b Zoom of the valence band region (T = 100 K), showing the spectra from pure GaAs
(black dots), 1 and 13 % Mn-doped GaAs (red and blue dots, respectively). c High-resolution
spectra measured in the vicinity of Fermi level EF. Difference spectra, corresponding to the Mn
contribution only, are shown in orange (13 % Mn spectrum (blue dots) minus pure GaAs spectrum
(black dots)) and grey (1 % Mn spectrum (red dots) minus pure GaAs spectrum (black dots)). The
reference Fermi level of Au is displayed, with the offset. d Calculated angle-integrated PES
(including matrix elements) for photon energy and geometry (p polarization) as used in the
experiment. e Calculated valence-band spectra of GaAs(100) using LDA (black curve) and (Ga,
Mn)As (13 %) using both LDA (red curve) and DMFT (blue curve). f Zoom of the vicinity of
Fermi level EF with calculated difference spectra, as in c, for LDA (violet curve) and DMFT (green
curve). Figure reproduced from [21]
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diluted magnetic semiconductor Ga1−xMnxAs. An essential element for a better
understanding of the nature of ferromagnetism in such dilute magnetic semicon-
ductors is the direct measurement of the bulk valence electronic states. A difficulty
in obtaining such a direct measurement by conventional UV photoemission, which
is very surface sensitive, has been that the preparation of the surface often destroys
the crystallinity in the first few layers, and may also distort its stoichiometry.
Recently, this problem could be solved by angle resolved [16] and angle integrated
[21] bulk sensitive hard X-ray photoemission. In Fig. 7.3 we show experimental (a–
c) and theoretical curves (d–f) based on the one-step model of angle integrated
photoemission. To describe the presence of Mn dopant we used the CPA approach
in combination with the DMFT. Our calculations agree quantitatively with the
experimental data over a wide range of binding energies. In particular, we found
close to Fermi level EF a peak with its maximum lying at 250 meV below the Fermi
edge, which is described by LDA+DMFT rather than by use of simple LDA cal-
culations. From the calculations we infer that the maximum in the difference signal
has mainly Mn-3d (t2g) character. A strong hybridization is present with a mixture
of mainly As 4p states localized around the impurity, and Mn 4p states. It is
important to emphasize that the Mn-related DOS near the Fermi edge, although
significantly smaller, is nonzero within the energy resolution.

7.3.3 Rashba Surface States as Seen by HARPES

Rashba physics has raised enormous scientific interest during the last decade
because of the high potential for technological applications. As a bridge between
conventional Rashba systems and topological insulators the W(110) surface turned
out to be a unique system showing up with highly anisotropic surface features
which exhibit peculiar energy dispersions and spin-polarization structures. This has
been documented already in the literature by experimental and first theoretical
photoemission investigations. Remarkably, in W(110), the Rashba-split surface
features are d-type surface resonances in contrast to conventional Rashba systems
where the spin-orbit split surface states exclusively exhibit sp-like character [55–
57]. In the following we demonstrate that SARPES and HARPES can also be used
to study surface relevant questions. It is known from ARPES and inverse pho-
toemission [58–60] that the intensity distributions of surface states strongly
decrease with increasing photon energy. The reason is found in the strong depen-
dence of the cross-section of the surface state photoemission on the photon energy
[58]. In fact, two general types of mechanisms exist which are responsible for the
cross-section variation. The first one is of atomic nature and is based on the spatial
extent of the wave functions. The wave functions of real Shockley as well as Tamm
states are mainly located in front of the first atomic layer. The second one is a solid
state effect and is due to a release of momentum selections rules for the momentum
perpendicular to the surface [58]. If the photon energy is increased to the soft or
even hard X-ray regime the enhanced bulk sensitivity [61], which is due to the
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increase in the inelastic mean free path (IMFP) [13, 16, 20, 40, 61] has to be
considered as well. Real surface states contribute to the layer-resolved photocurrent
with an intensity distribution only nonzero for the first few atomic layers. As a
consequence the contribution to the total spectral weight decreases with increasing
number of layers contributing to the photocurrent. The combined effect of
energy-dependent cross-sections and greater IMFP causes then a strong decrease of
surface state photoemission as the photon energy increases. For surface resonances
the situation can be very different if the coupling to the bulk continuum is relatively
strong. This is because the cross-section dependence of surface-resonance emission
on the momentum selection rules is significantly reduced due to their bulk-like
behavior. Furthermore, a typical surface resonance shows up with a valuable
spectral weight within the first three or even four atomic layers. Especially, on W
(110) the surface emission has a considerable bulk contribution [57] triggered by
the symmetry gap around C. As a consequence the spectral weight of the resonance
could be much larger than that of a real surface state with the result that a surface
resonance can be observable at soft X-ray or even hard X-ray energies. In this sense
one can use S(H)ARPES measurements or calculations to estimate the fraction of
bulk-like photoemission as part of surface related intensity distributions. This is
somewhat opposed to the so-called determinant criterion [63] that serves as a test
for the surface sensitivity of a given intensity distribution.

We performed HARPES calculations shown in Fig. 7.4 to reveal the bulk-like
part of the highly anisotropic surface resonance. In the upper row (left panel) we
show an intensity plot calculated for p-polarized light along the C-S direction at
hm = 0.5 keV, which is a typical soft X-ray energy. The surface resonance is clearly
observable but with its maximum intensity around C, i.e. within the spin-orbit
induced gap. All other surface-related features have more or less vanished in
intensity. This trend continues when one inspects the middle panel where we
present the corresponding calculation for a photon energy of 1.0 keV, which defines
an excitation energy on the border between the SARPES and HARPES region. The
true HARPES case is presented at the right panel. For a photon energy of 3.0 keV
the surface emission is completely suppressed and only bulk-like emission survives.
Surprisingly, the surface resonance is still observable at hm = 3.0 keV. This tells us
that this surface-related feature is different from conventional surface states.
Although, no dependence on the photon energy is visible, we have a clear cut
argument against a pure bulk state. This result is very uncommon for simple metals
but it was recently discovered also in the surface emission of topological insulators
like Bi2Se3(0001) or Sb2Te3(0001) [64].

The bottom row shows the corresponding spin-polarization pattern of the Rashba
component for all three excitation energies. The polarization calculated under
HARPES conditions appears as the most symmetric one. For lower excitation
energies the polarization pattern appears to be less symmetric if one moves from
negative to positive kjj values. This observation reflects the fact that the symmetry
of the C–S direction is lower than the symmetry of the C–N and C–H directions.
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In other words, the spectra at lower photon energies reflect more the surface than
the bulk symmetry due to the combined effect of energy-dependent cross-sections
and reduced IMFP [13, 16, 20, 40, 61].

7.4 Summary

We have shown several examples of photoemission calculations which reflect the
wide range of applicability of the one-step model of photoemission. In its latest
version, which is directly implemented in the SPR-KKR program package quan-
titative spectroscopical investigations may range from 10 eV up to 10 keV con-
cerning the photon energy. This gives not only direct access to the UV-regime but
also to the so called HARPES-regime of angle resolved photoemission. Due to the
LSDA + DMFT method the range of applicability has been greatly enhanced
ranging now from simple paramagnetic metals to complex layered compounds
inhibiting strong electronic correlations. The recent extent of the one-step model to
disordered magnetic alloys and finite temperatures round up the range of
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Fig. 7.4 Top row: Photoemission intensities calculated for different photon energies with linear
p-polarized light along the C −S direction. Left panel: Intensity map calculated at hm = 0.5 keV.
Middle panel: Intensity map calculated at hm = 1.0 keV and Right panel: Intensity map calculated
at hm = 3.0 keV. Bottom row: Corresponding spin polarizations in the Rashba configuration:
in-plane, perpendicular to the reaction plane. Figure reproduced from [62]
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applicability to a variety of complex 3D- as well as 2D-materials and allows
investigations on surface related features for low photon energies as well as
bulk-sensitive analyses for higher photon energies. As it holds for photocurrent
calculations in the HARPES regime, phonon-related effects are also very important
when analysing the intensity distributions which are obtained for energies around
the Fermi level. The nearly quantitative agreement between experiment and theory,
which is documented in this contribution, illustrates that our approach can work as a
powerful analysis tool for various soft X-ray as well as hard X-ray ARPES
investigations in the future.
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Chapter 8
Recoil Effects in X-ray Photoelectron
Spectroscopy

Yosuke Kayanuma

Abstract Recent advances in hard X-ray photoelectron spectroscopy (HAXPES)
have made it possible to measure electronic energy levels with resolution as high as
80 meV for photon energies extending to as high as 10 keV. For such high energy
photoelectrons, the recoil momentum imparted to the atoms is no longer negligible,
even though the momentum of the incident photon can safely be neglected. Here,
the recoil effects in HAXPES of solids as well as gas-phase molecules are reviewed.
It is shown that by comparison of the experimental data with quantum mechanical
theories based on appropriate models of matter, information on the local environ-
ments of the emitter atoms in the material is obtained.

8.1 Introduction

The foundation of the principles of photoelectron spectroscopy can be traced back
to the celebrated article of Einstein in 1905 [1], in which the kinetic energy Ekin of a
photoelectron is given by the conservation law of energy as

Ekin ¼ hm�W ; ð8:1Þ

where hm is the incident photon energy and W is the binding energy with respect to
the vacuum level. Although this is one of the simplest equations to appear in the
literature, it has the unequaled power of enabling us to determine the binding
energy of the electrons in materials by subtraction of two observable quantities, hm
and Ekin.
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There is another conservation law that also needs to be in the elementary process
of photoemission: the momentum of the whole system should be conserved. An
incident photon of energy hm has the momentum pi ¼ hm=c, where c is the velocity
of light. The ejected electron has the momentum p ¼ ffiffiffiffiffiffiffiffiffiffiffiffiffiffi

2mEkin
p

within the nonrel-
ativistic approximation, where m is the mass of the electron. In the case of a
relatively shallow bound state with high-energy photons, we may neglect
W because it is small compared to hm in (8.1) for a rough estimation. Then, for an
incident photon with an energy on the order of 10 keV, the momentum of the
photon is estimated to be less than the momentum of the photoelectron by an order
of magnitude and can safely be neglected. However, the momentum of the pho-
toelectron may not be negligible in the hard X-ray region. The photoelectron
“kicks” the emitter atom when ejected, which is called the photoelectron recoil
effect. This means the (8.1) needs to be modified because the additional terms
corresponding to the recoil energy must be considered.

The possibility of observing the recoil effects of photoelectrons was noted the-
oretically in the early days of X-ray photoelectron spectroscopy (XPS) [2, 3].
However, this process did not receive much attention, mainly because of the lim-
itation of the experimental resolution in the hard X-ray region, which is where the
recoil effect becomes discernible. Therefore, it was a little surprising when
researchers found an anomalous shift and broadening in the hard X-ray photo-
electron spectrum (HAXPES) measured for the 1s core level of graphite [4]. The
anomalous shift and broadening are caused by the recoil effect of photoelectrons. In
solids, most XPS studies investigating core levels in recent years have focused on
high-resolution measurements using hard X-rays from third-generation synchrotron
light sources [5]. One of the reasons for this trend is the necessity to obtain precise
data about bulk solids by avoiding surface effects. The identification of recoil
effects may pose a new problem in the interpretation of experimental XPS data.

The recoil of a photoelectron results in a peak shift as well as the broadening of
the spectrum. First, let us estimate the magnitude of these effects by considering a
simple model of an atom with mass M in thermal equilibrium in the gas phase. It is
assumed that the atom is moving with momentum ~P and hit by a photon of energy
hm. In the final state, an electron with mass m is ejected from the bound state of
energy �c to the free state with momentum~p. Through conservation of energy and
momentum, we find

�c þ hmþ
~P2

2M
¼ ~p2

2m
þ

~P�~p
� �2

2M
: ð8:2Þ

The observed kinetic energy of the photoelectron is then

Ekin � ~p2

2m
¼ �c þ hm� ~p2

2M
þ
~P �~p
M

: ð8:3Þ
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Taking the thermal average over the initial distribution of ~P, we find the shift of
the apparent binding energy DE ¼ hmþ �c � hEkini,

DE ¼ ~p2

2M

� �
¼ m

M
hEkini: ð8:4Þ

From the equipartition law, the second moment of the spectrum is evaluated as

h Ekin � hEkinið Þ2i ¼
~P �~p� �2D E
M2 ¼ 2DEkBT : ð8:5Þ

This is simply the Doppler broadening.
If an atom is embedded in a solid at low temperatures, the thermal energy kBT

should be replaced by the energy of the typical phonon �h�x. As a measure of the
magnitude of the recoil effect, one may define the effective coupling constant S as

S ¼ DE=�h�x: ð8:6Þ

This is an analogue of the Huang-Rhys factor in electron-phonon interactions.
The value e�S then represents the relative amplitude of the recoilless transition, and
is an analogue of the Debye-Waller factor at low temperatures [6].

For a carbon atom with the mass ratio m/M = 1/22000, DE becomes roughly
0.36 eV for hEkini ¼ 8 keV. This is readily observable by the present level of
experimental resolution. The mass ratio 1/22000 is equivalent to that of a person
with weight of 75 kg to a cargo vessel of 1650 t. When the person dives into the
water from the ship, the recoil movement of the ship, albeit small, is real and should
be observable.

The recoil energy transferred to the emitter atom will be dissipated by the
excitation of phonons in the solids. In molecules in the gas phase, the recoil energy
is dissipated at a translational mode of the center of mass, and excitation of ro-
vibronic modes within the molecule. These effects will distort the line shape of the
HAXPES in addition to causing a peak shift. As a result, the line shape containing
the recoil effect bears information on the local environments of the atoms in
materials. The presence of recoil effects in HAXPES is therefore not an annoyance
but a new spectroscopic tool, provided the data are obtained with sufficient reso-
lution and analyzed carefully.

Here, recent experimental findings on the recoil effects in HAXPES are reviewed
together with theoretical analyses. It is shown that good agreement is obtained
between the experimental data and quantum mechanical theories based on appro-
priate models of matter, which provides insight into the electron-matter interactions
in materials.
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8.2 Recoil Effects in Solids

8.2.1 Core-Level HAXPES

Figure 8.1a shows C 1s core-level spectra of highly oriented pyrolytic graphite
(HOPG) measured at room temperature with soft X-ray excitation (340 and 870 eV)
and hard X-ray excitation (5950 and 7940 eV) [4]. The measurements to obtain
these spectra were performed at SPring-8 using synchrotron radiation. The total
instrumental energy resolution determined for the soft and hard X-rays were 100
and 120 meV, respectively. The spectra were obtained in normal emission geom-
etry; the photoelectron detection angle relative to the sample surface was 90° and
85° for soft and hard X-rays, respectively. The peak position of the spectrum
obtained with hm ¼ 340 eV shifts to higher binding energy compared to that with
hm ¼ 870 eV. This originates from the difference in the chemical shift of the core
level caused by the excitation-energy dependence of the probing depth. The
spectrum measured with hm ¼ 340 eV is dominated by surface effects, while that for
hm ¼ 870 eV is considered to be probing the bulk material [7]. With increasing

285.5          285.0          284.5          284.0

hν=870eV

hν=340eV

hν=5950eV

hν=7940eV

(a) Experiment

Graphite
C 1s

Binding Energy (eV)

1.0 0.5 0.0 -0.5

hν=870eV

hν=5950eV

hν=7940eV

(b) Theory

Recoil Energy (eV)

Fig. 8.1 a Photon-energy
dependence of C 1s core-level
spectra of graphite. The
emission angles are 90°
(hm ¼ 340 and 870 eV)
and 85° (hm ¼ 5950 and
7940 eV) relative to the
sample surface. b Theoretical
spectra that takes into account
the recoil effect using an
anisotropic Debye model [4]
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excitation energy, the peak position shifts to higher binding energy. It is also
obvious that the spectrum becomes broadened and asymmetrical. Although there
are a range of possible origins of the spectral broadening such as plasmon excitation
and phonon excitation, these can be excluded because they cannot explain the
excitation energy dependent peak shift and broadening. Thus, the peak changes are
caused by the recoil effect.

The theoretical treatment of the recoil effect in the core-level HAXPES of solids
is formulated as follows [4]. The interaction with the X-rays aside from irrelevant
factors is given by

HI ¼ aþ ay
� �

~j �~p; ð8:7Þ

where a is the annihilation operator for the X-rays with energy hm and polarization
vector ~j (unit vector), and ~p is the momentum of the electron. In the above
equation, we have assumed the dipole approximation. For the case of interaction
with extremely high-energy photons, the higher terms of the multipole expansion
cannot be ignored. It has been shown [8] that for hydrogen-like atoms, the ratio of
the contribution to the photoelectric cross section by the quadratic term to that by
the dipole term is estimated to be the order of hm=mc2. For X-rays with energy on
the order of 10 keV, therefore, we can safely rely on the dipole approximation.

The initial state of the transition is given by jWii ¼ jhmi � jwci � jii, in which
jhmi is the one-photon state, jwci is the core-electron state with energy �c, and jii is
a phonon state of the crystal. We assume that a core electron of the atom at the
lattice point ~R0 is ejected by the X-rays. The actual nuclear position ~R is given by
~R ¼ ~R0 þ~u, where ~u is the fluctuation of the atom. An important point is that the
wave function of the core electron is given by the form h~rjwci ¼ wc ~r �~R

� �
.

Although this dependence of the core-electron wave function on the nuclear
position ~R seems to be a trivial fact, it plays a key role in the theory of recoil effect.
This form of the wave function means that the core electron follows the instanta-
neous nuclear position adiabatically. The local translational symmetry is thus
guaranteed, and the conservation of momentum directly appears without any ad hoc
assumption of the dynamical equations. The final state of the transition is given by
jWf i ¼ j0i � juKi � jf i, in which j0i is the vacuum of the photon, juKi is the

plane wave of the photoelectron, h~rjuKi ¼ 2pð Þ�3=2exp i~K �~r� �
, with energy

�h2K2=2m, and jf i is a phonon state.
In the evaluation of the matrix element hWf jHI jWii, we change the integration

variable from~r to~r �~R and find

hWf jHI jWii ¼~j �~fhf je�i~K�~Rjii; ð8:8Þ
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in which

~f ¼ 2pð Þ�3=2
Z

d3re�i~K�~r �i�h
@

@~r

	 

wcð~rÞ: ð8:9Þ

The photoelectron spectrum is calculated by the usual second-order perturbation.
After some manipulations, we obtain the following expression for the photoelectron
spectrum as a function of the relative binding energy E measured from the recoilless
value,

I Eð Þ ¼ j~j �~fj2
2p�h

Z1
�1

dte�Et=�h�Cjtj=�hFðtÞ; ð8:10Þ

in which the correlation function FðtÞ is given by the canonical average over the
phonons,

FðtÞ ¼ hei~K�~uðtÞe�i~K�~ui; ð8:11Þ

where ~uðtÞ is the Heisenberg representation of ~u at time t, and C is the lifetime
broadening factor. In the evaluation of (8.11), ~u is expanded by the phonon oper-
ators for the normal modes of the crystal, and we obtain after an exercise FðtÞ ¼
exp GðtÞ½ � where

GðtÞ ¼
X
q

a2q 2nðxqÞ þ 1
� �

cosxqt � 1
� �� i sinxqt

 �
; ð8:12Þ

with

a2q ¼
�h

2N ~Mxq

 !
j~K �~gqj2 ð8:13Þ

and

n xq
� � ¼ 1= e�hxq=kBT � 1

� �
:

In the above equations, q represents the branch index and wave vector of the
phonons, ~M is the mass of a unit cell, N is the number of unit cells, and ~gq is the
polarization vector of the phonons. As shown in (8.10), the photoelectron spectrum
I(E) is a convolution of a structure function with the Lorentz function. The former
consists of the recoilless line, i.e. the zero-phonon line, and its phonon sidebands.

The analogy of the above expression with that for the Mössbauer effect [9] is
noticeable. In the radiative decay of an unstable excited state of nuclei, the emitted
c-ray kicks the mother atom. For atoms in free space, the recoil momentum shifts
the energy of the c-ray to lower energy side because of the Doppler effect, which

180 Y. Kayanuma



results in the prohibition of the resonant reabsorption of the c-ray by the other
atoms. The Mössbauer effect is the revival of the resonant absorption for the
samples in which the radioactive atoms are embedded in crystal lattices. In such
cases, a part of the recoil momentum is accepted by the rigid crystal lattice, and the
spectrum of the emitted c-ray now consists of a sharp recoilless line and its phonon
sidebands. In the case of recoil effect in the core-level XPS, the zero-phonon line is
indiscernible in many cases because of the lifetime broadening of the core-excited
states, unlike the Mössbauer effect.

It is well known that graphite has highly anisotropic phonon dispersions. An
important aspect of the photoelectron recoil effect is that the photoelectron spectrum
depends on the relative angle of the ~K-vector of the emitted electron to the lattice
vector, because the effective coupling constant aq is proportional to the inner
product between ~K and the lattice displacement vector ~gq as shown in (8.13). In
actual calculations, we adopt an anisotropic Debye model for graphite. The
stretching (in-plane) mode and bending (out-of plane) mode are assumed to be
independent with different Debye cutoff frequencies of �hxs;D ¼ 150meV and
�hxb;D ¼ 75meV [10], respectively. The summation over~q in (8.12) is transformed
into the integration over the anisotropic density of states for the two modes.

Theoretical spectra of the C 1s normal-angle emission photoelectrons of graphite
are plotted as a function of recoil energy in Fig. 8.1b. The lifetime broadening (full
width at half maximum) is taken to be 160 meV [7, 11]. The spectra are convoluted
with a Gaussian function corresponding to an experimental resolution of 120 meV.
The agreement with experimental data is good even though there are no adjustable
parameters. In this case, the bending-mode phonons are excited. Each spectrum has
an asymmetric line shape with a low-energy tail. This asymmetry is caused by the
quantum nature of phonons; the phonon side band forms a Poisson distribution
rather than a Gaussian distribution, just like the optical absorption spectra for the
electron-phonon coupled systems [6]. Although the measurement was carried out at
room temperature, the broadening originates almost from the zero-point vibration
[12]. Note that at 870-eV excitation, the asymmetric broadening is discernible even
though the peak shift is quite small.

Figure 8.2a depicts experimental photoelectron spectra for HOPG C 1s [4]
measured with 7940-eV excitation at emission angles of 85° and 30° relative to the
sample surface. The emission angle is controlled by tilting the graphite plane against

the X-ray beam, because~fk~K for the 1s core level as shown in (8.9). The peak shifts
to slightly lower binding energy and becomes broader in the grazing emission
spectrum compared with normal emission. Theoretical spectra are shown in
Fig. 8.2b. The theoretical spectra reproduce the observed emission-angle depen-
dence well. The broader peak in the grazing angle emission than the normal emission
is attributed to the stiffness against lattice distortion in the direction parallel to the
surface compared with that in the normal direction. This can be understood in the
following way. In the potential well for atomic motions, the uncertainty in coordi-
nate space is smaller for a stronger spring constant than a weaker one. This in turn
results in larger uncertainty in the momentum space. Because the spectral widening
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is caused by the Doppler broadening from zero-point vibrations, it becomes wider in
the grazing angle emission for which the relevant spring constant is larger than the
normal emission. The small difference of the peak position between normal and the
grazing-angle spectra is also attributed to the quantum effect; the larger the quantum
of phonons is, the larger the relative amplitude of the recoilless transition is, because
the effective coupling constant S becomes smaller. This is seen if one takes the
Debye cutoff frequency for a typical phonon frequency �x in (8.6). Therefore, the
peak shift is smaller in the grazing-angle emission. Note that DE given in (8.4) is,
strictly speaking, the first moment of the spectrum, which does not necessarily
coincide with the peak position because of the asymmetry. Although the gross
spectral shape of the recoil effect can be understood by the semiclassical approxi-
mation [13], it is necessary to use a full quantum-mechanical analysis taking into
account the solid-state effect for such high-resolution spectroscopy.

Vos et al. [14] noticed the universality of the angle dependence of the recoil
effect in graphite observed in large angle electron scattering [15], neutron scattering
[16] and HAXPES [4]. In scattering experiments, the direction of momentum
transfer ~q can be controlled by choosing the events between the transmission
configuration (here~q is parallel to the graphite plane) and reflection configuration (~q

285.5 285.0 284.5 284.0

grazing
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(85deg)

(a) Experiment

Graphite
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(bending)
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RecoilEnergy(eV)

(b)Theory

Fig. 8.2 a C 1s core-level
spectra of graphite measured
at a photon energy of 7940 eV
and the emission angles of
85° (normal) and 30°
(grazing) relative to the
sample surface.
b Theoretically obtained
spectra with Debye energies
of �hxb;D ¼ 75meV and
�hxs;D ¼ 150meV for bending
and stretching modes,
respectively [4]
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is perpendicular to the plane) by tilting the HOPG samples for a fixed scattering
angle. Figure 8.3a presents spectra for electron scattering measured in the trans-
mission configuration (open circles) and reflection configuration (filled squares)
against recoil energy [15]. This electron scattering experiment was performed at
40 keV with a scattering angle of 44.3°, which corresponds to a momentum transfer
of 41.7 a.u. To calibrate the zero point of energy loss, a small amount of Au was
added to the sample, which provided a separate peak that is very close to (but not
coincident with) the zero-energy loss. The photoemission data illustrated in
Fig. 8.3b are the same as in Fig. 8.2a. Meanwhile, Fig. 8.3c contains the data for
neutron scattering [16] for transmission (open circles) and reflection (filled squares).

Despite the differences in the physical processes underlying these three exper-
iments, the similarity of their spectral features is startling. The recoil loss spectra
corresponding to the momentum transfer along the graphite plane always give
broader peaks with slightly smaller shifts compared with those for perpendicular
momentum transfer. Actually, all three sets of experimental data are well fitted by
the anisotropic Debye model without any adjustable parameters. In the neutron
scattering experiment performed by Fielding et al. [16], the value of the momentum
transfer (23.4 a.u.) is very similar to that for the photoemission experiment [4] (23.8
a.u.). Therefore, it is meaningful to compare the data shown in (b) and (c) not only
qualitatively but also quantitatively. The agreement of the data in (b) and (c) is
good. The agreement of the theoretical calculations based on the single-site
approximation with the experimental data indicates that the correlation of the
recoil effects in the photoemission and particle scatterings discussed by Fujikawa
et al. [17] plays only a minor role.

The recoil effect in the core-level HAXPES has also been ascertained in other
materials with relatively light elements such as the B 1s of MgB2 (M = 11) and Al

Fig. 8.3 Spectra for HOPG samples obtained from three types of scattering experiments
a electron scattering, b 1s photoemission and c neutron scattering. The momentum transfer is
perpendicular (filled squares) and parallel (open circles) to the graphite planes [14]
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2p (M = 27), where systematic shifts and broadening of the spectra are clearly
observed [18].

8.2.2 Valence-Band HAXPES

In the recoil effect of photoelectron emission, it is assumed that the electron kicks
one atom when ejected. Therefore, it may not be surprising if one observes the
recoil shift of the binding energy in core-level HAXPES, because the core electron
is tightly bound to a particular atom. It is an intriguing question whether or not the
valence electrons in a crystal in a Bloch state exhibit recoil effects. In particular, the
recoil effect about nearly free electrons in the conduction band of simple metals is
unclear. Because the nearly free electrons in metals have delocalized wave func-
tions extending all over the crystals, the recoil effect would not seem to be present at
first glance.

It is instructive to reconsider here the role of the conservation of momentum in
the photoemission processes. It should be noted that a free electron can never be
photoemitted because it is impossible to satisfy both of the conservation laws of
energy and momentum. In order to satisfy the conservation of momentum, there
must be third particles, i.e. nuclei, in addition to the photon and the electron. In the
traditional theory of the photoemission, the initial state wave function wð~rÞ in solids
is assumed to have the form wð~rÞ ¼Pi fið~r �~R0

i Þ, where~R0
i is a constant parameter

representing the coordinate of relevant nucleus. Behind this form, it is implicitly
assumed that the nuclei have infinitely heavy masses. The above wave function then
yields a finite cross section of the photoemission without violating the conservation
of momentum. It is worthwhile to note that the fact that one observes the
valence-band photoemission in the HAXPES for metals itself indicates that the
nearly free electrons actually see the lattice structure, because higher order
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Umklapp processes are needed in order to be compatible with the momentum
conservation law.

Figure 8.4 shows photoelectron spectra around the Fermi edge of Au (squares)
and Al (circles) measured at 20 K at excitation energy of 7940 eV [19]. The binding
energy scale is calibrated by assuming that the recoil energy in Au (M = 197) is
negligible. As clearly seen, the Fermi edge of Al (M = 27) is shifted to higher
binding energy from that of Au. Because the Fermi level of metals should coincide
in energy with each other in XPS measurements, this apparent shift of Al Fermi
level relative to Au must be caused by the recoil effect, and it is therefore direct
experimental evidence of its existence for Bloch electrons. Furthermore, the
inclination of the edge slope is reduced for Al compared with that for Au. The
conventional fitting using the Fermi-Dirac function indicates an energy shift of
120 meV for Al relative to that for Au, and Gaussian widths of 160 meV for Al and
120 meV for Au. The broadening of the line width for Al is also a sign of the recoil
effect.

Soft X-ray spectra of Au (squares) and Al (circles) measured at 50 K with an
excitation energy of 880 eV are presented in Fig. 8.5. In the wide-range plot
(Fig. 8.5a), it is difficult to recognize the difference between the spectra of Au and
Al. However, in the expanded spectra (Fig. 8.5b), the energy shift and broadening
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of the Fermi-edge profile are certainly observed. Fitting analysis clarified that there
is an energy shift of 12 meV for Al relative to Au.

First we present a formal theory to analyze the experimental data, and then
discuss its physical meaning. Consider the transition probability Ið~k; ~KÞ in which a
Bloch electron with wave vector ~k is emitted to the free-electron state with wave
vector ~K by an X-ray photon with energy hm. Without the recoil effect, the com-
ponent of the wave vector parallel to the surface is conserved in the periodic-zone
scheme. The perpendicular component is not conserved, but is determined by the
conservation of energy. In the presence of the recoil effect, this is written as

hmþ �k þ �i ¼ EK þ �f ; ð8:14Þ

in which �k is the energy of the Bloch electron measured from the vacuum level,
and �i and �f are the energies of the phonons in the initial and final states,
respectively. The initial and final states of the transition are also the same as given
in the previous subsection: the only difference is that in the initial state jWii,
the electronic wave function is given by the Bloch state jwki instead of the
core-electron state jwci. The Bloch state h~rjwki � wkð~rÞ is expanded by the
Wannier function as

wkð~rÞ ¼ N�1=2
X
i

ei
~k�~Riw ~r �~Ri

� �
; ð8:15Þ

where ~Ri is the lattice vector at site i. We assume that ~Ri is a dynamical variable
fluctuating around the fixed lattice point ~R0

i as ~Ri ¼ ~R0
i þ~ui with ~ui being a dis-

placement vector. This lattice fluctuation usually gives rise to a local change of the
band energy of the deformation potential type. We neglect this electron-lattice
interaction for simplicity. The interaction Hamiltonian HI with the X-rays is given
by (8.7).

The transition probability I ~k; ~K
� �

is given by Fermi’s golden rule,

I ~k; ~K
� �

¼
X
f

jhWf jHI jWiij2d EK þ �f � hm� �k � �i
� �* +

; ð8:16Þ

in which the summation runs over the final phonon states and h� � �i means the
canonical average over the initial phonon states. The electronic part of the transition
matrix element is given by

huK jHI jwki ¼~j �~f 1ffiffiffiffi
N

p
X
i

e�ið~K�~kÞ�~R0
i e�i~K�~ui ; ð8:17Þ
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in which the transition dipole moment~f is given in the same form as that in (8.9)
with the core-level wave function wcð~rÞ being replaced by wð~rÞ. Note that in the
absence of the recoil effect ~ui ¼ 0, the conservation of the k-vector is recovered
with the modulus of the reciprocal lattice vectors. Using the same technique as
before, the transition probability Ið~k; ~KÞ can be written as a Fourier transform of a
generating function. In the case of valence-band photoemission, there appears an
infinite sum of the correlation functions FiðtÞ,

FiðtÞ ¼ hei~K�~uiðtÞe�i~K�~u0i;

which describes the spatiotemporal correlation between phonons created at 0-site at
t = 0 and those at i-site at time t. Because of the dispersion of the phonon spectrum,
the contribution from the off-diagonal terms i 6¼ 0 is much smaller than that from
the diagonal term i = 0. Taking into account only the diagonal term F0ðtÞ in
accordance with the incoherent scattering approximation [20], we arrive at an
expression similar to (8.10),

Ið�;EÞ ¼ 1
2p�h

Z1
�1

dteiðE��Þt=�hF0ðtÞ; ð8:18Þ

where we have changed variables from~k and ~K to the binding energy � ¼ ��k � /
and the apparent binding energy E ¼ hm� EK � / (/ is the work function),
respectively. The actual spectrum is calculated by taking the average over the initial
distribution of the electrons

IðEÞ ¼
Z

d�Ið�;EÞf ðl� �ÞDð�Þ;

where f ð�Þ is the Fermi distribution function, μ is the chemical potential, and Dð�Þ is
the density of states near the Fermi edge, which is approximated to be nearly
constant. Finally, I(E) is convoluted with the Gaussian broadening function because
of the resolution of the apparatus.

The theoretical curves for HAXPES for Au and Al with an excitation energy of
7940 eV are shown in Fig. 8.4. The Debye energies are �hxDðAlÞ ¼ 36:8 eV and
�hxDðAuÞ ¼ 14:2meV, respectively. The broadening caused by the experimental
resolution was fixed to 108 meV (FWHM) from the fitting of the Au line shape. As
shown in Fig. 8.4, the agreement of the experimental data with the theoretical curve
is good. The apparent Fermi energy of Al is shifted by 120 meV compared with that
of Au because of the recoil effect. Equation (8.4) estimates this shift to be 138 meV,
so the theory correctly reproduces the experimental value. The reduction from 138–
120 meV can be explained by the quantum effect of the phonons. In the case of
HAXPES using X-rays with energy as high as 7940 eV, even the observed Fermi
energy of Au is shifted by about 24 meV from its true value. Figure 8.5 presents the
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results for excitation with an energy of 880 eV on an expanded scale. Although the
difference between the spectra for Al and Au is very small, it does exist and agrees
with the theoretical calculation as shown in Fig. 8.5b.

8.2.3 Site-Specific Recoil Effect in Compounds

One of the purposes of XPS of solids is to elucidate element-selective information
on the electronic states in the valence band. Resonant photoelectron spectroscopy
(RPES) has proved to be a powerful tool to obtain such information [21]. Analysis
of the experimental data measured by RPES requires knowledge of the core excited
states as the intermediate state of transition. Sometimes this complicates the anal-
ysis because of intermediate-state interactions. Observation of recoil effects in
valence-band photoemission spectra then suggests a fascinating possibility to use
HAXPES as a tool to extract information on the local density of states associated
with the atomic species on which the hole localizes [22].

The valence band of a composite crystal is often made of hybridized orbitals
originating from atoms with both light and relatively heavy masses. Typical
examples are the oxides of transition metals or rare earth species. Although
the valence electrons occupy the coherently hybridized and delocalized states in the
ground state, the valence-band holes will be localized on each atomic orbital at the
moment the kinetic energy of the photoelectron by the hard X-rays is measured.
This is a lesson that the recoil effect of the valence band in Al shown in Fig. 8.4
teaches us. By calculation of a simple model of a binary compound, it was shown
that the spectral deformation caused by the recoil effect in valence-band HAXPES
is described by a combination of the local density of states associated with the
atomic species, the ionization cross sections of the atomic orbitals and the modu-
lation factor related to the recoil effect [22]. This theoretical prediction will be
applicable to the evaluation of the degree of hybridization of the 3d or 4f orbital of
transition metal ions with 2p of ligand oxygen atoms at the Fermi edge in various
oxide materials. The shift and broadening of the Fermi edge indicates the relative
contribution from each atomic species. The material dependence of the recoil effects
in the valence band of vanadium oxide compounds has recently been reported [23].

A recent experiment on the recoil diffraction of backscattered electrons in Al2O3

[24] should be mentioned. The researchers found that the electron energy loss
spectrum caused by the nuclear recoil effect contains the site-specific information:
the energy-loss peaks are assigned to scattering by Al or O. This opens up a
possibility of element-resolved crystallographic measurements.
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8.2.4 Localization of Bloch Electrons by High-Energy
Probing

The valence electrons in solids have delocalized wave-like nature described by
Bloch functions. Specifically, the conduction electrons in simple metals are con-
sidered to be a typical example of nearly free electrons. Actually, many physical
properties of simple metals such as their electric conductivity, heat capacity or
optical response in the visible or infrared region can be well understood by con-
sidering a model of free-electron gas with effective masses. In contrast, the exis-
tence of the recoil effect at the Fermi edge in Al seems to indicate that the electrons
are tightly bound to individual atoms. Let us discuss how this apparent discrepancy
can be resolved.

Even the nearly free electron states in solids must have rapidly oscillating parts
in the vicinity of the atomic cores because of the requirement of orthogonality to the
core levels. The simplest approximation to incorporate this requirement is the
orthogonalized plane-wave (OPW) approximation [25], in which the wave function
for the Bloch state is given by

wkð~rÞ ¼ w0
kð~rÞ �

XN
i¼1

X
core

hwi;corejw0
kiwcoreð~r �~RiÞ; ð8:19Þ

aside from the normalization constant, where w0
kð~rÞ is the plane wave and wcoreð~r �

~RiÞ is the core state at site i. In Fig. 8.6, the spatial profile of the OPW function is
schematically plotted together with the wave function of the high energy free
electron state which is the final state of photoemission. In the evaluation of the
transition amplitude huK jHI jwki, the contribution from the plane-wave part in wkð~rÞ
will be very small because of the great mismatch of the wavelength, j~Kj � j~kj in
HAXPES, and the main contribution will come from the rapidly changing part of
the core-level wave function in the OPW. Thus, the valence emission originates
only from the close vicinity to the atomic cores, even though the wave functions are

kψ

Kϕ

Fig. 8.6 Schematic diagram of the wave functions of the nearly free electron wk in the
orthogonalized plane-wave approximation and the photoelectron uK
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widely delocalized. It may be said, therefore, that even the nearly free electrons in
metals are tightly bound to atoms, if one uses a high-energy probe to detect them.

In connection with this conjecture on the localization of valence electrons by a
high-energy probe, two topics are worth mentioning. The first is the X-ray pho-
toelectron diffraction (XPD) of Al. Osterwalder et al. [26] found that the azimuthal
pattern of the integrated valence-band XPS by Mg Ka excitation of Al is essentially
the same as that for the 2s core line, as shown in Fig. 8.7. This means that the holes
in the valence band of Al are somehow localized at the atomic site like the core
holes in the final state of high-energy photoemission. This is in sharp contradiction
to the well-established free electron-like picture of the valence electrons of Al. The
sensitivity to the atomic displacement through the orthogonality requirement and
the decoherence caused by the phonon emission from the recoil effect together
induce the hole localization for high-energy excitation.

The second topic is the recent developments in the X-ray standing-wave
(XSW) technique [27]. An XSW is formed by the coherent superposition of two
plane waves of X-rays. Evidence for XSWs was first reported by Batterman [28],
who formed an XSW inside a Ge crystal by superposition of incident and
Bragg-reflected X-ray beams. The advent of third-generation synchrotron radiation
sources has made it easier to obtain sufficiently collimated and monochromatic
X-ray plane waves. By controlling the phase of the superposition of the incident and
elastically scattered waves, it has become possible to use XSWs as a new spec-
troscopic tool to obtain information about electronic states with spatial resolution in

Fig. 8.7 a XPD azimuthal
pattern of integrated valence
band measured for a ð001Þ
single crystal of Al using
Mg Ka radiation. b Same as
(a) for electrons detected from
the 2s core line [26]
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the order of the X-ray wave length [27]. This is done by adjusting the position of
the maxima of the XSW to the plane of target atoms, and by measuring the signals
from inelastic scatterings such as photoelectrons or X-ray fluorescence. The XSW
technique has been used for site-specific investigation of interfaces, surfaces and
bulk crystals [29].

Figure 8.8 shows high-resolution photoelectron spectra for cystalline GaAs
recorded utilizing the GaAs(111) and GaAs(–1–1–1) reflections at the same photon
energy hm ¼ 1900 eV [30]. This energy was chosen to locate the maxima of the
X-ray standing-wave field on either the cation or anion sites for this heteropolar
crystal. As evident from the figure, either the Ga 3d or As 3d core-level emissions
are enhanced by over a factor 2 when the Ga or As atomic planes are preferentially
excited. Additionally, note the large differences in line shape between the
valence-band structures (see inset). The valence-band features at the lowest and
highest energies are enhanced when the maxima of the electric-field intensity are
placed on the As atomic sites, the feature at intermediate kinetic energy is enhanced
when the maxima of the electric-field intensity are placed on the Ga atomic sites.

From the theoretical calculations of Cohen and Chelikowsky [31], it is well
established that the three lobes observed in the valence-band spectrum of GaAs,

Fig. 8.8 Comparison of the photoemission spectra, referenced to the valence-band maximum, for
the GaAs(111) (shaded line) and GaAs(–1–1–1) (bold line) reflections over the kinetic-energy
range of the Ga 3d, As 3d, and crystal valence-electron emissions recorded at photon energy
hm ¼ 1900 eV. The inset compares the valence-band region of the spectra. The features at the
lowest and highest energies of the valence band are enhanced when the maxima of the
electric-field intensity are placed on the As atomic planes, whereas the feature at intermediate
kinetic energy is enhanced when the maxima of the electric-field intensity are placed on the Ga
atomic planes [30]
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typical of the covalent semiconductors, are directly related to the crystalline band
structure; they arise from the hybridization of Ga and As 4s and 4p atomic orbitals.
The first lobe at lowest energy corresponds to electronic states that are strongly
localized on the As anion site and originate from the As 4s and 4p level. The second
lobe is more complex; its character changes from Ga 4s to As 4p with increasing
energy going from the band edge to the band maximum. The third lobe encom-
passes the top two valence bands; it extends to the valence-band maximum and is
mostly of As 4p character. Clearly, these conclusions based on the density func-
tional theory calculations are supported by these raw data.

Similar analysis has been used to study the chemical bonding in the transition-
metal oxide crystal rutile TiO2, where careful analysis of the angular-momentum
dependent photoelectron cross sections of different valence orbitals led to a fun-
damental understanding of the chemical bonding [32].

8.3 Recoil Effect in Molecules

The recoil effects in XPS have been rather consciously investigated with respect to
molecules in the gas phase [33]. In the core-level XPS of molecules, the recoil
momentum is delivered to the translational mode (a trivial effect), vibrational
modes, and rotational modes. As noticed by Domcke and Cederbaum [3], one of the
spectroscopic signatures of the molecular recoil effect is the violation of the
Franck-Condon principle of vibronic excitation, because the emitted electron
transfers the momentum impulsively to the emitter atom.

The first experimental measurement of the recoil-induced deviation of the vib-
ronic progression in the photoelectron emission was performed for the C 1s pho-
toelectrons of methane [34]. The vibrational structure of methane has been studied
in detail both theoretically and experimentally [35]. At the C 1s ionization, it
exhibits a single vibrational excitation of the symmetric stretching mode of the C–H
bond. The recoil effect would be observed as a spectral change of the vibronic lines
in accordance with the change of excitation energy. However, this choice of sample
proved poor. The ratio of the momentum transferred to the relative mode is small
when the mass ratio of the emitter atom to the total mass is large, as can be easily
understood by classical mechanics [33]. Because the C atom has 75 % of the total
molecular mass of methane, most of the recoil momentum is delivered to the
center-of-mass motion. In fact, as shown in the lower panels in Fig. 8.9, the change
of the vibronic spectrum of CH4 is quite small when the excitation energy is varied
from 360 to 1050 eV.

So, Thomas and coworkers [36] examined C 1s emission in CF4 molecules. In this
case, the C atom constitutes only 13.5 % of the molecular mass. In addition, the
Franck-Condon factor for the symmetric stretching mode is quite small in CF4. As
shown in the upper left panel of Fig. 8.9, the photoelectron spectrum at 330 eV is in
fact well fitted by a single m ¼ 0 vibronic line. The spectrum obtained for 1500 eV
excitation is shown in the upper right panel. Additional vibronic structure is clearly
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observed in the low-energy part of the spectrum as a shoulder. This shoulder is caused
by the excitation of the asymmetric modes by the recoil effect, which is evidence for
the symmetry breaking because of the momentum transfer to the emitter atom.

The recoil effect caused by the Auger electron after deep-core excitation to the
ionization threshold has also been observed in the gas phase for Ne2 dimers [37]. In
this case, the nuclear motion is probed by the interatomic Coulombic decay (ICD).
The angle dependence of the coincidence of fragmentation of Ne2 ions and the ICD
electrons reveals the effect of the momentum transfer of the Auger electrons to the
dimer.

8.4 Summary and Outlook

High-resolution HAXPES measurements have clearly revealed the existence of
recoil effects in solids and molecules. Recoil effects have been established not only
in core-level HAXPES but also in the valence-band HAXPES of typical metals with
nearly free electrons. The recoil effects become salient for materials containing light
atoms. A number of important elements, such as C, N, and O belong to this

Fig. 8.9 C 1s photoelectron spectra for CH4 (bottom) and CF4 (top) molecules, near the ionization
threshold (left) and at high photon energies. Circles—experiment, solid lines through data points—
curve fitting results [33]
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category. Because the recoil effects reflect the spring constant of vibration around
the emitter atom as shown in previous sections, it may be a new tool to probe the
local environment of site-specified atomic species in matter. In some materials,
light-element ions are considered to be located in highly anisotropic configuration.
A typical example is the Li ions in the electrodes of ionic batteries. Core-level
HAXPES may be used to probe the anisotropy of the mobility of Li ions by
measuring the emission-angle dependence of their spectra.

In the quest for bulk sensitivity, angle-resolved photoelectron spectroscopy
(ARPES) is being extended to the hard X-ray region [38]. The existence of recoil
effects then poses a fundamental question on the range of applicability of hard
X-ray ARPES [29], because the recoil-generated phonons may interfere with the
coherence and localize the hole in the valence band even at zero temperature. In this
respect, the site-specific measurement of the valence band by the XSW technique
has been briefly reviewed. The point is that the interaction of the valence electrons
with hard X-rays is localized to the close vicinity to the atomic core. This is a
common feature with the recoil effect of valence-electrons. The
localization-delocalization problem has been a subject of long-lasting interest in
solid-state physics. It will be worthwhile to investigate this problem in light of the
recoil effect in HAXPES by state-of-the-art high-resolution spectroscopy.
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Chapter 9
Depth-Dependence of Electron Screening,
Charge Carriers and Correlation: Theory
and Experiments

Munetaka Taguchi and Giancarlo Panaccione

Abstract Core-level Photoemission Spectroscopy (PES) has played a very
important role in our understanding of the electronic structure of correlated transition
metal and rare-earth compounds. The appearance of strong satellite structures
accompanying the main PES spectra in correlated systems is well known, and
systematic variations in the position and intensities of these satellites provide us with
important clues to their electronic structures. In spite of these successes, the surface
sensitivity of PES has often led to controversies regarding surface versus bulk
electronic structure, and hence, hard X-ray photoelectron spectroscopy (HAXPES)
is very important and promising. HAXPES is a bulk sensitive probe of the electronic
structure due to its ability to overcome surface sensitivity of conventional PES.
Unlike soft X-ray PES, 2p core-level HAXPES have shown additional well-screened
features with significant intensity at the low binding energy side of the main peak.
These features were explained well by the configuration-interaction model including
a screening channel derived from coherent states near Fermi energy. Here, we review
these advances and examine the application of HAXPES to studies of the strongly
correlated electron systems, especially for 3d transition metal compounds. The
details of the well-screened features are also discussed.
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9.1 Introduction

Photoelectron spectroscopy (PES) is an indispensable tool for studying the prop-
erties of condensed matter. Over the last decade the Hard X-Ray PES (HAXPES)
technique made a major impact in unraveling the electronic properties of solids,
encompassing a large field of applications, from fundamental to applied science
[1, 2]. Recent advances in the development of synchrotron radiation beamlines
made possible to exploit HAXPES with an extremely large dynamic range in
photon energy (2–15 keV) and the necessary high flux and energy resolution (1011/
1012 photons/s on the sample in a bandwidth of 50–300 meV) to overcome the
strong reduction of photoionization cross section at high energy [3–10], Paying the
price of a minimum energy resolution in the order of*50 meV, yet good enough to
obtain reliable comparison with the standard surface sensitive PES experiments,
HAXPES proves an information depth up to 15–20 nm for electron kinetic energy
≥5 keV, corresponding to truly bulk sensitivity with chemical selectivity [3–10].
A paradigmatic example of the merit of HAXPES comes from the study of strongly
correlated materials, like Transition Metal Oxides (TMO). In these systems, a
general agreement has been reached on the fact that the surface sensitivity of
standard PES becomes a limitation when the need is to obtain information about
bulk electronic properties; this limitation is particularly important when dealing
with electron correlation, where structural distortion, stoichiometry changes, strong
reactivity to external agent and major atomic and/or electronic reconstruction often
appear at surfaces, preventing to obtain meaningful and reliable informations about
the solid as a whole. Moreover, bulk properties cannot necessarily be predicted
from those observed at larger or smaller scales and are not simply scalable from
surface and interface ones [11].

Thus, the analysis of the true bulk electronic structure in many oxides, Mott-
Hubbard and mixed valence systems, heavy Fermion compounds, and anomalous
metals/doped semiconductors have been successfully addressed by HAXPES in
recent years both experimentally and theoretically [8]. In this chapter we discuss
selected examples, with the aim of: (a) focusing on the HAXPES-only features
recently found in TMOs, revealing profound differences between surface and bulk
electronic screening and correlation, (b) underlining the importance of HAXPES in
establishing a link between experiment and theory, and (c) describing some of the
potentialities of the HAXPES technique. It is important to underline that HAXPES
benefits not only of high bulk sensitivity but also of a direct access to electronic
states near the Fermi level, i.e. to the energy scale of the electronic correlation [12].
However, the present contribution focuses mainly on core-level results and theo-
retical methods; a thorough discussion on valence band HAXPES can be found in
other chapters of the present volume.
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9.2 Transition Metal Oxides and ‘Bulk-Only’ Features

In TMOs, minute changes—the energy scale of the relevant processes lies in the
meV regime—of the electron, spin, and orbital degrees of freedom correspond to a
drastic variation of their macroscopic properties, with materials passing from
insulating to metallic and even to superconducting behavior, or changing their long
range magnetic state [13, 14]. Whether one considers the simple classical oxides
such as NiO, CoO, FeO, V2O3, VO2 and Cr2O3, or more complex ones such as high
temperature superconductors, these systems represent a challenge for understanding
by both theory and experiment [13, 14]. Both classes cannot be tackled without the
large probing depth of HAXPES. The use of high photon (thus high kinetic) energy
does not only mean to probe more deeply in the solid, but also to access core-levels
and make use of chemical shifts, multiplets, satellites, and other fine structures in
these spectra as an additional and important source of information other than
valence band only.

In this context, it is particularly significant that a totally new class of satellites
structure has been observed in HAXPES spectra of 3d based TMOs and more
recently in diluted magnetic semiconductors. The first observation of a bulk-only
HAXPES feature in 3d-TMOs has been reported by Horiba et al. [15]. Figure 9.1
shows Mn 2p core-level spectra of LaMnO3 at 300 K measured with differ-
ent probing depths by changing the photon energy and emission angle. At
hv = 5.95 keV, a clear shoulder appears at the low binding energy side of Mn 2p3/2
(arrow). The intensity of such shoulder decreases for larger emission angles (i.e.
when surface sensitivity is enhanced) and almost disappears at low photon energy
(e.g. increased surface sensitivity due to the lower kinetic energy). The observed
behavior clearly points to a bulk feature. In a similar experiment on
La0.7Sr0.3MnO3, Mn 2p core-level measured in the HAXPES regime also display
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Fig. 9.1 Mn 2p3/2 core-level spectra of LaMnO3 measured with different probing depth by
changing photon energy (800 eV and 5.95 keV) and emission angle (0°, 10°, and 75°) [15]. 0°
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the low energy extra feature observed in Fig. 9.1 [16]. Interestingly, such structure
disappears above Tc, corresponding to the passage between a metallic ferromag-
netic phase to an insulator paramagnetic one. Furthermore, the dramatic changes
with Sr doping have been also observed. Figure 9.2 shows Mn 2p core-level spectra
of La1-xSrxMnO3 (LSMO) at 300 K measured with different Sr doping [15]. Here,
by substituting the tri-valence element La with di-valence element Sr in LaMnO3,
some holes are introduced into the system. Since it has been widely recognized that
the hole-doping plays an important role in determining the transport properties and
the complex behaviors of magnetic and structural transitions of LSMO, it suggests
the strong correlation between the observed changes of extra features and the
physical properties.

The bulk-derived extra or “well-screened” feature exhibits the following char-
acteristics: the separation between the main peak and the well-screened feature
increases with hole doping until x = 0.4, but reduces for x = 0.55. This behavior is
similar to the physical properties, that is, with increasing x, the hole doping pro-
duces a ferromagnetic phase with increasing Tc and reduced resistivity until x = 0.4.
On further hole doping, a magnetic transition from the ferromagnetic metal to the
antiferromagnetic metal state is induced for x > 0.5. These changes observed in
HAXPES Mn 2p3/2 spectra at low binding energy side have not been observed in
earlier soft X-ray PES spectra of bulk polycrystals, single crystals as well as thin
films of manganites. All these results strongly indicates that a well-screened feature
observed in HAXPES originate from truly bulk properties. Moreover, these
well-screened features cannot be interpreted in the usual cluster model or Anderson
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impurity model applied to transition metal (TM) compounds. ‘Well-screened’
features in the core-level of strongly correlated systems have been observed in the
past, mainly in 4d and 4f base system and have been interpreted following the
approach of Gunnarsson, Fuggle et al. [17–19]. The observation of Horiba et al.,
however, raised new questions on 3d-TMOs. To address this issue, Taguchi et al.
have proposed new theoretical model which includes an additional screening
mechanism from electronic states near the Fermi level [20]. The comparison
between the HAXPES spectra and the optimized calculations are also shown in
Fig. 9.2. Although, the detail of the calculation will be shown in next section, the
calculation reproduces well the intensity and position of the well-screened feature
of HAXPES spectra for all x values. Furthermore, the results shown in Fig. 9.2 have
been confirmed by other experimental results, and similar satellites have been
observed in other core-levels of LSMO, e.g. Mn 3s [16].

9.3 Theory of Well Screened Satellites (Evolution
of the Screening, Hybridization Parameters, Etc.)

In this section, we describe theoretical aspects of core-level HAXPES spectra, with
emphasis on the basic understanding of the underlying physics. Before looking into
the details, let us first make one general remark. As we mentioned in the previous
section, HAXPES spectra shows totally new class of satellite peaks in the
2p core-level for many TMOs. Those additional peaks strongly depend on the
doping, metallic or insulating states (bulk or surface). However, it should be noted
that the difference between spectral shapes of metallic and insulating states (or bulk
and surface states) never imply the difference between core electronic states of
metal and insulator (or bulk and surface states). Basically, there is no difference in
core-level electronic states between them. If that is the case, what factors have led to
the difference? The key factors for this question are the core hole and the screening.
In the core-level photoemission process, a core electron is excited by an incident
X-ray and ejected from the solid as a photoelectron. A core hole can be defined as
the absence of a deep core electron in a core-level. The system with core hole will
be in extremely unstable states, because of the positive charge of core hole. After
the core electron excitation, the valence or conduction electrons around the core
hole are polarized and try to screen the core hole in order to get back to a stable
state. Since the character of the valence or conduction electrons are different in
between metal and insulator (or bulk and surface states), the behavior of screenings
are also different. This difference of screening is reflected in the core-level spectrum
as a spectral asymmetry and satellites.

For the analysis of core-level and valence band PES spectra, one of the most
widely used and prime theoretical model is a cluster model (or Anderson impurity
model). In this model, we consider only a central TM atom with localized 3d state,
but at the same time appropriate linear combinations of ligand 2p orbitals on
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neighboring sites, and the hybridization between local 3d states and ligand states is
taken into account. The Hamiltonian of the conventional cluster model for 3d TM
compounds is given by

HI ¼
X

Cr

e3dðCÞdyCrdCr þ
X

mr

e2pp
y
mrpmr

þ
X

Cr

epðCÞayCraCr þ
X

Cr

VðCÞðdyCraCr þ ayCrdCrÞ

þ Udd

X

ðCrÞ6¼ðC0r0Þ
dyCrdCrdyC0r0dC0r0

� Udc

X

Cmrr0
dyCrdCrð1� pymr0pmr0 Þ

þ Hmult: ð9:1Þ

Here e3dðCÞ, e2p and epðCÞ represent the energies of TM 3d, TM 2p and ligand
state such as oxygen 2p states, respectively, with the irreducible representation Γ of
the local symmetry around the TM atom. The indices m and σ are the orbital and the
spin states. VðCÞ, Udd, and −Udc are the hybridization between the TM 3d and the
ligand states, the on-site repulsive Coulomb interaction between TM 3d states and
the attractive core hole potential, respectively. The Hamiltonian Hmult describes the
intra-atomic multiplet coupling between TM 3d states and that between TM 3d and
TM 2p states. The spin-orbit interactions for TM 2p and 3d states are also included
in Hmult.

This approach is well established for explaining soft X-ray PES spectra for
various strongly correlated electron systems in general [21–24]. However, as
mentioned above, the same model was found to be insufficient to explain the extra
peak in HAXPES results. In order to address these problems, Taguchi et al. have
introduced an additional state near Fermi level labeled ‘C’ as a new screening
channel described by HII term in addition to the usual cluster model (HI term),

HII ¼
X

Cr

ecðCÞcyCrcCr þ
X

Cr

V�ðCÞðdyCrcCr þ cyCrdCrÞ: ð9:2Þ

An effective coupling parameter V�ðCÞ for describing the interaction strength
between TM 3d orbitals and the C state is introduced, analogous to the hybrid-
ization VðCÞ. The charge transfer energy from the additional state to the TM
3d orbital is Δ*, whereas the usual charge transfer energy Δ (from the ligand state to
the TM 3d orbitals) is defined as the energy difference of the configuration-
averaged energies Eð3dnþ1LÞ � Eð3dnÞ.

The ‘C’ states represent the coherent state for Ti4O7, [25] V2O3 [20, 26] and
VO2, [27] and the doping-induced states for doped LaMnO3 [15, 28] which develop
into electronic states at and near the Fermi level. For the late TM compounds such
as high-Tc cuprates and NiO, it represents the Zhang-Rice singlet and doublet

202 M. Taguchi and G. Panaccione



states, respectively [29, 30]. Note that this extended cluster model can be applied
even to insulating system like NiO. We would like to emphasize that the model is
valid, irrespective of the condition whether the ‘C’ state develops into metallic
states which cross the Fermi level. The essential point is that it is necessary to
include the additional screening state with a different screening energy V* (for C
state positioned at Δ*) compared to the conventional ligand screening energy V (for
L state positioned at Δ).

As a typical example, a schematic energy diagram of the optical transition of
2p core-level HAXPES for LSMO is shown in Fig. 9.3a. The configuration-averaged
energies of the ionic configurations have been used which mean that multiplet,
crystal field, and hybridization effects are neglected in the diagram. It should be kept
in mind, however, that all these effects shift and spread the levels. The 3d6L2, 3d6C2,
and 3d6LC configurations are not depicted for simplicity. The 3d4 state gives the
biggest contribution to the ground state and the 3d5C lies just above 3d4 ones in the
initial state. As for the final state, the core hole potential pulls down both the 2p53d5L
and 2p53d5C states which lie below the 2p53d4 state. Since Δ* is smaller than Δ, the
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Fig. 9.3 a Schematic illustration of energy levels and total energy level diagram of 2p core-level
PES for LSMO. b Δ* and V* dependence of theoretical calculations for the HAXPES. The other
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2p53d5C is the lowest energy state. As a consequence, the main lines are due to a
mixture of 2p53d5L and 2p53d4, whereas the lowest binding energy satellites are
mainly due to the coherently screened 2p53d5C final states. The curves of Fig. 9.3b
give an overall impression of the influence of the parameters on spectral line-shape.
The separation between 2p53d5C and 2p53d5L peaks increases, as expected, with
decreasing of the Δ* and increasing of the hybridization V* between 3d4 and 3d5C
configurations. The strength of hybridization V* also influences their relative
intensities. Basically, the smaller value of Δ* forms a peak at much lower binding
energy side. In Fig. 9.4a, b, we give the comparison between new theory (solid line)
and conventional cluster model calculation (dashed line) for LSMO and NiO,
respectively. While the conventional cluster model calculation can not reproduce the
experimentally observed well-screened feature at low binding energy, the inclusion
of additional screening from electronic state near EF solves the problem in both
cases.

Next, we would like to stress the importance of the core hole potential and the
screening effect in the core-level spectra. This situation is very well shown in the
two extreme cases (see Fig. 9.5). In the case without screening (i.e. small or zero
values of Udc), the valence or conduction electrons around the core hole site are not
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polarized and the electronic structure does not change. Thus, the ordering of each
configurations in the final state is the same as that of initial states configurations (the
left hand panel in Fig. 9.5). On the other hand, if the screening is strong enough (i.e.
large values of Udc), the valence or conduction electrons around core hole are
polarized and the electronic structure changes drastically. As a result, in the final
states with the screening, the ordering of the final state configurations are changed
because of large Udc (i.e. the 2p53d5L and 2p53d5C states lie clearly below 2p53d4

state), as shown in the right panel of Fig. 9.5. The change of the ordering of the final
state configurations results in the strong well-screened satellites. This is the reason
why the clear well-screened satellite is observed with significant intensity.

Before ending this section, we briefly look back on the historical background of
theoretical model for core-level spectroscopy in order to stress the importance of
newly developed theory. As we mentioned before, conventional single-site impurity
Anderson model or cluster model have been used as a standard theory of core-level
spectroscopy for the strongly correlated electron systems. These models are based on
Kotani–Toyozawa (KT) theory [31–33] and Gunnarsson–Schönhammer (GS) theory
[22, 34]. First, Kotani and Toyozawa succeeded in analyzing 3d core-level PES
spectrum of La elemental metal by taking into account the conduction screening
effects of 4f electron due to a core hole [31–33]. After that, KT theory has been
extended further to analysis of XAS and PES spectra of mixed-valence Ce inter-
metallic compounds by Gunnarsson and Schönhammer. They performed theoretical
analysis of three peak structures observed in Ce 3d core-level PES spectra, with
particular focus on cases where the 4f level degeneracy Nf is large [22, 34]. After that,
GS theory has also been applied to insulating compounds with 4f and 3d electron
systems by replacing a conduction band with a completely filled valence band. In GS
theory, the spectral intensity is expanded in the power series of 1=Nf . The main point
is shown in Fig. 9.6. It should be kept in mind that, there is no essential difference in
description of PES spectra between metal and insulator in GS theory framework. For
insulating systems, the ground state of Ce compounds are described by ð1=Nf Þ0 order
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Fig. 9.5 Schematic energy diagram for 2p core-level PES for LSMO. Arrows indicate the
transitions in both core-level spectra with screening and without screening
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basis states like 4f 0, 4f 1v, and 4f 2v2 configurations. For metallic systems, the
higher-order terms (ð1=Nf Þ1 and ð1=Nf Þ2) (which includes electron-hole pairs) are
necessary. However, since Nf (1=Nf ) is considerably large (small), it is very difficult
to see the contribution of electron-hole pairs directly in the core-level PES spectra
and we can get almost converged results by using rather small basis set. In fact, most
of the reported experimental spectra have not shown any essential changes between
insulator and metal both in 4f and 3d electron systems with exception of the asym-
metric line shape due to electron-hole pair shake-up (the Doniach-Šunjic’ line shape).
On that occasion, we had the misconception that we cannot observe changes of
core-level spectra between metal and insulator, until quite recently. The situation has
been changed completely by the extra-peak in HAXPES experiments and its corre-
sponding new theory. It became clear that the low binding energy extra peak cannot
be explained by GS theory (which includes electron-hole pair excitations) and it
required new theoretical framework beyond GS theory. We can also see this point
from a different viewpoint. The original conduction screening mechanism in KT and
GS theory was replaced by ligand screening mechanism from occupied valence band
electron when it has been applied to insulating 3d and 4f systems. In new theoretical
framework, the original conduction screening proposed by KT theory is now res-
urrected as the screening from the coherent state near EF.

Recent theoretical studies of the multi-site cluster (MSC) model offer an alter-
native interpretation on the basis of a nonlocal screening scenario [35, 36]. The
question whether such features reflect the screening from the coherent states, or the
nonlocal screening of the MSC model, and whether these models can be effectively

Fig. 9.6 Schematic basis states used to diagonalize the Hamiltonian in GS theory and newly
developed theory by Taguchi et al.
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mapped into each other or not, remains to be answered in general. However, at least
in high Tc cuprates, the MSC model has confirmed that the screening from the ZR
singlet bound state at the top of the VB is the origin of the lower binding energy
feature in the Cu 2p core-level HAXPES [35].

9.4 Metal to Insulator Transition: The Vanadates

Unraveling what ultimately drives the electronic and magnetic properties of 3d-
based TMOs is strictly linked to a direct measure of the electronic distribution over
the metal orbitals. In particular, the metal to insulator transition (MIT) is one of the
most intriguing aspect in the physics of TMOs. Such a transition is due to a subtle
interplay between various interactions with comparable energy scales, such that the
system can be driven from one state to another by a small external parameter. In the
study of MIT of strongly correlated systems, the oxides of vanadium, specifically
V2O3 and VO2 are the archetypes, where small variation of temperature and doping
produce a rich and complicated phase diagram [13, 14, 37, 38]. The difference
between surface and bulk electronic properties in the study of MIT has been a
longstanding issue for both theory and experiments. V2O3 presents a Mott transition
as a function of both temperature and pressure (or doping), and it is placed right at
the border between the metallic and the insulating phase. At ambient temperature
and pressure, pure V2O3 crystallizes in the a-corundum structure and undergoes a
first order transition at 150 K, passing from the paramagnetic metallic (PM) phase
to the antiferromagnetic insulating (AFI) phase, with monoclinic structure. Across
the MIT, one observes a change in resistivity of several orders of magnitude and a
large volume increase. That, in pure V2O3, means that crossing the MIT is
destructive, and can result in sample turning to powder. The experimental analysis
of pure V2O3 is particularly difficult not only because of the destruction of the
sample, but also because surfaces are difficult to anneal, polish and etch. In general,
surface preparation in V2O3 substantially alters its chemical/structural properties.

Despite a large amount of photoemission studies in more than two decades, only
very recently PES experiments using soft X-rays in the metallic phase of V2O3 [39]
and VO2 [40] yield valence band spectra in which the so-called coherent peak is
substantially larger than the incoherent peak, very much unlike the surface sensitive
spectra taken with UV light. Such observation closed the gap between experiment
and theory, and DMFT calculation were able to estimate the Hubbard U correlation
value. A few years later, HAXPES came into play: Taguchi et al. [20] reported for
the first time the appearance of an extra peak in the V 2p emission spectra of the
metallic phase of V1.98Cr0.02O3, not visible in low energy photoemission spectra (see
the feature ‘A’ in Fig. 9.7a). Furthermore, sharp screened satellites have been
observed in the vanadium 2p and 3p core-level spectra, pertaining to the metallic
phase [41]. As the system enters in the insulating phase, the well screened peak
disappears (see Figs. 9.7a and 9.8). Figure 9.7b shows our theoretical spectrum for
the paramagnetic (PM) phase, compared to the experimental spectrum at 220 K.
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Theory and experiment show very satisfactory agreement for the complete multiplet
structure and the low binding energy satellites. HAXPES experiments vs. temper-
ature, crossing the MIT in pure V2O3, provided experimental proof of: (a) the cor-
relation between sharp satellites observed in core-level spectra and the coherent
intensity measured at the Fermi level, (b) the presence of a large transfer of spectral
weight, occurring at the MIT, in both valence band (gap opening) and core-level
spectra (Fig. 9.8) and (c) the transfer of spectral weight observed across the MIT in
the valence band region, where a satisfactory agreement with DMFT calculation is
found, setting the limit for the HubbardU correlation term toU = 4.2 eV [20, 41, 42].
Such features are not visible in surface sensitive soft X-ray PES experiments.

9.5 Late TM Compounds

In the charge-transfer (CT) type TMOs, the O 2p band appears between the lower
and upper Hubbard bands, and the gap is usually formed between the O 2p and the
upper Hubbard 3d band. In contrast to the early TM compounds, insulating NiO is a
typical example of CT insulator while the high-Tc cuprates are CT insulators driven
metallic by doping. It is well-known that these two compounds involve the for-
mation of Zhang-Rice states positioned at the top of the valence band [43–52]. They
arise from a competition between O 2p—Ni (or Cu) 3d hybridization and the Ni (or
Cu) on-site Coulomb interaction.

First, experimental results of Ni 2p core-level HAXPES and soft X-ray PES of
NiO are shown in Fig. 9.9 [29]. The core-level spectra were normalized at the
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feature C, since it is well known that the feature C is insensitive to the surface
preparation. In comparison with soft X-ray PES, the intensity of the feature A for
bulk sensitive HAXPES was found to be enhanced by a factor of 1.35 with respect
to the soft X-ray PES. Experiments in Fig. 9.9 clearly show that the feature A was
appreciably changed between the HAXPES and soft X-ray PES. Extended cluster
model described in the previous subsection can be applied to insulating NiO by
replacing a coherent band or doping induced state with Zhang-Rice bound state
labeled ‘Z’. The calculated spectrum is shown in Fig. 9.9. The experimental features
are reproduced well by the calculation over the whole energy range. From the
calculations, it was concluded that the dominant spectral weight in the feature A
arises from the 2p53d9Z state, while the contribution of the 2p53d9L is dominant for
the feature B. The satellite C is mainly due to the 2p53d8 state. It should be
mentioned that Hariki et al. recently explained this double peak structure of NiO in
terms of dynamical mean field theory, [53] consistent with the picture of Taguchi
et al.

Another example in which Zhang-Rice states play an important role is high Tc

cuprates. Theoretical studies have predicted that the Zhang-Rice singlet
(ZRS) should show a signature in Cu 2p PES of the cuprates. The Zhang-Rice singlet
state is considered very important for superconductivity but has not been observed
by conventional soft X-ray PES. Furthermore, while many Cu 2 p core-level soft
X-ray PES of high Tc cuprates have been performed, the spectra show very little
change upon doping. These puzzles bring into question the role of the depth

h  = 5934 eV  
V 2p core level 

Fig. 9.8 Evolution of the
well screened satellites in V
2p3/2 core-level of V2O3

versus temperature, while
crossing the MIT. The peak,
present with same intensity
and shape in the metallic
phase, disappears as soon as
the TMIT is reached,
confirming a sudden transition
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sensitivity of PES. Figure 9.10a shows Cu 2 p core-level HAXPES of single crystal
electron-doped Nd1.85Ce0.15CuO4 (NCCO), hole doped La1.85Sr0.15CuO4 (LSCO)
and La2CuO4 (LCO) [30]. The HAXPES spectra of NCCO, LCO, and LSCO are
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clearly different for each materials, emphasizing their differences in their ground
states. Especially, the HAXPES for NCCO shows a sharp low binding energy feature
a which is not observed in NCCO soft X-ray PES.

The calculated results are shown in Fig. 9.10b with experiments of LSCO and
NCCO. The calculations reproduce well the main peaks and satellite structure. The
sharp peak at low binding energy in NCCO originates from core hole screening by
doping induced states at EF, the 2p53d10Z state. The obtained parameter values
show small differences for LSCO and NCCO. The most important parameter is Δ*,
which represents the energy difference between the upper Hubbard band and doping
induced states. The small values of Δ* for NCCO (=0.25 eV) indicates that the
doping induced states lie just below the upper Hubbard band, whereas a large Δ*

(=1.35 eV) of LSCO describes the situation for doping induced states lying near the
top of the valence band, with the upper Hubbard band separated by Δ*.

9.6 Diluted Magnetic Semiconductors

Dilute magnetic semiconductors (DMS) hold promise for creating spin-dependent
devices that operate on the same principle as (e.g.) electrical transistors, but that
employ the electron-spin for signal storage and processing [54, 55]. One limit to
realize DMS-based spintronics devices is that the temperature at which long range
magnetic order is observed (Tc) occurs well below room temperature. GaMnAs is
the prototype of a DMS and, to date, the highest Tc temperature is <200 K. The
value of Tc in GaMnAs, since the discovery of ferromagnetism (FM) made in 1996
by Ohno et al. [56], has increased, mainly due to post-growth annealing techniques,
but the newer materials are rich of defects. Interstitial Mn and AsGa antisites, both
acting as a double donor, hinder the full contribution to FM of the free holes
provided by substitutional Mn. Moreover, diffusion of the interstitial Mn to the
surface has been pointed out. Still, DMS pose a number of unique challenges to the
understanding of the physics governing their properties, as e.g. (i) a thorough
description of the new band structure resulting from the Mn doping, (ii) a reliable
control of surface and interface effects (clustering, diffusion of Mn), (iii) a precise
evaluation of magnetic properties as a function of Mn doping. Concerning the
spectroscopic investigation of GaMnAs magnetic properties, the relationship
between sample preparation conditions and disorder/diffusion effects has consid-
erable implications on the understanding of the magnetic and electronic properties
of GaMnAs. HAXPES performed at medium photon energy (4.5 keV), [57] suggest
an evolution of the Mn 2p signal as a function of annealing temperature. Recent
studies of electrical gating of As-based DMS compounds have indicated the
presence of a nearly 1.5 nm wide depletion zone at the surface of these materials.
The depletion zone changes the hole density profile in a thin DMS channel so
dramatically, that a sizable reduction of Tc (>50 %) is observed [58]. Such
observations clarify well how important is the use of HAXPES to understand what
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factors control this behavior and what could be done to overcome the possible
limitations induced by the surface towards nano-spintronics applications. (Ga, Mn)
As bears a competition between localized/metallic behavior in the vicinity of the
transition, as revealed by recent STM results versus doping [59]. Knowing the
sensitivity of core-level to screening effects, HAXPES can be very fruitful in
providing a measure of the localization/metallicity of such systems. Indeed, the
comparison between core-level and valence band spectra in HAXPES versus both
doping and preparation conditions was able to demonstrate that the electronic
structure of the bulk and the surface of (Ga, Mn)As are profoundly different. In
Fig. 9.11, Mn 2p3/2 HAXPES spectra reveal the presence of a sharp well screened
feature (d6 electronic configuration) in the low binding energy region of the Mn
2p peaks. Such satellite is found for the first time for a metallic element in a
semiconducting environment. As in the case of 3d TMOs, the well screened feature
is not detected by soft X-ray PES [60, 61]. The intensity of the satellite peak
increases below the Tc (60 K) of the (GaMn)As, in a reversible way, suggesting an
important role played by electronic localization-hybridization when crossing the
ferromagnetic transition. Comparison with model calculations were able to identify
the character of the Mn 3d electronic states [60, 61]. A final important open
question addressing the nature of the well screened structures, and hence the
screening ability of electrons in correlated systems. As already mentioned, well

648 646 644 642 640 638

642 640 638

642 640 638

642 640 638

 room temp
 100 K
 50 K
 20 K

 Photoem
ission Intensity (A

rb. U
nits)

(GaMn)As Mn=11%
Mn 2p

3/2

 =h      5953 eV

T
c
=70 K 

Binding Energy

well screened

poorly screened

 Room Temp
 100 K

Binding Energy (eV)

 Room Temp.
 50 K

Binding Energy (eV)

 Room Temp.
 20 K

Binding Energy (eV)

ν

(b)

(c)

(d)

(a)Fig. 9.11 Mn 2p HAXPES
spectra of (Ga,Mn)As (13 %
Mn, Tc 80 K) versus
temperature (panel a).
b–d Expanded view of the
2p3/2 region, showing the
difference of the spectra at
room temperature with those
at low temperatures. A clear
redistribution of spectral
weight is found, where the
intensity of the well-screened
peak increases, when
lowering the temperature,
with respect to the normal
peak at higher binding energy

212 M. Taguchi and G. Panaccione



screened or satellites originating from a non-local channels have been observed by
soft X-ray PES in many f-based systems as well as for 4d-TMOs. The case of
ruthenates is a paradigmatic example: a transition from itinerant to localized
character, corresponding to the variation of well screened satellites versus doping, is
clearly observed both in the low and the high kinetic energy region [62]. Only for
3d-TMOs, the use of HAXPES is ‘mandatory’ for detecting the non local satellites.
It is tempting to associate this discrepancy with the different extensions of the
electronic wavefunction, i.e. the screening ability in 3d, more localized, is more
easily perturbed by the change of the electronic structure passing from surface to
bulk. However, both theory and experiment, so far, did not address such issue in a
quantitative manner.

9.7 Summary

HAXPES reveals new features in the core-level of 3d-based TMOs (vanadates,
manganites, cuprates) and DMS not visible at surface sensitive, excitation energy.
In particular, the additional low-binding-energy features of 2p core-level lines, the
so-called well screened satellites, have been connected with both metallic and
ferromagnetic properties; extra peaks disappear when the system enters in the
insulating phase and are not detectable at low kinetic energy, thus suggesting a clear
and distinct behavior of the electronic screening at the surface and in the bulk of the
materials. Still, both experiment and theory face many open questions. A key
question regarding the presence or absence of the well screened satellites refers to
the possibility of using such structures as the spectroscopic ‘signatures’ of a
metallic-like behavior in systems close to a metal-insulator transition, and/or the use
of such signature for quick and reliable ‘quality-control’ of samples produced to
device applications. In this case, samples would be produced in a less controlled
experimental conditions (both from the morphological and crystalline point of
view), the bulk sensitivity guaranteed by HAXPES may turn into an easier method
of control. Well screened features could be then identified as a general benchmark
of the magnetic and/or metallic status of a specific class of materials. In order to
make this approach ‘robust’ enough, the value of a ‘critical thickness’, i.e. the
probing depth at which such peaks appear, and if such new structure appears
suddenly or gradually, must be determined and it is presently unknown. A second
important issue concerns the interpretation in terms of final-state screening prop-
erties: if the linewidth of the screened peak bears a degree of proportionality with
the bandwidth W or not; due to the increase of electron localization in passing from
volume to surface, one would expect a line narrowing in surface sensitive PES,
reflecting the progressive reduction of W. As in the case described in the previous
sections for TMOs, the well screened feature observed in the Mn core-level of (Ga,
Mn)As is not detected in soft X-ray PES [60, 61].

In summary, in less than ten years from its ‘birth’, HAXPES became a well
established spectroscopic technique, bringing a valuable contribution to our
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understanding of complex and correlated solid systems. We are confident that the
combined use of theory and experiment will further boost its application in the
years to come.
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Chapter 10
The Influence of Final-State Effects
on XPS Spectra from First-Row
Transition-Metals

Andrew P. Grosvenor, Mark C. Biesinger, Roger St. C. Smart
and Andrea R. Gerson

Abstract The first row transition metals (FRTM) and their compounds are of
immense importance to the worldwide economy. In 2009, 2.3 billion (metric)
tonnes of iron ore, 21.5 million tonnes (Mt) of chromium, 11.1 Mt of zinc, 9.6 Mt
of manganese, 6.2 Mt of titanium, 1.6 Mt of nickel, 1.6 Mt of copper, 62,000 tonnes
of cobalt and 54,000 tonnes of vanadium were produced from mining operations
around the world [1].

10.1 Introduction

The first row transition metals (FRTM) and their compounds are of immense
importance to the worldwide economy. In 2009, 2.3 billion (metric) tonnes of iron
ore, 21.5 million tonnes (Mt) of chromium, 11.1 Mt of zinc, 9.6 Mt of manganese,
6.2 Mt of titanium, 1.6 Mt of nickel, 1.6 Mt of copper, 62,000 tonnes of cobalt and
54,000 tonnes of vanadium were produced from mining operations around the
world [1]. Their use in alloys for building materials and consumer products is
ubiquitous. They are important components of catalysts, batteries, magnetic
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materials, pigments, specialty chemicals, and in the emerging nano-materials field.
To be able to define the bulk and surface chemistry of these materials is funda-
mental to improvements in research and applied industrial process innovation. The
surface chemistry of FRTM and their compounds is central to applications in, for
instance, thin films, alloys, coatings, catalysts, nano-structured materials, oxides,
corrosion/degradation and mineral separation. X-ray photoelectron spectroscopy
(XPS) is used to study surfaces. Variations in the lineshape and binding energy
(BE) of FRTM XPS spectra are used to draw conclusions on the ground-state
electronic configurations and chemical behaviour of a FRTM in the surfaces of
different materials. Although it is well known that ground-state effects, such as a
decrease or increase in oxidation-state of the absorbing atom, are reflected as
changes in lineshape or binding energy of an XPS spectrum, final-state effects in the
XPS measurement process can also play a role. Therefore, to properly interpret an
XPS spectrum, the influence of both ground-state and final-state effects must be
understood. In particular, interpretation of M 2p (M = metal) XPS spectra of the
economically important first row transition metals is important and widely used by
material scientists, corrosion scientists and surface scientists. However, the current
interpretation of the complex structures seen in these spectra, usually based on
single binding energy assignments, carries significant uncertainties and can be
incorrect in some cases. A lack of high quality literature references has impeded
progress in understanding the chemistry occurring at transition metal surfaces. The
purpose of this Chapter is to introduce the concepts of final-state XPS spectral
effects; describe how such effects can influence the lineshape and binding energy
obtained; and improve interpretation of FRTM spectra for more reliable surface
chemical assignment.

10.1.1 An Introduction to Final-State Effects

Binding energies and their shifts in XPS spectra contain information about both the
initial state potential experienced by localized core electrons and final-state or
relaxation effects resulting from intra- and extra-atomic processes during the
emission of a core electron. In X-ray photoelectron spectra of many of the FRTM
and their compounds, interpretation can be complicated by several final-state effects
that produce peaks or intensity additional to the main element emission and can
alter the measured binding energy of the main emission normally used to identify
the element and its chemical state. To introduce these effects, which will be dis-
cussed in more detail in the following sections, the final-state effects that result in
additional peaks or intensity in XPS spectra (multiplet splitting, shake-up peaks, the
asymmetric lineshape of spectra from conducting materials, and plasmon loss
peaks) will be introduced first, followed by a discussion of how binding energy
shifts may occur.
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10.1.1.1 Effects on Lineshapes

Multiplet splitting arises when an atom contains unpaired electrons (e.g. Cr(III),
3p63d3) in the valence levels. When a core electron vacancy is created by pho-
toionization, there can be multiple couplings between the now unpaired electron in
the core orbital with the unpaired electrons in the outer valence shell. This can
create a number of final states, which are usually observed in the photoelectron
spectrum as a multi-peak envelope [2]. This splitting arises from the coupling of the
magnetic fields set up by the unpaired valence electron(s) and the unpaired core
electron present as a result of photoemission, with the resulting high spin (parallel
spins) and low spin (apposed spins) components moving to greater and lesser
binding energies, respectively [3].

Shake-up peaks are a result of the finite probability that an ion (after pho-
toionization) will be left in a specific excited energy state a few eV above the
ground state through excitation of the ion by the outgoing photoelectron [4]. In this
process, the kinetic energy of the emitted photoelectron is reduced and this will be
measured as a “shake-up” peak at a higher binding energy than the main emission
peak. Shake-up satellite peaks are common with paramagnetic states having
unpaired valence electron configurations [5]. The shake-up observed for transition
metal compounds can also be described as an interaction in the final state involving
significant ligand-metal charge transfer that results in an extra 3d or a 4f electron
configuration compared to the initial state. The classic example of shake-up
structure is observed in the 2p3/2 spectrum for Cu(II) species, such as that for
Cu(OH)2 and CuO. In the case of CuO, there is a shake-up of a 3d electron leading
to a 2p53d9 configuration [6]. The intensity and structure of the shake-up features
can aid in the assignment of chemical states where, for instance, Cu(II) species in
Cu(OH)2 and CuO show different shake-up structures. Shake-up structures are also
important in the analysis of Mn, Fe, Co and Ni species [5, 7–9]. It is important to
note that the intensity of these satellite peaks comprises part of the overall intensity
of the specific XPS emission and should be included with the main peak in
quantitative estimates. This is often not done.

For highly conductive samples, such as metals or graphite, there is a distribution of
unfilled levels in the continuous conduction band that are available for shake-up-like
events following core electron photoemission. When this occurs, instead of a discrete
structure, like that seen for shake-up satellites, an asymmetric peak shape to higher
binding energy of the main peak is evident [10]. Furthermore, for some conductive
materials, plasmon loss peaks may occur in which loss of a specific amount of kinetic
energy is due to the interaction between the photoelectron and electrons in a con-
duction band (plasmons). Plasmons occur in well-defined quanta arising from group
oscillations of the conduction electrons [2], and those attributed to the bulk of the
material and its surface can sometimes be separately identified as relatively weak
peaks at higher binding energy than the main emission [7].
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10.1.1.2 Shifts in Binding Energies

In the simplest model, shifts in measured binding energy (BE) of the absorbing
atom (i), Ebi, due to inter- and intra-atomic chemical influences, relative to a defined
reference potential (ðEb

oÞ), are a combination of terms as described using the
modified charge potential model:

DEb ¼ DðEbi � E0
bÞ ¼ kDqi þ D

X
i6¼j

qj
rij

 !
� DEIA

i þ DEEA
i

� �þ V4
s : ð10:1:1Þ

Shifts in the ground-state energies are caused by changes in the valence charge
of the absorbing atom (qi in kΔqi, where k is a parameter due to interactions
between core and valence electrons) and in its chemical environment (D

P
i 6¼j

qj
rij
,

here rij is the distance to atom j, which has a charge of qj), which are intra- and
extra-atomic effects, respectively [4]. Ground-state effects are generally understood
to represent the “chemical shift” as a result of the ground state electronic structure
and are a function of the valence structure of the core atom, which is in turn a
function of bonding to neighbouring atomic valence states. Charged or polar sur-
faces introduce the additional general potential, Vs, that alters Ebi. In practice,
however, this bias is compensated by measuring the 1s core level BE for carbon
atoms, which are usually present as surface contamination, as reference.

In the final state, however, after a photoelectron has been ejected from atom
i and an unscreened core-hole has been produced, the system will rearrange its
remaining electrons to minimize its energy by intra-atomic and extra-atomic
relaxation. Final-state intra-atomic relaxation effects, DEIA

i , are associated with the
screening of the core hole by the other electrons in the atom resulting in shifts in the
measured binding energy of the main emission. Extra-atomic relaxation of electrons
from surrounding atoms, represented by DEEA

i , is sensitive to changes in the
chemical environment, whereas intra-atomic relaxation of electrons localized on the
atom of interest is not, and DEi

IA is often negligible [4].
To obtain these relaxation energies, it is now well established that the contri-

bution from final-state relaxation can be estimated separately from the ground-state
energy by combining the measured core binding energy of the photoelectron with a
corresponding Auger kinetic energy measured in the same XPS spectrum to form
the Auger parameter. The seminal conception of the Auger parameter was made in
1971 by Wagner [11, 12]. In its now common form, the modified Auger parameter
(α′—now known as the Auger parameter) is defined as:

Da0 ¼ DEb þ DEk ð10:1:2Þ

where ΔEb and ΔEk are the shifts in binding and kinetic energies of the dominant
core electron and Auger electron lines for a particular element, respectively, relative
to those from some standard reference species. Using terminology adopted by
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Wagner and Taylor, ΔEb can be expressed as ΔEb = −ΔEi − ΔR, where positive
values of ΔEi, ground state contributions, and ΔR, final state contributions, result in
a shift to lower binding energy [13]. If linear screening is assumed, which reflects
the quadratic dependence of the relaxation energy on the number of core holes, and
core level shifts between two different chemical environments are assumed to be the
same, then, in the simplest analysis [13]:

DEk ¼ DEi þ 3DR ð10:1:3Þ

In this case, the modified Auger parameter becomes [13, 14]

Da0 ¼ DEb þ DEk ¼ 2DR ð10:1:4Þ

This simple model has become a valuable tool in the assignment of chemical states
for a wide variety of surface species and in the separation of ground-state effects
from final-state effects in shifts in XPS binding energies [14].

10.2 Multiplet Splitting

Now that the general changes in lineshape and BE that can result from final-state
effects have been described, a more detailed description of these final-state effects
will be provided. In the following sections, emphasis will be placed on final-state
effects in XPS spectra from first-row transition-metal containing materials. The
interpretation of chemical states of transition metals from X-ray photoelectron
spectra of the most intense 2p envelope is recognised in the literature to carry a high
degree of uncertainty due to the complex extended multiplet structures, shake-up
structures, plasmon loss structures and overlap between the various chemical state
signals [5, 7, 8]. Confident assignment of the correct multiplet envelope and other
structures to each chemical state is necessary for quantitative estimates of the
relative proportions of different oxidation states and species for processing of
materials, minerals, ceramics and many other technologies. For example, in pre-
vious work [7], it was shown that there are very different line shapes resulting from
free ion structures in contrast to strong ligand charge-transfer multiplet complexes
for different compounds of the same transition metal with the same nominal oxi-
dation state. In this chapter, we present an attempt to classify these different cases
and correlate theoretical estimates of free ion and charge-transfer multiplet envel-
opes with the X-ray photoelectron spectra for materials containing primarily
polar-covalent/ionic metal-ligand bonds (i.e., metal oxides).
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10.2.1 Intra- versus Inter-Atomic Core Hole Shielding
Effects

The first experimental reports of multiplet splitting in XPS spectra of gases [15] and
solid materials [16, 17] appeared in 1969–70. The first comprehensive theoretical
Hartree-Fock treatment of the multiplet structure of transition metal 2p spectra was
carried out by Gupta and Sen a few years later [18, 19]. This work assumed a free
ion state for the transition metal; only ground state intra-atomic effects were con-
sidered, which included spin-orbit splitting. Hence, crystal field effects from
ligands, which may change the spacing and intensity of the multiplet peaks present,
were not included. The calculations also assumed that the 2p electron shell is still
complete (i.e., that no photoionisation has taken place). Modulation of the
2p emission is therefore modelled relative to an arbitrary zero of energy. Since the
ground state of the free ions is generally a high-spin state, the spectra calculated are
expected to more closely resemble those observed in high-spin complexes. The 2p
XPS spectra calculated by Gupta and Sen are presented in Fig. 10.1 for all of the
FRTM [19].

Gupta and Sen speculated that if excited states were taken into account, “cal-
culations will automatically and naturally also predict the so-called shake-up
satellites” [18]. This statement was based on the expectation that the presence of the
satellite is caused by a ‘shake-up’ event, i.e., excitation of an unpaired 3d electron
to a higher bound energy level (possibly 4s). This results in the kinetic energy of the
2p electron being reduced by the excitation energy of the unpaired 3d electron.
Thus, two peaks result, one for the 2p excitation and one for the combined effect of
the 3d and 2p excitations. Due to the reduced kinetic energy, the satellite occurs at a
higher apparent BE.

Fig. 10.1 Simulated free ion 2p spectra for the first row transition metals (Adapted from [19])
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The following paragraphs will focus on the theoretical analysis of XPS spectra
from NiO along with some comments on the spectra from other Ni-bearing mate-
rials, including Ni metal. This section is not intended to be a complete review but to
highlight current models and continuing discussion. The predicted XPS 2p spectral
profiles for NiO (i.e., Ni2+), along with the full set of FRTM, are shown in Fig. 10.1
[19]. NiO adopts the face centered cubic rock salt structure with space group
Fm-3m. Below ≈530 K (Néel temperature), NiO in its ground state is an antifer-
romagnetic insulator (band gap 3.8 eV [20]) with parallel spins in the (111) planes.
Ni2+ is present in a t62ge

2
g configuration with a spin multiplicity of 3 [21]. The upper

valence band of NiO is dominated by O 2p orbitals [22].
Subsequent simulations have improved upon the ability to predict line-shapes for

various transition metal compounds. For example, Zaanen et al. [23] presented an
impurity-like many-body analysis (“cluster approximation”) of the 2p3/2 spectra of
nickel dihalides. Modeled peak shapes were a reasonable match with the experi-
mental data available at the time. However, comparison to present data shows that
significant structure is unaccounted for (c.f. [7, 23]). It is suggested that
charge-transfer energies vary significantly across the series and that Coulomb
interaction energies (energy between the core hole and the valence electrons) are the
greatest energies in the system. Okada and Kotani [24] used a model that includes
multiplet and configuration interactions. Part of this work included modeling of the
nickel dihalides, again with reasonable comparison to the experimental spectra of
the time but with clearly missing structure compared to current data (c.f. [7, 23]).
This model was also applied to a variety of transition metal monoxides [24]. Peak
shapes were reasonably similar to experimental data with moderate variations in
peak positions and intensities.

The Ni 3s XPS spectrum has been the subject of subsequent calculations in an
effort to reduce the computational complexity as compared to Ni 2p (for Ni 3s l = 0,
no spin-orbit splitting) even though the relatively low intensity of this peak can
make verification in XPS spectra more difficult. It was initially proposed that
intra-atomic spin redistributions are unlikely to play a substantial role for high-spin
final states [25, 26] and hence j–j coupling effects were not considered. Formative
calculations for NiO did not allow for relaxation of the local Ni geometry and
effects were averaged over the local environment [25]. The observed satellite peak
was proposed to be associated with a significant charge transfer from O 2p to Ni
3d. Three effects were proposed to contribute to the greater binding energy of the
charge transfer related satellite: (1) The more favourable Madelung potential for
high charge ions; (2) the energy associated with removing an electron from O2−;
and (3) the benefit of adding an electron resulting in 3dn+1, with the first two effects
dominating to give rise to an increased satellite binding energy [25]. It was also
suggested that the contribution of this satellite to transition metal spectra increases
in importance (i.e., reduced ΔEb and increased intensity) from left to right across the
periodic table as the relative energetic importance of (3) increases [25].

In a later study, absolute BE values were calculated for NiO and mixed inter- and
intra-atomic core-hole screening effects were considered through application of a
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non-orthogonalised configuration interaction (NOCI) calculation [27]. The experi-
mental Ni 3s BE in NiO is 118.2 eV [28] (Fig. 10.2a). The BE calculated using a
NOCI approach was 122.3 eV based on a [NiO6]

10− cluster within a 50 point charge
array (Fig. 10.2b) [27]. Furthermore, a less intense satellite at a BE approximately
5.7 eV higher was also predicted (as compared to the experimental value of 6.1 eV
higher) and resulted to a considerable extent from a charge transfer to give a 3s13dn
+1L state with a lesser degree of charge transfer for the main line that was proposed
to be predominately 3s13dn in character [27, 28].

The electronic structures of a wide range of transition-metal compounds,
including Cu, Ni, Co, Fe and Mn oxides and sulphides, were modelled by Bocquet

Fig. 10.2 a Ni 3s XPS
spectrum from NiO (adapted
from [28]); b Representation
of energy changes between
different modes of calculation.
From left to right: for the
charge transfer configuration:
self-consistent field
wavefunction with broken
symmetry (C4V) and with
symmetry projection (Oh);
after orthogonalization; and
NOCI for both the charge
transfer and non-charge
transfer configurations
(Adapted from [27])
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et al. [29] using a cluster-type configuration-interaction analysis of the core-level 2p
X-ray photoemission spectra. Including the d–d exchange interaction (retaining
only diagonal terms) and an anisotropic metal-ligand hybridization in the model
reproduced these spectra reasonably well and was used to deduce quantitative
values for the ligand-to-metal charge-transfer energy, the on-site d-d Coulomb
repulsion energy, and the metal-ligand transfer integrals. Van Veenendaal and
Sawatsky [30], however, showed that modelling of the Ni 2p peak-shape for NiO
must include more than a single NiO6 cluster due to non-local screening effects.
A model using a Ni7O36 cluster gave very good agreement with experimental data.
Atanasov and Reinen [31] also included non-local electronic effects in their mod-
elling of core-level photoemission, UV and optical electronic absorption spectra of
nickel oxides. Ni 3s core-level line-shapes were presented by these authors and
appear to have reasonable agreement with acquired spectra. Takahashi et al. [32]
used ab initio calculations to model the electronic structure of NiO near the Fermi
level. Their results are in good agreement with the experimental results obtained by
photoelectron spectroscopy and Bremsstrahlung isochromat spectroscopy.

Grosvenor et al. [7] recently presented an analysis of the peak-shapes of Ni 2p3/2
in Ni metal, NiO, Ni(OH)2 and NiOOH. In the Ni metal 2p3/2 spectrum, two peaks
at 3.7 and 6 eV above the main peak were identified as plasmon loss peaks, in
agreement with the original suggestion by Baer et al. [33]. Analysis of losses in
EELS [34] and REELS spectra (using AES at low voltages) for plasmons and
inter-band transitions corresponded to the satellite structures in Ni metal 2p spectra.
This interpretation has been challenged by Karis et al. [35] using new
high-kinetic-energy photoemission spectroscopy (HIKE), or hard X-ray photo-
electron spectroscopy (HAXPES), in third generation synchrotron studies of Ni 1s
(and 2p) spectra not previously accessible due to the lack of suitable excitation
sources to reach this deep core level. The Ni 1s core electron binding energy of
8.33 keV is usually inaccessible using laboratory X-ray photoelectron spectrome-
ters. These authors have found different satellite energies for the different core
levels. The satellite positions are 4.0, 4.6, and 6.0 eV for the 1s, 2p1/2, and 2p3/2
core levels, respectively. The pronounced shell dependence is taken as evidence
against the interpretation that the satellites are only due to plasmon losses. The Ni
2p core-level hard X-ray photoelectron spectrum presented in this study was
obtained using an excitation energy of 6.030 eV with an electron inelastic
mean-free path of the resulting Ni 2p photoelectron approaching 10 nm so that the
surface contribution was consequently almost negligible in these measurements.
The EELS and REELS spectra reported by others, however, only measured surface
contributions [7, 34]. Hence, Karis et al. suggest that the difference in satellite
energy can be described within the 3d shake-up model and that the shift of the
1s satellite is due to the difference in 1s core hole screening and localization [35].

Karis et al. have supported this interpretation with spectra calculated using a
DFT configuration interaction model for the initial and final states as a mixture of
3d8, 3d9, and 3d10 configurations using the commonly accepted initial state of
16 %d8 + 47 %d9 + 37 %d10 as representation of the metallic nickel ground state
[35]. The 1s core hole state is described by a configuration closer to the initial state
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than the 2p core hole state. The measured and computed photoelectron spectra
using the charge transfer multiplet theory compare very well. At the 2p3/2 and 2p1/2
edges, the computed satellite appears at 6.0 and 4.6 eV respectively, while at the
1s edge it appears at 4.0 eV coinciding with the experimental values.

For the Ni oxides and hydroxides, Grosvenor et al. [7] found that the. Ni 2p
spectra from Ni(OH)2 and NiOOH were fitted quite well to a Gupta and Sen [18,
19] multiplet line-shape. NiO, which shows a well resolved set of peaks, could only
be satisfactorily fitted by a Gupta and Sen line-shape by allowing variation in the
binding energy positions of the multiplet contributions to the main peak. For all
three compounds, a broad peak associated with other intrinsic losses at a higher
binding energy than the main peak multiplets had to be added to model the valley
between the main peak and the satellite structures, as is consistent with
the inter-band losses discussed in the extensive review by Hagelin-Weaver et al.
[34, 36].

It has been pointed out in later work [37] that, at best, the use of Gupta and Sen’s
multiplet structures in empirical data can only be used with some adjustment of the
multiplet features. That work used an ab initio calculation to model the many body
effects of the p-shell photoelectron spectra of a free Cr(III) ion [37]. The results are
reasonable but still do not exactly match the experimentally obtained line-shapes
(cf. Fig. 10.3 in [37]). Modelling of the free Cr ion accounted for important features
in the Cr 2p3/2 XPS spectrum of α-Cr2O3 including spin-orbit splitting energy [37].
However, the theory only accounts for the grossest features of the Cr 3p spectrum.
Further refinements were deemed necessary [38], which included a previously
neglected inter-atomic many body effect (the “frustrated Auger configuration
(FAC)”). Its use affects the multiplet splitting and absolute binding energy and can
also lead to new satellite structure. These results suggest that it is possible to model
the multiplet envelope without explicitly including charge transfer from the ligands
[38]. Application of the FAC, in this instance (intra-atomic) 3p3d → 3s4f, has also
resulted in an extremely good simulation of the spectral intensities and spacing of
the multiplet structures of Mn 3s XPS spectra [38]. It is proposed that analogous
FAC events may also play an important role in the complete understanding of the
XPS spectra of other transition metals.

Whereas there has been extensive theoretical examination of XPS spectra for
metal oxides, for which only a selected few have been described here, very little
theoretical examination of metal sulfide spectra has occurred. Conversely, metal
sulfides have been relatively well characterised in XPS measurements due to their
importance in geochemistry and minerals processing. The most common poly-
morph of iron disulfide (FeS2) is pyrite, with space group Pa3. Its crystal structure
resembles face centered cubic rocksalt, where the Na and Cl sites are occupied by
Fe ions and the center of gravity of the S anion pairs, respectively. As a conse-
quence, the Fe atoms are situated at the centres of distorted octahedra. The bonding
in pyrite is best described by d2sp3 hybridisation of the Fe valence orbitals, resulting
in an octahedral coordination of the S atoms around the Fe atoms, with the S atoms
tetrahedrally coordinated to three Fe atoms and one S atom. A considerable number
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of high-resolution XPS studies of pyrite have been made. Synchrotron radiation
measurements have identified two S 2p doublets (with the S 2p3/2 peaks at 161.3
and 162.0 eV) that diminish on decreasing surface sensitivity (Fig. 10.3) [39].
These were initially attributed to the two S atoms in the disulfide ion closest to the
surface. This theory, however, has been called into question with the alternate
proposal that the 161.3 eV peak is due to S–S bond breakage [40].

The dominant Fe 2p3/2 line from pyrite is located at 707.2 eV with further higher
BE components thought to be due to surface oxidation [40] although the dominant
Fe peak has also been reported to be present at 706.7 eV [41]. Bulk and surface
sensitive XPS spectra (using synchrotron radiation) have been recorded for Fe
2p3/2. The low spin bulk Fe2+ contribution was fitted by a single peak. It was
proposed that both surface Fe2+ and Fe3+ high spin states existed (Fig. 10.4) [42].
Both were fitted in the manner suggested by Gupta and Sen [19], but the proposed

Energy (eV) 

Fig. 10.3 S 2p XPS spectra
from different incident
energies. The fitted
components are shown as
solid lines. The components at
161.3 and 162.0 eV clearly
decrease in relative intensity
with increasing incident X-ray
energy (Reprinted from [39]
with permission from
Elsevier)
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analogue of Cr5+ was used in the absence of the simulation for high spin Fe2+ [42].
This interpretation should be revisited in light of more sophisticated and accurate
XPS simulations for transition metals in metal oxides.

10.2.2 Fitting of Spectra from First Row Transition Metals
by Multiplet Envelopes

As was explained in previous sections, multiplet splitting arises when an atom
contains unpaired electrons (e.g. Cr(III), 3p63d3). When a core electron vacancy is
created by photoionization, there can be coupling between the unpaired electron in
the core with the unpaired electrons in the outer shell. This can create a number of
final states, which will be seen in the photoelectron spectrum as a multi-peak
envelope [2]. Figure 10.5 shows the multiplet structure associated with the Cr 2p3/2
peak for a vacuum fractured Cr2O3 specimen. The early Hartree-Fock calculation of
the multiplet structure of core p-valence levels of free ion state first row transition
metals by Gupta and Sen [19] graphically shows their multiplet structures (see
Fig. 10.1 for examples). These calculations are an excellent starting point for the
examination of multiplet structure observed for transition metal compounds.
However, they apply to free ion states only and, in transition metals and their
compounds, there may be ligand charge transfer effects that will change the spacing

Fig. 10.4 Synchrotron Fe
2p spectra of pyrite showing
the bulk low spin Fe2+ peak
plus proposed high spin
surface Fe2+ and Fe3+

multiplets (Reprinted from
[42] with permission from the
Mineralogical Society of
America)
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and intensity of the multiplet peaks present in their spectra. These relative changes
can be utilized for transition metal compounds to differentiate those more closely
approximating free ions from those in which charge transfer from the bonded
neighbouring ions may have changed both the effective oxidation state and mul-
tiplet splitting of the core transition metal [5, 7, 9, 43]. This change in local
electronic structure has been used to explain the differences between the XPS
spectra of nickel oxide and its oxy/hydroxides [7].

Table 10.1 summarizes the various first-row transition metal (FRTM) species
that show multiplet splitting in their XPS spectra. Spectra from Sc, Ti, V, Cu and
Zn species generally do not exhibit multiplet splitting, but if it is present, then it is
generally not well resolved or is observed as peak broadening. Cr, Fe, Mn, Co and
Ni species show significant multilplet spitting. It will be shown in this Section that
it is necessary to employ the entire peak-shape of the compounds under study to
identify and quantify those species present in the analysis of samples containing a
mix of species that show multiplet structure in their spectra (see for example
Fig. 10.6 in Sect. 10.2.2.1).

Chemical state determination using XPS has become routine for most of the
elements in the periodic table. Binding energy databases such as the NIST Database
[44] or the Phi Handbook [2] generally provide sufficient data for the determination
of the chemical state for uncomplicated (i.e., single peak) spectra. However, the M
2p spectra from the transition metals pose a number of problems that these data-
bases do not adequately cover (e.g. multi-peak spectra with, specifically, shake-up
structure, plasmon loss structure and multiplet splitting, all of which can complicate
interpretation of the chemical states).

The starting point to using 2p spectra for determining the relative contributions
of a transition metal in different oxidation states is to define the separation of the

Binding Energy (eV)
575580585590595

Fig. 10.5 Cr 2p XPS
spectrum of a sample of
vacuum cleaved Cr2O3
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2p3/2 and 2p1/2 spin-orbit splitting. In many cases, this separation is large enough to
consider only the more intense 2p3/2 signal with all of its structure, as the two
spectral components are not overlapped. The databases attempt to assign oxidation
states from the binding energy of the 2p3/2 signal assuming a single identifiable
peak maximum. This assumption has been shown to be invalid for many transition
metal spectra, e.g. Cr [43], Fe [5], and Ni [7]. Reviews of the current literature of
XPS analysis of specific first-row transition metals (Cr, Mn, Fe, Co, Ni) are pre-
sented in the following sections to illustrate the uncertainties and complexities of
interpretation of chemical states from XPS spectra, and how these spectra can be
fitted by multiplet peaks to aid in the understanding of the chemistry of materials.

10.2.2.1 Chromium

A primary objective of the interpretation of Cr 2p XP spectra is usually to determine
the relative percentages present of the 0, II, III, IV and VI oxidation states in order
to follow oxidation processes. In the past, misinterpretation of Cr 2p spectra has
occurred due to the complex multiplet splitting that occurs for Cr(III) compounds.
Stypula and Stoch [45] misinterpreted the Cr(III) line shape and consequently
identified both Cr3+ and “Crn+ containing compounds”. Desimoni et al. [46] pre-
sented a survey of Cr containing reference materials; however, all 2p3/2 peaks were
fitted with a single peak of varying FWHM. The use of a single peak to represent
the broad (non-symmetrical) peak shape of multiplet split Cr(III) species is used in
numerous publications [47–51]. Halada and Clayton [52] and Grohmann et al. [53]
attempted to use an asymmetric peak shape to model Cr(III) compounds. Halada
and Clayton [52] have also analyzed a number of reference compounds including a
prepared CrO2 sample which was suggested to give rise to a single peak 2p3/2

Binding Energy (eV)
570575580585590

Cr(III) Hydroxide      17%
Cr(III) - Oxide          37%
Cr Metal                  46%

Fig. 10.6 An example of a
Cr 2p spectrum fitted with
parameters from Table 10.2.
This spectrum is from a
sample of a vacuum sputter
deposited decorative
chromium plated plastic and
shows a thin layer of Cr2O3

and “Cr(OH)3” (Adapted
from [8])
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binding energy at ≈575.2 eV. This appears to be contrary to accepted chemical shift
theory which suggests that Cr(IV) species have a binding energy higher than that
for Cr(III) species. Halada and Clayton also fitted a number of peaks in the spectra
to various different species [52]. It is likely that some of these “species” would be
more correctly interpreted as multiplet structure.

The poorer resolution of older XPS instruments may be one reason that a single
peak shape has been taken to be of practical use. However, this may also play a part
in misinterpretations of the species present. With newer generation instruments, the
fine multiplet structure is more often well resolved and must be taken into account.
Some earlier publications [54, 55] and most later publications [43] have recognized
this and employ multiple peaks to represent the various Cr(III) peak shapes.

For most publications, curve fitting of the different chemical states is rarely
attempted. However, previous work [43] has shown that systematic curve fitting of
the various chemical states is possible provided suitable standard samples are
examined and peak fitting parameters are fully reported. The work presented below
based the fitting of the multiplet peak structures of well-resolved standard spectra
on the theoretical modeling of Gupta and Sen [19].

Fitting parameters for Cr 2p3/2 spectra (Table 10.2) are based on spectra taken
from a series of well-characterized standard compounds [8]. These fitting param-
eters have been slightly modified from those reported in previous work [43]. New
analyses of Cr2O3 (powder), FeCr2O4 (chromite), CoCr2O4 and NiCr2O4 have been
carried out and are incorporated here. Fitting parameters for Cr(0), Cr(III) oxide,
Cr(III) hydroxide, and Cr(VI) components were determined and these take into
account asymmetry in the metal peak, a broader envelope of peaks attributed to
multiplet splitting of the Cr(III) compounds, and a single peak (no unpaired elec-
trons) for Cr(VI) compounds. Cr(III) oxide shows discrete multiplet structure
whereas the hydroxide shows only a broad peak shape. The asymmetry determined
for the metal peak is based on spectra from an argon ion sputter cleaned pure metal
surface. Quantification of Cr(VI) species (single peak at 579.5 eV from average of
literature data, FWHM of 1.3–1.5 eV to incorporate a variety of Cr(VI) species; or
579.6 eV for a standard CrO3 sample, FWHM of 1.3–1.4 eV) is complicated by the
overlap with the multiplet splitting of Cr(III) species. This is likely to result in an
increase in the detection limit for Cr(VI), when present in a matrix dominated by
Cr(III), to around 10 % of the total Cr. Any contribution attributed to Cr(VI) below
this value should be treated as below detection limits. An example of this type of
fitting is presented in Fig. 10.6 which shows a Cr 2p spectrum from a vacuum
sputter-deposited Cr decorative coating. The percentage of the species present has
been estimated from this fitting.

Fitting parameters for of FeCr2O4 (chromite) CoCr2O4, and NiCr2O4 can be
incorporated into a fitting scheme when these compounds may be present. The
corresponding Fe 2p or Co 2p or Ni 2p spectra should also indicate the presence of
these compounds in the appropriate (stoichiometric) amounts. Due to the close
overlap of peak positions and overall spectral shape for Cr2O3 and FeCr2O4, it is
likely that meaningful separation by curve fitting of these two species requires
extremely good spectral signal to noise [8].
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10.2.2.2 Manganese

Manganese, having six stable oxidation states (0, II, III, IV, VI and VIII), three
oxidation states with significant multiplet splitting (II, III, IV), one oxidation state
with less defined splitting or broadening (VI), and overlapping binding energy
ranges for these multiplet splitting structures presents a serious challenge for both
qualitative and quantitative analysis. Oku et al. [56] published a series of spectra of
a variety of manganese oxide species. These spectra show excellent peak structure
and are useful for qualitative assignment of Mn oxidation states. Some discussion
of multiplet splitting is presented with some prominent peak binding energy values
reported, but no attempt at fitting of these structures was made.

Nesbitt and Banerjee have used curve fitting of Mn 2p3/2 spectra, based on the
multiplet splitting proposed by Gupta and Sen [19] to interpret MnO2 precipitation
[57] and reactions on birnessite (MnO1.7(OH)0.25 or MnO1.95) mineral surfaces
[58–60]. These papers provide excellent detail of FWHM values, multiplet splitting
separations and peak weightings for easy reproduction of their curve fitting
procedure.

Fitting parameters for recent spectra [8] of the metal and powder standards MnO,
Mn2O3, MnO2, K2MnO4 and KMnO4, are presented in Table 10.3 with spectra for
these standards given in Fig. 10.7. Fittings from in-vacuum fractured minerals
specimens of manganite (MnOOH) and pyrolusite (MnO2) are also presented. The
asymmetric Mn 2p3/2 main metal peak is found at 638.64 ± 0.06 eV with a 2p3/2 to
2p1/2 splitting of 11.10 ± 0.02 eV. This compares well to a NIST database average of
639.7 ± 1.0 eV and 11.15 ± 0.15 eV. Recent work [61] at the UE56/2-PGMI beamline
at BESSY (synchrotron radiation facility) has shown a well resolved second peak
at ≈1 eV above the main peak which is attributed to an intra-atomic multiplet effect
associated with Mn atoms with a large local moment. This peak is also visible in the
well resolved XPS spectrum shown in Fig. 10.7. It is fitted with a similar asymmetric
peak shape as for the main peak, with an area of around 15 % of the main peak.

Mn2O3 has a Mn 2p3/2 spectrum similar in binding energy range to MnOOH.
The peak shape is slightly different for Mn2O3 which shows a small higher binding
energy peak at 646.2 eV. Fitting parameters (Table 10.3) for MnOOH are similar to
those from Nesbitt and Banerjee [57–60]. The Mn 2p3/2 spectrum from MnO2 is
fitted with 6 peaks of equal FWHM, compared to 5 peaks used by Nesbitt and
Banerjee [57–60]. This is likely to be due to the much better instrument resolution
used for the more recent analysis of this sample. As expected, vacuum fractured
pyrolusite has a similar spectrum to the MnO2 powder sample. Peak FWHM values
are slightly greater (0.92 eV and 0.99 eV at 10 eV and 20 eV pass energies) and the
relative concentration of Mn3+ is increased as well (≈10 % Mn3+ in MnO2 powder
and ≈15 % in pyrolusite). The small peak at the lower binding energy region of the
spectra for both MnO2 and pyrolusite can be shown to be a Mn3+ component and
not part of the MnO2 multiplet structure. Calculated spectra [19] do not show this
peak and the relative peak intensity changes between the two samples. A timed
analysis of MnO2 powder has shown that while MnO2 is relatively stable in the
incident X-ray beam (Al Kα 15 mA, 14 kV), the Mn3+ peak does grow from 6 to
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14 % of the total spectrum after 48 h of X-ray exposure. K2MnO4 gives rise to a
slightly broadened peak (FWHM of 1.31 eV and 1.40 eV at 10 eV and 20 eV pass
energies) at 634.8 eV compared to KMnO4 (0.98, 1.08 eV) at 645.5 eV.

Binding Energy (eV)
640645650655660

Binding Energy (eV)
640645650655660

Mn3

Shake-up 

Mn Metal 

MnO 

Mn2O3

MnO2

K2MnO4 

KMnO4 

Fig. 10.7 Mn 2p spectra for (left, bottom) Mn metal, (left, middle) MnO, (left, top) Mn2O3, (right,
bottom) MnO2, (right, middle) K2MnO4, and (right, top) KMnO4 (Reprinted from [8] with
permission from Elsevier)
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10.2.2.3 Iron

Peak shape and peak binding energy comparisons to standard compounds can be
used to derive oxide composition for the analysis of photoelectron spectra of rel-
atively pure iron oxides. McIntyre and Zetaruk’s [9] paper is widely cited and is still
an excellent starting point for qualitative iron oxide determination. A comparison of
peak shapes to the theoretically calculated multiplet split peak shapes from Gupta
and Sen [19] are discussed with relatively good agreement found. Pratt et al. [62]
used a series of multiplet peaks to curve fit oxidized iron sulfide (pyrrhotite) sur-
faces. However, Lin et al. [63] used broad peak shapes instead to quantify Fe(0), Fe
(II) and Fe(III) components in a series of thin oxide films. The authors used the
shake-up satellites as approximate guides for the positioning of the main 2p peaks.

Grosvenor et al. [5] fitted the various iron oxide, hydroxide, and halide peak
shapes with a close approximation to the Gupta and Sen [19] multiplet structure.
Multiplet FWHM, peak splitting energies, and weightings are presented in this
work. An analysis of satellite to main peak separation is also given. All Fe(II) (high
spin only as low spin Fe(II) does not exhibit multiplet splitting) and Fe(III) species
can be fitted with Gupta and Sen multiplet structures. Variation in peak spacing and
intensity occur for different ligands. Broad satellite peaks of varying intensities at
binding energies above the main Fe 2p3/2 structure are present in the spectra for all
high spin compounds. However, this paper [5] only presents the main multiplet
lines, excluding the details needed to fit the broader higher binding energy satellite
structures.

Table 10.4 presents full fitting parameters including the multiplet and satellite
structure [8]. A Shirley background encompassing only the 2p3/2 portion of the
spectrum was used for these fits. Also included in Table 10.4 are new spectral
fitting parameters for FeCr2O4 and NiFe2O4, species that are important for the
examination of oxide films on Fe–Cr–Ni alloys, as well as data for new analyses of
α-Fe2O3 and γ-Fe2O3. Fitting parameters for FeCO3, which has been noted in
certain corrosion products, are also presented in Table 10.4.

While these values and reference spectra [6–8] are useful for identification of
pure oxide or oxy-hydroxide species, curve fitting of mixed systems quickly
becomes complicated due to spectral overlap. For example, it can be seen that
various Fe(III) compounds have a similar range of Fe 2p binding energies and vary
mostly in peak shape and satellite intensities. Any attempt at fitting two or more Fe
(III) species to a spectrum will consequently contain an inherent degree of error. As
well, overlap of the Fe(III) satellite structure with the Fe(0) and Fe(II) Fe 2p1/2
portion of the spectrum will result in setting the higher binding energy background
endpoint placement at a point that will not cover the satellite structure of the Fe(III)
species. This will require any fitting of mixed chemical state systems containing
Fe(III) species to omit the higher binding energy Fe(III) satellite from the envelope
of peaks, which will increase the error associated with the curve fitting. The fitting
of a spectrum from pure Fe3O4 will also need to omit the higher binding Fe(III)
energy satellite contribution as is reflected in the values presented in Table 10.4.
Finally, determination of the Fe species present, especially in a mix of Fe(III)
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species, should include corroborating evidence from O 1s analysis and even other
analytical techniques such as Raman spectroscopy or, for thin crystalline films,
grazing angle X-ray diffraction (XRD).

Figure 10.8 presents an example of curve fitting of a mixed iron metal/oxide
nano-particle system dispersed on a glass substrate. The resulting fit suggests a mix
of metal, Fe3O4, and Fe2O3 components. The higher binding energy satellite peaks
for Fe2O3 are omitted from the fitting, as are the assumed satellites for the Fe3O4

components. This will effectively cause a slight overestimation of the metal com-
pared to the two oxide components. The O 1s spectrum confirmed that the bulk of
the O was present as a lattice oxide with only a small amount of hydroxide-like O
being detected.

Figure 10.9 shows spectra of two polished carbon steel surfaces with electro-
chemically grown oxide (2.5 h, −0.2 V vs. SCE, pH 10.6, borate buffer solution)
that was treated with a 24 h bath of (A) 10−3 M and (B) 10−5 M H2O2 [8]. To
determine the most representative Fe speciation, the spectra were fitted with a
variety of components. The peak fit residuals were examined after fitting with the
metal component as well as the following species: (1) FeO, γ-Fe2O3, and FeOOH
(average of two species), residuals of 4.28 and 3.79, for A and B respectively;
(2) Fe3O4 and γ-Fe2O3, residuals of 5.52 and 4.77; (3) Fe3O4 and Fe(III) average,
residuals of 5.80 and 4.68; (4) FeO and γ-Fe2O3, residuals of 4.98 and 6.62;
(5) Fe3O4, γ-Fe2O3 and FeOOH (average of two species), residuals of 4.61 and
4.02; (6) Fe3O4 and FeOOH (average of two species), residuals of 15.51 and 11.46;
and (7) FeO, α-Fe2O3 and FeOOH (average of two species), residuals of 5.26 and
4.44. This iterative approach suggests that the best fit is found using a mix of FeO,
γ-Fe2O3 and FeOOH components and is consistent with corrosion potential
(ECORR) results [64] on these surface layers where maghemite, rather than hematite,
is implied. The error in the quantitation of this fit is likely to be large but complex

Binding Energy (eV)

700710720730740

Fe Metal         14%
Fe2 O3            57%   

Fe3 O4            29%

Fig. 10.8 Curve fitted
Fe 2p spectrum of a mixed
metal/oxide system of Fe
based nano-particles
dispersed on a glass substrate
(Adapted from [8])

10 The Influence of Final-State Effects … 239



fitting is still useful when comparisons of multiple samples with similar prepara-
tions are made (as is done here). An analysis of the O 1s spectra revealed that an
increase in lattice oxide as compared to hydroxide is seen for sample A as compared
to sample B, in agreement with the trend seen in the Fe 2p3/2 spectra.

Compared to the other transition metal species studied here, the complex
multiple species fitting of Fe is the most problematic. With so many possible
species having overlapping binding energies, erroneous interpretation can result.
A sample with two distinct species can likely be fitted accurately, three species
much less so, while four or more species must be looked at as indicative but
unreliable. It is worth stating that corroborating evidence is desirable for this type of
Fe surface chemical state speciation.

10.2.2.4 Cobalt

There appear to be few instances of good quality high-resolution Co 2p spectra
presented in the literature. Fitting appears to be inconsistent with generally only a
qualitative approach to the analysis of the spectral changes reported. Fitting of a
broad main peak combined with a portion of the satellite structure has been one
approach [65, 66] although fitting parameter details are not presented in enough
detail to emulate. Recent work [67] has proposed that the satellite structure in the

Binding Engery (eV)
710

A

B

720730740

Fe Metal   29%
FeOOH    24%
FeO          27%
Fe2O3       20%

Fe Metal   21%
FeOOH    23%
FeO          24%
Fe2O3       32%

Fig. 10.9 Curve fitted
Fe 2p spectra of two similar
samples of polished carbon
steel surfaces with an
electrochemically grown
surface oxide (2.5 h, −0.2 V
vs. SCE, pH 10.6, borate
buffer solution) that has been
treated with a 24 h bath of
(A) 10−3 M and (B) 10−5 M
H2O2 (Adapted from [8])
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Co metal (and CoP; cobalt phosphide) spectra is a result of plasmon loss, although
this interpretation may need to be revisited considering the more recent analysis of
the satellite structure in HAXPES Ni 2p spectra from Ni metal [35]. In the recent
study of the Co metal spectrum, it was fitted with an asymmetric main peak and two
plasmon loss peaks at 3.0 and 5.0 eV above the main peak, which constitutes the
surface and bulk plasmons, respectively, with FWHM values of 3.0 eV in both
cases [67].

Obtaining a pure CoO specimen can be problematic. Initial analysis of a com-
mercial CoO sample by one of the authors of this chapter showed the surface to be
extensively oxidized to Co3O4 even though the bulk powder XRD spectrum
showed only CoO. This appears to be a common problem with two published
databases [2, 68] showing similar Co3O4 oxidized surfaces for CoO. Attempts to
reduce this surface oxide by heating the sample to 950 °C (4 h) under argon were
unsuccessful. A second sample purchased from the same supplier contained larger
lumps of the compound that when ground by mortar and pestle and analyzed by
XPS gave spectra that were more consistent with literature results. To confirm this,
spectra from three different literature sources [69–71] were digitized, curve fitted,
and compared to these results. The areas of the main peak centered at ≈780 eV
relative to the satellite peak at ≈786 eV were compared and were shown to be
equivalent. The results presented in this work show significantly better resolution
than previous work using non-monochromatic sources [69–72] and/or older spec-
trometers [73].

Co metal, CoO, Co(OH)2 and Co3O4 spectra are presented in Fig. 10.10 with
spectral fitting parameters given in Table 10.5. Fitting parameters for CoOOH from
a fit of a digitized spectrum from the recent work of Yang et al. [74] are also
presented, as are parameters for a new analysis of CoCr2O4. As for Fe, the binding
energy overlap of the various oxide and hydroxide forms will greatly increase the
absolute error in speciation quantitation. However, curve fitting procedures such as
those presented here should be useful for a more meaningful interpretation for a
series of similar Co containing samples. A second concern is the overlap of the
higher binding energy 2p3/2 multiplet or satellite structures of the various oxides
and hydroxides with the metal 2p1/2 peak at 793.1 eV. This overlap, when the metal
is present, requires the use of an offset for the higher binding energy background
endpoint similar to that used for Ni as described previously [75] and in the next
section.

10.2.2.5 Nickel

There is a large body of work based on the use of XPS to examine nickel surfaces,
nickel oxides, and nickel alloys [76–79]. Varying methods of chemical state
identification are used with moderate to good success. McIntyre et al. [80] pre-
sented line-shapes of standard NiO and NiFe2O4 which were then used to study
Inconel 600 alloys under very mild oxidation conditions. Matienzo et al. [81]
presented a survey of analyses of numerous nickel compounds (including a large
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number of nickel complexes) and gave single peak positions for both the 2p3/2 and
2p1/2 peaks.

Roberts and Smart [82] investigated changes in the defect structure of NiO
surfaces by XPS. Changes in the O 1s and Ni 2p spectra were followed after heat

Fig. 10.10 Co 2p spectra for
(bottom to top) Co metal,
CoO, Co(OH)2 and Co3O4

(Reprinted from [8] with
permission from Elsevier)
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treatment. A Ni 2p3/2 peak at 856.1 eV was attributed to the presence of Ni(III)
species. Carley et al. [83] showed that Ni(III) species can be found within a
potassium doped Ni(110)-O surface. Moroney et al. [84] studied the thermal
decomposition of β-NiO(OH) and ‘nickel peroxide’. They concluded that the two
compounds are chemically identical, as both convert in vacuum to defective NiO at
773 K (500 °C).

Grosvenor et al. [7] presented an initial investigation of the multiplet splitting
structure of Ni(OH)2, NiOOH and NiO Ni 2p spectra as well as the plasmon loss
structure associated with the metal Ni 2p spectrum. Ni(OH)2 and NiOOH were
found to be fitted quite well to a Gupta and Sen multiplet line-shape [7, 19]. NiO,
which shows a well resolved set of peaks, could only be satisfactorily fitted with a
Gupta and Sen line-shape by allowing variation in the binding energy positions of
the multiplet contributions to the main peak [7].

For much of the earlier work, the importance of multiplet splitting and satellite
structure in the interpretation of the Ni 2p line shape was understood but limited
models for fitting these structures were available as reviewed in Sect. 10.2.1
[80, 85]. Recent experimental and theoretical advances have considerably improved
the fitting process. Recent publications [7, 8, 75] summarize some of the important
milestones in these works which will not be duplicated here; however, the curve
fitting method [8, 75] will be summarized. This recent work [75, 86], and other
works [83, 87], shows how spectral subtraction using quality reference spectra can
be used to identify small amounts of Ni(III) within the complex spectral profile of
NiO in thin oxide films.

These curve fitting techniques use specified empirical fitting parameters that take
into account the unique peak shapes of the various Ni compounds. Spectra are fitted
with the asymmetric line shape and plasmon loss peaks for Ni metal and an
empirical fit of the NiO and Ni(OH)2 line shapes from parameters derived from
standard samples (Table 10.6). The binding energy differences, FWHM, and area
ratios were constrained for each species. The absolute binding energy values were
allowed to vary by ±0.1 eV to allow for error associated with charge referencing to
adventitious C 1s. Overlap of the high binding energy satellite structure from Ni
(OH)2 (and to a lesser extent NiO) with the 2p1/2 metal peak, which is composed of
an asymmetric main peak and contributions from plasmon loss structure, can make
the definition of an appropriate spectral background using only the 2p3/2 portion of
the spectrum problematic. This work has shown that a Shirley-type background
applied across the entire 2p (2p3/2 and 2p1/2) portion of the spectrum works rea-
sonably well (even though fitting of only the 2p3/2 portion of the spectrum is carried
out). In many cases, an offset of the higher binding energy end of the background
can be used to improve the fit of the peak shapes. The appropriate background offset
is determined using an iterative approach while monitoring a residual plot of the
2p3/2 area. It is necessary during spectral acquisition to use a window of sufficient
width (848.0–890.0 eV) to accurately assess the end of the Ni 2p1/2 envelope for
positioning of the background endpoint. Examples of fitted spectra are presented in
Fig. 10.11.
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10.3 Intra- and Extra-Atomic Relaxation Mechanisms

The previous sections have sought to review the practical methods of analysing final
state effects in FRTM and their compounds; in this section, details of how final state
effects influence binding energies will be presented. XPS binding energies are
sensitive to the chemical environment because they are related to the interactions
between the atom of interest and its first coordination shell, i.e., its nearest neighbour
atoms. Longer-range interactions with more distant atoms can also influence these
energies, though these effects are often much less pronounced [4, 88]. The observed
binding energy of a photoelectron from atom i, ΔEbi, which results from both
ground- and final-state energies, can be described by the modified charge potential

Fig. 10.11 a Ni 2p spectra of
INCO (Type 123) nickel
powder and b an ultrafine
nickel powder. A Shirley
background under the entire
Ni 2p spectrum with an offset
on the higher binding energy
endpoint was used for both
spectra (Adapted from [75])
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model described in Sect. 10.1.1.2 (10.1.1). Many factors influence binding energies,
and isolating the main contributions can be difficult.

Binding energy shifts can be very informative when examining the electronic
structure of materials; however, it is important when defining the surface chemistry of
first row transition metals, and their compounds, to understand if observed shifts
result from ground-state or final-state effects. Before describing how final-state effects
can influence XPS binding energies, and how they can be separated from ground-state
effects, it seems appropriate to provide examples of how ground-state effects can shift
binding energies. Rewriting (10.1.1) to exclude final-state effects gives:

DEbi ¼ kDqi þ D
X
i 6¼j

qj
rij

ð10:3:1Þ

An increase in the charge of the absorbing atom (qi) results in decreased
screening of the nuclear charge, leading to the core (and valence) electrons of the
absorbing atom being more tightly bound. The result of this is that more energy is
required to remove an electron from the atom (ion), and this is observed as an
increase in the photoelectron binding energy. For example, applying the multiplet
fitting method described above for transition-metal 2p XPS spectra to high-spin
Fe-containing materials has resulted in the determination of highly accurate Fe 2p3/2
binding energies for FeXy compounds (X = halide), which are plotted in Fig. 10.12
versus the Fe oxidation state [5]. As can be easily observed, the average BE
increases with increasing oxidation state, but it can also be observed that the Fe
2p3/2 binding energy changes significantly when the Fe oxidation state is held
constant and the ligand that is bound to Fe is changed. The Fe-ligand bond
covalency changes considerably depending on the electronegativity of the ligand,
which affects the Fe charge [89]. The Fe charge is defined here as representing a
combination of the Fe oxidation state and Fe-X bond covalency. With increasing
bond covalency, the Fe charge is reduced, resulting in a lower Fe 2p3/2 binding
energy (cf. the Fe 2p3/2 binding energies from FeFy, FeCly, and FeBry in
Fig. 10.12). A shift to lower binding energy because of an increase in the bond
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Fig. 10.12 Change in
Fe 2p3/2 binding energy
depending on oxidation state
and composition (Adapted
from [5])
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covalency could be described as resulting from ground state effects in (10.1.2) by
attributing the shift to a decrease in the magnitude of the Fe charge (qi). However,
as has been shown previously, and will be presented below, changes in XPS
binding energies due to apparent changes in the covalency of the bond between the
absorbing atom and nearest-neighbours can also result from combined extra- and
intra-atomic final-state relaxation.

Along with binding energy shifts resulting from changes in oxidation state, the
ground-state binding energy can also shift because of extra-atomic (nearest and
next-nearest neighbour) effects. The screening of the nuclear charge of the
absorbing atom can be influenced by electrons from near and nearest-neighbours, as

described by the D
P

i6¼j
qj

rij term in the modified charge potential model (10.1.1).

The binding energy can change depending on the charge of the neighbouring atom
(qj) and/or the distance between the neighbouring atoms and the absorbing atom
(rij). An example of the effect of bond distance on XPS binding energies is the shift
in the O 1s BE that was observed in the REFeAsO (RE = Ce, Pr, Nd, Sm, Gd)
system (Fig. 10.13) [90]. These materials have received considerable attention, as
the F-substituted materials (i.e., REFeAsO1-xFx) have been observed to exhibit
superconducting behaviour [91–94]. The O ions are tetrahedrally coordinated to
rare-earth (RE) ions within the structure [90]. It was observed in this study that the
O 1s BE (Fig. 10.13) decreased in energy with increasing RE-O bond length [90].
This shift cannot be specifically attributed to a decrease in O charge as the RE ions
studied all have similar electronegativity values [89]. Instead, it was proposed that
the increase in the RE-O bond length decreased the contribution of the

nearest-neighbour RE ions to the screening of the O (D
P

i 6¼j
qj

rij), which led to a

decrease of the O 1s BE [90].
Ground-state effects resulting from a change in formal oxidation state play a

significant role in shifting XPS binding energies. For example, the difference in Fe
2p3/2 BE between FeCl2 and FeCl3 is ≈+1 eV [5]. However, final-state effects can
shift the binding energy by similar magnitudes. It has been determined that the Ti
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Fig. 10.13 Plot of O 1s
binding energy (BE) versus
RE–O bond length in
REFeAsO (RE = La–Nd, Sm,
Gd) (Adapted from [90])
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2p, Si 2p, and O 1s binding energies in (TiO2)x(SiO2)1−x shift because of final-state
effects with increasing value of x (similar materials are reviewed in more detail in
Sect. 10.3.1.2) [95, 96]. The Ti 2p3/2 binding energy decreased by >1 eV on
progressing from (TiO2)0.1(SiO2)0.9 to TiO2, which is of similar magnitude to the
ground state shift of the Fe 2p3/2 binding energy when comparing FeCl2 to FeCl3
[6, 95]. Changes in the coordination environment (i.e., coordination number) have
also recently been shown to lead to binding energy shifts because of final-state
effects, which is a result of a change in the screening of the core-hole produced by
excitation of a photoelectron [97]. Examples of how final-state effects can con-
tribute to XPS binding energy shifts are presented below along with a discussion of
how ground-state and final-state effects can be separated.

10.3.1 Examples of Binding Energy Shifts Due
to Final-State Relaxation

10.3.1.1 Understanding the Influence of Ground-State and Final-State
Effects on the Ni 2p3/2 Binding Energy from Nickel Halides

As presented in Sect. 10.1.1.2, multiple contributions can result in shifts in XPS
binding energies (cf. 10.1.1). Shifts in binding energy between materials because of
final-state relaxation effects are likely the least acknowledged cause of binding
energy shifts. One of the reasons why final-state effects are not often discussed
when reporting binding energy shifts can be attributed to the difficulty in separating
ground-state and final-state effects by examination of core-line XPS spectra alone.

To understand if a binding energy shift between two materials primarily results
from ground-state or final-state effects requires the examination of more than just
core-line XPS spectra. The combination of Auger and core-line emissions in XPS
spectra has been extensively used to determine the amount of ground-state and
final-state effects that contribute to the measured binding energy using the modified
Auger parameter (10.1.2)–(10.1.4) [14, 98]. The physical basis for the Auger
parameter lies in the nature of the final states created during photoelectron and
Auger electron emission. In an Auger process, the atom is left in a doubly-ionized
final state, which experiences more relaxation than the final state produced by
emission of a photoelectron, where there is only a single core-hole [99].
Understandably, final-state effects play a larger role in Auger kinetic energies than
photoelectron binding energies. Shifts in ground-state energies generally influence
XPS binding energies and Auger kinetic energies equally; however, it should be
recognized that this is not always the case [14]. Examination of the XPS and Auger
spectra using Wagner plots, which compares the kinetic energy of the Auger
emission to the binding energy of the XPS emission from the same surface, can
provide information on the relative contributions of ground-state and final-state
effects to shifts in XPS binding energies [14].
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A recent study combined the analysis of Ni 2p core-line peaks and Ni LMM
Auger peaks in the same XPS spectra to understand final-state relaxation contri-
butions to the Ni 2p XPS binding energies from Ni oxides, hydroxides, oxyhy-
droxides and halides [98]. The analysis of the halides will be used here to outline
the method. Examination of Ni 2p3/2 XPS spectra from nickel halides (Fig. 10.14)
showed that the binding energy decreased on progressing from NiF2 to NiI2, as
might be expected based on a bond covalency argument and assuming only
ground-state effects. Analysis of the Ni LMM Auger spectra (Fig. 10.14) showed
that the spectra shifted to higher kinetic energy and became narrower on

Kinetic Energy (eV)
830 840 850 860 870

NiF2

NiCl2

NiBr2

NiI2

Binding Energy (eV)
850860870880890

NiF2

NiCl2

NiBr2

NiI2

I p3/2

Fig. 10.14 Ni LMM Auger (left) and Ni 2p XPS (right) spectra for NiF2, NiCl2, NiBr2 and NiI2.
Note the overlap of I 3p3/2 peak with the Ni 2p spectrum for NiI2 (Reproduced from [98] with
permission of the PCCP Owner Societies)
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progressing from NiF2 to NiI2. By comparing the ΔEb (relative shift in binding
energy) and ΔEk (relative shift in kinetic energy) values, the modified Auger
parameter was calculated, which allowed for a determination of the contribution of
ground-state and final-state effects (i.e., relaxation) to the shift observed in the Ni
2p3/2 XPS binding energy (Table 10.7) [98]. It was possible to calculate the con-
tributions of ground-state and final-state effects to the shift in the Ni 2p3/2 binding
energy from the Ni halides by use of (10.1.3) and (10.1.4) presented in
Sect. 10.1.1.2.

Figure 10.14 shows the succession of nickel halide Ni 2p and LMM Auger
spectra from the nickel halides. The Ni 2p3/2 peak increases in binding energy from
the iodide through to the fluoride, which would suggest an increasing positive
charge. This is supported by the strong relationship between Ni 2p3/2 binding
energy and electronegativity of the ligand, as one might expect, and as has been
shown previously [6]. The chloride and bromide show similar Ni 2p peak struc-
tures. Subtraction of the overlap of the I 3p3/2 peak from the Ni 2p peak structure
gives a similar structure to the chloride and bromide for the Ni 2p3/2. The degree of
covalency for these compounds has been calculated to be NiI2 > NiBr2 > NiCl2
[100]. This change in bonding is reflected in the halide LMM Auger spectra
(Fig. 10.14), which show progressive changes from the chloride to the iodide.
Specifically, the higher kinetic energy shoulder on the main peak diminishes from
the chloride to the iodide. The overall Auger peak width also decreases from the
chloride to the iodide and is correlated with a reduction in effective d-hole con-
centration [101, 102]. The fluoride does not fit into this trend with a peak width
between that of the chloride and the bromide.

Analysis of the ground- and final-state effects for the halides (Table 10.7) shows
that the binding and kinetic energy shifts of the nickel halides are dominated by
ground-state effects, ΔEi, which are much larger (−5.15 to −2.45 eV) than final state
effects, ΔR (−0.45 to +0.45 eV). These ground-state effects induce a shift to lower
binding energy, as described by ΔEb = −ΔEi − ΔR, on progressing from NiF2 to
NiI2. The ground-state effect decreases in magnitude from fluoride to iodide, which
suggests a progressively decreasing positive ground state valence state, as would be
expected based on electronegativity arguments [89].

Table 10.7 Ni 2p3/2 and Ni LMM peak maximum positions, Auger parameter (α′), ΔEb, ΔEk,
Δα′, ΔR and ΔEi values [98]

Compound Ni 2p3/2
peak
maximum
Eb (eV)

Ni LMM
auger peak
maximum
Ek (eV)

Auger
parameter
(eV) (α′)

ΔEb (Ni
2p3/2;
relative to
Ni metal)

ΔEk

(Ni
LMM)

Δα′ ΔR ΔEi

Ni Metal 852.54 846.22 1698.76
NiF2 858.12 839.74 1697.86 5.58 −6.48 −0.90 −0.45 −5.13
NiCl2 856.77 841.88 1698.65 4.23 −4.34 −0.11 −0.06 −4.17
NiBr2 855.27 843.25 1698.52 2.73 −2.97 −0.24 −0.12 −2.61
NiI2 854.46 845.23 1699.69 1.92 −0.99 0.93 0.46 −2.38
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Final-state effects, ΔR, due to the polarizability of the larger halide ions, par-
ticularly the diffuse iodide ion, are seen in the positive ΔR relaxation shift to lower
binding energy [98]. The shift to lower binding because of final-state effects offset
the shift to higher binding because of ground-state effects. There is also support in
this study for the direct use of relative bond lengths from diffraction analysis in
interpreting differences in ΔR between related compounds rather than more general
electronegativity or similar parameters alone [98].

10.3.1.2 Deciphering Final-State and Ground-State Effects in XPS
Binding Energy Shifts from (ZrO2)x(TiO2)y(SiO2)1−x−y

Amorphous transition-metal silicates (e.g. (MO2)x(SiO2)1−x; M = Ti, Zr, Hf) have
been the subject of many investigations because of their tuneable properties and
industrial applications. Many of the properties of these materials depend on the
metal content, which can be adjusted to control the refractive index, thermal
expansion coefficient, hardness, chemical durability, and dielectric constant of the
materials [103–112]. Amorphous (ZrO2)x(TiO2)y(SiO2)1−x−y and (ZrO2)x(SiO2)1−x
(quaternary and ternary metal silicates, respectively) have been synthesized by
sol-gel methods and investigated by X-ray absorption near-edge spectroscopy
(XANES) and XPS [97]. Complementary techniques, such as Auger spectroscopy
and XANES, were needed in this study to separate ground- and final-state effects,
and to identify the major contributions to observed shifts in binding energy. The
important difference between XANES and XPS lies in the final state produced by
each method. In XPS, the final state of the system being probed is electron deficient
and has an unscreened core-hole owing to the removal of a core-electron from the
atom. Because of this, relaxation effects due to the core-hole are greater in XPS than
in XANES where the core-electron is promoted to conduction states and can par-
tially screen the core-hole [113–115]. Thus, when the ground-state is identical, and
electrons of equal energy (i.e., the same orbital) are probed by both techniques (e.g.,
Ti 2p3/2 XPS and Ti L3-edge XANES), the difference in the final-state of analogous
XPS and XANES excitations can be exploited to resolve ground- and final-state
effects in XPS binding energies.

To study how increasing the total metal content affects the electronic structure of
these materials, XPS core-line spectra from (ZrO2)x(TiO2)y(SiO2)1−x−y were col-
lected (cf. Fig. 10.15) [96]. The binding energy of the photoelectron peak maximum
is plotted as a function of total metal content in Fig. 10.16. Binding energies from
ternary silicates ((ZrO2)x(SiO2)1−x and (TiO2)x(SiO2)1−x) are also plotted to show
the close agreement with values obtained from the quaternary silicates at similar
total metal content (i.e., ≤0.1 eV difference when the total metal content is identical)
[95, 96]. All core-line photoelectron peaks (Zr 3d5/2, Ti 2p3/2, Si 2p, and O 1s)
showed a significant decrease in binding energy with increasing total metal content
(x + y, mol.% ZrO2 + TiO2), but show little to no variation in binding energy when
the total metal content was fixed and the Zr:Ti ratio was varied. As the total metal
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content increases, the variation of the quaternary binding energies at a fixed total
metal content increases.

It is clear that there are large decreases in binding energy with increasing total
metal content, but the underlying cause of the binding energy shift cannot be
determined by analysis of only the XPS binding energies. For example, substitution
of Si4+ atoms by more electropositive Ti4+ or Zr4+ atoms (χSi = 1.74, χTi = 1.32,
χZr = 1.22) [89] may increase final-state relaxation experienced by electrons in the
material, increasing DEEA

i in (10.1.1) and decreasing the binding energy. This
substitution could also lead to more electron density at and/or around the absorbing

atom in the ground-state, decreasing kDqi and/or D
P

i6¼j
qj

rij in (10.1.1) and

decreasing the binding energy [4, 116, 117]. Additionally, the incorporation of
metals into these materials will increase the average bond distances (ionic radii: rSi4
+ (CN:4) = 0.26, rTi4+ (CN:5) = 0.51, rZr4+ (CN:8) = 0.84), which could also affect

D
P

i 6¼j
qj

rij [4, 116, 118].

To determine the origin of the binding energy shifts in the XPS core-line spectra
from (ZrO2)x(TiO2)y(SiO2)1−x−y and (ZrO2)x(SiO2)1−x, soft X-ray XANES spectra
(Ti L2,3-, and Si L2,3-edge; Fig. 10.17) were collected and compared to the corre-
sponding XPS spectra (Ti 2p, and Si 2p). Ti L2,3-edge spectra result from the

(a)
In

te
ns

ity

Binding energy (eV)
106 105 104 103 102 101 463 462 461 460 459 458 457

In
te

ns
ity

Binding energy (eV)

(b)

Fig. 10.15 a Si 2p and b Ti 2p3/2 XPS core-line spectra of the quaternary silicates and binary
oxides (Adapted from [96])
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excitation of Ti 2p electrons to unoccupied Ti 3d states, and are sensitive to both the
local coordination number and the electronic structure [113, 119]. Previous studies
have assigned the multiple peaks of the L3 or L2 components to transitions with
energies reflective of the splitting in Ti 3d orbital energies [120]. Ti L3-edge
absorption energies were examined to probe the Ti 2p ground-state energies to
separate ground- and final-state effects in the XPS Ti 2p3/2 binding energy shifts. Ti
L3-edge spectra (Fig. 10.17a) showed no change in the L3-edge absorption energy
(<0.1 eV; determined by the maximum in the first derivative shown in Fig. 10.17a),
suggesting that ground-state effects are not responsible for the Ti 2p binding energy
shift observed by XPS. Si L2,3-edge spectra were also collected to probe changes in
the Si ground-state electronic structure (Fig. 10.17). The Si L2,3-edge spectra have
features due primarily to Si 2p → 3s transitions at lower energies (feature A in
Fig. 10.17), followed by a broader region at higher energies involving largely
2p→ 3d transitions (feature A in Fig. 10.17b) [121–124]. Comparison of the spectra
collected at the Si L2,3-edge reveals only subtle changes in the lineshape (such as a
slight broadening of the peaks with increasing metal content) and a < 0.1 eV change
in absorption energy across all samples (Fig. 10.17b). The lack of significant
changes in the Si L2,3-edge absorption energies (<0.1 eV shift; determined by the
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Fig. 10.16 The binding energy (BE) of the photoelectron peak maximum decreases with
increasing total metal content (mol.% ZrO2 + TiO2) (Adapted from [95, 96])
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maximum in the first derivative shown in Fig. 10.17b) is testament to the lack of
ground-state shifts in the Si 2p XPS binding energies with substitution.

The XPS core-line spectra showed a large decrease in the photoelectron binding
energies of all elements in (ZrO2)x(TiO2)y(SiO2)1−x−y with increasing total metal
content. Meanwhile, XANES spectra (Ti L2,3- and Si L2,3-edge) showed no changes
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Fig. 10.17 a Ti L2,3-edge and b Si L2,3-edge XANES spectra of the quaternary silicates. In both
sets of spectra, a <0.1 eV shift in the absorption-edge energy was observed across the series, as
determined by examination of the first-derivative of the spectra (bottom panel in each figure)
(Adapted from [96])
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in absorption energies, implying that ground-state effects are not a major contributor
in the XPS binding energy shifts. This leaves changes in extra-atomic final-state
relaxation (DEEA

i ) as the driving cause of these binding energy shifts. The binding
energy shifts in the silicates are caused by substitution of Si for Ti or Zr atoms, which
are much less electronegative (χSi = 1.74, χTi = 1.32, χZr = 1.22) [89, 117]. As metal
atoms replace Si, and the average electronegativity of the Si/Zr/Ti site decreases, the
electron density becomes less tightly bound. Consequently, electron density from the
chemical environment surrounding the absorbing atom can relax to a greater extent
around the core-hole produced during an XPS experiment, lowering the final-state
energy and leading to a decrease in the binding energy.

To confirm that final-state effects are responsible for the BE shifts, the O KLL
Auger transition was monitored and the Auger parameter, one of the few experi-
mental measures of relaxation, was extracted (Fig. 10.18) [14, 99, 125]. The peak
maxima for the O KLL Auger spectra from the quaternary silicates are shown in
Fig. 10.18a. These Auger kinetic energies values were added to the previously
presented O 1s binding energies (Fig. 10.16) to obtain the Auger parameter
(Fig. 10.18b). A plot of the Auger parameter versus total metal content (irrespective
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Fig. 10.18 a O KLL Auger peak maxima and b Auger parameters of the quaternary and ternary
silicates (Adapted from [96])

Table 10.8 O 1s and O KLL peak maximum positions, Auger parameter (α′), ΔEb, ΔEk, Δα′, ΔR,
and ΔEi values from (ZrO2)x(SiO2)1−x [96]

x in
(ZrO2)x(SiO2)1
−x

O 1s peak
maximum
Eb (eV)

O KLL auger
peak
maximum Ek
(eV)

Auger
parameter
(eV) (α′)

ΔEb

(relative
to
x = 0.1)

ΔEk Δα′ ΔR ΔEi

0.1 532.55 507.6 1040.15 0 0 0 0 0
0.2 532.4 508 1040.4 −0.15 0.4 0.25 0.125 0.025
0.33 532.2 508.55 1040.75 −0.35 0.95 0.6 0.3 0.05
1 530.1 511.4 1041.5 −2.45 3.8 1.35 0.675 1.775
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of metal identity) yields a positive linear relationship, confirming that DEEA
i , the

degree of extra-atomic final-state relaxation, in (ZrO2)x(TiO2)y(SiO2)1−x−y and
(ZrO2)x(SiO2)1−x increases with total metal content [96]. As the electronegativities
of Zr and Ti are similar, the identity of the metal was not found to be important in
this case. Using (10.1.2)–(10.1.4), the O 1s XPS spectra, and the O KLL Auger
spectra, the contribution of ground-state (ΔEi) and final-state (ΔR) effects were also
calculated. The values of ΔEi and ΔR from (ZrO2)x(SiO2)1−x (relative to
(ZrO2)0.1(SiO2)0.9) are presented in Table 10.8. These values confirm that final-state
effects play an important role in shifting the XPS binding energies from these
materials.

10.4 Summary and Conclusions

The first-row transition-metals (FRTM) are a very technologically important set of
elements and the 2p core-line spectra from FRTM are some of the most intensely
analysed of all XPS spectra. Information on the surface chemistry of these elements
is extremely valuable to materials design and performance optimization; however,
defining accurate information on the chemical state of a FRTM in different com-
pounds from XPS spectra can be complicated because of the influence of both
ground-state and final-state effects. As reviewed here, the FRTM XPS spectra can
have complicated lineshapes because of multiplet splitting and satellite peaks. To
determine accurate binding energy values, it is necessary to fit the spectra by
including multiplet structures and satellite peaks. Practical methods for this fitting
have been developed and now provide much more confident identification of
binding energies for each element in its metallic and ionised forms.

Once an accurate binding energy is determined from properly fitted XPS spectra,
it is then necessary to understand if the binding energy is dominated by
ground-state or final-state effects (or both). Changes in bond covalency, charge, and
coordination environment can result in shifts in binding energies because of
ground-state effects and/or final-state effects. Complementary information from the
analysis of Auger spectra and the Auger parameter, XANES spectra, and exami-
nation of the structure by XRD is required to properly determine if final-state or
ground-state effects are most important to an observed shift in binding energy.
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Chapter 11
Optimizing Polarization Dependent Hard
X-ray Photoemission Experiments
for Solids

J. Weinen, T.C. Koethe, S. Agrestini, D. Kasinathan, F. Strigari,
T. Haupricht, Y.F. Liao, K.-D. Tsuei and L.H. Tjeng

Abstract Polarization dependent hard X-ray photoemission (HAXPES) experi-
ments are a very powerful tool to identify the nature of the orbitals contributing to
the valence band. To optimize this type of experiments we have set up a photo-
electron spectroscopy system consisting of two electron energy analyzers mounted
such that one detects the photoelectrons propagating parallel to the polarization
vector (E) of the light and the other perpendicular. This method has the advantage
over using phase retarders (to rotate the E-vector of the light) that the full intensity
and full polarization of the light is available for the experiments. Using NiO as an
example, we are able to identify reliably the Ni 3d spectral weight of the valence
band and at the same time demonstrate the importance of the Ni 4s for the chemical
stability of the compound. We have also discovered the limitations of this type of
polarization dependent experiments: the polarization dependence is less than

J. Weinen � S. Agrestini � D. Kasinathan � L.H. Tjeng (&)
Max Planck Institute for Chemical Physics of Solids, Nöthnitzer Str. 40,
01187 Dresden, Germany
e-mail: hao.tjeng@cpfs.mpg.de

J. Weinen
e-mail: jonas.weinen@cpfs.mpg.de

S. Agrestini
e-mail: stefano.agrestini@cpfs.mpg.de

D. Kasinathan
e-mail: deepa.kasinathan@cpfs.mpg.de

T.C. Koethe � F. Strigari � T. Haupricht
II. Physikalisches Institut, Universität zu Köln, Zülpicher Straße 77,
50937 Cologne, Germany
e-mail: koethe@ph2.uni-koeln.de

F. Strigari
e-mail: strigari@ph2.uni-koeln.de

T. Haupricht
e-mail: tim@haupricht.de

© Springer International Publishing Switzerland 2016
J.C. Woicik (ed.), Hard X-ray Photoelectron Spectroscopy (HAXPES),
Springer Series in Surface Sciences 59, DOI 10.1007/978-3-319-24043-5_11

263



expected on the basis of calculations for free atoms and we can ascribe this
incompleteness of the polarization dependence to the presence of appreciable
side-scattering effects of the outgoing electrons, even at these high kinetic energies
in the 6–8 keV range.

11.1 Introduction

With bulk sensitivity being an important characteristic of HAXPES, another useful
aspect of this technique appears to be the very pronounced dependence of the
spectra on the polarization of the light. This can in principle be used to identify
the character of the orbitals contributing to the valence band [1–4]. In fact, if this
can be made quantitative, one can obtain a very detailed understanding of the
electronic structure of the material under study, especially when guided by theo-
retical ab initio calculations. The polarization dependent HAXPES experiments
reported so far [1–4] made use of phase retarders to rotate the polarization of the
light. The efficiency of the retarders to generate vertically polarized light, however,
is about 0.8 only [1–4]. This hampers a reliable determination of the limits of
polarization dependent HAXPES due to the inaccuracies in the characterization of
the efficiency of the phase retarders.

In our HAXPES project we followed a different route: instead of rotating the
polarization of the light, we altered the position of the electron energy analyzer, i.e.
we used two different experimental geometries, one in which the analyzer is placed
horizontally in the direction of the linear polarization of the light and the other
vertically and thus perpendicular to the light polarization (Fig. 11.1). This set-up
has the advantage that all the spectra can be taken with the full light polarization
provided by the undulator beam line. We have carried out a test experiment on NiO
as a model system for strongly correlated oxides. We can identify clearly the Ni 3d
spectral weight of the valence band and at the same time demonstrate the importance
of the Ni 4s for the chemical stability of the compound. We have also quantified
the limitations of the polarization analysis: the polarization dependence is less than
expected on the basis of calculations for free atoms. We ascribe this incompleteness
of the polarization dependence to the presence of appreciable side-scattering
effects of the outgoing electrons, even at these high kinetic energies in the 6–8 keV
range [5].
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11.2 Experimental

The experiments have been carried out at the recently installed Max-Planck-
NSRRC HAXPES set-up at the Taiwan undulator beamline BL12XU at SPring-8,
Japan. The photon beam is linearly polarized with the electrical field vector in the
plane of the storage ring (i.e. horizontal). The photon energy is about 6.5 keV. The
beam is monochromatized in two stages: a diamond crystal diverts a photon beam
with about 1 eV bandwidth to the HAXPES side branch and a channel-cut
monochromator is introduced to produce the desired photon resolution. Several
silicon single crystal channel-cut monochromators are available, allowing to select
the photon resolution within the range of 75–220 meV. A pair of K-B mirrors
focuses the beam on the sample position, achieving a spot size at the sample of
40 lm� 40 lm. The ultra-high vacuum experimental chamber is mounted on a
motorized table which allows to easily and precisely align the setup. Also the
sample manipulator is fully motorized. The sample is mounted on a continuous-
flow cryostat which allows to use liquid helium for cooling to 10 K.

An MB Scientific A-1 HE analyzer was used for the measurements. In the
horizontal geometry, the analyzer was mounted parallel to the photon beam’s
electrical field vector and perpendicular to the Poynting vector of the light. The
maximum angular acceptance was limited to ±15.3° (30.5° total acceptance) by the
circular opening of the first lens element. The photon energy and the overall energy

Fig. 11.1 Experimental
geometry for different angles
θ between the photon beam
(red, striped) electrical field
vector E and the momentum
of the analyzed
photoelectrons (blue). E is
always horizontal, in the
plane of the synchrotron
storage ring, the
photoelectron analyzer is
always mounted
perpendicular to the photon
beam. Top Analyzer mounted
vertically, θ = 90°. Bottom
Analyzer mounted
horizontally, θ = 0°
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resolution was determined using a gold reference sample. The Fermi level was at
6474.4 eV kinetic energy and the overall energy resolution was set to 390 meV. For
the measurements in the vertical geometry, the spectrometer was mounted per-
pendicular to the photon beam and to its electrical field vector. The maximum
angular acceptance was limited to ±8.3° (16.6° total acceptance) by the circular
opening of the first lens element. A silver reference sample was used to determine
the photon energy and energy resolution. The Fermi level was at 6482.4 eV kinetic
energy and the overall energy resolution was set to 350 meV.

For both geometries, an analyzer entrance slit/aperture set was used which
limited the angular acceptance in the energy dispersive direction to ±1.65°.
Applying the Helmholtz-Lagrange relation [6], this corresponds to an acceptance of
about ±3.5° at the lens entrance. The acceptance angle in the direction parallel to the
analyzer entrance slit (i.e. perpendicular to the energy dispersive direction) is
determined by the circular opening of the first element as specified above. A NiO
single crystal from SurfaceNet, Germany, was used (vertical geometry: as intro-
duced, horizontal: cleaved in situ). It was aligned in a grazing incidence and near
normal emission geometry. The temperature was 300 K, the pressure in the mea-
surement chamber was 2�3� 10�8 mbar.

We have also performed X-ray photoemission (XPS) measurements for the NiO
valence band using a Scienta SES-100 electron energy analyzer and a Vacuum
Generators twin crystal monochromatized Al-Ka hm ¼ 1486:6 eV source. The
overall energy resolution was set to 350 meV, as determined using the Fermi cutoff
of a silver reference. The pressure in this spectrometer was 2� 10�10 mbar during
the measurements, and the NiO single crystal was cleaved in situ to obtain a clean
surface.

11.3 Core Levels

Figure 11.2 displays the HAXPES Ni 2p and O 1s core level spectra of NiO taken
with the photoelectron momentum parallel (red curves) and perpendicular (blue
curves) to the polarization vector of the light. The parallel versus perpendicular
spectra are normalized with respect to the Ni 2p main peak intensity. No corrections
have been made to the spectra apart from a constant background subtraction. The
line shape of the Ni 2p spectra is essentially identical to the ones published using
also lower photon energies [7–12]. The O 1s spectrum shows a narrow single line
demonstrating that the NiO sample is clean and of good quality. The relevant
information that is contained in Fig. 11.2 is that the O 1s intensity is much lower for
the perpendicular (blue curve) than for the parallel (red curve) polarization. This is
qualitatively in agreement with the observations for s-orbitals in experiments in
which the polarization has been varied using a phase retarder [1–4].

Making use of the fact that the degree of the photon polarization is identical for
the two experimental geometries, we now can be quantitative concerning the
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physics underlying the change of the O 1s intensity with the photoelectron
momentum. The expression for the angular dependence for the differential pho-
toionization cross section is given by Trzhaskovskaya et al. [13, 14]:

dr
dX

¼ r
4p

1þ bP2ðcos hÞ þ ðc cos2 hþ dÞ sin h cosu� � ð11:1Þ

where σ is the subshell photoionization cross section and P2 the second Legendre
polynomial. θ is the angle between the photoelectron momentum and the polar-
ization vector of the light, φ the angle between the photon momentum vector and
the plane spanned by the photoelectron momentum vector and the electrical field
vector. b, c, and d are the angular distribution parameters. In our setup, we have for
the horizontal analyzer θ = 0° (φ undefined) and for the vertical analyzer θ = 90°
and φ = 90°. The expression (11.1) now simplifies to

dr
dX

¼ r
4p

1þ bP2ðcos hÞf g ð11:2Þ

or

dr
dX

¼ r
4p

1þ b
2
ð3 cos2 h� 1Þ

� �
¼ r

4p
1þ b

1
4
þ 3
4
cos 2h

� �� �
: ð11:3Þ

A polar plot of this angular dependence is shown in Fig. 11.3 for several values of β.
Ideally, in the atomic limit, β is 2 for s orbitals, so that for the perpendicular

orientation, i.e. θ = 90°, the intensity for the O 1s spectrum is expected to be zero.
This is clearly not the case. Normalized to the Ni 2p intensities, the intensity ratio of
the O 1s signal taken with perpendicular and parallel orientation is 0.16.
Cross-section calculations for atomic orbitals provide a β value of about 0.98 for Ni
2p at hm ¼ 6:5 keV [13, 14] (angular distribution parameters are interpolated from
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Fig. 11.2 HAXPES (photon
energy 6.5 keV) spectra of
NiO Ni 2p and O 1s core
levels with θ = 90° (vertical)
and θ = 0° (horizontal)
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tabulated values), so that the Ni 2p intensity ratio for vertical versus horizontal
orientation should be close to 0.258 using (11.3). The real experimental O 1s
intensity ratio is therefore 0.16 × 0.258 = 0.041. This is substantially larger than the
expected value of 0.008 using (11.3) for the interpolated β value of about 1.952 for
O 1s at hm ¼ 6:5 keV [13, 14].

To identify the origin of this discrepancy we will first investigate the effect of the
acceptance angle of the electron energy analyzers. We first of all note that the third
term in the sum in (11.1) still can be omitted for the two geometries used in our
experiment when we consider the effect of the acceptance angles: for the horizontal
geometry, the acceptance angle in both the analyzer entrance slit and energy dis-
persive directions enters as variations of the θ angle symmetrically around θ = 0,
and will not integrate a non-zero value for the third term since sin θ is an odd
function of θ. For the vertical geometry, the acceptance angle in the analyzer
entrance slit direction enters as variations in the φ angle symmetrically around
φ = 90°. Since cos φ is an odd function around φ = 90°, the third term will not show
up. The acceptance angle in the energy dispersive direction then also becomes
irrelevant. We still can therefore use the simpler (11.3).

In order to calculate the cross-section average over the acceptance angle, we
integrate (11.3) from θ − α to θ + α and divide by 2α, where ±α denotes the
acceptance angle. We arrive at:

dr
dX

¼ r
4p

1þ b
1
4
þ 3
4
cos 2h

sin 2a
2a

� �� �
ð11:4Þ
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Fig. 11.3 Polar plot of the
cross section angular
dependence for various values
of β
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The relevant acceptance angle for the horizontal geometry is determined
essentially by the acceptance along the analyzer entrance slit direction, i.e. ±15.3°,
since this is much larger than the acceptance along the energy dispersive direction,
i.e. ±3.5°. For the vertical geometry on the other hand, the acceptance along the
analyzer entrance slit direction does not alter θ, so the relevant number here is the
acceptance along the energy dispersive direction, i.e. ±3.5°. Using these numbers
and (11.4), we have a theoretical Ni 2p intensity ratio for vertical versus horizontal
orientation of 0.264 and 0.01 for the O 1s. The real experimental O 1s intensity ratio
is 0.16 × 0.264 = 0.042. Clearly, this is much larger than expected on the basis of
the cross-section tables including the effect of the analyzer acceptance angles. In
fact, in order to obtain a value of 0.042 we need for the analyzer in the vertical
geometry acceptance angles of the order of ±18°, which is physically not possible
with the ±8.3° acceptance dictated by the opening of the first lens. Apparently, we
have to conclude that the acceptance angles of the analyzer do not form the limiting
factor for the suppression of the O 1s signal in the vertical orientation.

11.4 Valence Band

In order to investigate to what extent these findings also affect HAXPES experi-
ments on the valence band and especially the quantitative analysis of their polar-
ization dependence, we also set out to collect the valence band spectrum of NiO.
Figure 11.4 displays the HAXPES spectrum taken with the vertical and horizontal
geometries, together with the spectrum taken with the standard XPS [15] using
monochromatized hm ¼ 1486:6 eV photons, as reference.

Starting with the XPS, we would like to note that this spectrum is very similar to
the ones reported earlier in the literature [16–18] and that it shows the characteristic
features labeled as A, B, C, and D, which are all related to the multiplet structure of
the Ni 3d spectral weight [16–18]. The HAXPES spectra, interestingly, have dif-
ferent lineshapes with clear extra features labeled S1 and S2. In the vertical
geometry, the intensities of these extra features are modest, but in the horizontal
geometry, the features dominate the spectrum.

To identify the origin of the S1 and S2 structures, we have performed LDA band
structure calculations using the full-potential code with the basis set of local
atomic-like orbitals (FPLO) [19]. The resulting total and partial densities of states
(DOS) are depicted in the bottom panel of Fig. 11.4. Of particular interest is the Ni
4s partial DOS. We can clearly observe that the peak positions of the Ni 4s and O
2p bands coincide very well with structures S1 and S2. Indeed, looking at the tables
[13, 14], the ratio of the subshell photoionization cross section of the Ni 4s relative
to that of the Ni 3d increases from 0.12 at hm ¼ 1486:6 eV, to 0.99 at hm ¼ 5 keV,
and to 3.61 at hm ¼ 10 keV, meaning that the contribution of the Ni 4s to the
spectrum is negligible in XPS and that it becomes significant in the HAXPES
experiment. The finding that HAXPES is much more sensitive to valence s orbitals
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is consistent with earlier reports and has been used to identify the partial density of
states of the s orbital in semiconductors and metals [20–25].

This result in fact shows that HAXPES unveils an important part of the chemical
bonding between the Ni and the O in the formation of NiO, namely the hybridization
between the Ni 4s conduction band and the O 2p valence band. This provides an
extra energy gain on top of the bonding energy due to the Ni 3d and O 2p
hybridization. This Ni 4s − O 2p hybridization is analogous to that of Mg 3s and O
2p in MgO [26, 27]. We would like to note that it is rather surprising that the LDA
calculation can explain so well the experimentally observed structure S1. It is well
known that due to the strongly correlated nature of the Ni 3d electrons the
description of the electronic structure by theory is still a great challenge. Features A,
B, C, and D require an explanation that includes at least aspects of configuration
interaction and atomic multiplet effects [16–18]. The Ni 3d states and their
hybridization with the O 2p will therefore result in an O 2p spectral weight that may
be significantly different from the LDA O 2p partial DOS. The Ni 4s that couples to
this O 2p may consequently show spectral weight at quite different energies than
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predicted by the LDA. It is therefore invaluable that the Ni 4s states can indeed be
made visible experimentally. From the fact that the LDA does give a reasonable
match to the experiment for the Ni 4s we can apparently deduce that the O 2p states
that hybridize with the Ni 4s have a rather weak mixing with the Ni 3d. In hindsight,
we may indeed see a justification for this in the form of a rather small Ni 3d and very
high O 2p partial DOS in the LDA band that form the S1 structure.

We now analyze quantitatively the polarization dependence of the Ni 4s contri-
bution to the spectrum. With the spectra normalized to the Ni 3d peak height at
2 eV binding energy, i.e. peak A, in the experiment and normalized to the Ni
3d peak height at 1 eV binding energy in the calculation, we can make an estimate
for the relative contribution of the Ni 4s to the spectra. After broadening the
calculated DOS with a 0.35 eV Gaussian to account for the experimental resolution
and 1.9 eV Lorentzian for the life time (full width at half maximum values), we find
for the vertical geometry that a multiplication by a factor of 10 of the Ni 4s DOS
gives a reasonable match for the intensity of structure S1 and S2. For the horizontal
geometry, we need a multiplication factor of approximately 110. From the cross
section tables we expect the Ni 3d to have an intensity ratio for vertical versus
horizontal orientation of about 0.58. Here we make use of (11.4), with β = 0.39 for
Ni 3d at hm ¼ 6:5 keV [13, 14]. The effect of the analyzer acceptance angle is
included. We then find experimentally that the ratio for the Ni 4s polarization
dependence is given by 10/110 × 0.58 = 0.053. This is a very large contrast which
demonstrates the power of polarization dependence to identify the contribution of
s orbitals to the valence band. Using the polarization dependence rather than the
photon energy dependence of the photoionization cross section has the advantage
that one does not also vary the probing depth as is the case when comparing
HAXPES with XPS.

Yet, on the basis of atomic cross-section calculation, we expect even a larger
contrast, namely aNi 4s intensity ratio of about 0.004with β= 1.984 forNi 4s [13, 14].
The reduction of the Ni 4s is thus much less than can be expected on the basis of the
atomic calculations including the effect of the analyzer acceptance angles. This
finding is consistent with the above described observations for the O 1s. Again, in
order to obtain the value of 0.053we need somehow effective acceptance angles of the
order of ±18° for the measurement, and this is clearly not related to the instrumental
conditions. A possible explanation for this non-perfect polarization dependence can
perhaps be found in the (quasi-elastic) scattering processes which take place
following the creation of the photoelectron [28–31]. Although forward scattering will
be dominant at high kinetic energies, a non-negligible amount of side scattering
processes will make it possible to change the propagation direction of part of the
photoelectrons such that they enter the analyzer which they otherwise will not be able
to do. The effective acceptance angle of the order of ±18° that we would need, as
mentioned above, reflects this process. We note that experiments using 700 eV
photons on VO2 reveal only a weak polarization dependence for the O 1s [32] as
shown in Fig. 11.5, supporting the explanation on the basis of such scattering pro-
cesses: the kinetic energy of the photoelectrons (ca. 170 eV) is so low, that side or
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even back scattering events dominate, leading to an almost complete loss of the
relationship between the propagation direction of the photoelectron upon creation and
the direction of the photoelectron when it enters the analyzer.
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Fig. 11.6 HAXPES endstation at SPring-8 Taiwan Beamline 12XU sideline
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11.5 Conclusions

Although the polarization dependence in the HAXPES experiments is not as much
as we have expected on the basis of atomic cross-section calculations, i.e. a reduction
to 0.042 or 0.053 instead of 0.01 or 0.004, we nevertheless can state that it is
extremely large: the reduction is from 1.00 to 0.042 or 0.053. In other words, we can
achieve a contrast of about 20:1 for s orbitals. This is more than sufficient for
determining the character of the orbitals forming the valence band of solids as we
have shown for the case of NiO. Based on the results of these experiments, we now
have modified our HAXPES set-up such that two photoelectron energy analyzers are
mounted simultaneously: one analyzer is placed horizontally (in the direction of the
linear polarization of the light) and the other vertically (and thus perpendicular to
the light polarization). Figure 11.6 shows a photograph of this new set-up. Although
a simultaneous measurement of both polarizations is even possible, our aim is more
to facilitate high-quality polarization dependence experiments without the need to
interrupt the measurement to rotate the set-up, which usually is accompanied by
stopping the vacuum pumps or even breaking the vacuum.
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Chapter 12
Photoelectron Emission Excited by a Hard
X-ray Standing Wave

Jörg Zegenhagen, Tien-Lin Lee and Sebastian Thiess

Abstract The following chapter describes the basics and some applications for the
case that photoelectrons are emitted from a hard X-ray interference field instead of
by a travelling wave. The dipole approximation holds astonishingly well even for
hard X-rays as far as the magnitude of the transition matrix element is concerned.
However, the forward-backward asymmetry caused by higher order multipole terms
needs to be considered when the photoelectron is emitted by the coherent action of
two X-ray waves travelling in different directions. This has implications on the
chosen experimental set-up which will be briefly discussed together with other
experimental aspects. Finally, some examples of X-ray standing wave analysis
using hard X-ray photoelectron spectroscopy will be presented yielding the geo-
metric and electronic structure of (crystalline) materials with pm resolution.

12.1 Introduction

In the 1960s, verifying the predictions of the dynamical theory of X-ray
diffraction (DTXD) [1–3], Boris Batterman demonstrated that an X-ray standing
wave (XSW) with the periodicity of the lattice planes (correctly speaking:
diffraction planes1) is formed during Bragg reflection of hard X-rays [4]. A few
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years later he showed that the photo-absorption can be made position selective [5]
when using such an X-ray interference field instead of a travelling wave for the
photo excitation. At the time, he used the emitted X-ray fluorescence as a probe for
the strength of the photoabsorption, though. The principle of this method, com-
monly referred to as the XSW technique, is shown in Figs. 12.1 and 12.2.

Interestingly enough, but nowadays mostly forgotten, K. Siegbahn conceived the
ESCA (electron spectroscopy for chemical analysis) technique in the 1960s using in
the beginning X-rays in the 10 keV range as excitation source [6]. Thus, ESCA using
hard X-rays, that is HAXPES, and the XSW technique were conceived at pretty
much the same time. In a typical photoelectron spectroscopy (PES) experiment, the
electron emission is of course excited by a transient electromagnetic wave and thus
the absorbing atom and its surroundings are exposed to the same constant electric
field intensity.

The motivation of Batterman’s first experiment was just to prove that an XSW
exists in a crystal during Bragg reflection, but then he realized that the XSW is
rather useful as a novel structural probe [5]. Nowadays, the XSW technique is
understood as highly valuable extension of many spectroscopic techniques, notably
PES, adding high spatial resolution to the already powerful spectrum of features [7].
For employing the full strength of the XSW technique, especially the extensive
Fourier analysis of the distribution of atoms in the unit cell or on the surface of a
substrate [8, 9], the methods requires the use of hard X-rays. Higher spatial reso-
lution requires shorter wavelengths, i.e. higher X-ray energies. Furthermore, due to
the properties of crystal optics, it is straight forward to produce monochromatic
X-rays with rather small band-pass, easily reaching below 10 meV, at higher X-ray
energies [10, 11]. Thus, the advantage of combining the XSW technique especially
with hard X-ray PES (HAXPES) is obvious. However, it took quite a while until the
two techniques, which were almost conceived in parallel, came together and joined
forces.

In the early days of the XSW technique, fluorescence spectroscopy was
employed as the spectroscopic technique of choice, simply because PES requires
the sample to be placed in vacuum, which represents an additional complication
(and limitation for some applications). However, it should be noted that relatively
early simple total yield electron detectors such as gas avalanche detectors were used
for XSW experiments [12].

In the early 1980s, the strength of using the XSW technique for surface studies
was demonstrated [13] locating Br on Si(110) in methanol solution. In the devel-
opment of the XSW technique, a major leap forward was the application of syn-
chrotron radiation [14]. Shortly after, the XSW method was then adapted for surface
studies in ultra high vacuum (UHV) in the mid 1980s by several groups [15, 16], also
employing photoelectrons as the detection channel [17, 18].

The fact that the XSW technique allows pm spatial resolution is a direct conse-
quence of the (largely) valid dipole approximation (DA) of the photo-absorption
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process [19]. In the DA, the strength of the photo-absorption is exactly proportional
to the electric field strength at the center of the absorbing atom. Thus, using XSW the
atomic distribution is probed, in contrast to X-ray diffraction experiment, probing
the charge distribution. At higher X-ray energies, the dipole approximation is
unfortunately compromised and multipole contributions cause a forward/backward
asymmetry in the photoelectron emission (cf. Fig. 12.3). This must be considered
when interpreting the result of an PES/XSW experiment in particular in case of
backreflection as will be briefly discussed further below.

12.2 X-ray Standing Wave and Photo-Absorption

The XSW technique is in essence an X-ray interference technique. Scanning the
interference field, the intensity of the photoelectron emission, following the absorp-
tion by a specific atom, reveals the position of this atom with respect to the XSW

Fig. 12.1 Bragg reflection of a plane wave, characterized by momentum k0 and electric field E0

giving rise to a reflected wave kh and Eh and the formation of a standing wave (interference field)
in the overlap region

0

0.5

1.0

he-

(111)

(111)

Fig. 12.2 Schematic of an XSW produced by a Si(111) reflection. The (111) diffraction planes
which are also Miller planes are indicated. An atom, photo excited by the maxima of the field
intensity, emits a photoelectron and then X-ray fluorescence upon relaxation
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pattern. The interference field, the standing wave, is considered here being created
by Bragg diffraction from a single crystal and atomic positions are thus determined on
the scale of its unit cell.

12.2.1 X-ray Standing Wave Formation

An X-ray wavefield is created by the superposition of the incident and Bragg
reflected X-ray waves (cf. Fig. 12.1) with the electric field vectors E0 ¼ e0E0 and
Eh ¼ ehEh, respectively with

(a)
(b)

(c)

Fig. 12.3 The photoelectron (e0) emission profile is symmetric with respect to the E-field vector
in case of pure dipolar emission (a) and shifted along photon propagation k forward (b) or
backward (c) when quadrupole contributions become sizeable, i.e. shifted in opposite directions
for the incident and reflected beam in case of back-reflection

Fig. 12.4 Schematic of photoelectron emission from a crystal under Bragg reflection. The
incident and reflected electromagnetic waves E0 and Eh are characterized by the wave vectors k0
and kh, respectively. The X-ray polarization is indicated by the vectors e0σ, e0π and ehσ, ehπ. The
angle 2θ, i.e. twice the Bragg angle, is the angle between the wave vectors k0 and kh. The escaping
photoelectron is characterised by the vector kp

280 J. Zegenhagen et al.



E0 ¼ e0E0ei x0t�k0rð Þ and Eh ¼ ehEhei xht�khrð Þ

as shown schematically in Fig. 12.1. Here e0 and eh are polarization vectors and k0
and kh are the X-ray propagation vectors with

k0j j ¼ khj j ¼ kj j ¼ k ¼ 2pk�1

where λ is the X-ray wavelength. The two E-field vectors are related by an
amplitude and a phase factor via

Eh ¼
ffiffiffi
R

p
E0 exp itð Þ

with R being the reflectivity

R ¼ Ih
I0

¼ Ehj j2
E0j j2 :

The propagation vectors of the two plane waves are related by

kh ¼ k0 þ h ð12:1Þ

as shown in Fig. 12.1.
The XSW in the overlap region is given by

E ¼ E0 þ Eh ¼ eixt e0E0e �ik0rð Þ þ eh

ffiffiffi
R

p
E0eite �ikhrð Þ

h i

Assuming for simplicity e0keh and using the cosine theorem the wavefield
intensity I can be cast into the simple form:

Ih ¼ Ej j2¼ I0 1þ Rþ 2
ffiffiffi
R

p
cosðt� hrÞ

� �

The dimensionless scalar product hr describes the spatial modulation of the
wavefield intensity along h with the spacing dh = 2πh−1, where h ¼ jhj. Normal to
h the wavefield intensity is constant (cf. Figs. 12.1 and 12.2). Calculating reflectivity,
wavefield intensities, the phase υ and other parameters requires the DTXD [1–3]. The
wavefield exists above the surface to a distance limited by the temporal coherence
length of the X-ray beam. Besides using the Bragg reflection from a single crystal one
can also use multilayers [20] or the total reflection from a mirror surface [21].
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12.2.2 Photoelectron Emission from a Hard X-ray Standing
Wave

The photo-absorption of an XSW has been described thoroughly [7, 22] and is only
recalled briefly, adopting largely the description given in the recently published
book on the XSW technique [7]. The coordinate r of an electron of an atom, excited
from |i> to <f |, is given by r ¼ ra þ rae , where ra points to the center of the atom
and rae points to the electron (from the center of the atom), which is emitted. As
reference frame for ra serves the origin of the unit cell of the crystal.

The matrix element of the photo-absorption process of the interference field is
the sum of the complex matrix elements of the absorption corresponding to each
wave E0 and Eh,

Mfi ¼ E0\f jeik0�rðe0 � p̂Þji[ þ Eh\f jeikh�rðeh � p̂Þji[ ; ð12:2Þ

or

Mfi ¼ E0 expðik0 � raÞ½Mfiðs0Þ þ Eh

E0

� �
eih�raMfiðshÞ�; ð12:3Þ

where s0 = k0/|k0|, sh = kh/|kh|, the momentum operator p̂ ¼ �i�hr and

Mfiðs0Þ ¼ \f j expðik0raeÞðe0p̂Þji[ ;

MfiðshÞ ¼ \f j expðikhraeÞðehp̂Þji[
ð12:4Þ

are the corresponding matrix elements. The cross section of the process and hence
the expected intensity of the photoelectron yield Y(Ω) is proportional to the square
modulus of the matrix element, given for each (linear) polarization state by

Yh
a ðXÞ / dr=dX / jMfij2;

where

jMfij2 ¼ jE0j2 S00 þ ShhRþ 2
ffiffiffi
R

p
Re½S0heiðvþhraÞ�

n o
: ð12:5Þ

with

S00 ¼ jMfiðs0Þj2; Shh ¼ jMfiðshÞj2; S0h ¼ Mfiðs0Þ�MfiðshÞ: ð12:6Þ

Here, S00 and Shh are real numbers, but S0h may be complex and can give rise to
an additional phase shift ψ = arg [S0h/S00].
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After normalization, the photoelectron yield can thus be expressed as

Yh
a ðXÞ ¼ 1þ SRRþ 2jSI j

ffiffiffi
R

p
cos t� hra þ wð Þ; ð12:7Þ

by introducing the new parameters

SR ¼ Shh
S00

; SI ¼ jSI jeiw ¼ S0h
S00

: ð12:8Þ

Typically non-dipole contributions beyond quadrupole (Q) can safely be
neglected, and the matrix elements are given by

Mfiðs0Þ ’ MD
fi þMQ

fi ðs0Þ;MfiðshÞ ’ MD
fi þMQ

fi ðshÞ: ð12:9Þ

Only the quadrupole term depends on the propagation vectors s0, sh but dipole
and quadrupole terms are in general complex and can thus interfere with each other.
Thus, additional to the interference of the two coherent X-ray waves E0 and Eh, the
interference of the multipole matrix elements MD

fi and MQ
fi needs to be considered.

12.2.3 XSW and Structural Information: Fourier Analysis

In reality a large number NA of specific atoms A will be excited by the XSW. The
total recorded yield IhA;T is the summation of the yields of all individual atoms.
Normalized, it is expressed as

Yh
A;T ¼ N�1

A

XNA

j

1þ SRRþ 2SI
ffiffiffi
R

p
cosðt� hrAj þ wÞ

n o
ð12:10Þ

Substituting the summation by an integral and introducing the distribution
function G(r), we can write

Yh
A;T ¼ N�1

A

Z

r

drGAðrÞ 1þ SRRþ 2SI
ffiffiffi
R

p
cosðt� hrA þ wÞ

n o
ð12:11Þ

The summation/integration of cosine functions yields again a cosine function
with a certain amplitude Fh

A ≤ 1 and phase Ph
A i.e.

Yh
A;T ¼ 1þ SRRþ 2

ffiffiffi
R

p
SIF

h
A cosðt� 2pPh

A þ wÞ ð12:12Þ
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with

2pPh
A ¼ hzAh ¼ hrA ð12:13Þ

Casting the yield function in this form,2 it becomes evident that the two
parameters Fh

A and Ph
A (coherent fraction and coherent position) in (12.12) represent

in fact the amplitude and phase of one of the coefficients of the Fourier transform of
GAðrÞ [8, 9], i.e.,

GAðhÞ ¼ Gh
A ¼ Fh

Ae
�ihrA ¼ Fh

Ae
�i2pPh

A ð12:14Þ

An image of the analyzed distribution of atoms A can be created by Fourier back
transformation [23, 24].

GA;XSWðrÞ ¼ 1þ 2
X
h

Fh
A cos½2pPh

A � hr� ð12:15Þ

Since the available h-values and thus Fourier coefficients are restricted (to the
allowed Bragg reflections), length scales beyond the dimensions of the unit cell are
not accessible.

12.2.4 Structural Analysis: Simple Interpretation

Employing sufficient reflections and performing a Fourier analysis, structural
information can be obtained without any a priori assumptions or models. However,
in particular because of the availability of phase information, XSW data of just one
or few reflections can be sufficient to learn about the location of a particular atom in,
or with respect to, the unit cell of the substrate. Bond-lengths are restricted and thus
the surface distance of an adsorbate can be determined using just one reflection with
the diffraction planes parallel to the surface. The coherent position PH

A (cf. Fig. 12.2)
can be regarded as the “average” position of the adsorbate (normalized by the
diffraction plane spacing). The coherent fraction f HA ¼ DH

A � FH
A is a measure of the

width of the distribution around this mean position [9, 25]. All three parameters are
dimensionless given on a scale 0–1, where the Debye-Waller factor DH

A accounts for
positional broadening due to thermal vibrations.

2The electron yield IhA detected in an XSWs experiment is given by IhA ¼ IA;0Yh
A;T where IA;0,

called off-Bragg yield, is proportional to the number of sampled atoms and other parameter such
as photoelectric cross section, solid angle, beam intensity and more.
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12.2.5 Influence of Multipole Contributions

The influence of multipole contributions on the XSW yield is the stronger the
higher the Bragg angle and particularly strong for light elements. It depends also
strongly on the electron analyzer position and quadrupole contributions can be
suppressed when the detected electrons have been emitted in the polarization
direction of the X-rays. Figure 12.5 shows the calculated values for SR, SI and ψ for
five light elements for backreflection XSW and 1s photoemission as a function of

Fig. 12.5 Dependence of
non-dipole parameters on
photoelectron energy
calculated for 1s-state
photoelectron emission and
backreflection. The
photoelectron escape angle
was fixed to the θp = 45°.
a Non-dipole parameter SR.
b Non-dipole parameter |SI|.
c The phase tan (ψ) calculated
utilizing phase shifts for each
atom and energy [26, 27]
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photoelectron emission energies up to 5 keV. The influence of quadrupole contri-
butions is obviously very strong on SR and SI which differ largely from unity.3

The influence on the phase ψ is less pronounced. However, if sizeable multipole
contributions were neglected and the a specific electron yield would be fitted with
the equation

Yh
T ¼ 1þ Rþ 2

ffiffiffi
R

p
f cosðt� 2pPÞ ð12:16Þ

instead of (12.12), i.e. assuming pure dipole emission with SR = SI = 1. and ψ = 0,
not only the coherent fraction fh ≠ FH (cf Fig. 12.6) but also the coherent position
Ph would be wrong and the structural information would thus be incorrect.

Figure 12.6 documents the influence of multipole contributions on the XSW
yield. The XSW analysis of the oxygen KLL Auger yield from a SrTiO3 crystal
shows the true coherent position P and coherent fraction, i.e. fh = Fh in Fig. 12.6)
since the Auger electron emission is isotropic and (far from absorption edges) not
influenced by multipole contributions. Within error bars, the coherent position is
zero as expected since for the (002) reflection all atoms are located on the
(002) diffraction planes and secondary excitation does not influence the coherent
position.4 When fitting the O 1s signal using (12.16) by neglecting multipole
contributions and setting SR = SI = 1. and ψ = 0, the coherent position P deviates
significantly from zero and obviously f, being larger than unity, does not correspond
to the real coherent fraction Fh.

Fig. 12.6 Photoelectron and Auger electron yield recorded from a SrTiO3(001) crystal at an angle
θp = 45° with respect to the beam polarization employing a (002) Bragg reflection in
backscattering geometry at Eγ = 3.18 keV. Shown are the experimental data (symbols) and fits to
the data (lines) with an analytical expression given by (12.12) with SR = SI = 1. and ψ = 0. The
SrTiO3(111) reflection curve (closed symbols) and a fit (line) according to the dynamical theory of
X-ray diffraction is shown in the lower diagram

3For details of how the parameters SR, SI and w are calculated, the reader is referred to the
original publication [24].
4A minor influence by a modified surface layer leading to P ¼6¼ 0 cannot be excluded.
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Even the photoelectron emission of heavier elements can be significantly influ-
enced as shown in the upper panel of Fig. 12.6 for the XSW yield of different Sr core
levels recorded from a SrTiO3 crystal. Fitting the yield with (12.16) by setting again
SR = SI = 1. and ψ = 0, the fit to all three core levels yields different values for the
coherent position P and the seeming coherent fraction f, with all f-values being larger
than 0.81 and even larger than unity, which is physically impossible.

12.3 Experimental Considerations

In addition to the experimental conditions which are typically required for
HAXPES experiments, there are some specifics when combining HAXPES with the
XSW technique. This concerns the preparation of the X-ray beam, that is the plane
X-ray wave, as well as the properties of the sample and its geometrical arrangement.
Noteworthy, for both techniques a good (high) energy resolution is very beneficial.
However, the XSW technique requires in addition a collimated beam (not necessary
for HAXPES), which excludes strong focusing.

12.3.1 X-ray Source and Optics

The formation of the X-ray standing wave, that is a planar X-ray wavefield, is
facilitated by Bragg reflection. In the early days of the XSW technique, using X-ray
lab sources or 1st generation synchrotrons, the production of a plane wave was not
straight forward. Producing a (pseudo) plane wave requires an optical scheme
where the monochromator delivers a narrow bandpass and a collimated beam (see
e.g. [14, 17, 28]). When this was not possible, non-dispersive crystal arrangements
needed to be used (see e.g. [7] Chap. 13). This rendered the experimental set-up for
XSW measurements complicated, with little versatility. Typically, for different
sample crystals and reflections used, specific monochromator crystal combinations
were necessary.5 Thus, practicality was severely limiting the number of accessible
Bragg reflections i.e. Fourier components.

With the help of the highly, brilliant, strongly collimated and intense X-ray
beams from third generation synchrotron sources, the optical requirements are
nowadays much easier to meet. Commonly a liquid nitrogen cooled Si(111)
monochromator takes the high heat load from the insertion device. High energy
resolution can be achieved with a secondary monochromator. This monochromator
arrangement can be used for a large number of reflections (=Fourier components),

5If a divergent beam with a wide bandpass is incident on a crystal the different wavelengths are
reflected at different angles, they are dispersed. When this rainbow like x-ray beam is incident on a
sample crystal, incident wavelengths and angles only match if the crystal has exactly the same
diffraction plane spacing (see e.g. [30]).
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provided that the energy band and divergence of the X-ray beam is (much) smaller
than the most narrow reflection curve used for the XSW experiment. Utilizing the
small source size of present storage rings, if necessary, the angular divergence of
the insertion device beam can be further decreased with the help of collimating
optics, such as compound refractive lenses or similar. Any decrease in bandwidth is
of course accompanied by a corresponding decrease in intensity, which can be
tolerated because of the high flux from 3rd generation X-ray sources. In a recent
publication Lee et al. [29] demonstrated how a proper optical arrangement allows to
utilize a large number (close to 20) reflections for a complete analysis of the
distribution of Mn in the GaAs unit cell.

12.3.2 Geometrical Consideration

When detecting photoelectrons the polarization of the X-ray beam, the diffraction
geometry and the direction of the electron emission need to be considered, which
will be briefly discussed in the following.

Evaluating the matrix elements Mfi(s) in the dipole approximation one obtains
for the parameters Sαβ,

S00 ¼ ðrD=4pÞ½1þ bP2ðe0snpÞ�;
Shh ¼ ðrD=4pÞ½1þ bP2ðehsnpÞ�;
S0h ¼ ðrD=4pÞ½ð1� b=2Þðe0sehsÞ þ 3=2bðe0snpÞðehsnpÞ�:

ð12:17Þ

Here σD is the dipole cross section, β is the dipole asymmetry parameter [31–33]
and P2(x) = 0.5(3x2 − 1) is the second order Legendre polynomial. The geometry
for an XSW-HAXPES experiment, indicating the used parameters, is schematically
shown in Fig. 12.4.

In the σ-polarization scattering geometry (cf. Fig. 12.4) the polarization vectors
e0 and eh are collinear. In this case we obtain for the parameters Sαβ (12.17),

S00 ¼ Shh ¼ S0h ¼ ðrD=4pÞ½1þ bP2ðernpÞ�: ð12:18Þ

and consequently SR = |SI| = 1.
For π-polarization, the incident and diffracted electric field vectors lie in the

scattering plane, the polarization vectors e0 and eh are misaligned by twice the
magnitude of the Bragg-angle 2θ (see Fig. 12.4) and the matrix element is a
function of the angular momenta of the initial |i > and final |f > state electron wave
functions.
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For an s to p transition, β = 2 (to a very good approximation [31–33]), and we
obtain for the parameters Sαβ (12.17),

S00 ¼ 3ðrD=4pÞðe0pnpÞ2 ¼ 3ðrD=4pÞ cos2 #p0;

Shh ¼ 3ðrD=4pÞðehpnpÞ2 ¼ 3ðrD=4pÞ cos2 #ph;

S0h ¼ 3ðrD=4pÞðe0pnpÞðehpnpÞ ¼ 3ðrD=4pÞ cos#p0 cos#ph;

ð12:19Þ

where ϑp0 and ϑph are the polar angles of the emitted electron relative to e0π and ehπ,
respectively.

The photoelectron yield Yp(Ω) [cf. (12.5)] is now expressed as

YpðXÞ / cos2 #p0 þ cos2 #phRþ 2 cos#p0 cos#ph

ffiffiffi
R

p
Fh cosðt� 2pPhÞ: ð12:20Þ

If the detector is at a position satisfying the condition: ϑp0 = 90° (in this case
cos#p0 ¼ 0 and S00 = 0) or ϑph ≈ 90° (i.e. cos#ph ¼ 0 and Shh ’ 0), the interfer-
ence term

ffiffiffi
R

p
Fh cos ðv� 2pPhÞ will be suppressed and Yp ∝ R or Yp = const.,

respectively. Thus, using the π-geometry for the XSW-HAXPES measurements, the
choice of the position of the photoelectron detector will drastically influence the
shape of the photoelectron yield curve. This was shown experimentally [34]
recording the LI photoelectron yield from iodine adsorbed on a Ge(111) single
crystal [35]. Using an aperture in front of the cylindrical mirror analyzer, the
photoelectrons were detected in different directions with respect to the polarization
vectors of the incident and reflected X-rays. The strong dependence of the yield
shape on the direction of the photoelectron emission is obvious in Fig. 12.7 when
detecting the electrons more in the direction of the polarization vector of the
incident or reflected beam.

For σ-geometry, the shape of the yield curve resulting from an XSW measure-
ments is not influenced by the specific positioning of the electron analyzer as long
as multipole contributions in the photoelectron emission are negligible.\

12.3.3 Experimental Arrangement and Crystal Quality

When utilizing HAXPES under standing wave excitation by Bragg reflection, a
crystalline substrate is needed as object of study. The mosaicity of this crystal should
not be (much) larger than the angular range of Bragg reflection. This width is rather
narrow (cf. Fig. 12.8), but increases strongly when Θ approaches 90°.6 For example,
the width of the Ge(111) reflection becomes of the order of a degree (11 mrad) at a
Bragg angle of 88° (Eγ = 1.9 keV) whereas it’s width is just 3/1000 of a degree
(0.06 mrad) at 10.9° (Eγ = 10 keV). Using Bragg reflection close to 90° has of course

6This can easily be understood from Bragg’s law 2d sinðHÞ ¼ mk; atH ¼ 90� the sine function is
flat and a small change in k necessitates a large change in H.
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the consequences that the excitation energy Eγ ± ΔEγ of the X-ray is almost fixed.
Exactly at 90°, and neglecting small refraction corrections, Eγ = hc/2dhkl =
1.2398 keVnm/2dhkl.

For backscattering XSW measurements, which are typically performed at Bragg
angles a few degrees below 90°, it is commonly preferred to scan the Bragg
reflection in energy rather than in angle [36, 37]. For the example shown in
Fig. 12.8 the width of the rocking curve in energy is 2.98 eV, which can be scanned
conveniently with a Si(111) monochromator which delivers, using the collimated
beam of a third generation undulator source, an energy resolution of 1.3 eV at
10 keV.

The term normal incidence XSW (NIXSW) is in use for this method, which is
misleading since Bragg reflections may be employed with a diffraction vector
H which is inclined with the surface normal n. Thus, the X-ray beam is (nearly)
normally incident on the diffraction plane, but not on the surface. When using
diffraction planes inclined with the surface, it is generally advisable to use a
geometry such that the angle of incidence with the surface equals the exit angle, as
shown schematically in Fig. 12.9 to avoid complications in the data analysis
because of “asymmetrical reflection”. Space constraints do not permit elaborating
this case further and the reader is referred for more information to the literature, e.g.
to Chap. 13 in [7] or for even more details to the DTXD [1–3].

Fig. 12.7 The iodine LI photoelectron (kinetic energy 1560 eV) yield as a function of glancing
angle around the maximum reflectivity of the Ge(111) Bragg reflection at around 6.75 keV for a
π-scattering geometry, recorded with a cylindrical mirror analyzer with different adjustments of its
angular aperture: For curve a, the aperture selects photoelectrons with a larger momentum
component in the direction of the polarization vector of the incident beam e0π; for curve b, the
aperture is adjusted to select photoelectrons emitted with a larger momentum component in the
direction of the polarization vector of the reflected beam ehπ, cf. Fig. 12.4; for curve c, the aperture
was removed, and a wide range of emission angles was selected. On the bottom the Ge(111)
reflectivity is shown. The calculated yield curves (solid lines) assume an s to p dipole transition;
the dashed curves are given by (12.12) with SR = |SI| = 1 and ψ = 0 from [34]
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12.4 Structural Analysis with HAXPES and XSW

Already in the early days of the XSW technique electron detection had been used,
however with little or no energy resolution [12], as already mentioned in the
introduction. Electrons excited by a hard XSW were detected later with moderate
energy and thus depth resolution for analyzing the strain introduced in silicon by
implantation of BF2 [38] and As [39]. Using electrons excited by hard X-rays with
little energy discrimination, the information gained can hardly be depth specific,

Fig. 12.8 Ge(111) reflection at 10 keV using the beam from a Si(111) monochromator. The
photoelectron mission is calculated according to (12.12). Displayed are the yield curves for atoms
located at different position PH = zH/dH (cf. Fig. 12.2) for a delta function profile (F111 = 1.). When
passing the reflection curve from low to high energy the wavefield moves in direction �H by half
a diffraction plane spacing, leading to characteristic yield profiles. The reflectivity R and phase
v [cf. (12.12)] are calculated with the help of the dynamical theory of X-ray diffraction [1–3].
Shown is also a yield curve for a random distribution of atoms (F111 = 0)

Fig. 12.9 Preferred geometry when using diffraction planes which are inclined with the surface
plane. With respect to the surface, the angle of incidence of the beam is the same as the exit angle.
Furthermore, the electric field vectors (not shown) of the incident and reflected beam should be
parallel with the diffraction planes (σ-polarization)

12 Photoelectron Emission Excited by a Hard X-ray Standing Wave 291



since the origin and nature of the electrons (photo, Auger, Compton) is not known.
Moderate depth resolution can be achieved if the sample material is made of light
elements such as B and F, as in the papers cited above, or e.g. carbon, where
practically all electrons have the same origin i.e. C 1s.

The XSW technique in combination with PES has been used in the beginning
exclusively for surface studies, in particular for the structural analysis of surface
adsorbates. The first papers were published by Durbin et al. [17, 40] studying Au on
Si(111) and the clean Si(111) surface. However, Auger electrons, detected in these
studies, must not be exclusively the result of excitation by the X-ray photon beam.
Soft X-ray fluorescence and Auger electron signals can also be excited by suffi-
ciently energetic inelastic background from the sample. Consequently such signals
do not carry reliably the information of the movement of the XSW with respect to
the emitting atoms as D. Pacilé et al. showed in 2004 by comparing photoelectron
and soft Auger electron emission [41]. Peculiarities of the differential photoelectron
emission excited by an XSW also need to be considered to avoid errors in the
structural analysis. As shown explicitly above, the orientation of the photoelectron
analyzers to polarization vectors of the radiation has to be taken into account (a) if
π-polarization is used [34, 35] and (b) in general if multipole contributions are
significant [22, 42].

12.4.1 Surface Adsorbates

Of the almost 1500 papers published (at the time of the writing) using the XSW
technique more than half (≈800) are dedicated to surface studies and of these ≈30 %
(≈250) employ electron spectroscopy. In general, surface studies are not really of
major interest for the HAXPES technique. However, if one wants to conduct a
thorough structural analysis of a surface system using the XSW technique, one
necessarily needs higher excitation energies in order to access higher order reflec-
tions. Thus, in discussing the combination of XSW and HAXPES, surface studies
should not be omitted.

The strength of the XSW technique in surface science is a direct consequence of
its combination with powerful spectroscopic techniques. Thus, an adsorbate is
identified by spectroscopy and its structure can thus selectively be measured. In
particular PES adds a very valuable benefit. Via the combination of XSW and ESCA
different chemical species of the same element can be identified and their positions
on the surface selectively determined. This was demonstrated in 1995 by Sugiyama
et al. [43] and later by Jackson et al. [44]. Since then the chemical state sensitive
XSW analysis has been very successful for the structural analysis of adsorbed
organic molecules [45]. In this respect, we will report briefly as an example the
results of a very recently published application, namely the XSW analysis of an
anorganic carbon form i.e. the structure of graphene on SiC(0001) [46].

Graphene grows on the Si(0001) surface on top of a buffer layer with a 6
ffiffiffi
3

p �
6

ffiffiffi
3

p
structure [47] (cf. Fig. 12.10). This intermediate layer contains two
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non-equivalent carbon atoms. Thus, for graphene on SiC(0001) one has to take in
total four different, non-equivalent carbon species into account: One in the bulk,
two in the intermediate layer, and one in the graphene. Photoelectron spectra of
carbon and silicon excited by 2.45 keV X-rays are shown in Fig. 12.11.

All four C1s peaks can be separated and the surface distance of each of the three
surface adsorbate components (S1, S2, EG) can be determined from the XSW data,
shown in Fig. 12.12. The analysis of the carbon and silicon signals from the bulk
does not provide any new information. However, the fits to the data determined the

Fig. 12.10 Schematic of the structure of graphene on SiC(0001), which grows on top of an
intermediate carbon layer, which contains two non-equivalent carbon atoms with a 2:1 ratio.
The XSW is indicated

Fig. 12.11 Photoelectron
spectra of 1.3 monolayer
graphene (EG) on SiC(0001)
recorded at non-grazing
(a) and (b) and grazing
(c) and (d) electron escape
angles. The intermediate
carbon layer, contains two
non-equivalent carbon atoms
with a 2:1 ratio labelled S1
and S2 respectively. The
excitation energy used was
2.45 keV. Figure taken from
[46]

12 Photoelectron Emission Excited by a Hard X-ray Standing Wave 293



positions of the Si and C exactly as expected, demonstrating the quality of the
surface as well as the accuracy of the XSW structural results. For more details, the
reader is referred to the original publication [46].

12.4.2 Substrate Surface Structure

Analyzing the reconstruction of clean surfaces is not straightforward for the XSW
method, because in most cases, the surface atoms can not be clearly distinguished
from the substrate bulk. Durbin et al. had attempted to analyze the structure of the
Si(111)-(7 × 7) surface by gaining surface sensitivity with the help of the shallow
escape depth of 90 eV Si LVV Auger electrons [40]. However, as mentioned above,
these Auger electrons can be excited by inelastic background from the bulk of the
sample. Furthermore, the depth from which the signal originates and thus the
contribution of different layers is not precisely known and can also be influenced by
other effects such as diffraction of the low energy electrons.

A modified approach was used by Woicik et al. [48] (and later by Herrera-
Gomez et al. [49]) in determining the reconstruction of InP(110) (and the GaP(110):
Bi surface structure). In the zincblende structure of the III–V semiconductors, the
atoms of both elements are located on the (220) lattice planes (in contrast e.g. to the
(111) planes). The authors also detected soft Auger lines to determine the substrate
surface structure, which are likely affected by signals from the bulk. They tried to
take this into account by assuming that the soft Auger signal T is made of two
contributions, S and B. Correspondingly the XSW yield YT = YT(ΔE) is made of two
contributions YT = YS + αYB, where S is the signal originating only from the surface,
B is the bulk signal, exciting the soft Auger line, and α is a scaling factor. The bulk
signal B was determined with the help of the electron background just above the
Auger lines. Since any XSW yield function is determined by two free parameters,
fitting T to the Auger yield leads only to a correct result with the help of additional

Fig. 12.12 Results of an
XSW scan for graphene
(EG) on SiC(0001) around the
Bragg energy of 2.45 keV.
Shown is also the reflectivity.
Symbols are data and lines are
fits to the data using (12.12).
Figure taken from [46]
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assumptions. For this example, the authors needed to assume that the surface atoms
occupy only one site with a coherent fraction of unity. In this case, fitting YT gives
the scaling parameter α and the coherent position PH

S of the surface atom. It is
beyond the scope of this short review to go into more detail and the reader is
referred to the literature for more details XSW analysis [7, 9, 25]. Woicik and
coworkers also employed low energy photoelectrons for analysing the clean, In and
Ag covered Si(111) surface structure by detecting low energy Si 1s photoelectrons
[50–52], which is a better approach than detecting Auger electrons. However, the
accuracy of the analysis can still suffer from uncertainties in the electron escape
depth and thus the contribution of the different atomic layers to the signal.

The analysis of graphene on SiC in the previous chapter serves as a good example
of how the structure of the (reconstructed) surface of a substrate can be determined
unambiguously. Since surface atoms are missing binding partners they generally
exhibit a shift in binding energy. This chemical shift needs to be large with respect to
the intrinsic line width and/or the overall energy resolution to be resolved. In the case
of graphene on SiC, the carbon atoms of the 6

ffiffiffi
3

p � 6
ffiffiffi
3

p
reconstructed SiC crystal

surface could be distinguished by spectroscopy i.e. they exhibited a sufficiently large
difference in binding energy with their bulk counterparts.

12.4.3 Buried Interfaces

Epitaxial thin films have become indispensable in modern technology. In addition,
interfaces of epitaxial systems have attracted increasing attention. The interface
structure is crucial for the structural quality (and other properties) of the film.
Furthermore, the interface itself can display astonishingly new properties7 which
are determined by the specific atomic structure and chemical bonds at the interface.
For instance, by tailoring the interface structure, extremely high critical currents
have been achieved in thin films of the 90 K high temperature superconductor
(HTS) YBa2Cu3O7−δ grown on SrTiO3(001) [53, 54]. More recently, interfaces of
wide band gap metal-oxide insulators have displayed remarkable properties such as
high mobility conductivity, superconductivity and more [55].

The structure and interface structure of ultra thin films (3.5 and 17.5 nm) of the
HTS GdBa2Cu3O7−δ (GBCO, orthorhombic, a = 0.3859 nm, b = 0.3885 nm,
c = 1.1759 nm) grown on NdGaO3(001) was investigated a while ago [56]. With
the chemical sensitivity and enhanced probing depth of high-energy photoelectrons,
the atomic structures of film (e.g. lattice constant) and interface with the substrate
(for the 3.5 nm sample) could be characterized.

7As Herbert Kroemer phrased it in his Nobel lecture, December 8, 2000: “Often it may be said that
the interface is the device”.
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The GdBCO thin films were grown on single-crystal NdGaO3(001) substrates
by pulsed laser deposition (PLD). NdGaO3 has an orthorhombic structure
(a = 0.5428 nm, b = 0.5498 nm, c = 0.7708 nm), but one can define an almost cubic
(“pseudo-cubic”) perovskite unit cell with a = b = 0.3863 nm and c = 0.3855 nm,
which will be used in the following. XSW measurements were done by scanning
the Si(111) monochromator through the (004) (“pseudo cubic”) Bragg reflection at
3.23 keV ± ΔE of the NGO substrate in back reflection geometry. For the The O
1s and Cu 2p core-level spectra, different components could be identified. The
components that exhibited high coherent fractions, were arising from well-ordered
(intrinsic) parts of the oxide films. Components of the O 1s and Cu 2p spectra that
showed low coherent fractions were arising from reacted, degraded parts
(non-intrinsic) of the films. Figure 12.13 shows the spectrum and the XSW analysis
for O 1s components.

The comparable large mean-free paths of the photoelectrons permitted in addi-
tion the analysis of the signal of the Nd and Ga atoms near the buried interface
below the 3.5-nm film. The measurements suggested an essentially bulk-terminated
NdGaO3 (NGO) surface. Combined with the information from the GBCO, the

(a)

(b)

Fig. 12.13 O 1s Results of HAXPES/XSW investigations for a 3.5-nm GdBCO film on
NdGaO3(001). a The photoelectron spectrum shows two components with the smaller component
(1) originating from the intrinsic part of the film whereas the larger one (2) is from contaminated
parts of the film due to air exposure. b The XSW data (symbols) and best fits to the data (lines) for
the NdGaO3(004) reflection. Figure taken from [56]
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X-ray standing wave results revealed an interface with the CuO plane attached to
the NdO plane, with a Cu-Nd distance of 0.18 nm.8 The XSW results also showed
that the 3.5 nm GBCO film had grown pseudomorphically strained on the NGO
surface whereas the thicker, 17.5-nm film, was found to be already partially relaxed.
Interestingly enough, for YBa2Cu3O7−δ on SrTiO3(001), it had been found that the
superconductor binds with the BaO plane to the TiO2 plane of the substrate [57]
(Fig. 12.15).

It was also possible to analyze the GdBa2Cu3O7-δ valence band. The results are
reproduced in Fig. 12.14. The X-ray standing wave measurement yielded values of
coherent fraction FH and coherent position PH nearly identical to the values for the
intrinsic part of the Cu 2p core level. This showed that the dominant contribution to
the valence band in this high-temperature cuprate originates from the Cu (Cu 3d).
For more detailed information, the reader is referred to the original publication [56].

12.4.4 XSW Imaging of the Nucleation of a Complex Oxide

Early scanning tunneling microscopy (STM) investigations had revealed that
sub-monolayer films of YBa2Cu3O7−δ deposited on SrTiO3(001) by pulsed laser
deposition (PLD) do not grow in the 1.2 nm tall orthorhombic structure but in the

(a)

(b)

Fig. 12.14 O
1s HAXPES/XSW results of
the valence band of a 3.5-nm
GdBCO film on
NdGaO3(001). a The
photoelectron spectrum of the
GdBCO valence band region
including the Gd
4f photoelectron lines. b The
XSW data (symbols) and best
fits to the data (lines) of the
GdBCO valence band
(hashed area) for the
NdGaO3(004) reflection.
Figure taken from [56]

8This surface distance should not be confused with the bond length.
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form of smaller, 0.4 and 0.8 nm high sub-units [58, 59] (cf. Fig. STO-YBCO). With
the additional help of scanning tunnelling spectroscopy it was suggested that these
nuclei are a perovskite-like material [59].

In order to verify this assignment, the early stages of growth of YBa2Cu3O7−δ on
SrTiO3(001) were investigated by XSW imaging [60]. Half a monolayer of
YBa2Cu3O7−δ was deposited in 0.5 mbar oxygen atmosphere on atomically clean
SrTi3(001) held at 760 °C by PLD. The sample was post-annealed at 450° in 0.8 bar
oxygen for 20 min and then transferred under vacuum to the UHV analysis chamber
at the ID32 beamline at the ESRF [61]. To obtain sufficient resolution, XSW scans
of seven SrTiO3 reflections in the energy range from 2.75 to 5.49 keV were per-
formed in backreflection geometry. Photoelectron spectra of core levels of all six
elements were recorded. The XSW modulations of the extracted net counts for all
elements are shown in Fig. 12.16. A fit to each of the yield curves using (12.12)
provided the amplitude FH

A and phase PH
A of the Fourier coefficient of the distri-

bution function for each reflection H and element A.
As shown in Fig. 12.17, the images of all six elements could be constructed with

the help of (12.15).9 Since the SrTiO3 was used for generating the reflections, the
largest length scale available is the unit cell size of the SrTiO3, which is perfectly
appropriate for resolving the internal structure of the 0.4 and 0.8 nm nuclei.
Obviously, the deposited YBa2Cu3O7−δ material adopts the perovskite structure.

Fig. 12.15 Growth of YBa2Cu3O7−δ on SrTiO3(001). Left hand A photograph of the PLD process
and the 5 × 10 mm substrates with YBa2Cu3O7−δ films. Right hand An STM image and cross
section taken from [59]

9Utilizing additionally the cubic symmetry of the SrTiO3.
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The oxygen structure is also clearly resolved. However, it should be noted that the
oxygen of the adsorbate cannot be distinguished from the oxygen of the substrate
and both are represented together in the image.

Fig. 12.16 Results of the XSW HAXPES measurements of 0.5 ML YBa2Cu3O7−δ on
SrTiO3(001); Symbols Data, lines: fits to the data. The corresponding reflectivity curves are
shown on the bottom. The geometry of the used reflections is indicated on the top

Fig. 12.17 Results of the image reconstruction for 0.5 ML YBa2Cu3O7−δ on SrTiO3(001) shown
with respect to the 0.391 nm cubic SrTiO3 unit cell
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12.5 Site Selective Valence Band Photoelectron Emission:
Electronic Structure

PES is a well known tool for learning about the electronic structure of materials.
With the help of the XSW method, one can obtain site selective electronic infor-
mation. Site specific valence band (VB) and conduction band (CB) analysis with
the help of XSW was pioneered by Woicik and coworkers [62].

Figure 12.18 shows the XSW measurement of the VB emission of a copper
single crystal in comparison with the Cu 3p core line. For anyone not fully familiar
with the consequences of the dipole approximation the result may be rather
astonishing since the yield in both cases is practically the same, suggesting that the
valence electrons are localized at the center of the atoms. This is, of course, a misled
conclusion. The result is in fact just the consequence of the fact that the dipole
approximation is largely valid even for hard X-rays. The absorption probability is
highest where the gradient of the core potential is the steepest i.e. close to the
core.10 Without the strong Coulomb force of the core, momentum conservation is
not possible. The absorbed photon with spin 1 causes a Δl = ±1 transition, but no
angular momentum is transferred to the electron and the photon is absorbed at and
the electron emitted from the center of the atom. If there are some differences in the
yields of the core level and the VB, they can be explained by multipole contri-
butions to the photoelectron emission.

The valence electrons are delocalized, because the VB of condensed mater is the
result of the hybridization of the wavefunctions of all atoms upon forming a
chemical bond. Thus, for any part of the VB, contributions from all of the atoms of
all different elements within the crystalline unit cell must be considered, rather than
emission from a single type of atom. However, since the XSW technique allows to
probe the photoemission site selectively in the crystal unit cell, VB emission studied
with the XSW technique allows to probe from which (atomic) site the different
regions of the VB (predominantly) arise. This was first demonstrated by Nelson
et al., analysing the VB of a GaAs crystal [63]. XSW VB analysis is treated
explicitly and comprehensively in Chaps. 11, 12 and 26 of the World Scientific
edition on XSW [7].

Recently, we used this approach to decompose the VB emission of SrTiO3 [64].
Decomposing the SrTiO3 VB into its constituent contributions from three elements,
required two reflections, i.e. the SrTiO3 (111) and (112). Because of less than
perfect samples, the XSW was set up at Bragg angles close to 90° at excitation
energies Eγ = 2.753 and 3.891 keV, respectively. The result of the scans of the
SrTiO3 VB using the (111) reflection, which allows to separate the Ti and SrO sites,
are shown in Fig. 12.19. When the maxima (minima) of the XSW are at the
Ti-position, the Ti core level yield is maximal (minimal) and the Sr and O core level
yield is at minimum (maximum). This allows direct interpretation of specific VB

10The absorption probability, i.e. cross section also depends strongly on the shape of the electron
wavefunction close to the core.
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Fig. 12.18 Photon energy dependence of the Cu 3p core (solid line) and the Cu valence (dots)
electron emissions around the Cu(11-1) Bragg back-reflection condition. The curves have been
scaled only by a constant to make equal their yields away from the Bragg condition. Figure taken
from [62]

Fig. 12.19 Left panel Constant initial state spectra of the SrTiO3 VB recorded when passing the
SrTiO3(111) reflection in backreflection geometry around Eγ = 2.753 keV as line profile (top) and
colour coded (bottom). The movement of the XSW through the unit cell of the crystal is
accompanied by drastic changes in the VB shape. Right panel Schematic of the (111) standing
wave planes in the SrTiO3 unit cell (top). The SrTiO3(111) reflectivity and the XSW modulations
of the oxygen, titanium and strontium core levels (right). When the maxima (minima) of the XSW
are at the Ti-position, the Ti core level yield is maximal (minimal) and the Sr and O core level
yield is at minimum (maximum). This allows direct assignment of VB features to Ti- and Sr,
O-sites
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features and the assignment to emission from the Ti or Sr,O crystallographic sites.
In a second step, emission from the metal and oxygen sites could be separated using
the (112) reflection.

Site specific XSW valence band data can be directly compared with the local
density of states when taking X-ray atomic subshell cross sections and the specific
electron emission profile into account [31–33]. The corresponding quantitative
comparison with ab initio angular momentum decomposed DFT bandstructure
calculations shown in Fig. 12.20 shows excellent agreement. The theoretical
l-resolved local density of states (lpDOS) was fitted to the experimental data using

Fig. 12.20 The SrTiO3 valence band decomposition. Shown in the left panel is the calculated
angular momentum resolved local density of states (Gaussian broadened to reflect the experimental
instrumental resolution). The right panel shows the lpDOS calculated by theory and weighted with
theoretical cross sections. The center panel shows the calculated lpDOS best-fit to the
experimental data for Sr, Ti and O (black lines) using cross sections as scaling parameters. The
experimental XSW decomposition into spectral weight originating from Ti, Sr, and O is shown on
the bottom of the central panel as well as the overall experimental (dots) and calculated (black line)
VB. For the decomposition, the SrTiO3 (111) and the (112) reflections were used with a Bragg
angle close to 90° at excitation energies Eγ = 2.753 and 3.891 keV, respectively
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just one scaling factor (the cross section for each lpDOS).11 This is shown in the
center panel of Fig. 12.20. Some of the as determined cross sections deviate sig-
nificantly from the results of relativistic Hartree-Slater calculations for the free
atoms [65]. This is shown in the right panel of Fig. 12.20 where the calculated
lpDOS is plotted, scaled with theoretical cross sections [31–33]. In this case, the
partial yield and the VB yield as a whole do not agree with the experimental results
at all.

It is instructive to interpret the XSW VB results for SrTiO3 in terms of a generic
energy level scheme for atomic and molecular orbitals for a transition metal (here
Ti) oxide as published by Fischer [66]. It allows a straightforward assignment of
three different regions of the SrTiO3 VB to the σ-, π- and non-bonding TiO6

molecular orbitals as shown in Fig. 12.21.
It is equally instructive to compare the SrTiO3 XSW VB decomposition with the

corresponding results for TiO2 obtained earlier by Woicik et al. [67]. On a first
view, the oxygen and titanium derived pDOS appear to be rather similar for rutile
and strontiumtitanate. However, closer inspection of the O and Ti lpDOS (both left
panels in Fig. 12.22) reveals some minor but interesting differences. For the SrTiO3,
the Ti derived σ- but also the π-bonding features are stronger pronounced and

Fig. 12.21 Decomposed SrTiO3 valence band and comparison with schematic molecular-orbital
energy levels for octahedral symmetry (after Fischer [66])

11In order to fit with the experimental partial yield, the calculated lpDOS had to be convoluted with
a Gaussian significantly wider than given by the experimental resolution, in particular for oxygen.
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concentrated at higher binding energy than in the case of the rutile. This can be
explained by the fact that the TiO6 octahedra are distorted in the tetrahedral TiO2

whereas they are perfectly symmetric in the cubic SrTiO3.

12.6 Conclusion and Outlook

The XSW method adds structural resolution to all of the strong features of PES,
allowing the model independent Fourier analysis of the structure of specific atoms
or atomic species. The technique thus benefits directly from the recent development
of HAXPES, since higher order Fourier components (smaller diffraction plane
spacings) require higher X-ray excitation energies, yielding in turn higher kinetic
energy electrons in case of emission from lighter elements or shallower core levels.
XSW VB studies provide site specific electronic information, which is not available
by any other technique. Furthermore, by using HAXPES, the information is truly
bulk representative when studying the electronic structure of crystals. It is expected
that the combination of XSW and HAXPES will become even more fruitful and
productive in the near future when fully exploiting features of the new generation of
HAXPES analyzers such as angular dispersive and position sensitive lens modes
and time of flight spectrometers, which allow three dimensional k-space imaging

(a)

(b)

Fig. 12.22 TiO2 and SrTiO2 unit cells and comparison of the oxygen and titanium contributions
to the TiO2 and SrTiO3 valence bands
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[68]. With the help of 2D detectors rapid spatially and/or angularly resolved
HAXPES measurements will yield position sensitive and depth selective electronic
and structural information on the atomic scale with pm-resolution.
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Chapter 13
Depth Profiling and Internal Structure
Determination of Low Dimensional
Materials Using X-ray Photoelectron
Spectroscopy

Sumanta Mukherjee, Pralay K. Santra and D.D. Sarma

Abstract Properties of any heterostructured material depend critically on the
specific composition profile of the constituent elements in the sample. X-ray
photoelectron spectroscopy (XPS) is particularly well suited to probe elemental
composition of any system. Tunable photon energies, available from any syn-
chrotron centre, allow one to map out the compositional variation through a sample
in a manner that can be termed non-invasive and non-destructive depth profiling. In
addition, XPS is also able to provide depth resolved electronic structure information
by directly mapping out occupied states at and near the Fermi energy. Recent
developments at various synchrotron centers, providing access up to very high
energy (*10 keV) photons with a good resolution and flux, have made it possible
to estimate such compositional and electronic structure depth profiles with a greater
accuracy for a wider range of materials. In this book chapter, we describe in detail
the use of X-ray photoelectron spectroscopy in a selection of heterostructures, in
order to illustrate the power of this technique.
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13.1 Introduction

Tailoring functionalities by constraining dimensionalities of materials, typically
down to the range of a few nanometers, has become a well-developed field over the
last few decades [1–3]. Major technological advancement in diverse fields such as
electronics, robotics, alternative energy sources, catalysis, sensor technology,
aeronautics, medical diagnostics and therapeutics are dependent on the ability to
control material synthesis at such extremely small sizes. Since most material
properties are highly size-sensitive at such small length scales [3–6], there has been
an enormous effort to design and optimize synthesis for a precise control of the size
[4, 7, 8] and shape [9–13] of various materials. Apart from the control of size and
shapes, a large variety of heterostructured nanoparticles [14–24] with diverse
internal structures (or composition profiles) has also been produced to meet specific
requirements for a range of applications. A few examples are coating of silica on
certain functional nanomaterial to make them water soluble [25], a requisite for
medical usage or a coating of high bandgap semiconductor nanomaterial on a low
band gap nanomaterial to obtain better photophysical properties [19, 26]. Core/shell
[5, 14–18, 27–29], homogeneous and heterogeneous alloy [19, 30–32],
core/shell/shell [20, 21, 33, 34], and coupled dots [22, 23] are some more examples
of diversity of internal structures in such heterostructured systems, which are
becoming increasingly popular to improve their specific properties. It is easy to
anticipate that enhanced desirable properties achieved via the synthesis of different
heterostrutures mentioned above must be controlled by the variation of different
constituent elements across the heterostructure. For example, properties of a simple
core-shell material with a sharp boundary between the core and shell materials are
expected to be different from a core-shell material having alloying/mixing across
the core/shell interface. Many a times, the structure of a synthesized nanomaterial is
implicitly assumed to be the one targeted by the specific synthesis strategy, with
evidences being drawn from a variety of indirect techniques, e.g. by monitoring the
changes in position of the photoluminescence (PL) peak in case of a core-shell
nanoparticle system [18]. It has been illustrated [19, 20] in recent times that, such
assumptions are not always valid. On the other hand slight changes in the composition
profile across the interface of the synthesize nanomaterial were shown to markedly
alter certain properties e.g. PL properties and PL intermittency [19, 35–39].
Therefore, it becomes necessary to have a detailed knowledge of the internal structure
of such materials [19, 35–37] in order to, not only understand the origin of extraor-
dinary properties of such nanomaterials with a possibility of complex internal
structures, but also to tailor synthesis for improved targeted properties based on
rational approaches arising from that understanding.

As in the case of nanomaterials discussed above, internal structure in terms of
composition profile of different constituents is also important in various
two-dimensional (2D) multilayered thin film heterojuctions, specifically, where
interface characteristics are important in controlling specific properties. Probably the
most remarkable example of such heterostructures are 2D thin films semiconductor
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heterostructures forming diodes and transistors, which are integral parts of all
electronic devices. Other examples include tunneling magneto-resistance
(TMR) based modern day magnetic devices, where interface play an important
role controlling the coherency of tunneling current in such systems [40–44]. Among
various 2D thin film electronic devices, one of the most exciting and emerging
research fields is the heterostructure of various oxide materials, where a rich variety
of unexpected phenomena has been observed in recent times [45–48]. One such
example is the interface between two insulating nonmagnetic oxides, namely
LaAlO3 and SrTiO3, which shows properties ranging from high mobility metals to
superconductivity and magnetism [45, 48–50] depending on the specific synthesis
conditions. This underlines once again the need to understand the interfaces of
heterosructures in depth and greater details.

In this book chapter, we discuss an unconventional way of determining the
composition profiles in complex heterogeneous low dimensional materials
(nanoparticles, thin films) using variable kinetic energy X-ray photoelectron
spectroscopy (XPS), which has become an important technique with recent
improvement in various synchrotron centers providing high and widely tunable
photon energies with high fluxes and resolutions [51–61]. This chapter is divided in
three main sections: (a) basic principle and common use of XPS in studying dif-
ferent nanoparticle and thin film systems; (b) principle of variable energy XPS to
determine the internal composition profile of complex nanostructures with a few
examples and understanding different optoelectronic properties from the derived
internal structure; and (c) usefulness of recently developed hard X-ray photoelec-
tron spectroscopy (HAXPES) [51–61] in determining the internal interface structure
of nanoparticles and thin film heterostructures. Finally, we end this book chapter
with a conclusion and future outlook section.

13.2 X-ray Photoelectron Spectroscopy and Early
Applications in Studying Nanoparticles

X-ray photoelectron spectroscopy (XPS), a highly surface sensitive technique, is an
established tool to determine the electronic structure of various materials. Since the
method of photoelectron spectroscopy is directly related to the electronic energy
states of a material, it can give many useful information like charge, valence state,
band structures etc. besides identifying the elemental composition in the sample
volume that it probes. The basic principle of XPS is related to the photoelectric
effect [62]. In this technique, monochromatic photons of known energy are irra-
diated on the sample, leading to absorption of the photon by a bound electron and
causing its emission; this process of ejecting photoelectrons happens for all elec-
tronic energy levels of all elements present in the material with different proba-
bilities, characterized by the corresponding photoemission cross-sections, provided
the photon energy is larger than the binding energy of that level including the work
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function of the material. Let us assume that on absorbing a photon with sufficient
energy, hν, an electron from one of the occupied energy levels, with a binding
energy of BE, is ejected from the system with a kinetic energy of KE. The kinetic
energy of the ejected photoelectron, is related to its BE as shown in (13.1)

KE ¼ hm� ðBEþ/Þ ð13:1Þ

where ϕ is the work function of the spectrometer. Therefore, by measuring the KE
of the photoelectron, the BE of the electron prior to the photoionization process can
be determined. The BE of a photoelectron emitted from a specific electronic energy
level of an element in a sample depends on the chemical state of the element in the
given material. Even small changes in the chemical environment can influence the
BE and such changes in the BE of an electronic level arising from the change in
the chemical environment around the specific element is known as chemical shift
[63, 64], which is often characteristic of the valence state or effective charge state of
the element in the given material within a related family of compounds. This
particular way of using chemical shifts to determine chemical states of different
elements in matters has been so extensively used that the technique is often termed
separately as ‘electron spectroscopy for chemical analysis’ (or popularly known as
ESCA) [63, 64]. Sokolowski et al. have discussed the development of ESCA in
Chap. 2 of this book in details.

With a decrease in the size of any material, the surface-to-bulk ratio increases,
enhancing contributions from the surface to every property compared to its bulk
contribution. Thus, a detailed knowledge of surface properties becomes essential to
understand such low dimensional systems. Being one of the most surface sensitive
techniques, XPS has become a very useful tool to characterize electronic structures
of materials of lower dimensionalities. It has been applied very frequently to
qualitatively ascertain the formation [15, 65–67] and the quality of the synthesized
nanoparticles as well as to understand their surface characteristics and compositions
[67–76]. A few illustrative examples of the use of XPS in nanoparticle systems are
discussed below.

In one of the earliest investigations on the effect of a decreasing size on the
metalicity of Pd and Ag nanoclusters, Vijayakrishnan et al. used XPS to show that
decreasing sizes lead to an opening of band gap at the Fermi level below a critical
size of the nanoclusters, evidencing a characteristics of metal-insulator transitions in
such systems [77]. In another XPS study [71] of PbI2 nanoparticles, a huge excess
of I 3d signal was observed compared to Pb 4f, which suggests that iodide ions
plays an important role in stabilizing the PbI2 nanocrystallites in different solvents.
Roy et al. used XPS in conjunction with step-wise argon-ion etching of the surface
of a luminescent porous silicon sample to probe the composition in the surface and
sub-surface region [70]. However, it is to be noted that this approach can only
provide qualitative and often relative information and is not reliable to quantify the
results with a great accuracy due to the preferential etching of certain elements
compared to others. Jasieniak et al. have used different techniques to synthesize
either Cd or Se rich CdSe nanoparticles and the formation of such nanoparticles

312 S. Mukherjee et al.

http://dx.doi.org/10.1007/978-3-319-24043-5_2


were confirmed from the core level photoelectron spectra of Cd 3d or S 2p [72],
which shows additional features related to the presence of excess Cd or Se at the
surface of such nanocrystal systems. In a similar study on Cd rich CdSe
nanoparticles [76], XPS was used to extract the composition of the surface with
excess Cd, which was shown to be crucial to optimize the PL efficiency of those
nanoparticle systems. XPS has also been used to understand the surface passivation
of nanoparticles by various organic ligands, often used for better stability and good
size distribution of nanoparticles. XPS studies of trioctylphosphine oxide (TOPO)
passivated CdSe nanoparticles of different sizes revealed evidence for the surface
binding of TOPO only to the surface Cd, leaving the surface Se intact; this was
further supported by the observation of preferential oxidation of Se [73]. XPS
chemical shift has often been used to characterize attachment between two different
kinds of nanoparticle systems for example Au with TiO2 or MoO3 with TiO2 [78,
79], such complex systems being specifically required for applications in catalysis
or in photovoltaic solar cells. In one of the earliest use of synchrotron radiation to
carry out variable energy XPS of semiconductor nanocrystals, Kulkarni et al.
showed the presence of different S species on CdS nanoparticles stabilized with
thioglyecerol as the passivating agent [74, 75]. In the same way, many qualitative
information like formation, surface chemistry, elemental composition, and inter-
facial carrier dynamics under photo irradiation have also been obtained from var-
ious heterostructured nanoparticles systems using XPS.

13.3 Description of the Internal Structure Using XPS

In general, XPS studies including few examples mentioned above, did not involve
any quantitative determination of the internal structure, say of a nanoparticle.
Common characterization techniques, like transmission electron microscopy
(TEM) [28], X-ray diffraction (XRD), photoluminescence emission spectroscopy,
Raman spectroscopy [36, 80, 81] etc. have been used to probe the internal structure,
but these provide only qualitative information about the internal structure. More
advanced techniques such as scanning transmission electron microscopy (STEM)
coupled with either energy dispersive X-ray spectroscopy (EDX) or electron energy
loss spectroscopy (EELS) can provide more quantitative information on the com-
positional variation across interfaces in some specific cases [82]. In certain 2D thin
film heterostructures, high angle annular dark field (HAADF) imaging in TEM can
also provide information on the elemental distribution [49]. In the following sec-
tions, we shall describe a nontraditional use of XPS to quantitatively determine the
internal structure of a variety of heterostructures.

While different nondestructive and quantitative methods [83–92] of determining
internal structures of a number of systems have been developed using XPS over the
last few decades, we shall discuss in greater details one such method [88] that is
versatile, having been applied to a wide variety of systems, discussing more briefly
the other methods wherever relevant.
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The quantitative determination of the internal structure of a heterostructure relies
on the intensity [88, 93–97] of the photoemission signal arising from different
energy levels of all elements present in the sample. In XPS, the photoemission
signal intensity depends on various parameters as discussed in the following. In
order to be detected as a photoemission signal, the photoelectron must travel from
the atomic site of photoabsorption to the analyzer without suffering any inelastic
process according to the energy conservation indicated by (13.1). During this travel
through the material, the photoelectron has a finite probability to interact with the
sample, for example, with other electrons present. These collisions can be elastic,
thus retaining the same KE of the photoelectron and thereby contributing to the
photoelectron spectra. Alternately, these can also be inelastic, which causes a
decrease in the photoelectron KE; such electrons are lost from the main photo-
electron spectra being detected as the background [98, 99] of the photoemission
signal. These processes are schematically shown in Fig. 13.1a. The probability of
the inelastic scattering, can be defined in terms of the average distance, λ, between
two inelastic collisions for the same photoelectron, thus defining a mean free path of
the photoelectron. The probability of a photoelectron coming out from the sample
without any inelastic scattering follows an exponential dependence on the depth at
which the original photoabsorption process takes place, and with that the differ-
ential photoemission signal intensity, dIz′, originating from a volume of ‘dv’ at a
depth z′ from the surface can be expressed as [88, 93–96]

dIz0 ¼ I0 exp
�l
k

� �
dv ¼ I0 exp

�z0

k cos a

� �
dv ð13:2Þ

where, ‘l’ is the path length of the photoelectron to travel to the surface of the
material from the originating point in the direction of the electron analyzer and α is

Fig. 13.1 a Schematic illustration showing the increasing probability of collision of photoelec-
trons with increasing depth of their generation, thereby, decreasing their escaping probability
exponentially. The average length scale, λ, represents the mean free path of the photoelectrons.
b and c Photoelectrons generated from a volume element ‘dv’ present at different depth, z′ and z″,
from the surface of the material show different intensities in the photoemission signal, with the
intensity dropping off exponentially with z. Adapted from [88]
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the angle between the electron detection and surface normal; I0 is the proportion-
ality constant dependent on various factors, such as the photon flux (P), trans-
mission function of the spectrometer, and the photoemission cross-section (σ) or the
photoionization probability for the atomic level in question (Fig. 13.1b). It is clear
from the above equation that the differential contribution dI to the total intensity I of
a particular electronic energy level (core level) decreases exponentially with an
increase in z, and consequently, *95 % of the total photoemission signal comes
from the surface region of 3λ thickness if the angle of detection (α) is considered to
be zero. The remaining 5 % originates from the region deeper into the sample.
While this immediately explains the surface sensitive nature of the XPS technique
(λ being in the range of few nm), it is interesting to note here that increasing the
angle of detection with respect to the surface normal makes it even more surface
sensitive, since the photoelectron then needs to escape more tangential to the sur-
face, therefore, requiring a longer path length (l) within the material for the same
depth z′ as shown in Fig. 13.1b. For example, for α = 45°, a 3λ thick surface region
contributes as much as 98.5 % of the total signal. It is also clear from (13.2) that the
surface vs bulk sensitivity of this technique can also be controlled by systematically
changing the mean free path λ of the photoelectron, as can indeed be done by
changing the photon energy, hν; we shall discuss this aspect in the next section of
this chapter. The total intensity, I, of the photoelectron signal of a particular core
level at a given photon energy, hν, including all parameters can be obtained by
integrating (13.2) over the entire volume and expressing I0 in terms of its com-
ponent parameters, as given below

IðhmÞ / K � PðhmÞ � TðKEÞrðhmÞ
Z

v

Nðx; y; zÞ exp �z
kðKEÞ cos a

� �
dx dy dz ð13:3Þ

where the prefactor K takes care of the geometry of the measurements (such as the
angular acceptance of the analyzer), P is the flux of the incident photon beam and
T is the transmission function of the analyzer. The parameters K, P and T are
characteristics of the instrument and measurement conditions, the sample specific
information is coded in the parameter Nðx; y; zÞ, the number density of the specific
element distributed in the sample, in addition to the parameter σ(hν), representing
the hν-dependent photoionization cross-section of the specific core level of the
element in question. It is obvious that the distribution, Nðx; y; zÞ, of all elements
define the internal structure of any given sample. Therefore, the problem of
determining the internal structure reduces to extracting Nðx; y; zÞ from the pho-
toemission signal. Since photoemission signals are sensitive to the chemical state of
the element probed, variable energy XPS not only can provide the internal structure
in terms of mapping the elemental distribution, it can also provide information on
the chemical state of the element with spatial resolution, as will be discussed in the
following sections.
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13.4 Inelastic Mean Free Path, λ, of Photoelectrons

As mentioned earlier, the mean free path, λ, of the photoelectron is the average
distance between two inelastic collisions and it depends on the KE of the photo-
electron. The dependency of λ with KE can be given approximately by Wagner,
Davis and Riggs equation [100] as

k � m ðKEÞn ð13:4Þ

when KE is expressed in electronvolt (eV) and λ in angstroms (Å). This purely
empirical equation with (m = 0.5 and n = 0.5) is found to be reasonably valid for a
wide range of KE above *150 eV in the soft X-ray region (<1000 eV). While for
very high KE regions (>2000 eV) the values for m and n are found to be *0.11
and *0.75 [100–102]. There are several other ways to calculate the mean free path
of the photoelectron, for example using TPP and TPP-2 formula [100, 103, 104];
these have been discussed in Chap. 5 by Powell and Tanuma. For a specific core
level of an element in a given sample, it is easy to change the KE of the photo-
electron by changing the incident hν according to (13.1); this implies that λ(hν)
varies approximately as (hν − BE)n and therefore, can be tuned by suitable choice of
hν. With recent advancement on the synchrotron sources, it is possible to tune the
photon energy almost continuously over a wide range, thereby achieving a con-
tinuous tuning of the KE and λ of any photoelectron originating from any specific
core level. In the early days of photoelectron spectroscopy, λ values typically
ranged from 0.5 to 2 nm 3kmax � 6 nmð Þ depending on the BE of the core level with
the use of laboratory sources like Al Kα (1486.6 eV) and Mg Kα (1253.4 eV);
presently, with the advent of sophisticated synchrotron facilities, the possibility of
continuously varying λ using such variable photon energy source forms the main
basis of mapping out the chemical compositions, defined by Nðx; y; zÞ of all the
elements, at various depths within the sample, thereby enabling characterization of
the internal structure of a large number of systems. We have pointed out earlier that
it is possible to change the effective mean free path (λ ∙ cosα) by varying the
detection angle, α, keeping hν (and consequently, λ) at a fixed value. This method
of internal elemental composition mapping by varying the detection angle has often
been used for internal structure determination of thin films [90, 91, 105]. While
such method has inherent limitations [91, 102] and suitable only when the 2D film
thickness to be estimated is considerably smaller than the λ of the photoelectrons
[90, 102], the alternate method [88, 102] of using variable hν is robust and
applicable to a wide variety of geometry, for example for spherically shaped
nanoparticle systems where the method based on variation of detection angle, α
would be ineffective.
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13.5 Intensity Variation of Different Core Levels/Elements
with photon energy, hν, in Heterostructures

The idea to probe a sample at different depths using variable energy XPS has been
explained [88] in this section with the help of schematic Fig. 13.1. Let us consider
the absorption of a photon with sufficient energy of hν at a depth of z′ from the
sample surface, thereby causing emission of a photoelectron that is detected with an
intensity of dIz′ at an angle of α from the surface normal, as shown in Fig. 13.1b.
With no loss in generality, let us consider that another photon with same energy hν,
causes a photoelectron from another atom of the same element and core level to
originate at a depth of z″ and detected with an intensity of dIz″ at the same angle of α
from the surface normal as shown in Fig. 13.1c. From (13.2), the intensity ratio of
the two photoelectrons originating at two different depths can be expressed as

dIz0

dIz00
ðhmÞ ¼ exp

z00 � z0

kðhmÞ cos a
� �

ð13:5Þ

As z″ > z′, the intensity contribution from the deeper volume element at z″, will
be lower compared to that from z′ (dIz″ < dIz′). The above equation also shows that
an increase in λ by increasing hν will lead to a systematic decrease in the intensity

ratio dIz0
dIz00

ðhmÞ, due to an increase in the relative contribution from the deeper region

of the sample compared to regions that are closer to the surface. Now, instead of
one element if the sample is made of two different elements A and B and the two
volume elements at two different depths, z′ and z″ contains the elements A and B,
respectively, then in terms of total intensity contribution to the photoemission
signals from some core levels (13.3) of the two elements, the intensity ratio can be
written as

IA
IB
ðhmÞ ¼ TA

TB
ðKEÞ rA

rB
ðhmÞ

R
v NAðx; y; zÞ exp �z

kAðKEÞ cos a
� �

dx dy dz
R
v NBðx; y; zÞ exp �z

kBðKEÞ cos a
� �

dx dy dz
ð13:6Þ

The immediate benefit of taking intensity ratio is that the contributions of
uncertain instrumental factors, (e.g. K, P), mentioned earlier in (13.3), are not
required to be considered any more, the expression for the intensity ratio being
independent of those factors. The remaining parameters, namely the transmission
functions T’s and cross-sections, σ’s in (13.6) can be estimated as a function of hν
[106–108], leaving only the number densities NAðx; y; zÞ and NBðx; y; zÞ as the
unknown variables. It is clear from (13.6) that, for different heterostructures,
characterized by different number density profile of the constituent elements, the
variation of intensity ratio IA/IB as a function of hν will be different, and by mea-
suring IA/IB at many different hν, it is possible to determine the number densities,
defining the internal structure of a given heterostructure. This is further illustrated in
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the Fig. 13.2, where we have considered two hypothetical materials with flat sur-
faces consisting of two elements A (indicated by blue) and B (indicated by red). For
the sake of simplicity, let us consider that the photoemission cross-sections of the
specific core levels of these two elements rA and rB are equal and also the KE of the
emitted photoelectrons have similar values and, therefore, TA = TB and kA ¼ kB ¼ k
in (13.6). In the first scenario, we consider our hypothetical material to be a
homogenous alloy of elements A and B, implying that these elements are dis-
tributed uniformly within the material, as shown in the upper left schematics. The
other hypothetical material also consists of elements A and B, but they form a
gradient alloy structure with only element A on the surface and only element B at a
certain depth with the composition changing uniformly in-between. With a low
photon energy of hm1, the primary contribution to the photoemission signal will
come from a thin slice of the sample, as shown in the Fig. 13.2, with the slice
thickness governed by the mean free path, λ1, of the photoelectron with the photon
energy of hm1. In case of the homogenous alloy, the intensity ratio of core levels of
A and B, IA/IB will be independent of hν, as can be seen from (13.6) with

Fig. 13.2 Schematic illustration of spectral dependence on photon energy for two systems having
different internal structures. One system is chosen to represent a homogeneous alloy of two
elements (say A, indicated in blue color and B, indicated in red color), while the other one has a
graded alloy structure with the core rich in B and the surface in A. The graphs on the right side
show schematically changes in the relative intensities with increasing photon energy. Horizontal
slices from the top represents changing mean escape depth, λ, with a changing photon energy
where hm1\hm2\hm3, giving rise to k1\k2\k3. Adapted from [88]
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NAðx; y; zÞ=NBðx; y; zÞ being a constant dependent only on the composition of the
homogeneous alloy, but independent of x, y, and z over the entire volume of the
sample.

However, the same intensity ratio will be critically dependent on hν in case of
the graded alloy sample with NAðx; y; zÞ=NBðx; y; zÞ being dependent on z; clearly
for a small k1, the thin slice probed in the experiment contains a dominant con-
tribution of A as illustrated in Fig. 13.2 for the graded alloy structure with the blue
color representing the element A. Thus, the photoemission signal will be largely
dominated by the contribution of A with a smaller contribution from B with the
lowest photon energy of hm1. With a progressive increase in the photon energy
ðhm3 [ hm2 [ hm1Þ, the mean free path of the photoelectrons will also increase
ðk3 [ k2 [ k1Þ. The intensity ratio IA/IB will not change with photon energy for the
homogeneous alloy, as shown in upper right schematic spectral distribution.
However, the relative intensity ratio IA/IB will increase with increasing photon
energy for the gradient alloy (lower right schematic graph). From this illustrative
example, it is clear that the variation in signal intensity ratio of different elements
obtained at different hν will provide information of the internal structure of the
materials with dimensions comparable to the mean free path (λ) of the photoelec-
trons. It is important to note here that a heterostructure does not necessarily need
two different elements, it can be made of different spatial distribution of two dif-
ferent chemical states (A and A′) (for example different valence states), charac-
terized by a slightly different BE (chemical shift) of the same core level spectra, of
one element (A). In such situations (13.6) will have the following form

IA
IA0

ðhmÞ ¼
R
v NAðx; y; zÞ exp �z

kðKEÞ cos a
� �

dx dy dz
R
v NA0 ðx; y; zÞ exp �z

kðKEÞ cos a
� �

dx dy dz
ð13:7Þ

and can be used the same way for internal structure determination. We shall provide
examples of each of the situations described above in the following sections.

At this stage we provide a real illustrative example, to show the sensitivity of this
approach in delineating complex nanostructures with additional information coming
from the phenomenon of chemical shift that was alluded to earlier in this chapter.
We adopt results from [109] and a sequence of photoemission signals from PbSe
nanocrystals passivated with TOPO in Fig. 13.3 for a series of photon energy. The
two peaks apparently at 130 and 132.8 eV binding energies are both associated with
P 2p core level from TOPO. It is clear from the spectra, the P related intensities are
dominant in the extremely surface sensitive limit of low photon energies, estab-
lishing P to be present predominantly at the surface of the sample. This is consistent
with TOPO being a superficial capping agent for these nanocrystals. Interestingly,
the chemically shifted two P 2p core level signals appearing at 130 and 132.8 eV
show different dependencies on the photon energy; specifically, the peak with the
lower BE of 130 eV clearly corresponds to a more surface species compared to the
features at the higher BE of 132.8 eV. This fact, together with the observed
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chemical shift, allows to assign the low BE feature to a physisorbed TOPO layer on
top of the chemically bounded TOPO layer on the PbSe nanocrystal acting as the
passivating agent. A careful analysis revealed [109] that the Pb 4f is also composed
of two species of Pb with the one at lower BE being associate with the Pb near the
nanocrystal surface and the other being located deeper into the volume of the
nanocrystal. While this example makes clear the strength of this technique based on
photoemission experiments with a variable energy source in providing unique
insights in the internal structures of nanomaterials at a qualitative level, detailed
examples are provided in the following section to illustrate how one may also
extract quantitative information providing an accurate and detailed description of
complex structures from such experiments.

13.6 Quantitative Determination of the Internal Structure

In the early days, XPS intensity ratios were extensively used to characterize as well
as to estimate the thickness of various oxides formed on top of metallic samples
[93, 94, 97, 110–113]. It was shown in [93] that with an increasing thickness of
WO3 layer deposited on top of metallic W the relative contribution to the W 4f XPS
signal from the metallic W layer decreases with respect to WO3 signal. While it was
already suggested at that time that this relative change in the intensity ratio can be
used to estimate the thickness of the top WO3 layer; similar ideas were proposed

Fig. 13.3 High-resolution
photoemission spectra of the
Pb 4f and P 2p core levels
collected at various photon
energies from PbSe
nanoparticles. Contributions
to Pb 4f spectra arising from
distinct Pb species are shown
in blue and green lines along
and those for P 2p are shown
in yellow and magenta lines.
Adapted from [109]
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and pursued [110, 112, 113] to monitor quantitatively the progression of the oxi-
dation process of various metals on increasing exposure to oxygen. Combining the
concept of chemical shift, it was even possible to identify various species of oxides
of Zr and follow their quantitative growth as a function of oxygen exposure in
studies of oxidation of Zr and its alloys [94, 97]. Later this method of thickness
estimation from the relative intensity ratios of photoemission signals was effectively
implemented to determine the internal structure of various nanoparticles.

Nanda et al. [95] applied this method for a quantitative determination of the
composition and the internal structure of different sized spherical CdS nanoparticles
[95] capped with 1-thioglycerol. They investigated the internal structure using two
different photon energy sources, namely, Al Kα (1486.6 eV) and Mg Kα
(1253.4 eV). Both S 2s and 2p spectral features were found to be complex and
could not be attributed to a single S species. Careful spectral decompositions of
both S 2p and S 2s spectra showed evidence for three distinctive features suggesting
three different S species present in the CdS nanoparticles. For example, three dif-
ferent S 2p3/2 peaks were found to be at about 161.8, 162.9 and 163.9 eV binding
energies, representing three chemically shifted signals. These three S components
were attributed to S in the bulk of the CdS nanoparticle, S at the surface layer of
CdS and the S present in the thiol group of the capping agent, 1-thioglycerol,
respectively. While the S species in the thiol group with a very different chemical
environment is indeed expected to give rise to a strong chemical shift compared to S
species in the nanoparticle as observed, the shift in the S 2p core levels from the S
atoms at the surface of the nanoparticle compared to those in the bulk is known as
the surface chemical shift. The surface nature of that specific S component was
further confirmed by studying two different sizes of CdS nanoparticles synthesized
in the same way. It was found that the second component of S species attributed to
the surface layer had a higher contribution relative to the first component assigned
to the bulk for the smaller nanoparticle, as should indeed be expected on the basis of
an increasing surface to bulk ratio with a decrease in the size. Yet another validation
of this interpretation was provide by the use of Mg Kα (1253.4 eV) as the photon
source to carry out XPS with a slightly smaller photon energy on the same
nanoparticles. The results with Mg Kα (1253.4 eV) again exhibited the same three
components of S species, however, with an increased contribution of both second
(surface) and third (thiol) components, relative to the first one. This is a conse-
quence of the lower photon energy of Mg Kα (1253.4 eV) source compared to Al
Kα (1484.6 eV) one, leading to a lower λ and consequently a higher surface
sensitivity with Mg Kα (1253.4 eV) radiation. The internal structure of the CdS
nanoparticles was modeled as a core/shell/shell structure with a CdS core, a surface
CdS layer and finally, the capping layer of 1 thioglycerol as shown schematically in
Fig. 13.4 with radii of r0; r1 and r2, respectively, yielding the detailed structure of
these nanoparticles. They modify and express (13.7) in a spherical polar coordinate
to estimate the intensity ratios between different S components mentioned above.
The exact values of the radii were calculated by varying these radii parametrically
to simulate the experimentally obtained signal intensity ratio of three different
components S 2p at different photon energies. In a different study [96] to determine
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the internal structure of ZnS nanoparticles passivated with 1-thioglycerol, XPS at
various photon energies suggested the internal structure of these ZnS nanoparticles
being similar to the internal structure of the above-mentioned CdS nanoparticles.
The generality of this approach was demonstrated by Sapra et al. [109] who used
variable energy XPS to determine the internal structure of luminescent PbSe
nanopartcles as well as of nanorods by modifying (13.7) and expressing it in
cylindrical polar coordinates. The variable energy XPS study [109] on different
sized PbSe nanoparticles (Fig. 13.3) have suggested formation of Pb deficient Pb1
−xSe layer on the surface of these nanoparticles. The thickness of this Pb deficient
layer was found to be smaller for smaller sized nanoparticles. As the Pb deficient
layer leads to the formation of trap states, which decreases the photoluminescence
efficiency, they were able to explain the optoelectronic properties of the studied
PbSe nanoparticles on the basis of internal structure and surface properties [109].
This later example illustrates the usefulness of the aforementioned variable energy
XPS technique in correlating properties of lower dimensional materials with their
internal structures.

Similar analyses can also be performed on nanoparticles with complex
heterostructures with complicated variations in the composition. Unlike in the
examples cited above, more complicated multicomponent structures require mon-
itoring photoelectron signals of more than one element to accurately profile the
composition through the nanoparticle, as has been discussed in previous sections. In
recent times, there has been many reports [19, 20, 33, 114–116] using high quality
and continuously tunable synchrotron photon sources on complex nanostructures.
For example, Santra et al. [20] determined the internal structure of a targeted
core/shell/shell ZnS/CdSe/ZnS quantum dot–quantum well (QDQW) structure.
They analyzed the intensity ratio of S 2p and Se 3p core level spectra collected at

Fig. 13.4 Schematic model of CdS nanoparticles as derived from XPS analysis showing a CdS
core region till r0, followed by a thin shell of surface CdS layer of thickness ðr1 � r0Þ. Surface S
atoms exhibit a different core level binding energy due to what is known as surface core level shift.
Finally, there is a protective layer of capping agent (thiol) of thickness ðr2 � r1Þ on the
top. Adapted from [95]

322 S. Mukherjee et al.



three different energies. These two core levels were specifically chosen in view of
the fact that binding energies of S 2p1/2 and 2p3/2 are very close to those of Se 3p1/2
and 3p3/2, as shown in Fig. 13.5. Having the similar binding energies, the KE of the
S 2p and Se 3p photoelectrons are also similar, which allows recording of both the
S 2p and Se 3p core levels simultaneously at any given hν. In view of very similar
KE for both peaks at a given hν, it is reasonable to assume that K, P and T,
mentioned in (13.3), are same for both S 2p and Se 3p core level at a given hν, and
are exactly cancelled in the intensity ratio between S 2p and Se 3p core level
spectra. The inset to Fig. 13.5 shows the experimental intensity ratio obtained by
the decomposition of the recorded spectra in terms of S 2p and Se 3p contributions,
as shown in the main frame by dotted lines. Equation (13.8) can be derived from
(13.6), in a spherical polar coordinate for the intensity ratio of S 2p and Se 3p as:
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Fig. 13.5 High-resolution photoemission spectra of the S 2p and Se 3p core levels at various
energies. At each energy, the experimental data are shown by the black circles and the total fit by
the red line. The independent component functions, S 2p and Se 3p are shown as blue and olive
dotted lines, respectively. The inset shows the S 2p/Se 3p intensity ratios obtained with (red
circles) and without (black square) consideration of the photoemission cross-section (the lines are
guides to the eye). Adapted from [20]
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where, R is the total radius of the nanoparticle, mean free paths (kS and kSe) of S 2p
and Se 3p photoelectrons with almost the same KE for any given hν are essentially
the same and therefore, has been replaced with λ ð¼ kS ¼ kSeÞ in (13.8). The

quantity f ðr; hÞ is given by f ðr; hÞ ¼ R2 � r2Sin2hð Þ1=2�r Cosh. Equation (13.8),
shows that the experimental intensity ratio obtained from the decomposition, after a
suitable correction for the respective cross-sections, namely ðIS=rSÞ=ðISe=rSeÞ; is
dependent on the elemental composition profile for S and Se, as expressed by
NSðrÞ and NSeðrÞ. Quantitative analyses of the photoemission data reveal that S and
Se number densities for these QDQW nanoparticles varied as shown in Fig. 13.6,
exhibiting the core region to be a graded alloy of ZnS and CdSe rather than pure
ZnS as targeted. The solution based reaction to place a shell of CdSe on preformed
ZnS nanocrystals is found to cause diffusion of Se ions towards the center of the
nanoparticle, leading to the formation of such a gradient core. However, the
outermost ZnS layer was found to form a sharp interface on top of the outer CdSe.
The radius, r3, obtained from the analysis which corresponds to the total size of the
nanoparticle was found to be in good agreement with results from TEM mea-
surements. Also the chemical composition based on the model in Fig. 13.6 and
extracted values of r1; r2 and r3, was found to be consistent with results from
Inductively coupled plasma atomic emission spectroscopy (ICP-AES), thereby
validating the photoemission analysis and estimates of r1 and r2 that would not be
possible to obtain by any other technique.

In another interesting work to understand the extraordinarily high photolumi-
nescence behavior of ternary CdSeS nanoparticles, the internal structure of these
samples were determined [19] by analyzing the relative intensity variation of S 2p
and Se 3p core levels at different photon energies in much the same way as in the
previous example of QDQW. With additional information about the total size
obtained from TEM and chemical composition from ICP-AES, internal structures

Fig. 13.6 Schematic representation of the variation of the chemical composition for the best fitted
structure, which has three main layers: a gradient alloy in the core ð0\r\r1Þ followed by a thick
shell of CdSe ðr1\r\r2Þ and a thinner shell of ZnS ðr2\r\r3Þ. Adapted from [20]
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of such highly luminescent CdSeS nanoparticles were invariably found to consist of
a gradient alloy structure of CdSexS1−x where x varies from 0 near the center of the
nanoparticle to 1 near the surface of the nanoparticle. Depending upon the con-
centration ratio of S and Se used during the synthesis, the radius of the gradient core
could be tuned to provide PL emission of different wavelengths spanning the visible
spectrum. It was pointed out [19] that such a graded structure avoids any interface
defect formation that tends to be present in systems with a sharp interface in
core-shell structure due to the lattice mismatch. The absence of such interfacial
defects in gradient structured CdSeS allows these nanoparticles to have a quantum
yield as high as 80 %.

13.7 Hard X-ray Photoemission Spectroscopy (HAXPES)

While X-rays of very high energies, for example Cu Kα, have been used in pho-
toemission experiments at very early days, the usage was limited due to the poor
resolutions at that time [60]. The advancement in the third generation synchrotron
radiation sources in recent times allows sufficiently high photon flux (P) with
photon energies as high as 12 keV to carry out photoemission experiments with a
good energy resolution. Therefore, it is now possible to tune the mean free path (λ)
of the photoelectron up to *10 nm. Such large mean free paths of the photo-
electrons have opened up the possibility [51–61] of probing much greater depths
and much larger nanocrystals that would have been otherwise impossible to probe
with more conventional XPS.

Recently, Mukherjee et al. [117] employed such high energy XPS with hν up to
4 keV in combination with surface sensitive lower energy XPS (hν ≥ 475 eV) to
elucidate the internal structure of inverted core-shell CdS-CdSe nanoparticles with
an average diameter of 6 nm. Standard lab source (e.g. Al K α (1486.6 eV)) can
generate photoelectrons with a mean free path of *2 nm which is smaller than the
size of these nanoparticles and therefore can give only restricted information.
Instead, they [117] used a wide range of photon energies between 475 eV (thereby
emphasizing the surface components) and 4000 eV (making the probe bulk sen-
sitive) to study the core level intensity variation of overlapping S 2p and Se 3p
spectra as shown in Fig. 13.7a. The benefit of using overlapping S 2p and Se 3p
spectra has already been presented in the previous section of this book chapter. At
lower photon energies, a distinct peak at 161.2 eV with a shoulder at 162.3 eV is
dominant in the spectra. These binding energies correspond to 2p3/2 and 2p1/2
spin-orbit split 2p core levels of sulfur. There are also two low intensity peaks at
159.8 and 165.6 eV which correspond to Se 3p3/2 and Se 3p1/2 spectra with a spin
orbit splitting of 5.8 eV. Interestingly, with an increase in hν, the Se 3p signal
intensity increases significantly relative to the S 2p signal. This is most clearly
evident when we follow the growth of the Se 3p1/2 spectral feature at 159.8 eV BE
with changing hν; the corresponding enhancement of the Se 3p3/2 peak is less clear,
as a worsening resolution with the increasing hν makes it difficult to visually judge
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the contribution of Se 3p3/2 separate from those of S 2p3/2 and S 2p1/2 within the
broadened main group around 160 eV BE (see Fig. 13.7a). However, it is easy to
decompose each of the spectra in Fig. 13.7a in terms of contributions arising from S
2p3/2, S 2p1/2, Se 3p3/2 and Se 3p1/2 components as illustrated in Fig. 13.7b–e for a
few selected photon energies [117]. Such spectral decompositions allow one to
determine quantitatively the relative contributions of S and Se core levels in the
overall spectra at different photon energies (Fig. 13.7a). Thus determined intensity
ratio of the contributions from Se 3p and S 2p core level spectra is shown as a
function of the photon energies in Fig. 13.8a by the solid blue squares, referred to
the right axis, clearly showing the rapidly increasing Se 3p intensity relative to S 2p
with an increasing hν. At this stage, it is important to note that the variation in the
spectral intensities cannot be directly related to the variation in NS(r) and
NSe(r) within the probing depth of the technique [see (13.8)], because the pho-
toemission cross-section, σ, itself changes rapidly with hν and its dependence on hν
is both element and core level specific. Therefore, we need to normalize the raw
intensity ratio with the ratio of the photoemission cross-sections of Se 3p and S 2p
levels for each of the photon energies [see (13.8)]. The corresponding cross-section
corrected intensity ratios of Se 3p and S 2p are shown as a function of hν in
Fig. 13.8a with filled circles, referred to the left axis. Clearly, the corrections arising
from the changing σ qualitatively alter the trend of the intensity ratio as a function
of the hν from an increasing to a decreasing function underlining the crucial
importance of accounting for changes in σ(hν) even for a qualitative understanding
of chemical composition as a function of the probing depth in any given material.

Fig. 13.7 a Photoelectron spectra of S 2p and Se 3p core levels collected at various photon
energies from an inverted CdS/CdSe core–shell sample. b–e Decomposition of the experimental
spectra (empty black circles) to different components, namely, the surface of Se 3p (olive), S 2p
(blue), and Se 3p (s) (magenta). Red solid lines are the resulting fits, while the orange dashed lines
are the residues. (Adapted from [117])
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In the specific example of CdS/CdSe core-shell sample, the σ(hν) corrected inten-
sity ratio ISe/IS decreases with increase in hν (solid circles in Fig. 13.8a) qualita-
tively suggesting that the Se is relatively more abundant on the outer regions of the
nanoparticle and S is present deeper towards the core, as targeted in the synthesis
[117].

It is possible to obtain a quantitative description of the internal structure of these
CdS/CdSe inverted core/shell nanoparticles by determining NS(r) and NSe(r) that
would be consistent with the experimentally observed dependence of ISe/IS on hν,
shown in Fig. 13.8a. By proper modeling of NS(r) and NSe(r) to simulate the
experimentally obtained ISe/IS using (13.8), the quantitative structure was found
[117] to have a core consisting of pure CdS followed by a gradient alloy of CdS and
CdSe as shown as a schematic in Fig. 13.8b, c shows the variation of NS(r) and
NSe(r) as a function of, r, the radial distance from the center of the nanoparticle to the
surface. The calculated intensity variation for this particular structure is shown by
the solid red line in Fig. 13.8a, which matches very well with the σ(hν) corrected
experimental intensity variation shown by the filled circles. The total size obtained
from TEM and the overall chemical composition determined independently from
ICP-AES match well with the quantitative model obtained from the analysis of the
XPS data, firmly establishing the efficacy of using variable photon energy up to hard
X-ray to determine the internal structure of such large sized nanoparticles [117].

Fig. 13.8 a Variation of the experimental (blue squares joined by a blue line) and σ corrected
(filled circles) relative intensity of Se 3p to S 2p at different photon energies. The error bars
represent the errors in the intensity ratios estimated from the errors in the decomposition of the
experimental photoelectron spectra. The region shaded in green shows the region over which the
fitting of the experimental intensity ratio was performed, and the red solid line shows the best
fitting. b Modeled structure, which gives the best agreement with the experimentally obtained
results from XPS, TEM, and ICP-AES. c Variation of the number density of S (dark yellow) and
Se (orange) as a function of the radius of the nanoparticles for the best fit structure. (Adapted from
[117])
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13.8 Heterostructure Determination of Thin Films

Heterostructure determination by variable energy XPS can be easily extended to any
structure with a spatial homogeneity along the x and y directions, representing a
two-dimensionally homogeneous system and any arbitrary variation along the z
direction; in other words, the number density function N(x, y, z) appearing in (13.3)
or in (13.6) can be replaced by N(z), which is only a function of z. The depth into the
material that can be probed and N(z) determined in such a heterostructure in natu-
rally limited by the mean free path, λ, of the photoelectron, indicating the obvious
merit of employing hard X-ray photoemission spectroscopy in such cases.
A beautiful demonstration [118] of this powerful technique with hard X-ray sources
has been realized recently in determining the position of the two dimensional
electron gas (2DEG) formed at the interface of two insulating oxides LaAlO3

(LAO) and SrTiO3 (STO). In the original discovery of this phenomenon [48], it was
proposed that the polar discontinuity present across the SrTiO3−LaAlO3 interface
results in a diverging potential with a growing thickness of LAO, leading to electron
transfers from the top LaAlO3 layer to the interface SrTiO3 layer at a critical
thickness of LAO [45, 90], leading to the observed 2DEG carriers at the interface.

In order to demonstrate the efficacy of HAXPES in probing quantitatively the
internal structure of such heterostructured oxide materials [52, 57, 59, 90, 118–
121], we describe in some details results obtained in [118]. We show the variation
in the La 3d/Sr 3d intensity ratio (ILa/ISr) corrected for the photoemission
cross-section as a function of the photon energy in Fig. 13.9a for two samples,
denoted as 6H and 6L. Here the number 6 corresponds to the targeted number of
LAO unit cells (uc) grown on top of STO and H and L denote high and low oxygen
partial pressure (pO2), respectively, at the time of the growth of the STO and LAO
layers. The 6H sample, grown at 10−4 Torr pO2 is known to have a very low
concentration of doped electrons [118], thereby serving the purpose of a reference
sample; on the contrary, the 6L sample grown at 10−7 Torr pO2 is known to be
highly conducting with a large concentration of doped electrons [118]. The
decreasing σ(hν) corrected ILa/ISr with an increasing hν in Fig. 13.9a in conjunction
with the experimental geometry defined in the inset implies LAO is indeed the
over-layer and a systematic increase in hν makes increasing depth into STO to
become visible to the HAXPES technique, thereby increasing the Sr 3d intensity
and decreasing ILa/ISr. Knowing that there are 6 layers of LAO on top of STO, the
experimental geometry allows one to calculate the expected variation in the σ(hν)
corrected ILa/ISr as a function of hν using (13.6). This calculated curve is shown in
Fig. 13.9a as green shade, with the width of the band arising from estimated errors
in calculating the intensity ratio due to uncertainties in α, thickness of the LAO
layer etc. Evidently, the calculated dependence and the experimentally obtained
values are in excellent agreement, validating the approach and the data analysis.

Electrons doped in SrTiO3 is necessarily accommodated in the Ti 3d conduction
band of SrTiO3, thereby showing up as a Ti3+ spectral signature in contrast to Ti4+

spectral feature of undoped SrTiO3. Since the Ti3+ spectral features, with a lower
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BE than those of Ti4+ are distinctly observed in Ti 2p spectra, it can be used to map
the spatial distribution of doped carriers in the sample. Ti 2p core level spectra
collected from 6L and 6H LAO-STO samples with hν = 3500 eV are shown in the
main frame of Fig. 13.9b. The presence of Ti3+ feature at the lower BE side of
the main Ti4+ peak only for the 6L sample with a charge carrier concentration
*1017 cm−2 (obtained from Hall measurements [118]) is clearly visible in com-
parison to the spectrum from the 6H reference sample. The inset to Fig. 13.9b
shows the decomposition of the Ti 2p spectrum from the 6L sample in terms of its
Ti3+ and Ti4+ contributions, allowing a quantitative estimate of Ti3+/Ti4+ intensity
ratio ITi3þ =ITi4þ observed at different hν. One may at once anticipate that a sys-
tematic increase of hν will allow us to explore how ITi3þ =ITi4þ changes as we probe
increasingly deeper into the heterostructure, thereby allowing us to map out how Ti3
+, or in other words the doped electron in SrTiO3 is distributed as a function of the
depth from the LAO-STO interface. It is interesting to note here that this intensity
ratio, involving the same core level (2p) of the same element (Ti), does not require
any correction from changes in the cross-sections with hν, as this quantity varies
exactly the same way for Ti3+ and Ti4+, and therefore, cancelling each other and
consequently, reducing the uncertainty in the analysis [see (13.7)]. The absolute
variation of ITi3þ =ITi4þ for the 6L sample with hν is shown in Fig. 13.10a. The
gentle decrease in ITi3þ =ITi4þ qualitatively suggests the presence of Ti3+ closer to
the surface. When an attempt is made to describe the doped electron distribution as
a single function at the interface, such as a Gaussian, Lorentzian or a rectangular
function, with any arbitrary width, the best description obtained for ITi3þ =ITi4þ as a

Fig. 13.9 a Experimentally obtained intensity ratio between La 3d and Sr 3d core levels spectra as
a function of hν for 6H and 6L samples are shown as triangles and diamonds respectively.
The blue bars represent typical errors in the estimation of the intensity ratio. Simulation of the
experimentally obtained intensity ratio between La 3d and Sr 3d of 6 uc samples to obtain the
thickness of the top LAO layer is shown as green shade. b High resolution X-ray photoelectron
spectra of Ti 2p core levels collected from the high pO2 grown (6H) and low pO2 grown (6L)
samples with hν = 3500 eV. The inset of Fig. 13.9b shows the decomposition of the Ti 2p spectra
collected from 6L sample at hν = 3500 eV to obtain the intensity of the Ti4+ and Ti3+ components.
(Adapted from [118])
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function of hν is shown in Fig. 13.10a as the blue dotted line [118]. Clearly such a
single distribution of the electron gas is grossly inadequate to describe the exper-
imental data that exhibit a much weaker dependency on hν. Interestingly, the
experimental data can be very well described when we assume two separate elec-
tron distributions (bimodal distribution), as shown by the good agreement between
the calculated behavior (shown by the solid lines) and experimental data (filled
diamonds). The corresponding bimodal charge carrier distribution within the
sample is shown in Fig. 13.10b. This figure shows that a charge carrier distribution
is tied to the interface with approximately 2 × 1014 cm−2 density, whereas the other
charge carrier distribution appears to be an almost homogeneous bulk doping of
STO with about 0.05 electrons per unit cell. Evidently, there is no other technique
that can provide such critical and detailed information on these unusual systems
with extraordinary properties.

The variable high-energy photoemission spectroscopic measurements have
recently been used [122–125] to understand the interface structure of a magnetic
tunnel junction (MTJ) consisting of thin CoFeB (CFB) layers as ferromagnetic
electrodes and MgO as the insulating layer in-between. In the following, we
describe results from [125] to underline the ability of HAXPES to provide quan-
titative description of internal structures even in such complex, multicomponent
systems. The overall structure of the two MTJ investigated consists of the stacking
as Si(substrate)/Ta(5)/Ru(10)/Ta(5)/Co20Fe60B20(5)/MgO(2) with the numbers in
the brackets indicating the thickness of the corresponding layers in nm. High energy
photoemission spectra collected for Fe 2p and B 1s at hν between 2500 and

Fig. 13.10 a Intensity ratio (red squares) between Ti3+ and Ti4+ obtained from the decomposition
of Ti 2p photoelectron spectra obtained from 6L samples at various photon energies. The errors in
obtaining the intensity ratio are marked as blue bars. The wine solid lines shows the best fit to
these intensity ratio. Ti3+ concentration distributions (blue shade) within the LAO-STO samples,
that gives the best fitting to the experimentally obtained intensity ratios, are shown in Fig. 13.10b
for 6L sample. The color code grey and light pink represents the LAO and STO layers,
respectively, as obtained from the simulation of ILa/ISr intensity ratio. (Adapted from [118]) (Color
figure online)
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4000 eV from this MTJ sample are shown in Fig. 13.11a, b, respectively, for two
different cases. First, the sample as grown was investigated; then the sample was
annealed at 300 °C for 20 min to understand the effect of annealing that is involved
in processing of MTJ layers for device applications. This annealed sample was also
investigated in an identical manner to understand the consequence of annealing
[125]. The spin-orbit split metallic peaks of Fe 2p can be seen at BE of 706.8 and
720 eV and the B 1s metallic peak appears at BE of 187.8 eV. Along with the
characteristic metallic features, both Fe 2p and B 1s spectra contain additional
features at higher binding energies arising from corresponding oxide species, as
indicated in the Figs. 13.10b, 13.11a. For Fe 2p, the oxide species appears at 3.6 eV
higher BE from the main peaks, whereas it is at BE of about 191.8 eV for B 1s. The
intensity ratio of the B-oxide and B-metallic 1s peak for the annealed sample is
shown in the inset to Fig. 13.11a as a function of hν. It is clear from this plot that the
intensity of the oxide species decreases with respect to the metallic peak when the
spectra are collected with higher photon energies, suggesting presence of the oxide
species closer to the surface compared to the metallic counterparts; a similar

Fig. 13.11 a and b show Fe 2p and B 1s core level spectra collected from the uncapped bilayer
MTJ sample at hν = 3000 eV photon energy before (black) and after (red) annealing the sample at
300 ± 5 °C for 20 min. The inset of Fig. 13.11a shows the intensity ratio between B-oxide to
B-metal (red triangles) and B-oxide to Mg (blue square) obtained from 300 ± 5 °C annealed
sample at different photon energies. The lines represent the simulated intensity ratios for the best
fitted structure, shown in Fig. 13.11d. The thickness and nature of various layers in the unannealed
and annealed uncapped bilayer sample are shown in Fig. 13.11c, d. The numbers shown in the
figures are in nanometer. (Adapted from [125])
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observation was also made for the Fe-oxide signal. Such intensity ratios, not only
for the oxide and metallic signals of the same elements, but also spectral intensity of
different elements, such as B-oxide 1s/Mg 1s (shown in the inset to Fig. 13.11a for
the annealed sample), Fe 2p/Mg 1s, Fe 2p/Co 2p (not shown here) were also
obtained in this study for both samples as a function of the hν. These experimentally
obtained intensity variations with the photon energy help to understand the internal
structure of these two samples in detail [125]. For example, the relative insensitivity
of the B-oxide/Mg intensity ratio on hν for the annealed sample shown in the inset
suggests that boron oxide is spread nearly homogeneously in the MgO layer, as has
also been reported in [122, 123]. Taking into account the intensity variation of
various core levels at different photon energies, it was possible to obtain a quan-
titative description of the internal structure [125] of this bilayer MTJ sample before
and after annealing, as shown in Fig. 13.11c and d, respectively. This study also
reports the internal structure of a tri-layer sample (with an additional C20F60B20

layer on top of MgO), in contrast to the bilayered one discussed here, resolving
controversy on the behavior of B diffusion on annealing the sample, illustrating the
tremendous usefulness of this technique.

13.9 Conclusion and Future Outlook

In this chapter, we have detailed how one may extract in-depth knowledge of the
internal geometric and electronic structures of heterogeneous materials with the use
of variable photon energy available at synchrotron radiation centers to carry out
depth resolved X-ray photoelectron spectroscopy. Competing techniques to obtain
such information are typically based on microscopic approaches, such as trans-
mission electron microscopy (TEM) together with its ability to perform space
resolved elemental identification via energy dispersive X-ray analysis and electron
energy loss spectroscopy, and scanning tunneling microscopy (STM). In general,
STM is extremely surface sensitive and it is impossible to obtain depth resolved
information from such a technique. There have been attempts reported in the lit-
erature to obtain information beyond the surface by carrying out cross-sectional
studies; this requires cutting through the sample in a direction perpendicular to the
surface, thereby exposing the deeper part of the sample to the STM probe.
However, strictly speaking, any information so obtained continues to be a surface
related information, since the act of making the cross-sectional cut introduces a new
surface in the sample. Since the surface electronic structure may be different from
those from beyond the surface, cross-sectional studies to that extent may alter the
electronic structure being probed compared to that in the deeper part of the system
in an uncontrolled manner. This may limit the usefulness and applicability of such
cross-sectional studies. Similar cross-sectional studies are also popular in con-
junction with TEM. Obvious advantage of the technique discussed here based on
photoelectron spectroscopy is its nondestructive nature. It has the ability of
investigating the sample as such without the need to introduce any new surfaces to
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access deeper parts of the sample. The other advantage of the present technique is
that it naturally provides depth (or vertically) resolved information into the sample,
starting from the surface, with the help of a changing mean free path of photo-
electrons with a change in their kinetic energy brought about by changing the
photon energy; this is in contrast to the laterally resolved information from all
microscopic techniques mentioned above. Of course, there are several limitations of
the present technique as well. For example, the depth that can be probed effectively
using this technique is limited severely by ultra-short mean free paths of photo-
electrons. Even with the advent of hard X-rays up to about 10 keV to carry out
photoelectron spectroscopy, it is not possible to reliably probe beyond a depth
of*15–20 nm. We note that this is not a limitation on the sample thickness; even a
macroscopically thick sample may be investigated without any need to thin down
the sample unlike in the case of TEM. However, the depth-resolved information
will be restricted to within the first 15–20 nm of the surface at best using this
technique. Since most of the nanocrystals investigated have sizes below 20 nm, the
present technique is an ideal tool to probe their internal structures. Also, any
heterostructures can be probed as long as the interface of interest is not buried
deeper than the above-mentioned limit, as discussed in specific examples in this
chapter.

It is important to keep in mind the uncertainties inherent in this technique. As
has been explained in detail, a quantitative determination of the internal structure of
any sample requires the knowledge of several parameters that are not very well
controlled, thereby introducing uncertainties in the derived quantitative estimates.
One such uncertainty arises from the estimate of the mean free path which is never
easy to determine a priori with a great accuracy. The second source of uncertainty is
the photon energy dependent cross-section of various levels that are analyzed to
extract the depth resolved information. Other parameters, such as the photon flux
and other experimental factors, can be largely taken care of by analyzing only
intensity ratios and opting for core level signals that have similar binding energies,
as explained in this chapter. It is also to be realized that the analysis of the intensity
ratio as a function of the photon energy to extract the internal structure is based on a
presumed parameterized model of the internal structure, such that the internal
parameters of the assumed model are optimized to provide the best description of
the intensity variation. Thus, the analysis can be hoped to provide reasonable
estimates only if the assumed model is realistic. This implies that it is important to
have some basic ideas of the shape and the internal symmetry of the sample.

The above mentioned limitations point to the fact that the present technique,
instead of being viewed as a competing technique, should be more viewed as a
complimentary one to other techniques that can provide any clue to the internal
structure. Thus, it is important to start the analysis with a prior knowledge of the
shape and overall dimension of the sample in case of nanomaterials. This infor-
mation is easily obtained from TEM studies and helps to build up the model for the
analysis. Similarly, in many spherical nanocrystals synthesized via the solution
route, it is also reasonable to assume a spherical symmetry of the composition,
helping to bring down the number of parameters in the model. The overall size
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determined from the TEM study then provides a critical test for the model, since the
analysis of the photoelectron spectroscopic results must be consistent with that of
TEM in terms of the total size of the nanocrystal. Similarly, elemental analysis
using ICP-AES or atomic absorption spectroscopy provides important restrictions
on the model, since each optimized model corresponds to a well-defined average
composition. Using every such available information on the system, one may
substantially reduce the uncertainties associated with the analysis of the internal
structure based on the present technique.

Since the electronic structure of any material is crucially dependent on the
elemental distribution within the sample, it is clear that understanding the internal
structure of low dimensional systems is of great importance, as has been discussed
in this chapter. With an increasing number of beamlines becoming available around
the world where one may carry out high resolution photoelectron spectroscopy over
a wide range of photon energies, it appears that this technique, in conjunction with
all other complimentary techniques, will play a unique and powerful role in
unraveling the internal geometric and electronic structures of such systems.
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Chapter 14
Probing Perovskite Interfaces
and Superlattices with X-ray
Photoemission Spectroscopy

Scott A. Chambers

Abstract The use of X-ray photoemission spectroscopy (XPS) in the soft, inter-
mediate and hard X-ray regimes in probing complex oxide interfaces and super-
lattices is reviewed. Core-level line shapes are briefly discussed, followed by a case
study of several aspects of the LaAlO3/SrTiO3(001) heterojunction. These include
how XPS in both angle-integrated and angle-resolved modes has been used to probe
the physical cause of interface conductivity, the origin of itinerant electrons, the
valence band offset, and the extent of cation mixing. The chapter concludes with a
brief discussion of other perovskite interfaces which have been successfully
investigated with XPS.

14.1 Introduction

Complex oxides exhibit an exceedingly wide range of electronic, magnetic and
optical properties, giving these materials considerable potential for interesting basic
science investigations, as well as possible utility in a range of technological
applications. Complex oxides have been vigorously investigated as epitaxial films
over the past two decades, in part because of the discovery of high-Tc supercon-
ductivity in cuprates [1]. A second reason for this interest is the rich and varied
property set, including colossal magnetoresistance [2], exhibited by the doped
manganites, AExRE1-xMnO3, where AE and RE represent alkaline earth and rare
earth metals, respectively. The observations of many interesting and often unex-
pected phenomena have captured the attention and imagination of a growing
community of condensed matter scientists who wants to explore the fundamental
physics of these materials, as well as novel technological concepts.

One important class of complex oxides is the perovskites which have the general
formula ABO3. The A (B) metal cation sites are twelve- (six-) fold coordinated to
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oxygen anions. The high degrees of solubility of different metal cations on the A
and B sites result in a rich phase space of compositions and electronic and magnetic
structures. The added flexibility resulting from state-of-the-art epitaxial film growth
enables the preparation of multilayers and superlattices which yield an additional
degree of freedom not found in bulk material synthesis. One particularly popular
experiment has been to prepare digital superlattices of the form (ABO3)n/(A′BO3)m,
and compare the resulting properties with those of a random solid solution of the
same composition, AxA′1-xBO3, where x = n/(n + m) [3].

In order to elucidate defensible structure-composition-property relationships for
epitaxial films and interfaces of these materials, adequate materials characterization
must be done. Several techniques are currently available and in frequent use. In situ
reflection high-energy electron diffraction (RHEED) and ex situ high-resolution
X-ray diffraction (XRD) yield important information on structural properties.
Scanning transmission electron microscopy (STEM) in combination with electron
energy loss spectroscopy (EELS) yield detailed structural and compositional
information on a local scale [4]. Ex situ Rutherford backscattering spectrometry
(RBS) provides useful volume averaged information on composition for most
elements, subject to the uncertainties resulting from film peaks overlapping the
broad plateaus associated with backscattering from elements in the substrate, and
weak backscattering from elements of lower atomic number. The physics of RBS is
relatively simple, the scattering cross sections are known in an absolute sense [5],
and accurate models have been developed that allow the user to extract absolute
areal densities for individual elements [6]. If carried out with a lower incident ion
energy and higher energy resolution in the analyzer, the depth resolution of RBS
can be significantly increased to yield useful information of elemental profiles at
buried perovskite interfaces. This method is referred to as high-resolution RBS
(HRRBS) or medium energy ion scattering (MEIS) [7].

Core-level X-ray photoemission spectroscopy (XPS) at intermediate and high
X-ray energies readily can yield quantitative compositional information to depths
that increase with increasing X-ray energy [8, 9]. Quantitative accuracy in the
extracted concentrations requires the use of appropriate standard materials, or
calibration against RBS data. In contrast to RBS, the physics of photoemission is
rather involved, and published theoretical cross sections typically do not take into
account the many-body effects discussed below. Such cross sections are thus of
only semi-quantitative value. Nevertheless, significant insight into the electronic
and magnetic properties of the emitting atom can be gained from absolute binding
energies, multiplet fine structure, and shake-up/shake-down peak positions and
intensities when accompanied with sufficiently accurate theoretical simulations.
Due to the open shell valence d orbital electron configurations exhibited by many
transition metal cations, core-level spectra can be exceedingly complex due to spin
and orbital angular momentum coupling of the core hole to unpaired valence
electrons (multiplet splitting), as well as valence charge rearrangement in the final
state accompanying core-hole photoemission (shake processes) [10–12].
Significantly, the traditional view of shake up in oxides involving pure metal
d-derived and O 2p states, and integral charge transfer between, has been shown to
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be inadequate for accurate theoretical prediction of metal oxide core-level spectra.
Rather, the extent of covalency in metal oxides requires that considerable mixing of
these states be included in the theoretical description of many body effects, and that
changes in the amount of covalency as a result of creating a core hole be considered
[10]. These effects, together with spin-orbit splitting, makes the interpretation of
XPS of oxides much more challenging than that associated with other inorganic
compound materials, such as Group IV, III-V and II-VI semiconductors.

If the oxide of interest is a semiconductor or an insulator, its surfaces, films and
buried interfaces can also exhibit band bending, which is directly measurable by
XPS through shifts and broadening of core peaks measured against standards.
Moreover, band offsets at buried interfaces can be extracted from a combination of
core-level and valence band spectra for pure specimens of the materials which
constitute the heterojunction [13, 14]. These quantities can be readily measured
within the deposition system prior to air exposure (which can obscure or modify the
sought-after property), provided the necessary hardware is appended to the growth
chamber.

Finally, angle-resolved XPS (ARXPS) can yield insight into the abruptness (or
lack of same) of buried perovskite interfaces [15]. Unlike MEIS, ARXPS typically
has adequate sensitivity to all elements (other than H and He) so as to be useful for a
wide range of perovskite interfaces. The drawback, however, is a lack of depth
resolution; in general, unique atomic profiles cannot be extracted from ARXPS data.
However, it is straightforward to determine if cation mixing at interfaces occurs by
comparing experimental polar-angle intensity profiles with those from model cal-
culations for which an abrupt interface is assumed, provided the surface is atomically
flat. For epitaxial systems, angle-resolved data also exhibits diffraction modulation,
giving rise to X-ray photoelectron diffraction (XPD), which is a useful source of
information on the local crystallographic environment for specific elements [16].

Taken together, core-level and valence band XPS and XPD yield information on
elemental abundances, valence states, and atom positions relative to the surface, as
well as electronic structure for complex oxide multilayers. In addition to RHEED,
XPS is in the opinion of this author the most broadly useful in situ characterization
technique one can have in a thin-film deposition system. Here we review how XPS
can be used to gain a variety of physical insights into perovskite interfaces and
superlattices, with an emphasis on the fascinating topic of conductivity at
polar/nonpolar heterojunctions, a topic currently of considerable interest. For the
purposes of this article, spectra taken at an X-ray energy hν < 1000 eV will be
referred to as soft X-ray XPS (SXPS), 1000 eV < hν < 2000 eV will be dubbed
intermediate X-ray XPS (INTXPS), and hν > 2000 eV will be called hard X-ray
XPS (HAXPS). For SXPS and INTXPS, the surface sensitivity is fairly high, and
having in situ capability within the ultrahigh vacuum environment of the deposition
chamber is important. However, the influence of the surface becomes negligible at
sufficiently high X-ray energy, and in situ capability is not as important. The XPS
probe depth is directly related to the photoelectron inelastic mean free path (IMFP),
which is in turn a sensitive function of the material properties of the specimen and
the X-ray energy [17–22]. In XPS energy regimes in general, the IMFP scales
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approximately as E0:5
k , where Ek, the photoelectron kinetic energy, is given by the

Einstein relation Ek = hν – Eb – ϕA, Eb and ϕA being the binding energy and analyzer
work function, respectively. For wide-gap complex oxides, a typical IMFP for an
electron with binding energy *100 eV is *1.5 nm at hν = 1.5 keV [15], leading to
a probe depth of*5 nm for an electron emission angle of 90° relative to the surface
plane (normal emission). The same core level can be probed to a depth of *18 nm
at hν = 8 keV.

Another effect associated with moving into the hard X-ray regime is an
across-the-board reduction in the photoelectric cross sections, {σn,l (hν)}.
Figure 14.1 shows a selection of atomic subshell photoionization cross section
ratios for 8 and 1.5 keV photons plotted for various elements from across the
periodic chart that are of interest in complex oxide research [23]. In general, the
cross sections at hν = 8048 eV (CuKα1) range from a few tenths up to a few percent
of the corresponding values at hν = 1487 eV (AlKα1,2). The higher the atomic
number for the element of interest, the larger the HAXPS cross section for a given
X-ray energy. In contrast, the sensitivities for shallow core levels in first and second
row elements are quite low. However, the high brightness that can be found at hard
X-ray beam lines relative to that for monochromatic AlKα lab sources generally
more than compensates for the lower cross sections.

14.2 Core-Level Binding Energies and Line Shapes
in Complex Oxides

As mentioned above, core-level photoemission in metal oxides is frequently
accompanied by multiplet splitting and final-state effects (shake up and shake
down) which, when combined with spin-orbit splitting and chemical shifts resulting
from different metal valences, can result in significant complexities in the measured
line shapes. Understanding the influence of these various phenomena on line shapes
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is essential for correct assignment of measured spectral features. For example, in
oxides of transition metals in which the cation is not in its higher oxidation state,
final-state satellites can be mistaken for the presence of higher oxidation states. For
instance, in RuO2, the high-resolution Ru 3d spectrum exhibits weak features 1.8(1)
eV to higher binding energy from both primary spin-orbit peaks that some groups
have interpreted as being due to the presence of a RuO3 impurity near the surface.
Yet, scanned-angle XPD measurements for epitaxial RuO2/TiO2(110) revealed that
these features were due to final-state effects for Ru4+ at the cation site of the rutile
lattice, and not some secondary phase [24], in agreement with a previous UPS study
on polycrystalline RuO2 [25]. Later dynamical mean-field calculations for RuO2

and several ruthenates corroborated that the higher binding energy shoulders are
best assigned to the unscreened core-hole final state whereas the more intense peaks
correspond to the shake-down events in which the core hole is screened by
quasiparticles on the Fermi surface [26]. The complex multiplet structure occurring
when there are unpaired electrons in the valence band is often unresolved, resulting
in a broader peak than might otherwise be expected. Moreover, the effect of bond
covalency vis a vis ionicity and computed Madelung potential can influence the
binding energies of metal cations in interesting ways [27]. In addition to having a
significant influence on line shape, these different effects, which arise as a result of
the bonding environment of the metal, can have an apparent impact on the mag-
nitude of the spin-orbit splitting, which as an isolated phenomenon is primarily an
atomic effect.

These effects are well illustrated by examining Ti 2p and Cr 2p spectra for
different oxides and the pure metals from which they come. It is instructive to start
with a comparison of SrTiO3(001) (STO) and Ti metal. Ti4+ in STO is formally a d0

cation, although covalency and thus hybridization with O are expected to result in a
higher electron density surrounding Ti cations via formation of completely filled
bonding states, as has been seen in rutile TiO2 [28]. The absence of unpaired
valence electron spin density near Ti means there is no multiplet splitting in STO,
and the Ti 2p line shape is relatively simple, as seen in Fig. 14.2a. Here, a Shirley
background subtraction has been performed to remove the contributions of extrinsic
energy loss processes [29]. The bulk of the STO spectrum consists of four peaks of
comparable width, two weak and two strong, and three peaks are seen for Ti metal,
one being considerably broader and weaker than the other two. There is a third
much weaker peak*31 eV to higher binding energy from the j = 3/2 peak for STO
(not shown) which is due to inelastic scattering of the latter [30]. For Ti metal and
STO, the two stronger peaks are typically assigned to the spin-orbit split pair—2p3/2
at lower binding energy and 2p1/2 at higher binding energy. The branching ratio,
which we define as the (j = 1/2):(j = 3/2) peak area ratio, should be close to 0.5, the
ratio of the number of magnetic sub-states associated with j = 1/2 and j = 3/2,
respectively. In the absence of other effects, the magnitude of the spin-orbit
(SO) splitting should be equal to the 2p orbital energy difference for j = 1/2 and
j = 3/2, and be independent of chemical environment. The branching ratio for Ti
metal is 0.46 and the SO splitting is 6.1 eV. However, in STO, the apparent
branching ratio and SO splitting are 0.42 and 5.7 eV, respectively. The reason for
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the considerable differences in these two quantities between Ti and STO has to do
with the other peaks in the spectra, which are often ignored in surface and interface
analytical work. The broad feature centered at *472 eV in the Ti metal spectrum is
due to an energy-loss process that is both intrinsic and extrinsic to core photo-
emission. The extrinsic effects result from energy loss stemming from a coupling of
the longitudinal electric field of the ejected photoelectron to electron density fluc-
tuations in the metal as the photoelectron traverses to the surface, otherwise known
as a plasma excitation [31]. This effect can be elucidated by measuring and mod-
eling the energy loss spectrum of an externally generated electron beam of the same
kinetic energy as the photoelectron of interest [32]. The intrinsic effect is thought to
result from energy loss associated with valence electron excitations within the
photoemitting atom. Using the curve fitting method outlined in [32] to remove the
extrinsic effects, it has been shown that the energy separation between the intrinsic
energy loss feature and the corresponding “no-loss” photoelectron peak increases
with the number of d band electrons in going from Sc to Co [33]. In contrast, the
width of this loss feature was found to decrease with the number of unpaired
electrons in the d band. Shake up in transition metals, including Ti, typically
appears in the form of asymmetries on the higher binding energy sides of the two
primary SO features which result from the population of low-lying excited states in
the conduction band accompanying core-level photoejection [34].
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Returning to the STO spectrum, the j = 1/2 feature is slightly broader than the
j = 3/2 peak. Based on semi-empirical theory, an early paper claims that this result
can be accounted for based on multiplet effects accompanying ligand-to-metal
charge transfer in the ground state [35]. However, there is also an energy loss
feature associated with the more intense j = 3/2 photoelectrons which overlaps the
j = 1/2 feature and influences the line shape for the latter [30]. Additionally,
Coster-Kronig Auger decay, which is possible only for the j = 1/2 orbital, results in
lifetime broadening [36]. The two weaker peaks in the STO spectrum have been
assigned to ligand-to-metal charge-transfer shake up events and can be accounted
for in a semi-empirical way with a sufficiently large Coulomb interaction between
the core hole and the valence d band (Udc = 6 eV) [35]. The energy difference
between the two shake-up peaks is 5.8 eV, quite close to the SO splitting for the
primary SO split peaks, 5.7 eV. This similarity suggests that the two shake-up peaks
in STO can be assigned as charge-transfer satellites associated with final-state
j values of 3/2 and 1/2, respectively. With this assignment, the actual branching
ratio for STO can be approximated as the total j = 1/2 intensity (sum of peak areas
at 478.4 eV and 464.6 eV) divided by the total j = 3/2 intensity (sum of peak areas
at 472.6 eV and 459.0 eV), or 0.47, in what is probably fortuitously good agree-
ment with the value for the metallic Ti spectrum. Moreover, if the more intense
j = 3/2 peaks for the two materials are aligned at 0 eV relative binding energy, the
intensity weighted average relative binding energies, which represent averages over
all final states, are nearly the same, 4.4 and 4.2 eV for Ti and STO, respectively.
This result is expected based on the Manne-Åberg sum rule [37], but requires that
the broad intrinsic loss peak at 471 eV be included, as rightly it should be. Thus, the
apparent difference in SO splitting for Ti and STO is the result of a redistribution of
photoelectron intensity across all final states. A key point here is that the entire
spectrum needs to be taken into consideration to capture all the physics, as well as
to insure the most accurate quantification when using theoretical cross sections.

The situation is more complex for Cr 2p, as seen in Fig. 14.2b, where we
compare spectra for α-Cr2O3 and Cr metal. Cr3+ is a d3 system, and multiplet
splitting leads to several final states, resulting in fine structure and significant
broadening of the primary j = 1/2 and j = 3/2 peaks relative to those for Cr metal
which can be largely accounted for using a simple atomic multiplet model [38].
Moreover, a single shake-up feature is visible at *596.2 eV for α-Cr2O3. As with
Ti metal, Cr metal exhibits shake up in the form of asymmetries on the high binding
energy sides of the j = 1/2 and j = 3/2 peaks, as well as a broad, relatively weak
feature resulting from a mix of intrinsic and extrinsic energy loss events. The
apparent SO splittings are also different—9.5 eV for Cr metal and *10.2 eV for α-
Cr2O3, although precise values are difficult to determine for the oxide due to the
complex line shapes. Again, in the spirit of the Manne-Åberg sum rule [37], the
apparent difference in the SO splitting is due to a redistribution of intensity over all
final states, and the way those states partition according to j. However, the com-
plexities added by multiplet splitting preclude a simple analysis, as can be done for
Ti 2p spectra.
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It is useful to see how the different effects play out over a wide range of Cr
charge states. To this end, Fig. 14.3 shows Cr 2p spectra for several oxides with Cr
ranging from Cr6+ to Cr3+, as well as for Cr metal. Of these, only the Cr metal and
α-Cr2O3 specimens were well grounded to the spectrometer; the latter was an
epitaxial film grown on Pt(111) [38]. All others were either electrically insulating,
or conductive, but not well grounded. For these, surface charging distorts the true
line shapes. Low-energy electron flood gun charge compensation restores the true
line shape, but typically leads to artificially low binding energies. Thus, for these
samples, the binding energies were shifted in such a way that the associated O 1s
peaks align at a constant binding energy of 530.0 eV, the value measured for thin
epitaxial films of α-Cr2O3(0001) on Pt(111) [38]. The total chemical shift from Cr
metal to La2CrO6 is 4.8 eV. La2CrO6 and LaCrO4 do not exhibit much if any
multiplet splitting due to the d0 and d1 electron counts, respectively, and the SO
splitting is the same, 9.2 eV. The peak widths and SO splittings for La2CrO6 and
LaCrO4 are similar to those of the metal. SrCrO3 (d

2), LaCrO3 (d3), and α-Cr2O3

(d3) exhibit considerable multiplet splitting by virtue of their large number of
Russell-Saunders configurations that couple to the core hole, with the resultant
broadening effect on the SO split peaks, and the apparent change in SO splitting:
*9.7 eV for SrCrO3 and *10.2 eV for LaCrO3 and α-Cr2O3. The SrCrO3 surface
contains some Cr6+, as revealed by the weak peak at *580.0 eV which is always
present to some extent, depending on the level of oxygen to which the surface has
been exposed.

La2CrO6

LaCrO4

SrCrO3

LaCrO3

Cr2O3

Cr metal

Cr 2p

Cr6+ - d 0

Cr5+ - d 1

Cr4+ - d 2

Cr3+ - d 3

Cr3+ - d 3

590 585 580 575

binding energy (eV)
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Historically, attempts to theoretically account for these complex line shapes have
consisted of semi-empirical approaches based on, for example, the Anderson
impurity model [35, 39]. However, in order to do so in a fully satisfactory way,
more rigorous first-principles calculations must be carried out. For instance, Nelin
et al. [40] have shown that the configuration interaction calculations based on
relativistic wave functions from solution of the Dirac-Fock equation can quantita-
tively account for the Ce 4s and 3d line shapes in CeO2. Additionally, Kas et al.
[41] have developed a novel many-body method which treats the interaction of the
transient core hole with the electron density of the host oxide dynamically using a
cumulant representation of the core-hole Green’s function within the context of
real-time, time-dependent density functional theory. This approach yields unique
insight into the temporal response of the material to the creation of a core hole.
A Fourier transform of the response function yields a strong feature at the energy
predicted for the shake-up satellites relative to the main spin-orbit peaks corre-
sponding to the ground state of the ion. The method is shown to predict the Ti
2p line shape for TiO2(110) rutile, which is virtually identical to that for STO(001)
shown in Fig. 14.2a, rather well, as seen in Fig. 14.4a. The only experimental input
beyond structural parameters is the spin-orbit splitting. The satellite energies and
intensities are accurately predicted. Significantly, a definitive assignment of the two
satellite features as originating from metal-to-ligand charge transfer within the
j = 1/2 and j = 3/2 spin-orbit channels results, as revealed by Fig. 14.4b. Here we
see how the charge density is predicted to change in the vicinity of the
photo-emitting Ti atom following 2p hole creation. The decrease in charge density
at the Ti site is accompanied by increases at the nearest-neighbor O ligand sites. In
order for charge transfer to occur in this direction (metal → ligand), it is clear that
the valence of Ti is not actually 4 + (3d0), but rather (4-δ) + (3dδ), reflecting some
degree of covalency in TiO2 and SrTiO3 [28].
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14.3 XPS-Based Investigations of the LaAlO3/SrTiO3(001)
Heterojunction

One of the subtopics of considerable interest to the oxide materials science com-
munity in recent years is the phenomenon of conductivity at certain interfaces of
polar and non-polar perovskite insulators. The most heavily studied system is the
LaAlO3/SrTiO3(001) heterojunction, typically prepared by on-axis pulsed laser
deposition. As we shall see in what follows, XPS has been extensively used to
investigate properties of this, and other polar/nonpolar interfaces. Thus, this sub-
topic serves as a good case study to illustrate the power of XPS to gain insight into
properties including charge states of transition metal cations, interface atomic
distributions, band alignment, and the presence (or absence) of built-in potentials
within the polar oxide.

14.3.1 On the Physical Cause of Interface Conductivity
at the LaAlO3/SrTiO3(001) Interface

Inspired by the original observation of conductivity at this interface of two band
insulators [42], a multitude of groups worldwide have embarked on studies of this
unexpected phenomenon. The original explanation given for this unexpected result
is that conductivity results from an electronic reconstruction that alleviates the
problem of a diverging potential within the polar LaAlO3 (LAO) phase resulting
from the creation of a polar (LAO)/non-polar (STO) interface (the co-called “polar
catastrophe”) [43]. Significantly, conductivity occurs only when the epitaxial LAO
is deposited on TiO2-terminated STO. LAO consists of alternating layers of LaO,
which have a formal charge of +1 per two-dimensional formula unit, and AlO2,
with a formal charge of −1 per two-dimensional formula unit. In contrast, STO
consists of alternating layers of charge-neutral SrO and TiO2. The original authors
argued that the polarity discontinuity results in a built-in potential within the LAO
phase which diverges with thickness, unless electronic rearrangement occurs to
screen this potential [43]. When the built-in potential is sufficiently large, the
argument goes, half an electron per unit cell (3.3 × 1014 e−/cm2) is thought to be
transferred from the interfacial LaO plane to the STO. This charge, in addition to
screening the polar discontinuity at the interface, would also effectively dope the
STO near the interface n-type, leading to conductivity.

Inasmuch as the bottom of the STO CB is largely Ti 3d derived, this charge
transfer should result in a partial screening of Ti4+ near the interface. That is, some
fraction of the Ti ions near the interface will have an itinerant electron sufficiently
close to be formally Ti3+ in a temporal sense (i.e. over the time scale of photo-
emission well above threshold, *10−16 s), as seen in studies of bulk La- and
Nb-doped STO(001) [44]. The Ti 2p chemical shift in going from Ti4+ to Ti3+ is
*2 eV. Thus, XPS is a useful way to determine whether or not Ti3+ is present at a
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buried LAO/STO interface. It should be noted that Ti3+ will also be present if certain
kinds of defects are present at the interface. These include oxygen vacancies (VO)
and La dopants at Sr sites (LaSr), which are both known n-type dopants in STO.

Despite years of research, there is still controversy in the literature as to whether
the observed conductivity is due to electronic reconstruction immediately following
film growth in some form, or defect generation in the STO. Proponents of the
electronic reconstruction model point to the existence of a critical LAO thickness
(typically 4 u.c.) required to trigger conductivity [45], and a doubling of the critical
thickness for conductivity when the A-site sublattice of the LAO is mixed with Sr to
make La0.5Sr0.5AlO3 [46]. In these arguments, it is commonly assumed that elec-
tronic reconstruction does not occur until the built-in potential is large enough that
the top of the LAO valence band (VB) crosses the bottom of the STO conduction
band (CB), leading to a dielectric breakdown from the LAO surface to the interface.
However, this conceptualization of the electronic reconstruction misses an essential
piece of the physics. Figure 1a of [43] schematically shows an atomically abrupt,
perfectly stoichiometric interface structure …(Sr2+O2−)0(Ti4+O2

2−)0(La3+O2

−)+1(Al3+O2
2−)−1 … without electronic reconstruction and, thus, with a diverging

potential within the LAO film. Figure 1c of [43] then shows the same structure,
with the same formal charges in the LAO layers, except that electronic recon-
struction has occurred. Here each LaO layer has donated half an electron per u.c. to
the BO2 layers above and below it, including the interfacial TiO2 layer. This panel
shows that the potential no longer diverges, and that the polar catastrophe is
resolved by this manner of charge transfer. The problem is that in order for the
alternating charged layer structure (La3+O2−)+1(Al3+O2

2−)−1 to exist at all, as in
Fig. 1a of [43], the charge transfer must already have occurred. Simple chemical
reasoning makes this clear. Without charge transfer to adjacent layers, each LaO
and AlO2 atomic plane would consist of (La2+O2−)0 and (Al4+O2

2−)0, respectively.
If this was the correct electronic structure, there would be no polarity within the
LAO, and no polar discontinuity at the interface. However, (La3+O2−)+1(Al3+O2

2

−)−1 is established only when the charge transfer described above is in effect, which
means the situation depicted in Fig. 1a in [43] cannot exist. In contrast, Fig. 1c in
[43] shows the electronic structure as it must exist for a perfect interface, inde-
pendent of LAO film thickness. Thus, the polar discontinuity should occur and be
resolved, and the interface made conductive, in principle upon completion of the
first u.c. of LAO. The (La3+O2−)+1 plane at the interface can be thought of as a sheet
of donors for STO [47, 48]. Complete resolution of the polar catastrophe also
requires that the polar discontinuity at the surface be eliminated by surface com-
position alteration [49] or H chemisorption, as occurs with bulk crystals of polar
materials such as MgO(111) [50] or α-Al2O3(0001) [51]. If this occurs, as it should,
there would be no built-in potential across the LAO film. Practical considerations
resulting from surface reactivity of 1 u.c. structures most likely preclude the
experimental realization of conductivity with less that 2 or 3 u.c. However, several
u.c of the polar oxide should not be required and, in fact, are not required for other
polar/nonpolar interfaces, as described in Sect. 14.4. Thus, the common observation
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of a conductivity threshold of several u.c., not only for LAO/STO along the
(001) orientation [52], but also along the (111) and the (110) orientations [53], is
fundamentally inconsistent with the electronic reconstruction picture, as described
in this paragraph. Therefore, it would appear that another mechanism resulting in
interface conductivity is operative.

Proponents of defect-driven conductivity argue that unless the interface is
demonstrably atomically abrupt and defect free, the influence of the various kinds
of defects present must be evaluated in order to extract defensible cause-and-effect
relationships [15, 54]. However, accurate characterization of the kinds, quantities
and spatial extents of defects at the interface is exceedingly difficult. For example,
in considering the possibility of conductivity by means of La doping of the STO, it
is important to note that if Al also diffuses into the STO and occupies Ti sites, these
deep-acceptor defects will compensate La donors. Also, if deep acceptor-like
defects are present on the LAO side of the interface, donor electrons from La
doping of the STO could spill over and become trapped there. In either case, the
extent of interfacial mixing must be determined for each kind of cation, along with
the O vacancy concentration, in order to accurately assess the influence of these
kinds of defects on conductivity.

The vast majority of the papers describing the observation of conductive
LAO/STO interfaces have utilized on-axis pulsed laser deposition (PLD) as the film
growth method. For oxide targets, the laser ablation plume that strikes the substrate
in on-axis PLD contains ions of energy equal to at least *5 eV and up to hundreds
of eV. Higher ion energies occur when the gas pressure is sufficiently low to
preclude energy loss by inelastic scattering, as is typical in the most popular PLD
growth conditions [55, 56]. On-axis PLD film growth of LAO in the low-pressure
regime can thus result in vacancy generation in the STO substrate, leading to
conductivity by VO creation, and potentially more extensive cation mixing than
might otherwise occur. In contrast, magnetron sputtering, off-axis PLD with high
ambient pressure, and molecular beam epitaxy (MBE) produce beams that are much
lower in energy, well below the threshold for point defect generation in oxides.
Moreover, when using an LAO single crystal as the ablation target in PLD, as is
typically the case, the La to Al flux ratio depends strongly on plume angle, working
distance, and laser power density, leading to potential variations in film composi-
tion for different PLD process parameters and chamber geometries [57]. In light of
these well-known issues, it is surprising that the majority of papers reporting
interface conductivity do not describe any attempt to measure film composition; it is
typically assumed that the film composition is the same as in bulk LAO single
crystals, La0.987Al1.000 O3 [58].

There are, however, some recent studies in which process parameters have been
systematically varied and the resulting effect on conductivity monitored, and XPS is
often used to characterize the interface. For instance, Breckenfeld et al. [54] used ex
situ INTXPS and RBS to determine the composition of LAO films grown by
on-axis PLD over a range of laser power levels and oxygen chamber pressures.
These authors made several interesting observations. First, they found a systematic
variation in La to Al cation ratio with laser fluence, which was in turn strongly
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correlated with sheet resistance and carrier concentration. The La cation percent
(defined as [La]/([La] + [Al])), determined by XPS and calibrated using bulk LAO
(001) single crystal standards, was found to vary between 56(2) % and 46(2) % in
going from 1.2 to 2.0 J/cm2, as seen in Fig. 14.5. The sheet resistance at 2 K
dropped by up to seven orders of magnitude in going from La-rich to stoichiometric
to Al-rich films grown in a relatively high O2 pressure of 1 × 10−3 Torr. Moreover,
the temperature dependences of sheet resistance, carrier concentration, and electron
mobility measured in Al-rich films prepared at 1 × 10−3 Torr were found to be quite
similar to those reported in many other papers using much lower O2 pressures (mid
10−6 Torr) during deposition plus post-growth annealing in O2 (up to 300 Torr) for
which film composition was not determined, as reviewed in [52]. At a minimum,
these results reveal that deviations in film stoichiometry of just a few percent can
have a profound effect on interface electronic properties. This work also suggests

Fig. 14.5 a θ − 2θ scans of the (002) reflection for 60 nm of PLD-grown LAO on STO(001)
prepared with different laser fluences showing that the c lattice parameter increases with increasing
power density; b Percent La within the A- and B-cation sublattices as a function of laser fluence;
c La 3d and d Al 2p core peaks for the different laser fluences. Taken from [54]
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that at least some of the conductive behavior published by so many groups that use
a rather common set of on-axis PLD process parameters may be caused either
directly or indirectly by excess Al in the LAO films.

A La:Al ratio less than unity has also been found to be essential for conductivity
in MBE-grown LAO/STO(001). Warusawithana et al. [59] used the natural com-
binatorial spread resulting from placing La and Al in effusion cells on opposite
sides of an MBE chamber to systematically vary the La:Al ratio. Two sets of
experiments were done—one with small, discrete substrates mounted on a heater
block, and one with single, large substrates on which multiple metallization pad
arrays were subsequently fabricated. All films were grown in ozone at a chamber
pressure of 1 × 10−6 Torr. RBS was done on LAO films grown on MgO(001) to
determine the compositional spread in the film without interference from back-
scattering in the substrate. The conductivity was correlated with La:Al < 1 in the
discrete substrate study, although there were exceptions (some insulating samples
with La:Al < 1). For the continuous, large-substrate study, the room-temperature
sheet resistance jumped from a range of relatively low values (105–108 Ω/square)
up to the instrumental limit of 1 × 1011 Ω/square at a La:Al ratio of 0.97(3) or
higher, with no listed exceptions. Interestingly, Breckenfeld et al. [54] measured
sheet resistances of the order of 104 Ω/square on PLD-grown films that were either
stoichiometric or La rich while Warusawithana et al. [59] measured 1011 Ω/square
over the same composition range on MBE-grown films. Additionally, Dildar et al.
[60] found that high-oxygen-pressure RF sputtering under their particular set of
process conditions resulted in La rich films (La:Al = 1.07) that were also decidedly
nonconductive. These results reveal that on-axis PLD growth promotes defect
formation leading to conductivity in samples that are not Al rich, whereas MBE and
RF sputtering do not. Both Warusawithana et al. and Dildar et al. interpreted the
absence of conductivity in La-rich specimens in terms of the polar discontinuity
being screened by B-site cation vacancies at the interface, while appealing to what
is essentially the original electronic reconstruction model to account for conduc-
tivity in Al-rich samples. However, this logic does not explain why the stoichi-
ometric samples were insulating in the study by Warusawithana et al. [59]. That is,
if the original electronic reconstruction model can account for conductivity in the
Al-rich samples (c.a. Figs. 5 and 6 in [59], it also leads us to expect conductivity in
stoichiometric samples. Some speculation is made in [59] about there being random
variations in composition across stoichiometric films, resulting in a patchwork of
conductive (Al rich) and nonconductive (La rich) regions. But, no data are provided
to support this notion.

In a seemingly unrelated experiment, Chen et al. [61] have shown that the
deposition of epitaxial γ-Al2O3(001) on STO(001) by PLD at 7.5 × 10−5 Torr O2

pressure leads to interface conductivity, as well as the appearance of Ti3+δ in ex situ
angle-resolved Ti 2p spectra. The reduced Ti was found to be localized to the first
*1 nm of the STO substrate. A summary of these results is shown in Fig. 14.6.
ARXPS to track specific ions in the vicinity of the interface, such as is illustrated in
Fig. 14.6b, is a useful method for detecting charge transfer processes and diffusion
across oxide heterojunctions. A more complete discussion is given in Sect. 14.3.4.
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A threshold film thickness for conductivity of *2 u.c. was found. γ-Al2O3

(001) exhibits a spinel structure with along the (001) direction, pointing to the
possible applicability of the polar catastrophe to explain its conductivity.
Interestingly, the maximum low-temperature mobility for conductive state of this
system is considerably higher than the best values reported for LAO/STO(001), and
the highest carrier concentration is close to the value expected based on the elec-
tronic reconstruction model. However, the interface becomes insulating, and the Ti3
+δ peak disappears, after annealing in 0.75 Torr O2, inconsistent with the expec-
tations of the electronic reconstruction model. In a related study, Delahaye and
Grenet [62] showed that evaporation of polycrystalline, oxygen-deficient alumina
as well as “granular Al”, a composite of nanometer-sized Al metal particles and
amorphous alumina, results in a conductive interface with STO(001). The polar
catastrophe model cannot explain these results because these Al films are not
uniformly polar due to their heterogeneity and/or disorder.

However, these recent studies, together with those in [54] and [59], have one
observation in common—deposition of films with insufficiently oxidized Al on STO
(001) consistently results in interface conductivity. These results suggest that
oxygen gettering by incompletely oxidized Al can drive interface conductivity in
STO. In support of this conclusion is the fact that the standard free energy of
formation of Al2O3 is exceedingly large and negative (−1661 kJ/mol) [63]. This
value is among the most negative of any binary oxide, and is much more negative
than that for either TiO2 (−929 kJ/mol) or SrO (−576 kJ/mol) [63]. The feasibility
of oxygen gettering by Al in Al-rich LAO/STO is dependent on how the excess Al
is accommodated in the LAO lattice. If Al is expelled from the epitaxial lattice to

Fig. 14.6 a Ti 2p spectra excited with monochromatic AlKα X-rays for 2.5 u.c. of PLD-grown γ-
Al2O3/SrTiO3(001) at various collection angles relative to the surface normal. The films were
oxygen deficient as grown, resulting in oxygen gettering from the substrate; b Ti3+/Ti4+ ratio
versus emission angle and fit to a simple model aimed at estimating the depth below the interface
to which the itinerant electrons from O vacancies are confined. Taken from [61]
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balance the A- and B-site cations, but retained as a secondary phase in the film,
oxygen gettering is likely because the thermodynamic drive to form Al2O3 is so
strong. If instead excess Al is accommodated by AlLa anti-site formation, as sug-
gested by first-principles calculations [59], oxygen gettering might not occur. More
exacting materials characterization of off-stoichiometry LAO is required to answer
this question in a more definitive fashion.

As the investigation of cause continues, XPS in its various forms remains a
valuable tool in determining solid-state chemistry and electronic properties, as well
as the distribution of atoms in the vicinity of the interface. In the original con-
ceptualization of the electronic reconstruction model, a potential drop across the
LAO is expected to be present and act as the driving force for charge transfer from
LAO to STO, as discussed above. A sharp potential drop is also expected within the
STO near the interface if the conductive plane is truly two dimensional in nature
due to the need for carrier confinement. Many papers tacitly assume these potential
drops are present and interpret their data accordingly (see, for example, [64]). But,
are these built-in potentials actually present, and, if so, how large are they? Such
potential drops are readily detectable by XPS, provided the total potential drop is
comparable to the core peak width. In this case, a built-in potential over the XPS
probe depth will result in peak broadening, and a monotonic shift in binding energy
with film thickness, relative to the same material in a flat-band condition.

Several investigators have looked for these effects in the LAO/STO system. For
instance, Segal et al. [65] used in situ INTXPS with non-monochromatic MgKα
X-rays (hν = 1253.4 eV) to measure both potential drops within the LAO, and
interface band alignment in MBE-grown LAO/STO(001), as a function of film
thickness. These authors found that the binding energy differences between LAO
core peaks (La 4d5/2 and Al 2p) and the Sr 3d5/2 peak, which would reveal a
potential drop in the LAO, showed no measureable change with film thickness
above and below the critical thickness for conductivity. The data are shown in
Fig. 14.7a, b. These results reveal that the bands are essentially flat in the LAO.
Moreover, the core peak widths did not change with thickness (Fig. 14.7c), as
expected if a built-in potential is actually present in the LAO. Similarly, potential
drops across the LAO film based on energy differences between Al 2p and Sr 3d5/2
core peaks were an order of magnitude smaller than expected (based on the polar
catastrophe model), as found by Takizawa et al. [66] for on-axis PLD-grown
LAO/STO(001). The observed energy differences were of the same sign for TiO2-
and SrO-terminated STO(001), also contrary to the expectations of the polar
catastrophe model. In contrast, Segal et al. [65] measured Sr 3d5/2 − La 4d5/2 energy
differences of opposite sign for the two STO terminations, revealing important, yet
poorly understood differences between MBE and PLD grown LAO/STO hetero-
junctions. Based on INTXPS, Chambers et al. [15] found a negligible potential drop
across the LAO film in PLD-grown LAO/STO(001). There was only very slight
broadening in the La 4d and Al 2p core peaks for 4 u.c. films relative to flat-band 25
u.c. LAO/STO(001), as seen in Fig. 14.8.

Berner et al. [67] measured Fermi surface (FS) maps for a conductive 4 u.c.
LAO/STO(001) specimen under Ti 2p core-excitation resonance conditions. They
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noted the conspicuous absence of a hole-like FS around the M points in the
Brillouin zone predicted by DFT for stoichiometric interfaces if the expected
built-in potential is indeed present. Berner et al. [68] have also carried out HAXPS
and INTXPS core-level and VB measurements, and their spectra were consistent
with a flat-band condition for the LAO. Peak broadening is characteristic of a
built-in potential within the LAO film, but the Al 1s measured at hν = 3.5 keV
showed negligible broadening over a range of film thickness. The absence of any

Fig. 14.7 a La 4d and b Al
2p spectra excited with
non-monochromatic MgKα
X-rays (hν = 1253.4 eV) for
various thicknesses of
MBE-grown LAO on TiO2-
terminated SrTiO3(001)
plotted against binding energy
relative to that of the Sr 3d5/2
peak; c La 4d5/2 peak width
versus LaAlO3 layer thickness
for deposition on both TiO2-
and SrO-terminated SrTiO3.
Taken from [65]
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change in spectral line shapes with X-ray intensity over two orders of magnitude
suggests that X-ray induced band flattening was not a major effect.

Slooten et al. [69] used HAXPS to measure core-level spectra for on-axis
PLD-grown LAO/STO(001) samples in an attempt to find a built-in potential in the
LAO. While these authors did measured binding energy shifts for the La 4d5/2 and
Al 2s peaks as a function of LAO film thickness in the right direction to indicate a
built-in potential, there were two problems: (i) the magnitudes of the shifts were
much smaller than the *0.9 eV per u.c. required to resolve the polar catastrophe by
4 u.c., and, (ii) the shifts were not linear with the number of LAO u.c. as expected
based on the polar catastrophe model. Additionally, there was essentially no
broadening of the La 4d5/2 peak with increasing LAO film thickness, as expected if
a built-in potential is present.

In order to explain the lack of a built-in potential, Takizawa et al. [66], Berner
et al. [67, 68] and Slooten et al. [69] suggest the presence of charged defects,
specifically VO, on the LAO film surface. The electrons associated with such
defects, if present, could in principle transfer to the interface, giving rise to an
electronic reconstruction in the absence of a built-in potential. The driving force

Fig. 14.8 Core-level spectra
excited with monochromatic
AlKα X-rays for 4 u.c. and 25
u.c. PLD-grown LaAlO3 on
SrTiO3(001), as well as clean
Nb-doped SrTiO3(001).
A comparison of the peak
widths for the 4 u.c.
heterojunction relative to
those for the 25 u.c.
heterojunction and the clean
SrTiO3 substrate yield
information on any potential
drops present in the LaAlO3

and in the SrTiO3 near the
interface. There are no
appreciable potential drops in
either material. Adapted from
[15]
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behind their formation was suggested to be a lowering of the total energy of the
heterojunction. No data were presented to support the actual presence of VO on the
LAO surface, but such defects may be present at such a low concentration (a few
%) so as to be difficult to detect, as explained below. If VO are present on the LAO
surface immediately following film growth, one wonders if such defects would
survive air exposure. Exposure of LAO/STO(001) surfaces with VO to the terrestrial
atmosphere might result in immediate oxidation as well as hydroxylation of the
surface via dissociative chemisorption of water vapor. There is a strong driver for
OH to occupy any VO present on oxide surfaces in general. Chambers et al. [15]
measured the O 1s polar angle distribution for 4 u.c. LAO/STO(001) exposed to air.
The total spectrum at each angle was fit to two peaks—one associated with lattice O
at 530.3 eV and one from OH at 532.3 eV—and the OH/lattice O peak area was
successfully fit to a simple model in which five-coordinate surface Al cations were
bound to OH, and the residual H atoms from water dissociation were bound to
nearby surface O anions. If surface O vacancies are reoxidized upon air exposure,
the interface should become insulating again. Theoretical investigations have
modeled a rather high concentration of VO in the top AlO2 layer (25 %) in order to
account for electron doping of the interface at the level of 0.5 e− per u.c. [70–73].
Such a high concentration of vacancies would be easy to detect by SXPS, or
angle-resolved INTXPS for in situ studies in which the surface was not exposed to
air. The O 1s peak area would be significantly reduced relative to that measured for
bulk LAO(001), but no such observations have been reported. However, the fact
that the actual carrier concentration is typically an order of magnitude smaller than
0.5 e− per u.c. means that the surface VO concentration would be of the order of
2 %, which would be hard to detect. A more straightforward explanation for the
absence of a detectable potential drop across the LAO film is simply that an electric
field is not present, as discussed above.

It is also typically assumed that downward band bending is present on the STO
side of the interface. In combination with the conduction band offset, such down-
ward band bending on the STO side would confine the carriers to the interfacial
region. If sufficiently large, band bending is readily detectable by core-level XPS in
the form of peak broadening and shifting, provided the core peaks are sufficient
sharp. Indeed, the individual spin-orbit components of the Sr 3d and Ti 2p core
levels with their characteristics widths of *1 eV should exhibit measurable
broadening if at least a few tenths of an eV are dropped over a few atomic planes
near the interface. The charge neutrality level in STO has been calculated using the
tight binding method to be 0.7 eV below the CBM [74]. Therefore, downward band
bending of the order of a least *0.8 to 0.9 eV is expected to occur within a few nm
of the interface if a two-dimensional electron liquid (2DEL) forms at the LAO/STO
interface, and if the chemical potential within the STO does not climb closer to the
CBM due to VO formation during deposition. For example, Fig. 14.9a shows a
simulation of the expected AlKα-excited Ti 2p3/2 line shape at normal emission if
the STO bands bend downward by 0.9 eV toward the interface with 4 u.c. LAO
over a distance of 1.2 nm. Here we use an attenuation length of 1.3 nm and a
binding energy shift of 0.3 eV per TiO2 layer for the first three below the interfacial
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layer. The sum of all layers which contribute an intensity of *1 % or more of that
from the surface layer constitutes the simulated line shape. This extent of band
bending results in an increase in full width at half maximum (FWHM) and a
binding energy decrease of *0.5 eV relative to the flat-band spectrum, and should
be readily detectable. In contrast, if the band bending is 0.1 eV per layer, the
FWHM increase and the binding energy decrease are only *0.08 and *0.05 eV,
respectively, as seen in Fig. 14.9b. Therefore, we take *0.3 eV as the detection
limit for STO band bending.

Yoshimatsu et al. [75] used SXPS to look for such a notched potential in the
STO for PLD-grown LAO/STO(001), and their results were interpreted as signaling
*0.25 eV of band bending near the interface based on absolute binding energies.
These authors grew what they presumed were undoped STO buffer layers on a
Nb-doped STO(001) substrate prior to depositing LAO, and thought that sub-
sequent LAO deposition on TiO2-terminated STO buffer layers leads to a strongly
notched potential and 2DEL formation. However, this conclusion was subsequently
challenged [76]. Here it was pointed out that not accounting for the effect of
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Fig. 14.9 Simulation of the effect of band bending on the Ti 2p3/2 line shape for 4 u.c. LaAlO3/
SrTiO3(001): a 0.9 eV built-in potential over the first 1.2 nm of the SrTiO3, b 0.3 eV over the same
dimension. For each composite spectrum on the right, the binding energy and full width at half
maximum are given, along with the modeled extent of band bending. See text for details
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instrumental broadening resulted in an inaccurate determination of the valence band
maximum (VBM) relative to the Fermi level, and that STO buffer layers were
actually inherently n-type, possibly as a result of VO formation. Not only must one
take into consideration instrumental broadening when attempting to locate the
VBM in complex oxides, but a quantitative comparison to a properly broadened
theoretical density of states modulated by appropriate photoemission cross sections
should also be done to check the accuracy of simpler methods for determining the
VBM [28]. In the case of complex oxides for which the VB is dominated by O
2p states, such as STO, a simple linear extrapolation of the leading edge to the
energy axis yields the same VBM as does a detailed comparison of experiment to a
Gaussian broadened theoretical density of states calculated by self-consistent GW
theory [77, 78].

Chambers et al. [15] found evidence for at most a few tenths of an eV of
downward band bending on the STO side of PLD-grown 4 u.c. LAO/STO(001).
There was only very slight broadening in the Sr 3d and Ti 2p core peaks relative to
those for bulk Nb-doped STO(001), as seen in Fig. 14.8. Berner et al. [68] also
observed Sr 3d peak broadening consistent with *0.3 eV of band bending on the
STO side of the interface. The results of these three groups point to the common
conclusion that the Fermi level in STO away from the interface is much closer to
the CBM than expected based on the calculated charge neutrality level. This con-
clusion in turn points to the high likelihood that VO form in the STO at some level
during film growth by on-axis PLD in low O2 pressure at a substrate temperature of
750–800 °C, and that these defects are not healed by post-annealing in oxygen.
Quantum transport measurements suggest the potential drop within the STO is even
smaller. A recent experimental investigation has succeeded in resolving several
subbands in the Shubnikov de Haas (SdH) oscillations of LAO/STO and showed
that the band edges are within a few meV of the Fermi level [79]. Subsequent
theoretical modelling revealed quantitatively accounted of these observations, but
only by modeling an electric field within the STO of *0.1 meV/Å, which amounts
to less than 2 meV over a 4 u.c. film [80].

Throughout this dialog in the literature, it has been suggested that the absence of
a measurable polar field in the LAO by XPS may be due to electron-hole pair
(e− − h+) creation by the X-rays during measurement, accompanied by a surface
photovoltage effect in which the e− and h+ separate in and screen the polar field.
A simple test of this hypothesis is to vary the X-ray intensity to see if there is any
change in peak widths and binding energies. This test was performed and no effect
was seen for either monochromatic AlKα X-rays from a lab source [15] or hard
(3 keV) X-rays at a synchrotron [68, 69, 81]. This effect cannot be completely
eliminated from consideration because it might occur and saturate at X-ray inten-
sities below the lowest ones used in these studies. Moreover, the observation of a
built-in potential using monochromatic AlKα X-rays for another polar/nonpolar
perovskite interface—LaCrO3/SrTiO3(001)—shows that at least with this lab X-ray
source, X-ray induced photo-voltage does not preclude the measurement of built-in
potentials [82].
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14.3.2 On the Origin and Characteristics of Itinerant
Electrons at the LAO/STO Interface

Based on the STO band structure, it is expected that 2DEL formation at the
LAO/STO interface will result in measurable Ti3+ using XPS, as discussed in
Sect. 14.3.1. The carrier densities measured by electrical transport should result in a
measureable Ti3+ feature alongside the dominant Ti4+ peak in the Ti 2p spectrum,
provided the carriers are confined within the XPS probe depth. Moreover, the
dependence of the Ti3+/Ti4+ peak area ratio on photoelectron take-off angle yields
information on carrier depth distributions. Sing et al. [83] first reported such
observations for on-axis PLD grown samples using HAXPS. Although grown at a
relatively low O2 pressure of 1.5 × 10−5 Torr, one set of heterojunctions (denoted
Augsburg) were cooled from growth temperature (*800 °C) to room temperature
in 300 Torr O2, as well as being subjected to post-growth annealing in O2, in order
to insure full oxidation. The other single 5 u.c. sample (denoted PSI) was deposited
using similar conditions, but was not subjected to the post-growth oxidation pro-
cess. Figure 14.10a shows Ti 2p spectra measured as a function of polar angle
(relative to the surface normal) for conductive samples prepared by on-axis PLD
from the two laboratories (PSI and Augsburg). The Ti3+/Ti4+ peak area ratio
increases with increasing polar angle, revealing that the Ti3+ is confined to the
near-surface region. Figure 14.10b shows a comparison of the measured angular
dependence of the Ti3+/Ti4+ peak area ratio to a simple calculation based on a
continuum model of the film, as discussed in more detail in Sect. 14.3.3. Here p is
the fraction of the total intensity due to Ti3+ and d is the thickness of the 2DEL. The
large error bars on the Ti3+/Ti4+ peak area ratio propagate to a sizeable error bar for
d, as seen in Fig. 14.10b. Nevertheless, from p and d, the electron concentrations
were estimated, and the values differed from those determined by transport mea-
surements in two ways. First, some Ti3+ and, therefore, some interface electrons,
were detected at 2 u.c., below the 4 u.c. threshold for conduction in the Augsburg
samples. Second, for thicknesses above 4 u.c., the electron concentration inferred
from XPS increased with increasing thickness for the Augsburg samples, whereas
the carrier concentration measured by transport is constant above threshold [84].
These differences were ascribed to two possible effects: (i) the presence of some
density of X-ray generated carriers, and, (ii) the possibility of two kinds of interface
electrons—mobile and immobile. Both would be manifested by the appearance of
Ti3+ in XPS, but only the former would be detected by transport. Independent
measurements on 4 u.c. samples from Augsburg using INTXPS (with monochro-
matic AlKα X-rays—see Fig. 14.8, lower left panel) [15] resulted in no evidence for
Ti3+. It has been claimed that there is not sufficient intensity in lab X-ray sources to
result in a measurable Ti3+ signal for LAO/STO heterojunctions. However, Drera
et al. [85] see clear evidence for Ti3+ in a 5 u.c., but not a 3 u.c. PLD-grown film
using non-monochromatic MgKα X-rays which generate much higher background
levels than do monochromatic AlKα X-rays, resulting in lower sensitivity. There is
thus adequate sensitivity with lab sources to detect Ti3+, if indeed Ti3+ is present at
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sufficiently high concentrations to result in conductivity. If, however, the carriers
are not confined to the interface region due to the absence of a notched potential
(i.e. no 2DEL), the Ti3+ concentration would fall below the detection limit.

The hypothesis of mobile and immobile interface electrons associated with Ti3+

was further explored in a recent resonant SXPS study by Berner et al. [67]. These
authors measured the in-gap Ti3+ 3d photoemission near the chemical potential
(Eb = 0) from heterojunctions prepared in Augsburg (growth process described
above) as the X-ray energy was swept through the Ti L3 edge. Once the threshold
for Ti L3 edge X-ray absorption was reached, Ti3+ 3d photoemission was enhanced

Fig. 14.10 a Ti 2p HAXPS (hν = 3 keV) for PLD-grown, conductive LaAlO3/SrTiO3(001)
heterojunctions at various angles off the normal emission (NE) geometry, and, b comparison of the
dependence of the Ti3+/Ti4+ peak area ratio on emission angle to a simple model from which the
thickness of the Ti3+—containing layer can be estimated. Taken from [83]
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by the constructive interference of the direct photoemission channel, Ti
2p63d1 → Ti 2p63d0 + e−, and the Auger decay channel accompanying excitation
of the core electron, Ti 2p63d1 → Ti 2p53d2 → Ti 2p63d0 + e− [86]. Figure 14.11a
shows spectra in the vicinity of the chemical potential for a range of X-ray energies
that sweep through the Ti L3 edge for both Ti3+ and Ti4+; the corresponding X-ray
absorption spectra (XAS) for the two Ti charge states are shown in Fig. 14.11b.
Figure 14.11c shows the entire VB spectrum along with the very weak feature
associated with Ti3+ near Eb = 0. Two features are visible in Fig. 14.11a: one at
Eb = *1.3 eV which appears at hν = 458.25 eV (marked A), and one at
Eb = *0.2 eV which appears at hν = 459.0 eV (marked B). Both A and B are
enhanced at X-ray energies corresponding to core excitation of Ti3+. However,
feature B is present over a wider range of X-ray energies than feature A.
Accordingly, features A and B were interpreted as being due to localized and
delocalized Ti3+ states, respectively, and were dubbed “trapped state” (A) and
“metallic band” (B). These authors assigned B to itinerant electrons transferred to
STO from LAO. As discussed in Sect. 14.3.1, the absence of a hole-like Fermi
surface near the M points in the Brillouin zone led these authors to conclude that

Fig. 14.11 a Resonant SXPS
data for 4 u.c. LaAlO3/
SrTiO3(001) as the X-ray
energy is swept through the Ti
L3 edge; b Ti L edge XAS for
Ti3+ and Ti4+; c the full VB
and in-gap spectrum at
hν = 460.2 eV. Taken from
[67]
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there is no built-in potential in the LAO film, but rather that the metallic band
(feature B) originated from a VO band on the LAO surface. Moreover, Berner et al.
concluded that A originated from VO in the STO. In this way of thinking, VO in
STO would not lead to electrical conductivity, but rather only to localized trapped
states. Yet, it is known from ARPES investigations of doped and undoped STO
(001) single crystals that prolonged exposure to the intense X-ray beam from a
synchrotron results in a surface 2DEL. These 2DELs were most likely the direct
result of VO creation, possibly via photon stimulated desorption [87, 88].

Slooten et al. [69] also used HAXPS to investigate electron confinement at the
interface for samples deposited by on-axis PLD-grown LAO/STO(001) in
1.5 × 10−3 Torr O2, a sufficiently high pressure to mitigate VO formation, according
to conventional wisdom. These authors also found spectral evidence for Ti3+.
However, their angle-dependent results revealed Ti3+ formation at thicknesses
below the 4 u.c. conductivity threshold, and little confinement near the interface; the
estimated d value was *20 u.c. for a 6 u.c. LAO film. Figure 14.12a shows spectra
collected at normal emission for 0, 2 and 6 u.c. films, and Fig. 14.12b shows spectra

Fig. 14.12 a Ti 2p HAXPS
(hν = 3 keV) for PLD-grown
LaAlO3/SrTiO3(001)
heterojunctions of various
LAO thicknesses measured at
normal emission (NE); b Ti
2p spectra measured at
various angles off normal
emission for a 6 u.c. sample;
c simulated spectra 50° off
normal for a 6 u.c. sample
with different thicknesses of
the Ti3+—containing layer
modeled, along with a
comparison to experiment
(inset). Taken from [69]
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collected 5°, 40°, and 50° off normal for a 6 u.c. film. The Ti3+ spectral intensity
changes little as the polar angle is changed, indicating that the Ti3+ penetrates deep
into the STO. Figure 14.12c shows simulations for a range of d values and a 6 u.c.
film, along with a comparison to experiment in the inset, from which the large value
of d is determined. Interestingly, these authors also obtained angle-dependent data
consistent with stronger confinement (2DEG thickness of *6 u.c.), but only when
the LAO film was grown on a highly defective substrate (see Fig. 4 in [69]). In
another study, Cencellieri et al. [89] observed no Ti3+ in Ti 2p spectra for either
LAO/STO(001) or (LAO)x(STO)1-x/STO(001) heterojunctions below the respective
critical thicknesses. These authors post-annealed in 150 Torr of O2 to insure
complete oxidation. Resonant SXPS similar to that used by Berner et al. [67] was
employed and no in-gap photoemission intensity was found at the chemical
potential for 2.5 and 4 u.c. samples. However, a clear signal that was resonantly
enhanced at the Ti L3 edge for Ti

3+ was observed for 4.5 and 6 u.c. samples. These
data are shown in Fig. 14.13. Additionally, the angle dependent data presented by
these authors were consistent with electron confinement within one or a few u.c. of
the interface.

Fig. 14.13 Resonant SXPS at the Ti3+ L3 absorption edge for LAO and Sr0.5La0.5AlO3 (LASTO)
films deposited on SrTiO3(001) by on-axis PLD above (a, b) and below (c, d) the critical thickness
for conductivity. Taken from [89]
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The lack of reproducibility in the published results to date is troubling, partic-
ularly in light of the oft-made claim that LAO/STO interfaces can be routinely
fabricated with atomic layer control and precision [52, 90, 91]. Implied in these
kinds of descriptors is the ability to monitor and control stoichiometry, as well as
defect densities. We have already discussed the possibility that Al rich films create
VO in the STO, leading to conductivity by means of vacancy doping that is not
prevented by growing at high O2 pressure. Regarding the *4 u.c. threshold film
thickness required to trigger macroscopic conductivity despite the appearance of Ti3
+ at lower film thicknesses, the possibility that 4 u.c. LAO are required before a
defect-generated, electrically continuous conductive layer forms in the STO cannot
be discounted. Another possibility rarely discussed is vacancy creation by the
energetic particles in the laser plume that are incident on the STO substrate during
on-axis PLD at lower pressures. Until these possibilities are more thoroughly
investigated, a convincing case for the origin of Ti3+, and any specific mechanism
of interface conductivity, will be difficult to make.

14.3.3 On LAO/STO Band Offsets

It has been known for years that a combination of core-level and valence-band XPS
can be used to determine valence band offsets (VBO) at semiconductor interfaces
[13, 14]. By referencing appropriate core-level binding energies to the valence band
maximum (VBM) for bulk crystals or thick (compared to the photoelectron atten-
uation length) films of the two semiconductors, the VBO can be determined by
measuring core-level binding energy differences for the heterojunction. If the het-
erojunction (HJ) consists of materials A and B, with A (B) exhibiting an isolated
core-level peak denoted by CL1 (CL2), the general formula for the VBO (ΔEV) is
given by

DEV ¼ ECL1 � ECL2ð ÞHJ� ECL1 � EVð ÞAþ ECL2 � EVð ÞB ð14:1Þ

where EV is the VBM for bulk-like A and B. An important criterion for success in
using this method is that there are no substantial changes in core-level line shapes
due to interface chemistry; any changes in binding energy and line shape must be
due entirely to changes in electrostatic potential at the heterojunction. It is also
critically important that the quantity ECL1 � EV be measured with an accuracy of a
few hundredths of an eV for each core level of interest, using a clean, well-ordered
surface of the appropriate bulk-like material. Making this measurement correctly
requires that the spectrometer energy dispersion be accurately calibrated over the
binding energy range of interest. Additionally, specimen charging resulting from
the build-up of positive charge in the X-ray irradiation area can prevent binding
energy measurements of sufficient accuracy to allow VBOs to be determined. This
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problem frequently occurs when using bright synchrotron x-radiation, particularly
in the soft X-ray regime in which the cross sections are larger and higher charge
densities can occur, as discussed for the case of LaNiO3/SrTiO3(001) by Conti et al.
[92]. Here, dynamic charging, in which all binding energies increase with time
precludes accurate measurements of binding energies and line shapes. The problem
is not nearly so acute when using lab X-ray sources. In this case, the use of a
low-energy electron flood gun allows spectra to be obtained with static charging, in
which all binding energies are shifted to values that are lower than their true values,
but are constant over time. Since VBO determination is based on binding energy
differences, absolute binding energies are not required, and static charging does not
pose any limitation whatsoever.

Application of this method to the LAO/STO(001) interface has been carried out
by a few groups. For comparative purposes, we will adopt the sign convention that
a positive VBO denotes the LAO VBM being above (i.e. at lower binding energy)
the STO VBM (i.e. DEV ¼ ESTO

V � ELAO
V ). Based on La 4d5/2 and Sr 3d5/2 spectra

such as those shown in Fig. 14.7, Segal et al. [65] carried out in situ measurements
on MBE-grown specimens and found that the VBO for LAO deposited on TiO2-
terminated STO(001) substrates ranged from −0.35(18) eV for 2 u.c. of LAO to
−0.60(18) eV for 9 u.c. of LAO. In contrast, based on spectra such as those shown
in Fig. 14.8, Chambers et al. [15] ex situ measured on-axis PLD-grown 4 u.c.
LAO/TiO2:STO(001) samples from two laboratories (Universities of Augsburg and
Tokyo), with and without in situ O2 plasma cleaning. The measured VBO values
ranged from −0.06(10) to +0.34 (10) eV, depending on which lab the film came
from, and whether or not the surface was cleaned with activated oxygen once inside
the XPS system. This analysis was based on the average of four pairs of core levels
(La 4d5/2 and Sr 3d5/2, La 4d5/2 and Ti 2p3/2, Al 2p and Sr 3d5/2, and Al 2p and Ti
2p3/2), and for each sample. The resulting VBOs were well within experimental
error (±0.08 eV for each measurement). Qiao et al. [93] also carried out mea-
surements using the same four pairs of core levels for samples prepared by off-axis
PLD in 10 mTorr O2 at PNNL and obtained an average VBO of +0.17(8) eV. In
contrast, Drera et al. [94] did not find consistency when using multiple pairs of core
levels for PLD-grown heterojunctions, but rather found that the use of the Ti 3p line
led to larger binding energy differences across the interface, sometimes by as much
as 0.9 eV. These authors rationalized this result as being due to the effect of Ti3+

states perturbing the local electronic environment, even though the largest effect
was observed for a 5 u.c. LAO/STO sample that was insulating, and for which the
Ti3+ component was almost negligible. These authors measured values of −0.6 to
−0.7 eV for 3 and 5 u.c. LAO films, although the error bars were quite large. Segal
et al. [65] obtained results for LAO on SrO-terminated STO(001) substrates and
observed that the VBO trend with LAO thickness goes in the opposite direction as
that for LAO onTiO2-terminated STO, as expected based on the polar catastrophe
model. In contrast, Takizawa et al. [66] found the same trend for PLD-grown LAO
on the two substrate terminations. Berner et al. [68] used HAXPS to measure the
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VBO as a function of on-axis PLD-grown LAO film thickness and found the value
to be +0.35 eV, independent of thickness. This value is in good agreement with that
measured by Chambers et al. [15] for films prepared the same way [84].

It is also possible to extract the VBO directly from VB spectra for the hetero-
junction by utilizing reference VB spectra for thick films or bulk specimens of the
two materials. The reference VB spectra are scaled by factors appropriate for the
film thickness in the heterojunction, and then summed for different offset values and
compared to experiment [95]. Both Qiao et al. [93] and Berner et al. [68] used this
method and obtained VBO values in excellent agreement with those obtained using
the combined VB and core-level method described above. In contrast, Drera et al.
[94] did not report good agreement between the two methods.

The VBO results discussed above are summarized in Table 14.1. Although
significant differences exist in the VBO values depending on the growth method
and process parameters used, it is clear that a substantial built-in potential (at least
*0.7 eV per u.c.) is required for the LAO VBM to cross the STO conduction band
minimum (CBM) at an LAO thickness of 4 u.c. Yet, the actual built-in potentials
are much smaller, as discussed in Sects. 14.3.1 and 14.3.2. These results unam-
biguously show that the electronic reconstruction model as originally described
does not explain the observation of interfacial conductivity. In the opinion of this
author, the preponderance of evidence suggests that defects are required for con-
ductivity. However, it is not clear if defects trigger an electronic reconstruction of a
different kind, or are themselves the direct cause of conductivity via unintentional
doping. In either case, XPS in its various forms will continue to be a useful tool in
the ongoing investigation.

Table 14.1 Valence band offsets for the LAO/STO(001) interface as measured by XPS

Sample Method Clean? ΔEv (eV) core
levels

ΔEv (eV) valence
bands

Reference

2 to 9 u.c.
(cond ≥ 4 uc)

MBE No −0.35(18) to
−0.60(18)

– [65]

4 u.c. (cond)
Augsburg

On-axis
PLD

No
Yes

+0.20(10)
+0.34(10)

– [15]

4 u.c. (cond) Tokyo On-axis
PLD

No
Yes

−0.06(10)
+0.14(10)

– [15]

3 u.c. (ins) Off-axis
PLD

Yes +0.17(10) +0.14(10) [93]

3 u.c. (ins)
5 u.c. (ins)
5 u.c. (cond)

On-axis
PLD

No
No
No

−0.67(10)
−0.57(38)
−0.72(24)

−0.10
+0.17
−0.04

[94]

4 to 12 u.c. On-axis
PLD

No +0.3 to +0.4 +0.3 to +0.4 [68]

Notes (i) “cond” denotes interface conductivity whereas “ins” denotes an insulating interface.
(ii) “clean?” refers to whether or not some form of in situ cleaning to remove adventitious carbon
prior to XPS measurements was done
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14.3.4 On the extent of interfacial mixing at the LAO/STO
interface

Regarding the state-of-the-art in perovskite heterojunction growth, it has been
claimed that, “the chemical abruptness and crystalline perfection of oxide multi-
layers now rival those of semiconductor multilayers; it is possible to change from
one material to another over a distance of a single unit cell” [90]. While this
statement may be true for some perovskite superlattices prepared by MBE, it is in
general not true for LAO/STO, at least based on published work. Although there is
one study in which the authors claim to have made a completely abrupt PLD-grown
LAO/STO interface based on a comparison of EELS data with simulations, the
abrupt interface simulation clearly reveals a sharper interface than does the
experimental profile (see Fig. 1d in [96]). Elsewhere in the literature when interface
structure is investigated, it is usually found that cation mixing occurs, and often
over distances greater than 1 u.c., even in MBE-grown material [59, 97]. Inasmuch
as chemical disorder at the interface can affect electronic and magnetic properties,
assessing the extent of intermixing is important. There are several analytical
methods that can be brought to bear on this problem, each with strengths and
weaknesses. ARXPS is one of these tools, and was used for determining Ti3+ depth
profiles, as discussed in Sect. 14.3.2. A detailed discussion of these techniques with
application to LAO/STO(001) has been published elsewhere [15]. Here we sum-
marize the salient points associated with the use of ARXPS to study the LAO/STO
(001) heterojunction [15, 93].

As is well known, the dependence of photoelectron intensities on take-off angle
(θt) for a film-on-substrate specimen can be modeled using a simple continuum
approach which takes into account only inelastic scattering, and does so assuming
that scattering rates are isotropic. This approach completely ignores photoelectron
diffraction (PED) effects, which can lead to rather large variations with emission
angle—up to a few tens of percent—depending on the angular acceptance of the
analyzer and the crystallographic perfection of the sample [16]. PED effects typi-
cally add intensity modulation to what would otherwise be a monotonically
increasing intensity vs. take-off angle (θt) curve. The continuum model yields
semi-quantitative insight into the extent of interfacial mixing, provided the surface
is atomically flat.

Figure 14.14 shows polar scans of Sr 3d, Ti 2p, La 4d and Al 2p intensities in the
(010) azimuth for 4 u.c. LAO/STO(001) prepared in Augsburg by on-axis PLD.
Also shown are simulations of an abrupt 4 u.c. sample based on scans measured for
a 25 u.c. LAO/STO(001) sample prepared under the same conditions as used for the
4 u.c. sample, and a bulk STO(001) single crystal. In light of XPS probe depths at
the AlKα X-ray energy, a 25 u.c. LAO film yields the same XPS intensities as bulk
LAO. The simulated scans for Sr 3d and Ti 2p are given by
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I4uc htð Þ ¼ ISTO htð Þexp � d
ksinht

� �
ð14:2Þ

and those for La 4d and Al 2p are given by

I4uc htð Þ ¼ I25uc htð Þ 1� exp � d
ksinht

� �� �
ð14:3Þ

Here d and λ are the film thickness and electron attenuation length, respectively.
Uncertainty in the exact value of λ leads to the use of a range of values, consistent
with the NIST data base [98], but also reasonable for this particular material system
[15]. Significantly, the Sr 3d and Ti 2p intensities exceed those for the abrupt
simulation for θt values below *30°, revealing that Ti and Sr diffuse out into the
film. In fact, the presence of Sr 3d and Ti 2p peaks at θt = 5°, as seen in the insets in
Fig. 14.14, can only occur if these cations are present in the top u.c. of the LAO
film, presumably as substitutional impurities on the A and B sites, respectively.
Likewise, the La 4d and Al 2p intensities are less than those for the abrupt
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Fig. 14.14 ARXPS polar scans in the (010) azimuth for 4 u.c. LaAlO3/SrTiO3(001) prepared by
on-axis PLD (diamonds), along with simulations of the corresponding abrupt-interface polar scans
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mixing involving all four cations. The ranges of electron attenuation lengths used to generate the
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angle of 5°. Taken from [15] (Color figure online)
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simulation at all angles, as expected for a non-abrupt interface in which both La and
Al have diffused out into the STO.

Semi-quantitative atom profiles can be extracted from these angle scans, but the
intensity modulation due to photoelectron diffraction must first be removed to
the greatest possible extent. This was done by dividing the abrupt simulations by
the actual 4 u.c. scans for each core level prior to analyzing the latter. These
experimental intensity profile ratios can then be directly compared to a model
intensity profile ratio calculation in which the fractional occupancies of each layer
are systematically varied until optimal agreement is reached [15]. The results are
shown in Fig. 14.15 for the angular distributions displayed in Fig. 14.14. Panels a
and b show the experimental (discrete symbols) and model (continuous curves)
profiles, and panel c shows the atom profiles which give the best agreement with
experiment. The lack of depth resolution in ARXPS means that these best-fit atom
profiles are not unique solutions. However, they do yield semi-quantitative infor-
mation that is useful when trying to assess the extent of cation mixing at the
interface, and the results are in qualitative agreement with those from medium
energy ion scattering and other techniques [15].

14.4 Other Polar-Nonpolar Perovskite Heterojunctions—
GdTiO3/SrTiO3(001), NdTiO3/SrTiO3(001)
and LaCrO3/SrTiO3(001)

It is of interest to explore other heterojunctions comprised of insulating III-III and
II-IV perovskites to see if interface conductivity occurs, and what XPS can con-
tribute to our understanding of the electronic properties. Moetakef et al. [99] used
metal-organic, or “hybrid” MBE to prepare GdTiO3/SrTiO3/(LaAlO3)0.3
(Sr2AlTaO6)0.7(001) (GTO/STO/LSAT) heterojunctions and superlattices and found
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interface conductivity with sheet carrier concentrations of *0.5 e−/u.c. for each
GTO/STO interface. GTO is a ferrimagnetic Mott insulator with band gap of*1 eV.
In this MBE variant, a metal organic precursor is used to bring Ti and O to the
substrate, and a conventional effusion cell is used for the rare earth metal. No oxygen
is supplied from the gas phase, and a fairly high substrate temperature (800–900 °C)
is used to insure complete decomposition of the metal organic. This group also found
that the carrier concentration was reduced in proportion to the mole fraction of Sr
added to the AO sublattice, up to the point that the SrxGd1-xO3 became metallic
[100]. Additionally, conductivity occurs for GTO thicknesses as small as 2 u.c.
[101]. These results are consistent with the electronic reconstruction model revisited,
as discussed in Sect. 14.3.1. The GdO layer at the interface acts a donor sheet,
leading to resolution of the polar discontinuity there, and effective doping of the STO
near the interface. The formally positive charge on this GdO layer keeps the itinerant
electrons close to the interface, resulting in 2DEG behavior [102].

Conti et al. [92] used SXPS and HAXPS to measure the VBO for MBE-grown
GTO/STO(001) as well as LaNiO3/SrTiO3(001) (LNO/STO) heterojunctions, also
prepared by MBE. LNO is a correlated metal that exhibits a metal-to-insulator
transition as a strained, thin epitaxial film. These authors used 6 keV X-rays in order
to obtain maximum probe depth, and measured the VBO to range between 2.94 and
3.5 eV for different GTO/STO samples (two multilayers with ΔEV = 2.94(5) and 3.3
(1) eV and two bilayers with ΔEV = 3.5(1) and 3.2(1) eV). STEM images are
consistent with an abrupt interface and that the growth conditions were nominally
the same for all samples, making it difficult to understand why the spread of values
is as large as it is. The LNO/STO VBO values measured using HAXPS differed
considerably compared to those measured using SXPS. The authors concluded that
HAXPS yielded more accurate results because of greater depth sensitivity and less
extensive charging.

A very similar set of results have been found for NdTiO3 (NTO)/STO(001)
interfaces. Xu et al. [103] also used hybrid MBE to prepare NTO/STO and
STO/NTO/STO heterojunctions on LSAT(001) substrates. Unlike GTO, NTO is an
antiferromagnetic Mott insulator with a Mott Hubbard gap of 0.8 eV. These authors
found interface conductivity in STO/NTO/STO structures for NTO layer thick-
nesses of as small as 2 u.c. Moreover, the sheet carrier concentration was found to
be 3 × 1014 cm−2 per interface for NTO thicknesses up to 6 u.c., and went above
this value for NTO thicknesses greater than 6 u.c., reaching a value of
1.5 × 1015 cm−2 at 25 u.c. [104]. INTXPS measurements made ex situ reveal that
the valence band offset is of the broken type-II kind, resulting in spontaneous
charge transfer from NTO to STO layers, giving rise to the additional carriers above
and beyond the concentration expected based on electronic reconstruction.
Additionally, there was no evidence found for a built-in potential within the NTO
layers based on core-level peak broadening [104]. This material system thus pro-
vides additional direct evidence for the interface dipole being screened by charge
transfer of half an electron per u.c. from the first NdO layer to STO near the
interface, as discussed in Sect. 14.3.1.
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Although the GTO/STO(001) and NTO/STO(001) interfaces behave as nearly
ideal III-III/II-IV heterojunctions, other material systems have been also been
investigated and found to deviate considerably from ideality. For instance, Qiao
et al. [105] have used MBE to prepare LaCrO3/SrTiO3(001) (LCO/STO) hetero-
junctions, but these were not found to be conductive for any LCO thickness.
Chambers et al. [82] used monochromatic AlKα X-rays to measure potential drops
across the LCO and band offsets as a function of LCO layer thickness. LCO is a
wide gap insulator with a charge transfer gap of 4.75–4.95 eV, depending on strain
[106]. Interestingly, these authors found evidence for a built-in potential within the
LCO layer from XPS peak widths equal to *0.5 eV per u.c. at 2 u.c. which
dropped with LCO layer thickness, going to zero at 15 u.c. Moreover, the VBO was
measured to be 1.9 eV at 2 u.c., and found to increase with LCO layer thickness,
saturating at 2.6 eV at 7 u.c. The dependences of the core-level peak widths, the
build-in potential, and the VBO on LCO layer thickness are shown in Fig. 14.16a, b
and c, respectively. The combination of the thickness-dependent VBO and potential
drop across the LAO should lead to a crossing of the LCO VBM with the
STO CBM at *7 u.c. resulting in conductivity, as depicted in Fig. 14.16d.
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However, there is no conductivity at any LCO layer thickness. The electronic
properties, which differ strongly from those for both LAO/STO and GTO/STO,
most likely have to do with the structural and compositional complexities of the
interface. These have been examined using a combination of high-angle annular
dark-field scanning transmission electron microscopy (HAADF-STEM), energy
dispersive X-ray spectroscopy (EDS) and electron energy loss spectroscopy
(EELS), along with RBS [97]. The interface is not abrupt, despite the superficial
appearance of abruptness based on HAADF images. Intensity profiles and spec-
troscopy show that the A-site cations diffuse across the interface to a greater extent
than B-site cations. The B-site cations are partially reduced on the LCO of the
interface based on analysis of EELS near-edge structures. The location and direc-
tion of these electronic modifications do not intuitively compensate the charge
imbalance imposed by uneven cation interdiffusion. However, based on first prin-
ciples calculations, the feasibility that charge redistribution would occur within BO2

layers of the LCO, enabled by low-lying d states within LaCrO3, was established.
Moreover, it was shown that such a charge rearrangement could suppress an
electronic reconstruction of the type discussed in Sect. 14.3 [82]. These results
highlight the importance of carefully considering both the physical and electronic
structure of such complex interfaces in the process of interpreting transport results.

14.5 Novel HAXPS Investigations of Perovskite Interfaces

Finally, we briefly mention the use of HAXPS to make novel measurements on
buried interfaces involving perovskites. For instance, Gray et al. [107, 108] have
used X-ray standing-wave excitation to probe momentum resolved electronic
structure and core-level chemical shifts resulting from crystal-field distortions at
PLD-grown La0.7Sr0.3MnO3/SrTiO3(001) superlattices. Additionally, Gray et al.
[109] have probed changes in the VB density of states as a function of thickness for
MBE-grown LaNiO3 films on LSAT(001) and LAO(001) and shown how the DOS
just below the Fermi level is suppressed in the thinnest films for which a
metal-to-insulator transition is known to occur. These measurements illustrate the
power of HAXPS, particularly when combined with the depth tunability of the
standing-wave technique, to probe electronic structure at buried perovskite inter-
faces. Finally, Kaiser et al. [110] have used HAXPS to probe buried layers of
delta-doped La:STO(001) epitaxial films prepared by MBE. These authors com-
pared core-level and VB spectra for a 3-nm La0.06Sr0.94TiO3 film capped with a
4.5 nm film of pure STO to those for a reference, bulk-like 300 nm film of
La0.06Sr0.94TiO3 and found comparable binding energies, line shapes and peak
widths. These results indicate no detectable band bending or band offset associated
with formation of the buried delta-doped layer, and establish the utility of HAXPS
to probe electronic structure at buried perovskite interfaces.
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14.6 Summary

This chapter focuses on the use of XPS in the various X-ray energy regimes (soft,
intermediate and hard) to probe a variety of properties at interfaces of perovskite
oxides. The versatility of the technique and the breadth of understanding that can be
gained make XPS arguably the most valuable single technique one can use in trying
to understand complex oxide interfaces. SXPS and INTXPS are especially valuable
when incorporated as in situ tools within an ultrahigh vacuum oxide film deposition
system, because they allow a wealth of data to be obtained without the often
deleterious effects of air exposure on surfaces and shallow interfaces. Of the three
photon energy regimes discussed here, HAXPS is relatively unexplored compared
to the other two. Its principal advantages include greater probe depth, thereby
enabling more deeply buried interfaces to be probed, and less extensive charging.
The primary disadvantage is lower photoemission cross sections, particularly for
lower Z elements. However, this disadvantage is more than compensated for by the
high X-ray brightness available at advanced synchrotron facilities where these
measurements are typically carried out.

The use of XPS to probe the chemical, electronic and structural properties of
polar/nonpolar perovskite interfaces has been the principal focus of the chapter. The
same attributes that give perovskites their amazing range of properties (different
structural motifs, mutual cation solubilities at the A and B sites, and the ease with
which O vacancies are created) also generate a range of outcomes accompanying
interface formation which if not properly characterized, can lead to false conclu-
sions about cause-and-effect relationships. No one experimental technique can
answer all the relevant and important questions about these properties; a judiciously
chosen combination of methods is needed. However, XPS in its various forms has
in the past, and will in the future continue to provide important insight into the
properties of these fascinating material systems.
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Chapter 15
HAXPES Measurements
of Heterojunction Band Alignment

Conan Weiland, Abdul K. Rumaiz and Joseph C. Woicik

Abstract Heterojunctions, the abrupt change of materials at interfaces, are an
integral feature of modern electronic devices. The alignment of electronic energy
levels at a heterojunction can be used to tailor charge transfer across the interface,
for example to improve carrier injection or to block leakage current. An overview of
the understanding of heterojunction energy-level alignment with specific examples
of the unique contributions that hard X-ray photoelectron spectroscopy (HAXPES)
provides to the understanding of this topic is presented in this chapter. Many
theoretical approaches have been applied to heterojunction band alignment, and
have had some success in predicting band-alignment values in some but not all
cases. Band-alignment measurements have been made using electronic measure-
ments such as internal photoemission, as well as photoelectron spectroscopy either
measuring valence bands directly or through the use of core levels. Examples of
measurements made by these techniques is presented. HAXPES measurements
provide a greater analysis depth, which provides the advantage of measuring “real”
heterojunctions fabricated by industrially-relevant techniques. HAXPES has been
used to query the fundamental limitations on interlayer thickness for band-offset
engineering, and the use of new materials for photovoltaic applications. These and
other applications are presented.
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15.1 Introduction

The constant production of faster and smaller electronic devices has ushered in the
digital age. A central feature of modern electronics architectures is the hetero-
junction, or the abrupt change in material and electronic structure at the interface of
dissimilar materials. Heterojunctions can be employed for a variety of applications;
for example, controlling the strain present at an interface allows the tailoring of
electron mobility and band gaps. Energy-level discontinuities at the heterojunction
can be used to manipulate the transfer of charge across interfaces to optimize
performance in applications such as transistors for computer processing and
memory, photovoltaics, light-emitting diodes, and a host of others. The continued
improvement of device performance has required the scaling of features to ever
smaller dimensions, as well as the employment of a diverse range of new materials.
This profusion of materials and complex architectures has led to the need for
advanced measurement methodologies.

The theory of heterojunction band alignment has been extensively studied since
the early days of semiconductor research. The early work of Shockley [1] established
the conditions for one dimensional homojunctions, namely: (1) the Fermi level
remains constant across the junction, and (2) the electric field remains continuous at
the junction. It was then attempted to adapt these conditions for heterojunctions; thus
it was understood that charge transfer across a heterojunction occurs to satisfy these
rules. Anderson [2] used the vacuum level as reference for the electric potential;
under this assumption the difference in electron affinities (φ) will be equal to the
conduction-band offset, ΔEC, as shown in Fig. 15.1. The discontinuity in valence
band, ΔEV, can be computed knowing the band gaps. This so called Anderson’s rule
gives an understanding of the “natural” band line ups and was used to predict band
alignment in Ge/GaAs [2] and GaAs/AlGaAs [3] heterojunctions. Anderson’s rule,
however, implies that dipoles which form at the interface are non-interacting.

Alternative approaches were later developed by von Ross [4] and Adams and
Nussbaum [5]. Both of these models were based on electrostatic calculations and
intended to correct for inaccuracies in Anderson’s model. Adams and Nussbaum’s

Fig. 15.1 Energy-band diagram for two semiconductors following Anderson’s model.
Figure adapted from [2]
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calculations determined the intrinsic Fermi level to be continuous across a het-
erojunction, while the von Ross model found the conduction band to be continuous.
Both models had some justification from other theoretical works, but experimental
confirmation was limited.

The earliest attempts to solve the heterojunction band discontinuity problem
using ab initio quantum mechanical calculations were done by Frensley and
Kroemer [6]. The predictions made using pseudopotential calculations agreed with
the observed experimental results and also supported Anderson’s simplistic model.
In their subsequent work, Frensley and Kroemer [7] laid down a conceptual
framework to study heterojunction band alignment. The procedure relied on
ab initio pseudopotential-based calculations of the band structure and the micro-
scopic electrostatic potential across the junction. The interface dipoles were treated
with simple estimates based on chemical bonds. A more rigorous ab initio approach
was further developed by Baraff et al. [8]. Harris [9] used linear combination of
atomic orbitals-based calculations to determine heterojunction band alignment,
arguing that pseudopotential-based calculations gave misleading trends for
lattice-mismatched heterojunctions.

For comparison of the different models, detailed synchrotron photoemission
measurements of valence-band offsets on a variety of substrates with Si and Ge
overlayers were performed by Katnani and Margaritondo [10]. Detailed comparison
of the measured alignments with calculated alignments using the electron affinity
(Anderson [2]), the Adams and Nussbaum [5], the von Ross [4], the Harrison [11],
and the Frensley and Kroemer [6] models were made. Their results suggested no
clear trend, with no theory universally providing close agreement with the exper-
imental results.

A different approach to the heterojunction problem was put forward by Tersoff
[12]. Using the concept of “zero-dipole” band lineup, Tersoff obtained quantitative
predictions for both heterojunction band offsets as well as Schottky-barrier heights.
Tersoff argued that band discontinuities at the heterojunction lead to the formation
of gap states analogous to metal induced gap states at metal/semiconductor inter-
faces; thus when a heterojunction is formed, it is expected that the gap-state values
across the junction will align, shifting the bands to bring the heterostructure into
equilibrium with a minimum number of dipoles. This is schematically shown in
Fig. 15.2. If one of the semiconductors was replaced with a metal, then the
Schottky-barrier height would be obtained by lining up the gap state with the Fermi
level of the metal. Thus apart from giving a framework to treat both semiconductor
heterojunction band alignment and Schottky-barrier height within a single theory,
the Tersoff model implies that heterojunction band alignment between two semi-
conductors can also be determined from the Schottky-barrier heights of the indi-
vidual semiconductors with respect to a common reference metal.

A pseudopotential-based theoretical approach to determine heterojunction band
alignment was later developed by Van de Walle and Martin [13]. Here it was rec-
ognized that many previous theoretical descriptions of band alignment depended on
referencing energies from separate calculations of the bulk properties of the indi-
vidual materials in the heterojunction, yet the calculations were not capable of
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providing an absolute energy scale through which the individual calculations could
be compared. The authors thus performed self-consistent ab initio pseudopotential-
based calculations of multilayer systems so that the electron distribution at the
interface could be directly calculated. The average potential at each side of the
heterojunction was taken as a reference by which the band-alignment could be
determined by considering the energies of the valence and conduction bands relative
to this average potential. This theoretical treatment allowed for the incorporation of
strain effects into the calculations, using as an example the Si/Ge interface, where it
was found that the presence and location (i.e. strain on the Si side vs. strain on the Ge
side) could have an effect on the band-alignment by as much as 0.5 eV.

Van de Walle and Martin [14] extended this work, performing calculations on a
series of non-polar lattice-matched heterojunctions and compared their results with
those from earlier experiments and theory. Reasonable agreement between theory
and experiment were found in many cases, and the similarities and differences
between the theoretical approaches were discussed. From their self-consistent
interface calculations, they noted that interface properties for the materials calculated

Fig. 15.2 Two simple examples of the relation between the band alignment and interface dipole.
Net charge associated with gap states is shown schematically as + (electron deficit) and − (electron
excess), where states at the bottom and top of the band gap are occupied or unoccupied,
respectively. The top section shows a single semiconductor in which a band discontinuity is
artificially induced (e.g. using a step potential). The bottom section shows an interface between
two semiconductors, both with “symmetric” valence and conduction bands, but with unequal band
gaps. Figure adapted from [12]
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seemed to depend primarily on bulk properties. This allowed them to construct a
“model surface” approach to heterojunction band-alignment calculations, where the
average pseudopotential on an absolute energy scale is used as a reference.

15.2 Measurements of Heterojunction Band Alignment

15.2.1 The Natural Valence-Band Offset

The early theoretical work led to the concept of the natural valence-band offset
(NVBO); i.e., the valence-band offset due solely to intrinsic properties of the bulk
semiconductors. Shih and Spicer [15] established that the NVBO can be measured
from core-level shifts for compound semiconductors with a common element, using
as an example the pseudobinary Hg1−xCdxTe alloy system. Their method deter-
mines the NVBO for the AC/BC heterojunction using measurements from the A1

−xBxC alloy. As the chemical bonding in the A1−xBxC system is identical to the AC
and BC semiconductors, i.e. A–C and B–C bonds, core-level shifts for A and B in
the A1−xBxC system should thus exclusively reflect the NVBO.

Figure 15.3 shows the Hg 5d and Cd 4d core levels for CdTe, HgTe, and
Hg0.7Cd0.3Te. The valence-band maximum was aligned for all samples, as shown in
the inset. A 0.1 ± 0.03 eV shift to higher binding energy is observed for the Hg

Fig. 15.3 X-ray
photoelectron spectroscopy
measurements of Hg 5d and
Cd 4d core levels for HgTe,
CdTe, and Hg0.7Cd0.3Te. The
energy scale is referenced to
the valence-band maximum,
shown in the inset.
Figure reprinted with
permissions from [15]
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5d between the HgTe and the alloy, and a shift of 0.25 ± 0.03 eV to lower binding
energy is observed for the Cd 4d between the CdTe and the alloy. An NVBO of
0.35 eV is therefore determined. This value was found to be in excellent agreement
with earlier measurements on actual HgTe/CdTe heterostructures [16, 17] measured
using Kraut’s method [18], that we will describe below.

Similar behavior was also observed for the Si/Ge system, as demonstrated by
Woicik and Pianetta [19]. While the true binary Si1−xGex alloy differs from the
pseudobinary alloys of Shih and Spicer [15], the electronegativities of Si and Ge are
similar enough that the core-level shifts in Si1−xGex alloys should not be due to
chemical shifts but rather should reflect the NVBO between Si and Ge. Figure 15.4
shows the Si 2p core level for Si deposited on Ge (111) (2 × 1) at room temperature
and followed by anneal. As the anneal temperature increases, the Si is driven into
the Ge substrate, and a large Si core-level shift is observed. This shift shows an
NVBO of 0.43 ± 0.07 eV, which is in excellent agreement with earlier measure-
ments made by Mahowald et al. [20] on the actual heterojunction itself.

15.2.2 Ultraviolet-Photoelectron Spectroscopy

The NVBO derives the heterojunction band alignment from bulk properties of the
semiconductors alone, while extrinsic factors can also play a significant role in band
alignment and require the direct measurement of band offsets. Using Shih and
Spicer’s method [15], Hwang et al. determined the NVBO for InAs/GaAs using
InxGa1−xAs with x = 0.2, 0.7, and 0.9 [21]. The energy difference between the Ga

Fig. 15.4 Si 2p core level for
5 Å Si deposited on Ge
(111) at room temperature
(RT) followed by annealing.
Figure reprinted with
permissions from [19]
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3d and In 4d core levels was found to be approximately constant as a function of x,
and the InAs/GaAs NVBO was determined to be 0.11 ± 0.05 eV. Previous mea-
surements made by Kowalcyk et al. [22] on the actual heterojunctions found the
valence-band offset to be 0.17 ± 0.07. The small difference between the NVBO and
actual heterojunction valence-band offset was attributed to interfacial strain that
arises from the 7 % lattice mismatch between InAs and GaAs, and it demonstrates
the importance of measurements of the actual heterojunction band alignment for
practical applications.

Figure 15.5a shows a band diagram of a clean semiconductor substrate. The
valence- and conduction-band edges, EV and EC, respectively, the Fermi level, EF,

and two core levels, CL, are shown along with some slight band bending at the
substrate/vacuum interface. As a semiconductor overlayer is deposited on top of the
original substrate to create a heterojunction, some changes in band bending may
occur, as shown in Fig. 15.5b. Shifts in the substrate EV and EC are due to this band
bending that arises from new states created at the interface. Substrate core-level
shifts are also affected by the band bending, and they may contain contributions from
chemical shifts due to the different chemical bonding at the interface as compared to
the bulk of the semiconductors, as highlighted in the lower CL of Fig. 15.5b.

Figure 15.5 highlights the practical details and complications of heterojunction
band alignment measurements by photoelectron spectroscopy. The valence-band
maximum can often be directly and uniquely probed, typically using an ultraviolet
excitation source, allowing for the direct measurement of the valence-band offset.

Fig. 15.5 Schematic band diagram for bare surface (a) and heterojunction interface (b). In (b),
final band positions are shown with solid lines while the dashed lines represent the positions of the
bare surface. These changes are due to differences in band bending for the valence band,
conduction band, and one of the core levels. The second core level is also influenced by a chemical
shift. Figure reprinted with permissions from [10]
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This measurement requires first measuring the valence-band maximum for the clean
substrate, followed by measuring the valence-band maximum of the overlayer. To
account for band bending in the substrate, the overlayer must be deposited
layer-by-layer in situ while a substrate core level is tracked. Chemical shifts may
complicate this analysis, but as they often manifest as peak-shape changes, they can
be accounted for. Katnani and Margaritondo [10] elegantly demonstrated this
measurement technique using the interface of Si deposited on clean CdS, as shown
in Fig. 15.6. Here, the valence-band maximum was determined from linear
extrapolation of the leading edge of the valence-band spectrum to the zero-level
background. A large ΔEV of 1.55 eV is observed between the clean CdS and 20 Å
of Si deposited on top. Additionally, at intermediate coverages, features from both
CdS and Si are observed, allowing for the band bending to be accurately tracked.
Clearly, such a measurement can only be so straightforward when such a large
valence-band offset exists at the heterojunction.

Band alignment from such direct valence-band methods have been performed by
many research groups on a variety of semiconductor systems. A few examples are
presented below.

Maholwald et al. [20] explored the interface of Si and Ge (111) using photo-
electron spectroscopy from both lab and synchrotron sources. Comparisons were
made between the interface of Si deposited on cleaved Ge (111) at room temper-
ature and at 300 °C. The two different deposition temperatures were found to give
rise to different morphological structures, with the 300 °C deposition resulting in
more epitaxial films according to low-energy electron diffraction measurements. Ge
intermixing was also found with 300 °C deposition, as determined from the Ge
substrate Auger electron decay with increasing silicon coverage; intensities for the

Fig. 15.6 Valence-band
spectra for clean CdS and
CdS with various coverages
of Si. Figure reprinted with
permissions from [10]
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room temperature deposition decayed exponentially according to the expected
escape depths, while at 300 °C a shallower decay was observed. The evolution of
the Si valence-band alignment for the 300 °C deposition is shown in Fig. 15.7.
Even with the significant differences in interface structure, no difference in
valence-band alignment was found for the two temperatures, and a valence-band
offset of 0.4 ± 0.1 eV is determined.

This was not the case, however, for silicon deposited on GaAs (110) [23]. Again,
Si was deposited to different thicknesses at room temperature and 300 °C, this time
on cleaved GaAs (110) surfaces. As on Ge (111), the different deposition temper-
atures led to different interface structures, with Ga and As segregation observed at
300 °C, while an abrupt interface was found at room temperature. With room
temperature deposition, low-energy electron diffraction patterns showed the
deposited Si to be disordered at all thicknesses, while at 300 °C, the Si was presumed
pseudomorphic. Here, though, a significant difference was observed in the
valence-band offset, shown in Fig. 15.8, with a valence-band offset of 0.6 ± 0.1 eV
for room temperature depositions, but 0.3 ± 0.1 eV for 300 °C depositions. The
difference in valence-band offset was attributed to differences in crystalline order
which results in defect states for the room temperature deposited Si.

It is interesting to note the close agreement between the direct Si/Ge
band-alignment measurements and the later NVBO measurements by Woicik and
Pianetta [19]. This demonstrates that Si/Ge heterojunction band alignment is
dominated by intrinsic effects, whereas for Si on GaAs (110), the more complicated
morphology of the ionic IV/V versus the covalent IV/IV heterojunction plays a
more significant role in the band alignment.

Differences in band alignment due to chemical changes were also probed by
Mahowald et al. [24] using Si on InP (100) heterojunctions. As in the work on Si
deposited on Ge (111) and GaAs (110), two deposition temperatures were used,
room temperature and 280 °C. The intensities of the In and P Auger lines were

Fig. 15.7 Valence-band
spectra for different
thicknesses of Si
(ML = monolayer) deposited
on cleaved Ge (111) at 300 °
C. Figure reprinted with
permissions from [20]
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tracked as a function of Si coverage; they were found to be linear with lower
coverages (i.e. laminar growth), but leveled off with higher coverages, indicating
the presence of In at the surface. The In 4d core level also showed additional
features indicating multiple binding sites. The 280 °C growth showed higher in
incorporation at the surface. This difference led to a subtle but significant difference
in the valence-band offset, which was measured to be 0.56 ± 0.1 eV for the room
temperature and 0.46 ± 0.1 eV for the 280 °C growth. These and above results for
Si/GaAs interfaces demonstrate the role of the heterojunction fabrication in the
ultimate band alignment.

Ultraviolet photoelectron spectroscopy is still frequently used for heterojunction
band alignment measurements. Two technologically relevant examples used the
method to determine the valence-band offsets at Si/SiO2/HfO2 heterostructures.
Hf-based high dielectric constant (high-κ) oxides have been in use in devices since
about 2007, and understanding the interface properties between Si and these oxides
is essential for optimizing device performance. Sayan et al. [25] used synchrotron
soft X-ray photoelectron spectroscopy to measure the valence-band offset of HfO2

deposited on SiO2/Si and SiOxNy/Si samples, finding an offset of −1.05 ± 0.1 eV
between HfO2 and SiO2. The conduction-band offset was suggested to be 1.25 eV,
but with a large uncertainty as the band gap of the HfO2 layer was not measured.

Fig. 15.8 Valence band of
different thicknesses of Si
(ML = monolayer) deposited
on cleaved GaAs (110).
Figure reprinted with
permissions from [23]
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A later paper combined photoemission, inverse photoelectron spectroscopy, and
first-principles calculations to measure the band offsets of similar structures [26].
Here the valence- and conduction-band offsets between Si and HfO2 were found to
be 3.61 and 1.97 eV, respectively. These large offset values confirm HfO2 can be
used as a high-κ oxide for Si technologies as such a large offset will inhibit current
leakage across the device.

15.2.3 Electrical Measurements: Internal Photoemission

As discussed in the previous section, heterojunction band alignment can be deter-
mined from measurements of valence-band shifts. However, the accuracy of these
measurements can be limited when valence-band offsets are small. For example, the
measurements by Katnani and Margaritondo [10] were only possible due to the large
band offset between the CdS and Si (Fig. 15.6). Additionally, these measurements
require in situ fabrication of the heterostructure, which may not accurately reflect
either the properties of heterostructures fabricated by industrial techniques or those
used in real devices. A further limitation of ultraviolet photoelectron
spectroscopy-based heterojunction band-alignment measurements is the challenge
introduced when similar materials are in the heterojunction, such as amorphous
silicon and crystalline silicon. These problems can be better addressed with electrical
measurements such as internal photoemission (IPE) spectroscopy. In IPE, a bias is
placed across the heterojunction, and one side is illuminated with monochromatic
photons. The photon energy is scanned; when it exceeds the barrier height, a pho-
tocurrent is induced. The measurement is repeated with various external biases, and
the barrier height is found by the extrapolation of the photocurrent threshold to zero
electric field [27]. Figure 15.9 shows a schematic of the IPE process.

Using IPE, Haase et al. [28] determined the conduction-band offset for
GaAs/GaInP to be 0.108 eV. This technique was later used by Afanas’ev et al. [29]

Fig. 15.9 Band diagram of a heterojunction showing the internal photoemission process. A bias,
Ea, is applied across the heterojunction, and carriers are photoexcited over the barrier. The
photocurrent threshold is measured, and the extrapolation of the threshold to zero electric field
yields the energy barrier. Figure adapted from [28]
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to measure the band offsets at HfO2/Si (100) interfaces with thin (<2 nm) Si3N4,
SiON, and SiO2 interlayers. These measurements found the valence-band offset to
be 3.1 ± 0.1 eV independent of the interlayer; a similar value was later found by
Sayan et al. [26] in ultraviolet photoelectron spectroscopy of HfO2/Si heterojunc-
tions with no interlayer. Later, Afanas’ev and Stesmans [30] used IPE to measure
the valence- and conduction-band offsets at HfO2/Ge interfaces to be 3.0 ± 0.1 and
2.0 ± 0.1 eV, respectively.

15.2.4 Kraut’s Method

While electronic measurements such as IPE can determine band offsets, they are not
sensitive to the chemical details of an interface that can be elucidated using pho-
toelectron spectroscopy. Photoelectron spectroscopy is therefore preferable when a
more detailed understanding of interface formation is necessary. A photoemission
method for heterojunction band alignment measurement that does not require in situ
deposition is attributed to Kraut et al. [18]. This method is predicated on the fact
that, for a given material, the energy difference between a core level and the
valence-band maximum is a physical quantity, in analogy to core-level binding
energies for noble gases that are referred to the vacuum level. Thus any shift in the
valence-band maximum will likewise shift the core levels equivalently. An example
band diagram is shown in Fig. 15.10. Three materials are indicated: semiconductors
“A” and “B,” and metal “M.”

It can be seen that if the energy difference between the core level, ECL, and the
valence band, EV, are measured, the band alignment can be determined according to
the following equations. For semiconductors:

DEV ¼ EA
CL � EA

V

� �� EB
CL � EB

V

� �� EA
CL � EB

CL

� �
; ð15:1Þ

Fig. 15.10 Example band
diagram. Figure adapted from
[18]
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and if the band gap, Eg, is known

DEC ¼ EA
g � EB

g þ DEV ; ð15:2Þ

for metals, the Schottky-barrier height, φB, is given by:

uB ¼ EB
CL � EB

V

� �� EM
CL � EF

� �� EB
CL � EM

CL

� �
: ð15:3Þ

Thus for band-alignment measurements, three photoemission measurements are
made: first the core-level energy relative to the valence-band maximum for the
reference materials identical to those in the heterostructure, then the core levels of
the two materials in the actual junction. Changes in these values determine the band
alignment.

An important aspect of Kraut’s method is the accurate determination of the
valence-band maximum in photoelectron spectroscopy. For a metal, the Fermi level
is simply the inflection point of the Fermi foot. For semiconductors, however, that
technically have zero density of states at the valence-band maximum, the situation
is more complex. Linear extrapolation of the band edge can be used (see e.g. [10,
23] and discussion above); however, this simplification can introduce a high level
of uncertainty into the band-edge determination. Kraut’s method determines the
valence-band maximum by fitting the valence-band spectrum with a theoretical
density of states convoluted with a broadening function to account for experimental
effects. It is important to note, however, that photoemission measures the sum of the
angle-resolved partial densities of states modulated by their relative photoionization
cross sections [31]:

I E; hmð Þ /
X
i;l

qi;l Eð Þri;l E; hmð Þ: ð4Þ

Here, E is the photoelectron binding energy, hν is the incident photon energy, ρi,
l(E) are the angular momentum l-resolved partial density of states for the “i” atom,
and σi,l(E,hν) are the photoionization cross sections. The importance of the proper
use of this equation for valence-band reconstruction has been demonstrated by
Woicik et al. [32] for rutile TiO2.

Figure 15.11 shows the valence-band reconstruction for diamond. The theoret-
ical partial density of states calculated using the local-density approximation of
density-functional theory shows that the valence-band maximum is comprised
primarily of C 2p and not 2s states; however, due to the extremely low photo-
electron cross section for C 2p states at this photon energy (2139 eV), the shape of
the experimental valence band is considerably different. After accounting for the
cross sections [33] and an experimental broadening of 0.3 eV, however, excellent
agreement is achieved between the theoretical and experimental valence-band
spectra, and the valence-band maximum can now be determined by fitting the
theory to the measured data, shown by the line in the Fig. 15.11. It is evident that a
simple linear extrapolation of the valence-band maximum to zero intensity would
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produce a valence-band maximum on the order of several eV lower than what is
found by fitting the reconstructed density of states because the 2s density of states
has so little intensity in this region. For additional accuracy, Kapilashrami et al. [34]
have shown that GW approximation theory can be used to more properly account
for the width of the valence band.

Kraut’s method has been used for heterojunction band-alignment measurements,
providing results of both industrial and fundamental importance. Waldrop et al. [36]
measured and compared literature values of the band alignment for a series of
heterojunctions, focusing specifically on the effect of crystallographic orientation,
growth sequence (i.e. semiconductor A on B vs. B on A), and transitivity (ΔEV

(A − B) = ΔEV (A − C) − ΔEV (B − C)). They found that the band alignment is not
always unique to the bulk properties of the materials, but that it may also depend on
the specific interface. Small shifts were observed when comparing Ge/GaAs
interfaces with different GaAs orientations; these differences were attributed to
different electrostatic dipoles at the interface due to the differing polarities of the
GaAs surfaces. Different valence-band offsets were also observed for GaAs/AlAs

Fig. 15.11 Determination of the valence-band maximum for single-crystal diamond.
Theoretically determined valence-band partial and total density of states are shown in (a).
A theoretical valence-band spectrum is constructed by first normalizing the partial density of states
to the photoelectron cross sections and then broadening the sum with a Guassian to account for
experimental resolution. The experimental valence band, collected at hν = 2139 eV, and the
theoretical reconstructed valence band are shown in (b). The valence-band maximum, determined
by fitting the data to theory (see text), is highlighted in the inset. Figure reprinted with permissions
from [35]
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versus AlAs/GaAs interfaces, as well as Ge/ZnSe versus ZnSe/Ge interfaces.
Transitivity, which is predicted by various theories, e.g. [2, 6, 12], was found for the
interface pairs ZnSe/GaAs and Ge/GaAs as well as GaAs/AlAs and Ge/GaAs, but it
did not hold for the interface pairs CuBr/GaAs and Ge/GaAs, ZnSe/GaAs and
Ge/GaAs, and AlAs/GaAs and Ge/GaAs.

One practical problem solved using Kraut’s method was the band alignment of
GaN, AlN, and InN heterojunctions. Group III–N materials have a multitude of
applications in optoelectronic materials, including blue light emitting diodes, and
understanding the band alignment between these materials is necessary for device
design. Using Kraut’s method, Martin et al. [37] measured the valence-band offset
at GaN/AlN interfaces and found a valence-band offset of 0.8 ± 0.3 eV. Later, the
same group measured InN/GaN, GaN/InN, GaN/AlN, AlN/GaN, InN/AlN, and
AlN/InN interfaces. Here they found strong asymmetry in the band discontinuities
based on the growth sequence, and they attributed their findings to strain-induced
piezoelectric effects.

15.3 Band-Alignment Measurements Using HAXPES

15.3.1 Band Alignment at Ge/High-κ Interfaces

In practice, Kraut’s method can and has been used in UPS, conventional lab-based
XPS, and HAXPES, but HAXPES offers several advantages over the other tech-
niques. First and foremost is the greater probing depth afforded due to the higher
kinetic energies of the emitted photoelectrons, which permits the analysis of core
levels in deeply buried interfaces in samples of technologically relevant film
thicknesses, i.e. real heterojunctions. Thicknesses in devices may range from 1 nm
for the thinnest oxides on Si to several tens of nm for metal contacts. The use of
higher photon energies thus allows the study of real devices fabricated by industrial
techniques.

The constant scaling of devices to decreased engineering dimensions raises the
issue of tunneling as a fundamental limit to performance. For example, it is well
known that tunneling through the gate oxide in SiO2/Si transistors leads to sig-
nificant energy loss due to leakage current and has necessitated the introduction of
new materials in such architectures. Thickness dependence in heterojunction band
alignment may also be an issue. As seen above in the IPE measurements of
Afanas’ev et al. [29] and photoemission measurements of Sayan et al. [26], the
presence of a thin (<2 nm) interlayer has no significant effect on the overall band
alignment between HfO2 and Si. This issue was raised more directly in the work of
Rumaiz et al. [38], who measured the band alignment of HfO2/Ge interfaces with
and without N2O-plasma passivation of the Ge substrate.

The two determining factors in heterojunction band alignment are generally con-
sidered to be the bulk electronic structure of the two materials (consider, for example,
the NVBO [15] and the Anderson model [2]), and interface charge/dipoles (e.g. the
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Tersoff model [12]). Ge treated with a N2O plasma prior to HfO2 deposition signifi-
cantly alters the interface charge density, as shown byC-Vmeasurements displayed in
Fig. 15.12. However, the overall band alignment determined from the energy dif-
ference between theGe 3d andHf 4f core levels across the interlayer (Fig. 15.13) is not
significantly affected, with valence-band offsets determined to be 3.3 ± 0.1 and
3.2 ± 0.1 eV for the treated and clean surfaces, respectively. Similar effects were seen
at interfaces of LaAlO3, LaScO3, and Sc2O3 on Si with and without a 1 nm SiO2

interlayer [39], as well as the interface between Au and a conductive polymer, poly
[2-methoxy-5-(2′-ethyl-hexyloxy)-1,4-phenylene vinylene (MEH-PPV), with and
without an interlayer of polar alkane-thiol monolayers [40]. These results can be
attributed to the tunneling of the density of states through the thin interlayer.

The dependence of the interlayer thickness and possible effects of tunneling on
band alignment was further probed using Ge/TiO2 interfaces with varying thick-
nesses of a HfO2 interlayer [41]. This is extremely important topic for establishing a
fundamental lower limit to device thicknesses for band engineering. The bulk of the
effort in the field of high-κ oxides on Ge has focused mainly on HfO2 and ZrO2, both
of which can be fabricated using atomic layer deposition. High quality films of these
materials with good interface properties have been successfully grown on pure and
modified Ge surfaces [42–44]; theory and photoelectron spectroscopy measurements
have shown favorable band offsets on Ge. However, HfO2 and ZrO2 both have
κ = 24; based on the current scaling trend, it is evident that an oxide with κ near 40
would be ideal. Among the common oxides, TiO2 is promising due to its high

Fig. 15.12 Capacitance-voltage measurements taken at 100 kHz for HfO2 on clean and
N-passivated Ge. Aluminum was used as the top electrode. Figure reprinted with permissions from
[38]
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dielectric constant [45] and easy fabrication via atomic layer deposition. However,
TiO2 is known to have a small (poor) conduction-band offset with Ge, rendering it
impractical as a gate oxide due to large leakage current. This problem has been
addressed by introducing a suitable interlayer with higher conduction-band offset to
introduce a potential step, and promising results using Al2O3 and HfO2 as the
interlayer have been published [46, 47]. The thickness of the interlayer depends on
the choice of material; for example, it was shown that for Al2O3, to generate
sub-nanometer effective oxide thickness with TiO2, the thickness of the interlayer
Al2O3 must be less than 0.8 nm [48].

TiO2/HfO2/Ge heterostructures were synthesized for HAXPES analysis using
plasma enhanced atomic layer deposition with commercially available precursors.
HAXPES Ge 3d, Ti 2p, and Hf 4f core levels recorded with photon energy
hν = 2139 eV are shown in Fig. 15.14. Analysis of the Ge 3d core level shows
decreasing elemental Ge and increasing GeOx with increasing interlayer thickness.
Interestingly, the Ti 2p and Hf 4f core levels show contrasting behavior. While the
Ti 2p shows negligible change in peak width for different interlayer thicknesses, the
Hf 4f shows a clear increase in the peak width with increasing interlayer thickness.
This is a strong indication of chemical intermixing at the HfO2/Ge interface. The Hf
4f core level can be modeled as a combination of a pure HfO2 component and a
Hf-germanate component.

The valence-band offset between HfO2 and TiO2 was determined using Kraut’s
method. Analyzing the GeOx/HfO2 interface is not straightforward, due to the
unknown chemical state of the GeOx−, and thus lack of relevant reference material.
Also, to add to the complexity, the oxidation state of the GeOx increases with the
interlayer thickness. However, HAXPES allows determination of the core-level
energy of the substrate Ge 3d, thereby producing the offsets between Ge and the

Fig. 15.13 HAXPES Ge 3d
and Hf 4f core levels for HfO2

collected at hν = 2139 eV for
HfO2 deposited on clean and
N-passivated Ge.
Figure reprinted with
permissions from [38]
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HfO2 interlayer; this is made feasible by the clear difference between the Ge
substrate and oxide components. The valence-band offset decreases from 0.42 eV
for the 3 nm interlayer thickness, to 0.22 eV for the smallest, 0.4 nm thickness. The
resulting Ge/TiO2 valence-band offset is shown in Fig. 15.15. The offset is seen to
increase with thicknesses less than 2 nm, but it saturates at about 3.1 eV for HfO2

thicknesses greater than 2 nm. These results demonstrate the dramatic role that

Fig. 15.14 Ti 2p, Hf 4f, and Ge 3d core levels in the structure TiO2/HfO2/Ge, with different
thicknesses of HfO2. The spectra were collected with photon energy hν = 2139 eV. The position of
the Ge 3d line was set to 0. Insets show the core-level full width at half-maximum (FWHM) as a
function of HfO2 interlayer thickness. Figure adapted from [41]

Fig. 15.15 Ge/TiO2

valence-band offsets with
different thicknesses of HfO2

interlayer. Figure adapted
from [41]
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interlayer thickness can play in overall band alignment and indicate that ∼1 nm may
be the fundamental thickness limit to significantly affect band alignment.

15.3.2 Schottky-Barrier Heights at Diamond/Metal
Interfaces

Another example of the use of HAXPES for heterojunction band-alignment mea-
surements is found in the work of Gaowei et al. [35] measuring the Schottky-barrier
heights of Ag and Pt contacts on diamond. Diamond is of interest for high-flux
beamline monitors [49], but for proper function, high-quality blocking contacts
must be employed. The study was performed to better understand the material and
thermal load dependence of the diamond/metal contact.

5 and 10 nm Pt and 5 nm Ag films were sputter deposited on O-terminated
diamond shards. The 5 nm Pt film was subsequently flash annealed to 600 °C. After
annealing, the samples showed regions of high photo-conductivity, suggesting
reduced barrier height between the diamond and the electrode. The effect of
annealing on the Schottky-barrier height was determined by HAXPES. Due to the
high density of Pt, hard X-rays are necessary to probe beneath films even as thin as
5 nm. For an Al Kα source (hν = 1486.6 eV), the inelastic mean free path (IMFP)
for a C 1s photoelectron in Pt is only 1.4 nm, as calculated by the NIST IMFP
database [50].

HAXPES valence band and C 1s, Ag 3d5/2, and Pt 4f7/2 core levels were col-
lected for clean diamond, Ag, and Pt films. Data were collected with photon energy
hν = 2139 eV. Determination of the diamond valence-band maximum was shown in
Fig. 15.11 and discussed above. Using Kraut’s method, the Schottky-barrier heights
were found to be 2.3 eV for both the 5 and 10 nm unannealed Pt films on diamond,
2.1 eV for the annealed Pt film, and finally 1.87 eV for the Ag film. These values
agree with the observed trends in the blocking nature of the contacts.

15.3.3 Band Bending in Metal-Oxide-Semiconductor
Systems

HAXPES may also be used to measure band bending and Fermi-level pinning in
metal-oxide-semiconductor systems. An examples of these measurements were
published by Walsh et al. [51, 52] for Ni and Al on SiO2/Si (100), and Al2O3 on
GaAs (100). HAXPES provides a more direct route for the measurement of band
bending as compared to capacitance-voltage measurements, which can be advan-
tageous for systems with high density of interface states (Dit), such as GaAs.

In this work, band shifting was accomplished by the deposition of a high
work-function metal, Ni, to act as a positive bias, and a low work-function metal,
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Al, to act as a negative bias. A photon energy hν = 4150 eV provided an analysis
depth of approximately 23 nm. Binding energies were referenced to the Fermi level
of a gold foil measured immediately before and after the measurements for each
sample.

For Si/SiO2/metal systems, the application of the high/low work-function metals
resulted in the downward/upward shifts of the Si 1s core level compared to the
uncapped Si/SiO2 interface, as shown in Fig. 15.16. The direction of these shifts is
consistent with the expected changes in band bending from the applied metal
contact; that is, the high work-function metal will act like a positive bias, shifting
bands downward, while the low work-function metal will act like a negative bias
and shift the bands upward. The magnitude of the shifts, however, were found to be
less than expected, evidencing partial Fermi-level pinning due to the untreated
Si/SiO2 interface.

HAXPES was also used to measure band bending in the Si substrate. The
location of the Si valence-band maximum below the Fermi level can be measured
directly with careful calibration of the spectrometer work function. The
valence-band maximum was found to be 0.95 eV for the n-type Si and 0.66 eV for
the p-type relative to the calibrated Fermi level. The valence-band maximum was
found to shift to 1.03 and 0.73 eV with Al and Ni electrodes, respectively on n-type
Si and 0.8 and 0.45 eV for Al and Ni electrodes, respectively on p-type Si as
determined from shifts in the Si 1s core level. These values were found in good
agreement with electrical measurements.

The authors extended this work to GaAs/Al2O3 films, for which capacitance-
voltage characteristics are more difficult to interpret due to the high Dit typically
present [52]. The HAXPES measurement of the band bending is shown in
Fig. 15.17. Much smaller band bending is observed in the GaAs compared with the
Si. A total valence-band maximum shift of only 0.11 eV is observed between the Ni
and Al capped n-type GaAs, and a shift of 0.15 is observed for the p-type GaAs.

Fig. 15.16 Si 1s core levels
measured with photon energy
hν = 4150 eV, showing shifts
and potential changes with
metal deposition. Binding
energies are referenced to the
Fermi level. Measurements
were made for n-type (a) and
p-type (b) Si. Figure reprinted
with permissions from [51]
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These results suggest that the Fermi level is pinned between 0.8 and 1.11 eV above
the valence-band maximum for Al2O3 on n-type GaAs, and between 0.4 and
0.75 eV above the valence-band maximum for Al2O3 on p-type GaAs.

15.3.4 Band Alignment in Ferroelectric Tunnel Junctions

Ferroelectric materials exhibit a spontaneous, switchable electric polarization that
can be used for various device structures. The ability to scale down the ferroelectric
while maintaining switchable polarization has opened the door to ferroelectric
tunnel junctions [53–55]. Here, an ultra-thin ferroelectric film is used as a tunnel
barrier between two metal electrodes and the polarization reversal is used to
block/allow electron transport between them. Zenkevich et al. [56] made
band-alignment measurements of ferroelectric BaTiO3 (BTO) films sandwiched
between Pt and Cr electrodes.

Measurements were performed using photon energy hν = 6 keV. BTO on Pt
heterojunctions were investigated both with and without a Cr top electrode, so that
both BTO/Pt and Cr/BTO interfaces could be probed. Band-alignment measure-
ments were made using the Pt 4f7/2, Cr 2p3/2, and Ti 2p3/2 core levels. HAXPES
measurements were made only on the heterostructures with spontaneous polariza-
tion towards the Pt electrode. Band offsets of 1.42 and 1.34 eV were found at the
BTO/Pt and Cr/BTO interfaces, respectively. Using electrical measurements, the

Fig. 15.17 As 2p3/2 core level measured with photon energy hν = 4150 eV, showing band
bending with high and low work-function metal deposition. Measurements were made for n-type
(a) and p-type (b) GaAs. Figure reprinted with permissions from [52]
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offsets for the opposite polarization (towards the Cr electrode) were found to be
1.84 and 1.31 eV for the BTO/Pt and Cr/BTO interfaces, respectively. Results are
summarized in Fig. 15.18.

Similar measurements were made using tender XPS (hν = 1100 eV) by Rault et al.
[57], but with in situ biasing so that both polarizations could be probed by photo-
emission. Here a Nb-doped SrTiO3 (NSTO) electrode was used in place of Cr.
Band-alignment measurements were made at the top (Pt) electrode using the Pt 4f7/2,
Ba 3d5/2 and Ti 2p3/2 core levels. Band offsets at the bottom (NSTO) were determined
by electrical characterization. When polarization was towards the Pt electrode, band
offsets of 0.4 and 0.45 eV were found at the Pt/BTO and BTO/NSTO interfaces,
respectively, but in the reverse polarization, the offsets were 0.85 and 0.0 eV. These
results and those of Zenkevich et al. [56] are important in verifying theoretical models
describing the interfacial electronic structure at metal/ferroelectric interfaces.

15.3.5 Band Alignment in Photovoltaic Devices

In a photovoltaic device, photons are absorbed in a semiconductor, exciting a
valence electron into the conduction band. Efficient electron and hole transport to
low and high work-function electrodes is essential to produce current and avoid
recombination. Consequently, band alignment is critical in the design of photo-
voltaic devices. In Si-based photovoltaics, charge separation can be assured using an
n-type to p-type doping profile through the Si layer, but the same effect can be
achieved using a uniformly-doped active layer and electrodes with proper band
alignment. Ideally, the low work-function electrode would have a Fermi level close
to the conduction-band minimum of the active layer for electron collection, while the
Fermi level of the high work-function electrode would be close to the valence-band
maximum of the active layer. Degenerately-doped semiconductors may also be used
as electrodes, in which case the valence-band offset on the electron collection side
must be large enough to block hole transport, while the conduction-band offset on
the high work-function hole collection electrode should be large enough to block
electron transport.

Fig. 15.18 Band offsets for Cr/BTO/Pt ferroelectric tunnel junctions with polarization towards the
Pt (solid lines) or Cr (dashed lines) electrodes. Figure reprinted with permissions from [56]
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Recently, Kapilashrami et al. [34] used a combined HAXPES/X-ray absorption
spectroscopy/first principles analysis to measure the band alignment at the interface
between Cu0.78(In0.32,Ga0.68)Se2 (CIGS) and B-doped diamond films. CIGS is a
commonly used photovoltaic absorber layer, with a band gap that can be tuned to
the optimal range for the solar spectrum. Highly B-doped diamond was chosen as it
is transparent to solar radiation. Figure 15.19 shows the resulting band alignment.
Valence-band offsets were determined using Kraut’s method, with the valence-band
maximum fit from a GW calculated density of states, while band gaps were
determined from the X-ray absorption measurements. A very slight valence-band
offset and a large conduction-band offset is observed between the diamond and the
CIGS films, which demonstrates the applicability of the B-doped diamond as an
electrode for CIGS-based photovoltaics.

15.4 Summary and Outlook

This chapter has provided a brief overview of the various theoretical and experi-
mental approaches to understanding heterojunction band alignment. While direct
valence-band measurements of in situ-fabricated heterojunctions has been effective
for some systems, the use of core-level shifts to determine band alignment has
proven to be more applicable for measuring the band offsets and electronic structure

Fig. 15.19 Band alignment
between Cu0.78(In0.32,Ga0.68)
Se2 and B-doped diamond,
measured by HAXPES and
X-ray absorption
spectroscopy. Figure reprinted
with permissions from [34]
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of “real-world” samples, as the measurement allows the heterojunctions to be
fabricated ex situ using industrial techniques.

Band-alignment measurements using HAXPES provide the benefit of greater
analysis depth and reduced surface sensitivity compared to low-energy methods,
allowing for measurements of films over a wide range of thicknesses. This has
become especially important as the dimensions of many layers in modern electronic
devices coincide with the analysis depth of HAXPES measurements. With the
increasing use and availability of HAXPES facilities at synchrotrons around the
world, as well as the development of lab-based hard X-ray sources, further
advances will be made in the understanding of semiconductor heterojunctions.
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Chapter 16
HAXPES Studies of Advanced
Semiconductors

Patrick S. Lysaght and Joseph C. Woicik

Abstract During the past decade, the semiconductor industry has experienced an
unprecedented paradigm shift toward focused materials screening in order to keep
pace with the rapid rate of device scaling dictated by Moore’s Law. In addition, new
device architectures have evolved that place greater demands on physical charac-
terization techniques to interrogate subtle materials intermixing at buried interfaces.
In this chapter, we demonstrate the general utility of HAXPES to probe sample
materials representative of advanced semiconductor devices, thereby elucidating
specific bonding configurations that limit electrical performance. HAXPES pro-
vides several distinct advantages for the analysis of advanced semiconductor
devices; notably, the ability to probe structures of technologically relevant thick-
nesses and to tune the photoelectron depth sensitivity to measure changes with
depth. Studies presented here include the influence of anneal temperature on
transistor high-k gate dielectric layers deposited on both Si and high mobility SiGe
and InGaAs substrates, substrate passivation processes, novel low resistivity metal
contact formation, and the oxygen redistribution phenomenon associated with
advanced memory structures. As materials and devices continue to evolve, it is
clear that HAXPES will play a significant role in the successful integration of
advanced devices into high volume manufacturing.
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16.1 High-K Gate Dielectrics

The grand challenge associated with the scaling of complementary metal oxide
semiconductor (CMOS) devices beginning at the end of the 20th century was to
develop a thin transistor gate insulator layer with a dielectric constant, k, higher (in
the 10–25 range) than that of conventional silicon dioxide SiO2 (k = 3.9) and with an
equivalent oxide thickness (EOT) less than that of SiO2 (1.0 nm) [1–4].
Compositional variations of the candidate material, metal-organic chemical vapor
deposited (MOCVD) hafnium silicate (HfO2)x + (SiO2)1−x, have been evaluated by
several techniques including high-resolution transmission electron microscopy
(HRTEM), high angle annular dark field scanning transmission electron microscopy
(HAADF-STEM), X-ray photoelectron spectroscopy (XPS), and secondary ion
mass spectrometry (SIMS) in an effort to identify the chemical interactions at the
high-k/Si substrate interface that must be controlled in order to achieve electrical
performance requirements. Evaluation of the thermal stability of candidate high-
kmaterials at that time involved a source/drain thermal activation process of 1000 °C
for 10 s in a N2 atmosphere. This requirement is above the crystallization temper-
ature of binary oxide HfO2, and it changes the material microstructure; i.e., phase
segregation and crystallization occur, as is evident by HAXPES analysis of the O
1s binding energy shifts in Hf silicate relative to reference HfO2 and SiO2 samples as
functions of composition and thermal processing [5–9].

By alloying HfO2 with SiO2 to form Hf silicate, (HfO2)x + (SiO2)1−x, the onset
temperature of crystallization may be significantly increased to values that scale
inversely with the HfO2:SiO2 ratio. A previously reported set of Hf silicate films
(4.0 nm physical thickness) consisting of 60 mol.% HfO2 and 40 mol.% SiO2,
annealed over a range of 800–1000 °C, revealed the onset of crystallization tem-
perature to be 1000 °C by glancing-incidence X-ray diffraction (GI-XRD) mea-
surements [7]. However, plan-view images of this sample set produced by HRTEM
clearly illustrate evidence of crystallite formation at 800 °C. By comparison,
(non-alloyed) HfO2 films have been reported as polycrystalline (by XRD) following
deposition at temperatures as low as 300 °C [8]. It is expected that Hf-silicate films
transform to a phase separated microstructure upon cool down from rapid-thermal
anneal (RTA) processing whereby the phase separation can take place in a manner
that is large in degree and small in spatial extent as with the relatively large
polycrystalline grains (*10 nm) illustrated in Fig. 16.1a. These grains result from
nucleation and growth; they are small in degree and large in spatial extent [10]. The
former material consists of a crystalline HfO2-rich phase embedded in an amor-
phous silica-rich matrix. The latter mechanism corresponds to spinodal decompo-
sition that is evident in the more dilute Hf silicate sample of Fig. 16.1c. Depending
on composition and temperature, films in the amorphous phase will spontaneously
phase separate and crystallize if they lie within the metastable spinodal or nucleate
HfO2 crystallites out of the amorphous phase [11].

The observed microstructures have been explained with a liquid miscibility gap
in the ZrO2–SiO2 system shown in Fig. 16.2 [12, 13]. This region of liquid
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immiscibility in the ZrO2–SiO2 system is assumed highly relevant to HfO2–SiO2

film systems and can extend as a metastable miscibility gap to lower temperatures
and cause an amorphous film to lower its Gibbs free energy by separating into two
phases with compositions defined by the extension of the metastable liquidus lines

HfO2:SiO2 (40:60)HfO2:SiO2 (60:40)HfO2:SiO2 (80:20)

(a) (b) (c)Nucleation & growth Spinodal decomposition

Fig. 16.1 Plan-view HRTEM images indicating Hf silicate compositional correlation of
polycrystalline microstructure differences following RTA processing at 1000 °C for 10 s in N2.
a Nucleation and growth of crystals for 80 mol.% HfO2, b 60 mol.% HfO2 and c spinodal
decomposition of 40 mol.% HfO2 which results in crystals of smaller average grain size

Fig. 16.2 Qualitative metastable phase diagram of the ZrO2–SiO2 system. Shown are the
extensions of the liquid miscibility gap and spinodal (dashed), the glass transition temperature
(dotted line), and T0 curves (dash-dotted line). The metastable extensions of the liquidus lines
become unstable in the spinodal and are not shown. Some of the stable phase fields were also
excluded for clarity
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[11, 14]. In addition, kinetic suppression of the crystalline silicate (HfSiO4) has also
been suggested for the short times associated with typical source/drain anneal
processing as the formation of polycrystalline HfO2 is thermodynamically preferred
over formation of the complex Hf silicate structure [11, 12].

16.1.1 HAXPES Analysis of Hf Silicate

In order to obtain information pertaining to film partitioning and segregating into
polycrystalline HfO2 and SiO2 and whether or not silicate remains in the film
(perhaps at grain boundary regions), the XPS binding energy (BE) shifts of different
films as a function of material composition and anneal temperature with minimal
influence from interfacial roughness were studied.

The XPS binding energies have been referenced to the C 1s peak for adventitious
carbon, (284.84 eV). Figure 16.3a shows the Hf 4f spectra from the binary metal
oxide HfO2 standard showing the Hf 4f7/2 and 4f5/2 at 18.54 and 16.88 eV,
respectively. These values agree with previous reports for HfO2 [9, 15–18]. The
energy difference between these two peaks is *1.7 eV. The Hf 4f BE is greater for
the silicate than HfO2 due to the higher electronegativity of the second
nearest-neighbor silicon (Hf–O–Si bond) relative to hafnium (Hf–O–Hf bond) in
the two materials [15]. Shifts in the BE of the Si 2p also reflect the effect of the
second-nearest neighbor but the Si4+ 2p and the O 1s peaks are more difficult to
interpret, as shown in Fig. 16.3b. Both spectra may illustrate evidence of Hf silicate

4f7/2 = 16.88 eV
4f5/2 = 18.54 eV

No evidence of 
silicate formation 
or Hf-Si bonding

HfO2

SiO2
532.4 eV

HfO2
530.2 eV

silicate

O 1s peaks
suggest 
silicate 
not seen in 
Hf 4f

(a) (b)

(a) (b)

Fig. 16.3 XPS spectra for the HfO2 reference annealed at 1000 °C for 10 s a Hf 4f7/2 at 18.54 eV
and 4f5/2 at 16.88 eV and b the O 1s peak position at 530.2 eV with a dashed reference line at
532.4 eV for comparison to the O 1s peak identifying the Hf silicate (or sub-stoichiometric oxide)
range
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by shifts to lower BE relative to the reference SiO2; however, this BE shift remains
indistinguishable from sub-stoichiometric oxide (SiO<2) and, therefore, inconclu-
sive as evidence for Hf silicate. The apparent “silicate” peaks are not expected in
the HfO2 standard and may indicate silicate formation in the interface between the
Si substrate and its unintentional oxide. This point is critical as there was much
debate in the literature regarding indistinguishable substoichiometric SiOx and real
Hf-silicate formation due to mixing of the HfO2 with SiOx. It is also clarified in
discussions pertaining to Fig. 16.12, etc.

The chemical shift of the metal core level (Hf 4f) and Si 2p level with respect to
the BE of the pure metal and Si oxides, respectively, vary as a function of the metal
fraction in the silicate [15]. The Hf 4f spectra in Fig. 16.4 corresponds to 40 mol.%
HfO2 silicate. The BE peaks of Fig. 16.4a (560 °C/120 min anneal) are shifted higher
relative to the Hf 4f spectra corresponding to HfO2 (Fig. 16.3). By contrast,
Fig. 16.4b illustrates the Hf 4f spectra of 40 mol.% HfO2 silicate annealed at 1000 °C
for 10 s where both XRD and plan-view HRTEM indicate evidence of polycrys-
talline HfO2. The two-peak simulation utilized to produce an accurate fit of the data
consists of a pair of Hf 4f doublets; (1) one corresponding to the BE of the 560 °C
sample (Fig. 16.3a) and (2) the other corresponding to the binary metal oxide sug-
gesting the material has phase segregated into HfO2 and Hf silicate (Fig. 16.4b).

A comparison between the O 1s core level for the 40 and 60 % SiO2 Hf silicate
films of Fig. 16.5 illustrates the matched ratio of 60:40 for both the Hf-rich and the
Si-rich compositions and the peak intensity ratios observed in Fig. 16.5a, b agree
with the expected energy response.

Hf 4f

15161718192021
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Hf4f/Area3: HfO2(40)-SiO2(60), 1000C/10s

HfO2

560ºC/120 min 1000ºC/10sX 104

(HfO2)0.4 (SiO2)0.6

(a) (b)

Fig. 16.4 XPS spectra of two 40 mol.% HfO2 (60 mol.% SiO2) film samples a annealed for
120 min at 560 °C and b annealed to 1000 °C for 10 s. The simulated Hf 4f spectra common to
both samples (4f7/2–17.4 eV, 4f5/2–19.1 eV) is indicative of the silicate composition
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16.1.2 XANES Analysis of Hf Silicate

X-ray absorption near-edge fine-structure (XANES) analysis of the oxygen K-edge
in combination with HRTEM has been used to further investigate phase separation
of Hf-silicate thin films subjected to high-temperature annealing. Of particular
interest was the relationship between phase separation and the unoccupied states,
using HRTEM and XANES analysis. XANES is a sensitive tool to probe unoc-
cupied states, complementary to the occupied state analysis of XPS, and it can be
used to detect bonding changes as might be associated with phase separation. The
lowest unoccupied states determine the conduction band offsets with silicon and the
barrier heights for electrons, an important criterion for the suitability of the material
as a gate dielectric [19].

The O K-edge of transition metal (TM) oxides and silicates show two sharp
features near threshold due to hybridization with the TM nd states (the s → d tran-
sition is forbidden by the dipole selection rule) [20]. This double-peak structure is
attributed to the crystal field splitting of the TM d-orbitals in non-spherical coor-
dination with the ligand. XANES and electron energy loss near edge-fine structure
(ELNES) data of the cubic, tetragonal, and monoclinic modifications of crystalline
ZrO2 [21], ZrSiO4 [22, 23], and HfO2 [24, 25], and of amorphous as well as
crystalline SiO2 [26, 27] have been reported. Peaks at higher energy in the O K-
edge spectra of ZrO2 and HfO2 are due to excitations into bands formed by TM
s and p states hybridized with the oxygen 2p level. In ZrSiO4, additional peaks at
higher energies are due to states from silicon, in particular, 3s3p3d orbitals
hybridized with oxygen 2p. In SiO2, the main features are due to transitions into
oxygen 2p states hybridized with Si 3s, 3p, and 3d states.

O 1s

40: 60

HfO2SiO2SiO2 HfO2

(a) (b)

Fig. 16.5 O 1s spectra of two Hf silicate films following 1000 °C at 10 s RTA a 60 mol.% HfO2

(40 mol.% SiO2) indicating greater intensity toward the HfO2 reference BE and b 40 mol.% HfO2

(60 mol.% SiO2) indicating greater intensity toward the SiO2 reference BE
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Figure 16.6 compares O K-edge XANES obtained from films with 80 mol.%
HfO2 and 40 mol.% HfO2 after annealing at 1000 °C for 10 s in flowing nitrogen to
an amorphous SiO2 film. The near-edge fine structures of the oxygen K-edges of the
two Hf-silicate films are similar, yet the relative intensities of peaks p1 and p2 are
different.

The oxygen K-edge fine-structure can, in a first approximation to the segregated
microstructure, be interpreted simply as the addition of spectra from amorphous
silica and pure crystalline hafnia. Increasing amounts of silica in the samples result
in an increase of bulk silica-like features in the oxygen K-edge. Peak p1, at
approximately 533.5 eV, reflects transitions into the lowest O 2p-Hf d hybridized
band. The energy position of the second d-state feature of HfO2, at about 537.2–
537.5 eV [24, 25, 28], also corresponds to the energy position of the main peak in
amorphous SiO2 (Si 3s3p states) [26, 28]. Peak p2 therefore represents an overlap of
the second d-state peak from HfO2 with the main peak of silica. This interpretation
is supported by the increased intensity ratio of p2 to p1 in the film with x = 0.4.
The O K-edge XANES of crystalline HfO2 shows peaks at*541 eV and *544 eV
[24], due to Hf s and p states hybridized with O 2p, at the energies of p3 and p4 in
the film spectra. The origin of peak p5 could not be identified unambiguously. In
both samples, the peak positions are nearly identical. The widths of the Gaussian fit
curves of p3 and p4 are somewhat narrower in the film with x = 0.4. Crystalline
zircon shows four distinct features in the region after the first two peaks, which
should also be observed for the isostructural hafnia. The phase separated films show
only three peaks in this energy region.

The absence of silicate-type bonding becomes apparent by adding together the O
K-edge spectra of an amorphous silica film with that of the x = 0.8 sample which
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Fig. 16.6 Oxygen K-edge XANES of a the film with 80 mol.% HfO2 (open circles) and the film
with 40 mol.% HfO2 after rapid thermal annealing at 1000 °C for 10 s (filled diamonds), and b an
amorphous SiO2 thermal oxide film on Si. No absolute energy calibration was performed. The
spectra were shifted so that the peaks coincided with literature values

16 HAXPES Studies of Advanced Semiconductors 413



reproduces the O K-edge of the sample with x = 0.4 (Fig. 16.7). The additional SiO2

in the sample with x = 0.4 therefore has mostly bulk silica electronic structure and
bonding. Even for an abrupt interface, this result is somewhat surprising, given the
small length scale of the microstructure of this sample (*5 nm), in which a sig-
nificant fraction of the microstructure is composed of interfacial silica and hafnia
that might not have the bulk electronic structure [28, 29].

Considering the conduction band offset with silicon, the XANES spectra show
that, due to the phase separation, the lowest unoccupied states of the alloyed film
correspond to those of the d-states of pure HfO2; i.e., the edge onset in both films
occurs at the same energy. Therefore, in terms of increasing the conduction band
offsets with Si, and given the typical device annealing temperatures above the onset
of phase separation, the HfO2–SiO2 films have no advantage over the binary oxides.

16.2 Nitridation of HfO2

Due to chemical phase separation and crystallization of the HfO2, it is clear that there
is no electrical performance advantage of Hf-silicate over HfO2. Therefore, per-
formance advantages associated with nitrogen incorporation into HfO2 have been
evaluated since N reduces the diffusion rate of boron (as well as all other elements).
N incorporation also elevates the crystallization temperature since crystallization is a
diffusion-limited phase transition where the rate depends on the Gibbs free-energy
difference of the phases and the diffusion rate of the species involved.

The samples have been prepared to enable direct comparison of the influence of
the Si 〈100〉 substrate starting conditions on subsequent NH3 nitridation. Si treat-
ment consisted of an in situ steam generated (ISSG) 2 nm thick thermal SiO2

reference (sample A) and H-terminated substrates (samples B and C) exposed to an
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Fig. 16.7 Sum of the oxygen
K-edges of the sample with
x = 0.8 and SiO2 (solid line)
and comparison with the
spectrum of the sample with
x = 0.4 (diamonds)
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NH3 chemical anneal process. Sample A did not receive NH3 chemical treatment
prior to HfO2 deposition while samples B and C were exposed to NH3 directly on
the H-terminated Si substrate. These chemical treatments were followed by
atomic-layer deposition (ALD) of HfO2 (3 nm thick) and characterized as-deposited
and with an NH3 post deposition anneal (PDA) process, as per the process splits
indicated in Table 16.1. Sample B maintained the HfO2 film as-deposited, without
the NH3 PDA.

The N dose difference between sample B and C shows the N incorporation
efficiency of the NH3 PDA process with the final N dose ranging from approximately
7.6–20 at.%. STEM, EELS and Energy Dispersive X-ray Spectroscopy (EDXS)
were used to further study the samples. The EDXS element profiles are plotted in the
lower portion of Fig. 16.8. They were acquired along a straight line from the Si
substrate, through the interface layer (IL), and then through the uncapped HfO2 layer
of the stack. The physical separation and slope of the Hf and O signals within the IL
region are consistent with previous reports that claim Hf is not present in measurable
quantities in the IL near the Si substrate. The influence of the starting Si substrate
chemical treatment is clearly illustrated by the position and relative intensity of the N
profile of each sample. The HF-last (H-terminated) substrate condition of sample B
and C results in (substrate) Si–N bond formation which does not occur for sample A
where the Si–N bonding is due to SiOxNy formation of the oxidized substrate.
Sample A represents a reference film system in that the 3 nm HfO2 was deposited on

Table 16.1 Sample set indicating NH3 exposure both pre and post HfO2 deposition and the
resultant N dose measured by nuclear reaction analysis using 14N(d,α)12C

Sample Interface Pre-treatment HfO2 (nm) Post-anneal [N] 1E15/cm−2

A 2 nm SiO2 None 3 NH3 PDA 3.566

B HF-Last NH3-Pre-DA 3 None 2.137

C HF-Last NH3-Pre-DA 3 NH3 PDA 5.907

Fig. 16.8 HAADF-STEM Z-contrast images and corresponding EELS chemical scan element
profiles illustrating the position and relative abundance of N incorporation as a function of NH3

processing and starting substrate condition for samples A, B and C as specified in Table 16.1
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a standard ISSG SiO2 followed by the NH3 PDA process. Beginning in the Si
substrate and following the EELS profiles outward across the film system in cross
section reveals an oxidized substrate which evolves into a SiOxNy IL between Si and
HfO2.

The Si 2p spectra shown in Fig. 16.9 provide additional information regarding
the significant difference in Si coordination in the bottom IL. As shown in the EELS
spectra of Fig. 16.8, nitrogen is detected with a peak profile in the bottom interface
of sample A due to the NH3 PDA process. This apparent SiOxNy IL between Si and
HfO2 appears much like thermal SiO2 from the perspective of Si coordination and
the evidence of the strong Si4+ peak associated with sample A in Fig. 16.9. By
comparison, the hydrogen terminated (HF-last) Si substrate (sample C) which was
exposed to NH3 processing both pre and post HfO2 deposition, clearly does not
exhibit much of a Si4+ peak and therefore does not consist of significant amounts of
stoichiometric SiO2. Films exposed to a PDA process consisting of NH3 exhibit a
significant amount of N in the bulk film, which has been quantified by nuclear
reaction analysis (NRA) and corroborated by the identification of Hf–N and Si–N
bonding in XPS spectra.

By comparing films exposed to the NH3 PDA process with otherwise identical
films exposed to an N2 PDA (which does not incorporate an appreciable amount of
N into the bulk high-k film), for the same time and temperature, the effect of N
incorporation has been decoupled from that of the thermal cycle alone. It is
important to note that N incorporation resulting from NH3 dissociation at the PDA
temperature likely consists of NH2

− and a proton H+. Further dissociation of the

Fig. 16.9 Si 2p core-level
spectra indicating the starting
Si substrate process of HF-last
results in H-terminated Si
which restricts Si from
achieving four coordination
(Si4+) with O (sample C). The
reference thermal oxide
(sample A) exhibits a
significant Si4+ peak although
N is detected in its bottom
interface resulting from NH3

PDA

416 P.S. Lysaght and J.C. Woicik



NH2 molecule may lead to the formation of NH species where NH0 is stable while
NH− is unstable, suggesting the likely final products of the NH3 PDA process are
NH2

−, NH0 and H+, H− [30]. Nitrogen may exchange for O via displacement of
lattice oxygen ions in the grain structures of HfO2 films and/or incorporate in lattice
interstitials as excess N. In contrast to the N2 molecule, the atomic N interstitial has
no affinity for a second electron and is also stable as a positive ion. Additionally,
grains consisting of Hf–N bonds are not consistent with metal bonds but behave
much like the dielectric Hf3N4, since the permittivity of these films remains high,
although shorter Hf–N bond lengths will contribute local strain in tetragonal and
monoclinic HfO2 [30].

Electrical properties of the dielectric films and interfaces have been characterized
by metal-oxide semiconductor field-effect transistor (MOSFET) measurements.
Transistors were fabricated using 3 nm HfO2 gate dielectrics with 10 nm
TiN/poly-Si gate electrodes formed by chemical vapor deposition (CVD) of tetrakis
(diethylamido)titanium (TDEAT) with NH3 followed by 180 nm of phosphorus
doped poly-Si. The relationship between gate current density Jg at Vfb−1 (where Vfb

is the flatband voltage) and EOT for the gate dielectric stacks with several types of
bottom interfacial oxides, with and without NH3 treatment, is shown in Fig. 16.10a.
For each bottom interfacial oxide studied, incorporating NH3 resulted in slightly
lower EOT relative to the same interfacial oxide without NH3. This finding is
consistent with the higher permittivity reported for silicon oxynitride relative to
SiO2 [31]. The influence of the NH3 treatment on Jg is more difficult to isolate since

Fig. 16.10 Plot of a gate
leakage current Jg versus
EOT and b high field mobility
vs EOT for transistors with
3 nm HfO2 and several types
of bottom interfacial oxides
compared with and without
NH3 treatment
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leakage current is a strong function of EOT. Figure 16.10b shows the plot of EOT
versus effective high field electron mobility at 1 MV/cm. Formation of a
high-quality thermal SiO2 interface between the Si substrate and high-k dielectric
enhances electrical performance and more specifically electron mobility [32]. There
have been numerous reports that identify various specific components of mobility
degradation with HfO2, including phonon scattering [33], Coulomb scattering [34],
transient charge trapping [35], and surface roughness [36, 37]. Coulomb scattering
has been shown to dominate low field mobility, while phonon scattering and surface
roughness dominate mid- and high-field nobilities, respectively [38]. Kirsch et al.
investigated improvements in peak- and high-field electron mobility corresponding
to physical scaling of the HfO2 layer and attributed the results to reduced charge
trapping and Coulomb scattering in the thinner films [39]. The general trend of
mobility degradation with aggressive scaling of the bottom interface thickness is
observed in Fig. 16.10b, which compares an HF-last chemically treated Si substrate
with a 1.1 nm thick ISSG SiO2 interface with and without NH3 treatment. The
mobility degradation associated with the NH3 treated interfacial oxide may corre-
spond to a combination of nonstoichiometric SiO2 and the remote Coulomb scat-
tering (RCS) contribution from the HfO2 film in closer proximity to the substrate.

The Hf 4f core-level spectra of samples A, B and C are shown in Fig. 16.11.
They clearly demonstrate the influence of the NH3 PDA on the local coordination of
the Hf atoms in these thin HfO2 films. The well resolved transition metal core-level
doublet (Hf 4f7/2 and Hf 4f5/2) of sample B corresponds to as-deposited HfO2 while
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Fig. 16.11 Hf 4f core-level spectra of samples A, B and C. Samples A and C have been exposed
to NH3 PDA which introduces Hf-N bonding and accounts for the peak broadening. Sample A has
a 2 nm SiO2 bottom interface while samples B and C where both processed on HF-last substrates
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the relatively poorly resolved doublet of samples A and C result from the exposure
to the NH3 PDA process. Core-level fitting for samples A and C using the lineshape
of sample B reveals the contribution of Hf–N bonding (lower binding-energy shift)
to the spectra. Although sample A reveals a significant degree of crystallinity by
HRTEM, Hf–N bonds broaden the line to lower binding energy following exposure
to NH3 relative to the as-deposited 3 nm HfO2 sample B. Similarly, sample C
exhibits additional peak broadening due to increased Hf–N bond formation from an
additional NH3 process (pre-deposition of HfO2).

The Hf 4f spectra shown for samples B and C in Fig. 16.12 include two ori-
entations of the sample relative to the incident-photon beam and electron analyzer
and hence different photo-electron path lengths. Although there is a difference
between the Hf 4f lineshapes obtained in the more surface sensitive (80°-incidence)
and interface-sensitive (glancing-incidence) spectra, the apparent absence of a
binding energy shift between the two indicates that no Hf silicate is formed.

Fig. 16.12 Hf 4f core-level
spectra recorded at glancing
and near-normal incidence for
samples B and C that
emphasize the interface and
surface regions of the HfO2

layer, respectively. The result
is consistent with HfO2 and
not Hf silicate formation at
the interface with SiO2
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The substitution of N for O in the unit cell leads to a hole in the valence band (p-
type material) and also favors the formation of anion vacancies. This process can be
represented as a formal reaction between oxygen in the HfO2 unit cell (O0) and
interstitial nitrogen leading to the substitution of nitrogen for oxygen at an anion
site (N0), vacancy formation (V0), and oxygen release: 3O0 + 2N = 2N0 + V0 + 3O.
Hafnium oxynitride may be formed by nitridation of the oxide or oxidation of the
nitride. The nitridation of HfO2 increases the barrier for oxygen and boron diffu-
sion. The nitridation reaction of HfO2 + ½N2 = HfN + O2 is thermodynamically
unfavorable. Hf2N2O has the simplest stoichiometric formula and may be prepared
by 1:1 mixing of HfO2 and Hf3N4 as: ½ HfO2 + ½Hf3N4 = Hf2N2O, which has the
cubic bixbyite-type crystal structure. This structure is close to the fluorite-type
structure of cubic HfO2 in which one-fourth of the anion positions are unoccupied
and two-thirds of the remaining oxygen atoms are replaced by nitrogen atoms [40].

The N 1s core level data for sample A, B, and C are shown in Fig. 16.13. As
already discussed, sample B was exposed only to the pre-DA process, and clearly
there is evidence for only Si–N bonding in this sample. Sample A was exposed only
to the PDA NH3 process, and it exhibits only Hf–N bonds with no evidence for Si–
N bonding (although EELS data for this sample does indicate N in the bottom
interface). Finally, sample C shows N 1s spectra indicating both Si–N and Hf–N
components; the Si–N corresponding to the pre-DA and the Hf–N resulting from
the PDA. No appreciable N–O or N–H bond formation was captured for this sample
set utilizing high resolution synchrotron XPS.
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16.2.1 Depth Profiling by VKE-XPS

Figure 16.14 illustrates the use of variable-kinetic energy hard X-ray photoelectron
spectroscopy (VKE-HAXPES) to study the chemical-depth profile of Si through the
thin IL. The Si 1s core level was recorded at different photon energies between
2100 eV ≤ hν ≤ 3500 eV. The intensity of the Si 1s spectrum at the Si/SiO2

interface recorded at hν = 3500 eV is dominated by the substrate (Si0) signal.
Correspondingly, at the low photon energy, hν = 2100 eV, few substrate Si–Si
bonds (Si0) are detected, and the spectrum consists primarily of oxidized Si at the
HfO2/SiO2 interface. Based on the Si4+ peak shift to lower binding energy with
decreasing photon energy, it is clear that the Si in the IL is less oxidized closest to
the HfO2 layer following NH3 PDA. This is because lower kinetic energy electrons
probe less of the IL region while favoring the HfO2 rich surface region. Although
the observed shift may be consistent with Hf silicate formation, it is not thermo-
dynamically favorable for HfO2 to mix with SiO2 during thermal processing. As
discussed in detail previously, various compositions of Hf silicate films demix and
form HfO2 grains embedded in amorphous SiO2 upon exposure to anneal pro-
cessing sufficient to induce crystallization [41–43].

As the 3 nm thick HfO2 layer is too thin for effective VKE-XPS depth profiling at
these photon energies using the low binding energy Hf 4f core line, Fig. 16.15 shows
Hf 4f spectra recorded at glancing and near-normal incidence geometries.
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16 HAXPES Studies of Advanced Semiconductors 421



The equivalence of these data suggest that the chemical composition around the Hf
atoms is uniform throughout the film, and there is little if any detectable change in Hf
bonding at the IL relative to the outer surface. The data are therefore consistent with
no Hf silicate formation at the interface, since Hf silicate would have a significant Hf
4f core-level binding-energy shift to higher energy relative to the HfO2 [9].

Because the Hf core line does not show a concomitant “interface effect” to that
observed for the Si core line, it is clear that Hf has scavenged O and reduced the Si–
O coordination near the HfO2/Si interface. This conclusion is consistent with the
mechanistic pathways proposed for electrical performance of advanced MOSFET
devices described previously [44].

16.3 Spectroscopic Analysis of Al and N Diffusion in HfO2

Many experiments have been conducted to address CMOS requirements to achieve
both n-MOS and p-MOS electrode work-function (WF) values with electrode
materials that exhibit Si band gap-edge WF behavior of approximately 4 and 5 eV
for n-type and p-type, respectively [45, 46]. Concurrent with this initiative, con-
siderable effort has been focused on controlled introduction of discrete donor and
acceptor doping of Hf-based gate dielectrics to produce an effective work function
(EWF) applicable to both n-type (La doping) and p-type (Al doping) with a common
electrode layer, typically a nitrided transition metal [47–53]. Several groups have
reported that alloying HfO2 with Al results in significant improvements in perfor-
mance properties [54–56]. Positive charges in high-k film systems that elevate the

Fig. 16.15 Hf 4f core-level
spectra of sample A recorded
with photon energy
hv = 2200 eV. The lineshape
of the Hf 4f core level is the
same at both glancing and
normal photon-incident
angles, indicating the
uniformity of the Hf–N
bonding throughout the film
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EWF toward the conduction band of Si have been attributed to Al, which has also
been shown to retard HfO2 crystallization. This is a highly desirable characteristic as
the presence of grain boundaries in crystallized HfO2 can act as fast diffusion paths
for metal gate constituents to convey into the oxidized substrate interfacial layer and
the silicon channel region and degrade device performance [57, 58].

HAXPES, SIMS, spectroscopic ellipsometry, and EXAFS measurements have
been employed to distinguish the effects of Al and N diffusion on the local bonding
and microstructure of HfO2 and its interface with the Si substrate in (001)Si/SiOx/
2 nm HfO2/1 nm AlOx film structures. HAXPES results will be discussed in detail
here. The diffusion of Al from a thin cap layer deposited on both annealed and
unannealed HfO2 has been observed following a subsequent anneal in N2 and NH3

ambient. As pure N2 gas is nonreactive, comparison between samples subjected to
N2 and NH3 anneals serves to decouple the effect of incorporated nitrogen from the
thermal reactions alone. Causal variations in the HfO2 microstructure combined
with the dependence of Al and N diffusion on initial HfO2 conditions are presented
with respect to anneal temperature and ambient. This work therefore addresses the
impact of Al and N on the evolution of HfO2 crystalline polymorphs; i.e., the
different phases of the HfO2, which strongly influence the resultant dielectric
constant (monoclinic: m-HfO2 = 16–18, tetragonal: t-HfO2 = 28–29) [59]. By
capturing elemental depth distribution profiles, chemical state changes, and
microstructure variations following each process step, the impact of Al and N
diffusion and redistribution is observed.

The blanket film samples identified in Table 16.2 were fabricated by ALD, using a
process that has been described in detail previously [60]. All HfO2 films are 2 nm
thick and all AlO layers were processed to produce 1 nm thick cap layers. The 700 °C
PDA process consists of N2 (samples a, b, and c) versus NH3 (samples a′, b′, and c′)
ambient.

Figure 16.16 shows XPS shallow core-line survey scans acquired from the six
samples recorded with photon energy hν = 2133 eV. The photoemission peaks are
labeled. All spectra have been overlaid and aligned to the Si substrate core line and
normalized to the intensity of the Si 2p3/2 feature. The Si 2p core-level spectra of
Fig. 16.17a shows the Si0 feature at 2034 eV along with its corresponding oxide
peak at *2030 eV (shifted to *4 eV higher binding energy (BE), lower kinetic
energy (KE)). The smaller oxide-energy shift exhibited by sample a′ (3.5 eV) is due

Table 16.2 Six sample set designed to illustrate the dependence of Al diffusion into HfO2 as a
function of anneal sequence and ambient (N2 vs. NH3)

Sample Core stack Anneal 1 Cap layer Anneal 2

a Si/SiO/HfO 700 °C/N2

b Si/SiO/HfO 700 °C/N2 AlO 700 °C/N2

c Si/SiO/HfO AlO 700 °C/N2

a′ Si/SiO/HfO 700 °C/NH3

b′ Si/SiO/HfO 700 °C/NH3 AlO 700 °C/NH3

c′ Si/SiO/HfO AlO 700 °C/NH3
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to incorporated nitrogen (shift direction indicated by the arrow), which substitutes
for oxygen bound to Si. It has been shown that in Si/SiO2 annealing in NH3

incorporates nitrogen throughout the bulk of the oxide, while displacing oxygen
from the film [61]. Interestingly, with respect to the oxide peak centroid of reference
sample a (dashed line), the oxide peak of sample b is shifted 0.1 eV toward lower
KE indicative of a Si–O–Al constituent in the bottom interface (BIF), consistent
with the notion that HfO2 grain boundaries offer effective diffusion pathways for Al.
Regarding the Hf 4f spectra of Fig. 16.17b, the arrows at the top indicate the BE
shift direction corresponding to the influence of Al (higher) and N (lower) on the

Fig. 16.16 Shallow core-line spectra of all six samples aligned to the Si0 feature of Si 2p

Fig. 16.17 a Si 2p core-level spectra showing the Si4+ oxide peak shifted with respect to Si0 due to
N (and opposite energy direction due to Al) and bHf 4f core-level spectra referenced to sample a by
the dotted line. The chemical state of Hf may be shifted in the directions indicated by N and Al
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chemical state of Hf. Relative to the HfO2/N2 PDA reference (sample a), sample
b appears similar, but perhaps slightly more resolved (peak-to-trough ratio) due to
the additional anneal process and hence additional crystallization.

It is interesting to note that, while the Hf 4f core line appears unaffected, Al has
diffused through the HfO2 layer into the bottom interface, to some degree, as
mentioned previously. This finding may be explained in that HfO2 annealed in N2 at
700 °C results in stoichiometric, stable, m-HfO2, rendering it less likely to bond
with Al from the AlO cap layer subsequently annealed in N2. Hence, Al may
transition to the SiO interface and reside as a trace precipitate in the grain boundary
discontinuities of the HfO2 layer of sample b. In sample c, the Hf 4f displays a
0.1 eV shift due to Al, while samples a′ (0.9 eV shift) and b′ (0.3 eV shift) exhibit
evidence of Hf–N bonding [62]. The shift of the Hf 4f core line of sample c toward
higher binding energy is due to the increased contribution of electron density of the
Al–O bond in Hf–Al–O compared with the electron density of Hf-O. This is
consistent with the Pauling electronegativity scale difference between Hf, Al, and O
(1.30, 1.60, and 3.44, respectively) [63].

The Hf 4f spectra of c′ (HfO2/AlO/NH3) is nearly coincident in energy with
sample a due to the offsetting energy shift combination of Hf–O–Al and Hf–N
bonding requiring additional evidence for accurate clarification. The O 1s spectrum
of Fig. 16.18a for reference sample a shows a two component peak, characteristic
of HfO2 (BE *530 eV) and SiO2 (BE *532 eV). In addition to the energy
separation of the two components, the arrows designate the energy shift direction
owing to Al and N incorporation. Strong N influence is evident in sample a′ such
that the two components are more distinguished and shifted 0.2 eV to lower BE.
Clear Al and N effects are seen in samples b and b′, respectively, which shift
contrarily by 0.1 eV relative to sample a.

Fig. 16.18 a O 1s core-level spectra showing the relative energy position of Hf–O and Si–O and
b Al 2p core-level spectra of the four Al-bearing samples. Shifts to lower BE (higher KE) are in the
same direction for Hf–O–Al and Al–N
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Consider the Al 2p spectra of the four Al-bearing samples plotted in Fig. 16.18b
that have been referenced to the Si 2p3/2 core-level energy. Relative to sample
b (HfO2/N2/AlO/N2), the 0.2 eV shift to lower BE of sample c cannot be due to N
and, therefore, denotes an Hf–O–Al network arising from Al diffusion into the
unannealed HfO2. This finding is consistent with the Hf 4f spectra of Fig. 16.17b.
Additionally, the Al 2p core level is shifted to lower BE by 0.6 eV for sample b′ and
0.4 eV for sample c′ consistent with both Hf–O–Al formation and Al–N bonding.

In order to distinguish the constituents contributing to the measured binding
energy shifts, the N 1s core line spectra was also acquired. In Fig. 16.19 the samples
annealed in NH3 ambient exhibit distinguishable Al–N and Hf–N bonding features
while all 6 samples show a more subtle feature concomitant with N–O bond for-
mation. The spectra were normalized to the intensity of the N–O peak to most
accurately display the relative abundance of incorporated N. The prominent peak at
*1736 eV KE (BE *397 eV) in sample a′ (without Al) corresponds to Hf-N
exclusively. Sample b′ has a similar, yet somewhat diminished nitrogen peak
shifted to higher BE indicative of an Al–N component. The N 1s spectrum of
sample c′ appears to be mostly comprised of Al–N with little evidence of Hf-N
bond formation.

16.3.1 Bandgap Analysis of HfAlON

Figure 16.20 shows valence-band (VB) spectra for the six samples again aligned in
energy relative to the Si 2p3/2 core level. The VB consists mainly of O 2p non-
bonding orbitals of π symmetry. By comparing the total density of states (DOS) in

Fig. 16.19 N 1s core-level
spectra of all six samples
although only the NH3 PDA
samples exhibit a significant
N signal. The spectra are
aligned to the N–O feature in
energy and intensity to
illustrate the relative nitrogen
concentration corresponding
to Al–N and Hf–N bond
formation
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HfO2 with Hf8O10N4, Shang et al. determined that the addition of N to HfO2

reduces the band gap by approximately 1.2 eV due to raising the VB edge [64]. The
local DOS shows that the added N 2p states reside 1.1 eV above the O 2p states in
free atoms. The width of the O 2p states, taken at approximately half the maximum
peak height is 4.6 eV for reference sample a. The O 2p broadens to 5.8 eV for
samples a′ and b′, owing to N incorporation, as theoretically predicted. This
broadening due to N is accompanied by shifts in the O 2p (and Si 3s) core lines to
lower BE. The enhanced N 2p feature is evident in the three NH3 PDA samples,
most obviously in samples a′ and b′. The conduction band minimum (CBM) is due
to nonbonding Hf 5d states which lie at a fixed energy above the VB edge of HfO2.

To further understand the implications of the change in the VBM indicated by
HAXPES, vacuum ultra-violet spectroscopic ellipsometry (VuV-SE) measurements
were performed on the six samples to directly investigate their bandgaps. The data
were modeled by first determining the total dielectric thickness and refractive index
in the non-absorbing region of the spectrum using a Cauchy model. The total
dielectric absorption was then analytically solved using a point-by-point data
extraction method described in detail previously [64]. To first order, the absorption
onset differences for HfO2 correspond to N incorporation as indicated in the VB
spectra of Fig. 16.20. The SE spectra compare sample a versus a′ and b versus b′,
respectively, where a′ and b′ illustrate a distinct narrowing of the bandgap by
>1.9 eV (from 6.42 to 4.5 eV) and >1.3 eV (from 6.38 to 5.0 eV), respectively,
owing to N incorporation. In contrast, the VuV-SE results for sample c versus c′
indicates a rather similar bandgap (c: Eg = 6.24 eV, c′: Eg = 5.9 eV) consistent with
the similar VB spectrum of Fig. 16.20.

Fig. 16.20 Valence-band
spectra showing the effect on
the VBM and the consequent
narrowing of the band gap
due to N incorporation.
Samples a and a′ show the
*1.92 eV shift in the VBM
due to the HN3 anneal
processing
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The samples measured by XPS were subsequently characterized by SIMS to
compare N and Al ionic profiles as a function of sputter depth. Regarding sample
a and a′ (without Al), the SIMS profiles (not shown) were as expected with a
significant difference in the amount of N detected. By assessing the relative con-
centration of nitrogen (NO signal) for samples with and without NH3 processing,
the evidence for Al–N bond formation, especially near the sample surface, was clear
for samples b′ and c′, as indicated previously in the Al 2p spectra of Fig. 16.18b.
Samples b and c exhibit a somewhat greater Al signal at the deepest diffusion depth
which is consistent with the evidence for Al diffusion into the bottom interface as
exhibited by these samples in the Si 2p spectra of Fig. 16.17a. The SIMS profiles
reinforce the XPS data such that Al diffuses into unannealed HfO2 forming an Hf–
O–Al network regardless of the final drive-in anneal ambient. Al diffuses through
HfO2 annealed in N2 ambient with much less impact on the HfO2 layer. As for the
NH3 annealed samples (b′ and c′), it may be assumed that incorporation of N in
HfO2 during the initial anneal process restricts Al diffusion along grain boundaries
since no net evidence of Al is detected in the bottom interface (Al and N could
offset chemical shifts of the oxidized Si 2p level) of sample b′ or c′.

16.4 Hf-Based Materials on High Mobility Substrates

Comprehensive investigations of thin high-k gate-dielectric films have determined
that the Hf-based materials, HfO2, HfSiO, and HfSiON, are the most ubiquitous
candidate successors of SiO2 owing to their thermal stability in contact with Si [65,
66]. Additionally, in recent years, continued equivalent oxide-thickness
(EOT) scaling has included efforts focused on extreme reduction and elimination
of the unintentional SiOx low-k IL between Si and the Hf-based layer [67].
Thinning the SiOx brings the high-k layer in close proximity to the Si channel
region which results in degradation of the carrier mobility in MOSFET devices [68,
69]. One avenue of compensation involves epitaxial growth of Si1−xGex on Si as a
channel layer with hole mobility several times greater than that of Si p-type
MOSFETs due to a compressive strain effect [70]. However, many groups have
reported the phenomenon of Ge enhanced Si oxidation: During conventional
thermal oxidation of SiGe substrates, preferential Si oxidation produces a Ge-rich
layer (GRL) at the SiGe/oxide interface which causes serious degradation of the
oxide properties [71]. Furthermore, this exclusive oxidation of Si is expected
according to the theory of binary alloy oxidation [72, 73] such that, under any set of
conditions, selective oxidation, where only one component is oxidized exclusively,
will take place only above a critical composition (50 at.% Si) of the more active
alloy [74]. For the case of SiGe, and in particular for the Si0.7Ge0.3 composition
reported in this article, Si is the more active component.

In addition to utilizing high-resolution photoemission spectroscopy to illustrate
the significant process driven oxygen exchange phenomenon that takes place
between bulk and surface constituents of Si and Ge, successful control of Si(Ge)
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oxidation has been demonstrated. The impact of introducing an experimentally
optimized nitrogen plasma (N*) treatment of the substrate/dielectric continuum has
been captured through TEM with EELS elemental profiling and is presented along
with corresponding performance data. This work illustrates the change in oxidation
of Si and Ge at each process step in the fabrication of Si/Si0.7Ge0.3/HfO2/TaN
structures in order to elucidate the oxidation kinetics that need to be controlled for
enhanced performance. To that end, TEM cross-sections with EELS element pro-
files of the gate stack have verified the effectiveness of a N* process that gives rise
to an appreciable EOT reduction with only a slight increase in gate-leakage current
density. The optimized N* process has resulted in improved EOT scaling, low
sub-threshold voltage swing, low off-state leakage current, and a significant
threshold voltage (Vt) reduction without requiring introduction of a Si cap layer for
oxidation control in surface channel SiGe pFET devices.

Device representative blanket film samples were processed for HAXPES mea-
surements. Following HF-last Si surface clean, selective 30 nm thick epitaxial
Si0.7Ge0.3 was grown in a rapid thermal chemical vapor deposition (RTCVD)
system and capped with ALD 2 nm thick HfO2, annealed, and capped with 2.5 nm
thick TaN which enabled X-ray photon probing through the entire stack into the
SiGe layer. In addition to the enhanced energy and spatial resolution provided by
synchrotron photoemission, the ability to simultaneously probe both deep and
shallow core levels to provide bulk and surface sensitive spectra for each substrate
element is particularly instructive when investigating oxygen redistribution
phenomena.

Figure 16.21 shows HAXPES data acquired from a bare reference Si0.7Ge0.3
sample with native oxidation. The bulk sensitive Si 2p (binding energy
(BE) *99 eV) and surface sensitive Si 1s (BE *1840 eV) are shown in
Fig. 16.21a, b, respectively. It can be seen that the Si0 (Si–Si substrate) feature and
the Si4+ oxidized Si feature at approximately 4 eV lower kinetic energy [75, 76]
(higher BE) indicate much more surface rather than bulk Si oxidation. The
increased surface oxidation revealed by the Si 1s core line together with the large

Fig. 16.21 a Bulk sensitive Si 2p and b surface sensitive Si 1s core-level spectra of native oxide
on the reference Si0.7Ge0.3 sample indicating a large degree of surface oxidation of the Si
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separation between the Si0 and Si4+ peaks indicate as well a more stoichiometric
(4-fold coordinated Si) SiO2 at the surface. Unlike Si, however, Ge is only slightly
oxidized as seen in Fig. 16.22a, b. Note as well the reversal of binding-energy shift
difference between the bulk and surface sensitive Ge and Ge oxide peaks compared
to Si.

In order to obtain a more complete interpretation of the XPS data from the
Si0.7Ge0.3 reference sample, Fig. 16.23a shows the X-ray reflectivity and intensity
of the Ge Kα fluorescence yield acquired simultaneously during an angular scan of
the 30 nm thick bare Si0.7Ge0.3 layer epitaxially grown on a Si(100) substrate. The
peak of the reflectivity curve indicates the critical angle occurring at approximately
0.15° where the incident X-ray photon beam penetration depth into the sample is

Fig. 16.22 a Bulk sensitive Ge 3d and b surface sensitive Ge 2p core-level spectra of native oxide
on the reference Si0.7Ge0.3 sample indicating an overall lower degree of Ge oxidation than Si
oxidation. The slight amount of Ge 3d oxidation appears to be more stoichiometric GeO2-like than
the surface sensitive Ge 2p oxidation

Fig. 16.23 a Angular dependence of the reflectivity and fluorescence-yield curves of the reference
Si0.7Ge0.3 sample with respect to the incident X-ray photon beam angle. b Comparison of Ge K-
edge bulk and surface-sensitive absorption scans with pure crystalline Ge powder and a dilute
SiGe (10 at.% Ge) reference sample clearly identify the formation of a GRL at the Si0.7Ge0.3
surface
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approximately 2.5–5 nm. Below the critical angle, total external reflection occurs.
Beginning at 0°, the Ge fluorescence ramps up and at the critical angle, and only a
small fraction of the total signal is observed. This angular orientation is the most
surface sensitive. The diminished reflectivity orientation beginning at approxi-
mately 0.3–0.4° (a portion of the reflectivity curve is magnified in the inset) cor-
relates to increased probe depth such that the fluorescence yield probes the entire
thickness of the SiGe film. Figure 16.23b shows a series of Ge K-edge near edge
X-ray absorption scans. Traces 1 and 2 shows the bulk Si0.7Ge0.3 absorption and the
surface sensitive Si0.7Ge0.3 absorption acquired at 1° and at the critical angle of
0.15°, respectively. The arrow indicates surface oxidation; i.e., the bump located at
approximately 4 eV above the absorption edge. This feature is not present in the
bulk Ge absorption taken at 1°. Profiles 3 and 4 were acquired from reference
samples where the arrow points to a shoulder characteristic of crystalline Ge,
approximately 10 eV above the absorption edge of pure crystalline Ge powder for
comparison. Trace 4, on the other hand, shows the Ge K-edge data from a dilute
crystalline SiGe (10 at.% Ge) reference-alloy sample. The feature occurring
approximately 13 eV above the edge originates from Si backscattering; it is also
evident in traces 1 and 2. By comparing these absorption features, it is evident that
there is GRL formation at the surface of the Si0.7Ge0.3 layer with a slight degree of
Ge-O oxidation. Combining this result with the XPS findings of Fig. 16.21, it may
be concluded that the Si0.7Ge0.3 reference sample consists of surface SiO2 residing
on a GRL on SiGe and that the GRL is slightly surface oxidized. SIMS was also
utilized (not shown) to verify the existence of the GRL between the Si oxide surface
layer and the SiGe layer.

16.4.1 HAXPES of Si0.7Ge0.3/HfO2/TaN/950 °C

Figures 16.24, 16.25 and 16.26 show photoemission spectra of four samples; the
bare Si0.7Ge0.3 reference, discussed previously, Si0.7Ge0.3/HfO2 as deposited,
Si0.7Ge0.3/HfO2/950 °C anneal, and Si0.7Ge0.3/HfO2/TaN/950 °C anneal. The
substrate oxidation and its changes are apparent for each step. The sample order
(top to bottom) varies from figure to figure for clearer illustration. Si 2p and Si
1s core-level spectra are shown in Fig. 16.24a, b, respectively. From the bulk Si
2p spectra, it is seen that the amount of bulk Si oxidation increases with each
process step in the fabrication sequence as exhibited from the bottom to the top
spectra displayed in Fig. 16.24a. As indicated in the figure, the Si oxide stoichi-
ometry decreases as the bulk Si oxidation increases. For example, the Si0.7Ge0.3
reference exhibits an oxide peak at *2046.2 eV which represents the most stoi-
chiometric bulk Si oxidation detected in this sample set. It may be observed that
depositing the HfO2 and subsequently annealing at 950 °C produces incrementally
slightly more oxidation but the centroid of the oxide peak shifts to lower BE with
each process. This finding is consistent with numerous reports signifying that the
cause of this decrease in SiO2 stoichiometry is driven by Hf gettering of oxygen
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from SiO2 during both deposition and anneal processing [60, 77]. Regarding the
increase in bulk Si oxidation with processing, the intensity of the oxide peak is
found to be 1.8, 2.4, and 4.2 x the SiGe reference sample for HfO2 as-deposited,
HfO2/950 °C anneal, and HfO2/TaN/950 °C anneal, respectively. Core-level pho-
toemission studies performed in order to determine the oxidation state of substoi-
chiometric GeO2 and SiO2 have indicated that the increase in Si atoms in
intermediate oxidation states (Si1+, Si2+, and Si3+) correlates with a higher density

Fig. 16.24 a Si 2p and b Si 1s core-level spectra. The Si 2p spectra have been normalized to the
Si0 energy and intensity to emphasize variations in the relative oxidation of the four samples: The
bare Si0.7Ge0.3 reference, Si0.7Ge0.3/HfO2 as-deposited, Si0.7Ge0.3/HfO2/950 °C anneal, and
Si0.7Ge0.3/HfO2/TaN/950 °C anneal. Bulk Si oxidation increases with each process step and is less
SiO2-like than the Si0.7Ge0.3 reference, but note that there is a much greater degree of surface than
bulk Si oxidation for each sample

Fig. 16.25 a Ge 3d core-level spectra. The TaN covered sample could not be included in (a) due
to interference of the Ta 5p3/2 core line with the Ge 3d. The slightly oxidized Ge 3d spectrum of
the Si0.7Ge0.3 reference becomes significantly oxidized to bulk GeO2-like upon deposition of
HfO2. Subsequent annealing then significantly reduces the bulk GeO2 contribution. b Ge 3p3/2
core-level spectra recorded at similar kinetic energy to the Ge 3d spectra of (a) illustrating a strong
similarity of oxidation with and without the TaN layer, but with slightly less stoichiometric GeO2

for the TaN covered sample
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of electrically active interface states [78]. The most noteworthy oxidation increase
occurs during TaN deposition and anneal at 950 °C. This process progression
exacerbates bulk Si oxidation which expounds the urgency with which substrate
oxidation must be rigorousness controlled or circumvented altogether to address p-
FET EOT scaling and mobility targets in a timely manner. The Si 1s spectra of the
sample set in Fig. 16.24b has been normalized to the Si4+ oxide-peak energy and
intensity since the elemental Si0 feature was not detected through the TaN layer.
The amount of surface Si oxidation increases from the top to the bottom spectra;
however, the HfO2 as-deposited and HfO2/950 °C anneal samples have reversed the
amount of oxide found in the Si 2p spectra in Fig. 16.24a. Overall, there is a much
greater degree of surface Si oxidation than the corresponding Si 2p bulk spectra for
each of the four samples, while the energy shift of the oxide peak for the
as-deposited and annealed HfO2 samples is similar to that of the Si 2p substoi-
chiometric oxide peak.

Acquiring Ge 3d core-level spectra for this sample set was challenging due to the
close proximity of the Hf 5p3/2 and Ta 5p3/2 core lines (BE’s approximately 30 eV)
that necessitated acquisition of the Ge 3p3/2 core line (BE approximately 122 eV)
for the sample with TaN. As seen from Fig. 16.25a, which does not include data
from the TaN covered sample, the very slightly oxidized reference sample (see
Fig. 16.22a) becomes significantly oxidized to GeO2 upon HfO2 deposition.
However, subsequent annealing greatly reduces the bulk GeO2 signal. Measuring
photoemission from SiGe through 2 nm thick HfO2 and 2.5 nm thick TaN resulted
in noisy spectra.

For comparison, the Ge 3p3/2 core line was also acquired for the HfO2/950 °C
anneal sample (without TaN), at the same kinetic energy as shown in Fig. 16.25b.
The degree of Ge oxidation appears quite similar for the two samples shown in
Fig. 16.25b, however the TaN sample exhibits a 0.35 eV energy shift of the oxide
feature relative to the GeO peak from the HfO2/950 °C sample which is indicative

Fig. 16.26 Surface sensitive Ge 2p core-level spectra of the four samples indicate a shift to lower
BE of the Ge oxide feature from the Si0.7Ge0.3 reference to the Si0.7Ge0.3/HfO2 as-deposited
sample with the apparent complete reduction of Ge 2p oxide for the two annealed samples
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of decreased GeO2 stoichiometry. The surface sensitive Ge 2p core lines are shown
in Fig. 16.26. Again, HfO2 deposition is seen to slightly increase the Ge oxidation
while both annealed samples appear to exhibit completely reduced surface Ge.
Initially, the Si0.7Ge0.3 reference exhibits a moderate bulk and significant surface Si
oxidization along with un-oxidized bulk and only slightly surface oxidized Ge.
Relative to the initial reference sample, deposition of HfO2 generates slightly more
bulk and significantly more surface Si oxide that is less stoichiometric in both cases.
An appreciable amount of bulk Ge oxide also develops during HfO2 deposition
while only a slight degree of sub-stoichiometric surface GeOx is detected.
Annealing the HfO2 at 950 °C slightly increases the bulk and reduces the surface Si
oxide while shifting the oxide peak to lower BE with respect to the as-deposited
sample. Conversely, the anneal process reduces bulk Ge oxide and appears to
completely reduce surface Ge to elemental Ge.

These results are consistent with the findings of Jang et al. [79], who used EELS
in a scanning transmission-electron microscope to characterize the SiGe/HfO2 IL.
They claimed that Ge atoms which diffused into the IL during film deposition
moved back to the region close to the substrate during the anneal process.
Regarding Si, however, they conclude that Si atoms which concurrently diffused to
the IL during HfO2 deposition remained there and oxidized during annealing. In our
work, the Si4+ component of the Si 2p spectra shifts 0.3 and 0.5 eV lower in BE
relative to the SiGe reference sample, for the HfO2 as-deposited and HfO2/950 °C
anneal samples, respectively. The anneal process is seen to generate thermal driven
gettering of oxygen by Hf as HfO2 evolves to its lowest free energy state, mono-
clinic, and produces a highly stoichiometric binary metal oxide (m-HfO2). The
coincident energy shift of the oxidized Si peak indicates a net reduction of stoi-
chiometric SiO2. Cho et al. [80] reported similar findings using XPS to conclude
that a layer composed of a mixture of SiOx and GeOx was observed in as-grown
HfO2 films on SiGe and they used medium energy ion scattering (MEIS) to
determine from the Ge peak profile and position that Ge is included in the inter-
facial layer of an SiGe/HfO2 as-grown sample [80]. They reported that the GeOx

layer became significantly reduced with increasing anneal temperature. Our results
concur that there is significant Si–O and Ge–O corresponding to the HfO2

as-deposited sample and post 950 °C anneal. Oxidation of the bulk Si slightly
increases while oxidation of the surface Si slightly decreases. Although the Ge
2p spectra of Fig. 16.26 clearly indicates rather complete reduction of surface GeOx
upon 950 °C anneal, some bulk GeO2 remains as evident in the Ge 3p spectra of
Fig. 16.27a. The GeO typically formed in the oxidation process is less stable than
SiO2 and is subsequently reduced by Si to form Ge and SiO2. This is consistent
with several reports [78, 81–84] claiming Ge acts as a catalyst; that is, it is neither
oxidized nor incorporated into the growing SiO2. As Si oxidizes at a faster rate than
Ge, Ge is rejected from the growing Si oxide resulting in production of a GRL
between the SiGe and the Si oxide [85]. During (Si) oxidation, the segregated Ge is
almost completely reduced to its elemental form. Si atoms from the underlying
SiGe network must diffuse through the GRL to bond with oxygen diffusing in
through the growing Si oxide layer. At high Si concentration, only Si is oxidized
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initially. Paine et al. [86] showed that only SiO2 will form under virtually all
experimental conditions due to the significantly more negative free energy of for-
mation of SiO2 relative to GeO2 (GeO2: −580 J/mol, SiO2: −911 J/mol, and HfO2:
−1118 J/mol). These findings are consistent with the studies of LeGoues et al. [84]
who reported that oxidation of SiGe alloys resulted in the formation of a pure SiO2

layer on top of a Ge enriched SiGe alloy. As the SiO2 layer grows, the Ge is
“snow-plowed” in front of the growing oxide forming a GRL relative to the initial
SiGe composition. Using Rutherford backscattering, they determined that no dif-
fusion or injection of Ge into the underlying Si substrate occurs. One concern with
respect to substrate defectivity and its impact on carrier (hole) mobility is that as the
concentration and thickness of the GRL increases, it eventually becomes energet-
ically more favorable to generate threading misfit dislocations between the GRL
and the SiGe layer to accommodate the generated stress [87–89].

Comparison of the Hf 4f spectra for the three Hf bearing samples shown in
Fig. 16.27 indicates only slight variation. The HfO2/950 °C anneal sample is
somewhat better resolved with sharper line shape exhibiting the maximum
peak-to-trough ratio. The TaN covered sample, although annealed, shows some
broadening on the low BE side of the base of the Hf 4f feature likely related to Ta
core-line interference rather than indicating any reduced Hf or other Hf-metal
contribution since there is an appreciably high abundance of (Si) oxide in close
proximity to Hf in that sample.

16.4.2 HAXPES of Al2O3 on In0.53Ga0.47As

InGaAs has also been investigated as a high-mobility substrate for advanced
logic-device applications. However, due to the lack of a stable, low-defect native
oxide, such as SiO2/Si, understanding and controlling oxide behavior is essential for

Fig. 16.27 Hf 4f core-level spectra of the three Hf-bearing samples. The best resolved core line is
found for the Si0.7Ge0.3/HfO2/950 °C anneal sample, and Ta is observed on the low BE side of the
spectrum for the Si0.7Ge0.3/HfO2/TaN/950 °C anneal sample
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optimal device design and performance [90–96]. While control of interfacial oxi-
dation has been extensively studied for high-k oxides on InGaAs and other III-V
semiconductors [97–105], to date little attention has been paid to the possible
‘out-diffusion’ of elements from the semiconductor into the high-k film due to
thermal instability. Understanding out-diffusion is important for CMOS devices as
it may lead to defects and hence lower mobility in the channel region and changes
in the electronic structure of the gate oxide. Ga out-diffusion from InGaAs and
GaAs has been reported [106, 107], and in other instances As out-diffusion has been
reported as well [108]. These studies relied on cross-sectional TEM with EELS or
energy dispersive X-ray spectroscopy, where analysis is complicated by destructive
sample preparation techniques and the low concentrations of the diffusing elements.
For these reasons, we performed HAXPES on In0.53Ga0.47As/Al2O3 gate stacks as
deposited and annealed at 400, 500, and 700 °C to test for out-diffusion of substrate
elements.

As noted by many authors, HAXPES is an ideal, non-destructive structural probe
that provides chemical depth-sensitive information; consequently, it is a useful tool
for analyzing thin-film structures due to the inherent surface sensitivity of the
photoelectrons and the unique ability to tune the electron inelastic mean free path
(IMFP) to technologically relevant thicknesses [61]. The depth distribution of an
element under investigation will play a significant role in the relative intensity of the
measured photoelectron signal [109]; therefore careful analysis of HAXPES data
can provide excellent non-destructive evidence for out-diffusion. For further con-
firmation, HAXPES spectra can be recorded at various photon energies giving
different surface sensitivities.

A 150 nm n-type In0.53Ga0.47As (Si doped, 1 × 1017 cm−3) film was deposited by
molecular beam epitaxy on an n-type InP wafer (Si doped, 9 × 1017 cm−3) with a
100 nm n-type In0.53Ga0.47As (Si doped, 5 × 1017 cm−3) buffer layer. After
appropriate surface cleaning, a nominally 5 nm thick Al2O3 film was deposited by
ALD using H2O as an oxidizer. The wafer was then diced and the shards were
annealed under inert N2 atmosphere at different temperatures: 25 (as-deposited),
400, 500 and 700 °C. After anneal, total-oxide (Al2O3 + interlayer) thickness was
measured by spectroscopic ellipsometry (SE). SE data was modeled using a
parameterized optical model accounting for changes in optical properties of the
oxide film, making thickness results independent of changes in composition or
crystallinity of the film (Al2O3 + interlayer). The 25 and 400 °C films were mea-
sured to be 5.3 ± 0.2 nm thick, the 500 °C film 5.8 ± 0.2 nm and the 700 °C film
6.1 ± 0.2 nm. The As-deposited amorphous Al2O3 film is expected to begin
crystallization by the 700 °C PDA, which would lead to more dense and hence
thinner films, so the increase in film thickness with increasing anneal temperature
cannot be explained by structural changes within the Al2O3 film itself. Instead, it
may reflect the evolution of a thicker InGaAs-oxide interlayer or may be an indi-
cation of out-diffusion of substrate elements into the Al2O3 film.

For consistent reference, In, Ga, and As photoelectron-peak intensities were
normalized to overlayer peak intensities with similar binding energies (BE); i.e., an
overlayer of constant thickness and chemical structure is assumed. This assumption

436 P.S. Lysaght and J.C. Woicik



is used as annealing was performed in inert atmosphere at temperatures well below
the temperature Al2O3 is expected to evaporate—possible errors in this assumption
will be discussed below. Specifically, the Ga 2p3/2 (BE *1120 eV) and As 2p3/2
(BE*1320 eV) are referenced to the Al 1s (BE*1560 eV), while the In 3d5/2 (BE
*440) is referenced to O 1s (BE *530 eV). Additionally, Ga 2p3/2 and Al 1s BEs
are determined with respect to the As 2p3/2 = 1323.6 eV reference [106], while O
1s is referenced to In 3d5/2 = 444.2 eV [110]. To account for different excitation
probabilities at different beam energies, the peak intensities were divided by the
photoelectron cross-section [111] and IMFP as calculated by the TPP-2M equation
[112]. Figure 16.28 shows the normalized peaks, measured at hν = 4000 eV. The In
3d5/2 region shows a strong peak indicative of In–As bonds with a trace signal of

Fig. 16.28 In 4d5/2, As 2p3/2, Ga 2p3/2, O 1s, and Al 1s HAXPS core-level spectra taken at
4000 eV beam energy. In 4d5/2 and O 1s peak areas are normalized to the total O 1s peak area. All
other peaks are normalized to the Al 1s peak area
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oxidation shown by the high binding energy tail at about 445.5 eV. The In 3d5/2
intensity stays relatively constant until 700 °C, where it is diminished. The Ga 2p3/2
and As 2p3/2 signals show greater evidence of oxidation; Ga with the large tail
around 1118.5 eV and As with a small second peak centered at 1326 eV, consistent
with the literature [113]. The intensity of both peaks increase consistently with
increasing anneal temperature. As 2p3/2 shows an increase in the main As–In/Ga
component, while the small As–O component remains relatively constant with
anneal temperature. Note that both the main Ga peak and the Ga–O should increase
with anneal temperature. The O 1s signal shows significant changes with anneal
temperature. The peak at 25 °C is composed of a main O feature with a high BE
shoulder. With increasing anneal temperature, the contribution to the total peak area
of the high BE component increases. The Al 1s shows no changes in peak shape
though very subtle shifts in the peak position are observed; between 25 and 400 °C
the peak shifts 0.1 eV to higher binding energy, then shifts back to the initial
position between 500 and 700 °C. The Al and O spectra demonstrate changes in the
Al2O3 overlayer during anneal, complicating interpretation of the Ga, In, and As
intensity changes.

The measurements were repeated at lower X-ray energy, hν = 2200 eV, to
provide more surface sensitive spectra for comparison. Results are shown in
Fig. 16.29. The same general trends are observed for all regions: In 3d5/2 decreases
in intensity while As 2p3/2 and Ga 2p3/2 increase with anneal temperature. The
increase in Ga 2p3/2 -signal intensity at this beam energy is significantly higher than
at the more “bulk”-sensitive beam energy, with a 136 % increase between 25 and
700 °C at 2200 eV beam energy versus a 39 % increase at 4000 eV. The In 3d5/2
decrease and As 2p3/2 increase are much more similar between beam energies. If the
increases in Ga and As peak intensity are due to changes in the overlayer film alone,
such as densification or crystallization, the As increase should be similar or slightly
greater to that for Ga, since As 2p3/2 has only a slightly lower IMFP than Ga 2p3/2.
These results are strong evidence of Ga out-diffusion with a 700 °C anneal.

The O 1s signal at 2200 eV beam energy again shows the growth of the high BE
component with annealing temperature. This component is more prominent in the
more surface-sensitive measurements, suggesting that it is located towards the
surface. Multiple chemical structures could give rise to this high BE feature. The
binding-energy shift from the main O–Al peak, approximately 1.4 eV, is consistent
with the shift between interfacial O–Al and O–As [15]; however, there is no cor-
responding growth in the As–O in the As 2p3/2 region, ruling out O–As as the sole
contributor. It is tempting to thus assign the high BE feature to O–Ga, considering
the large increase in Ga–O from the Ga 2p3/2 region. Interfacial O–Ga has been
reported at 0.8 eV lower BE than an O–Al overlayer [15]; however, considering the
measured O 1s peak widths of 1.75 eV, the O–Ga feature, which is expected to be
small, may be masked by the main O–Al peak. Furthermore, the measured BE
depends on interfacial dipoles and band alignment; if Ga-oxide has diffused into the
Al2O3 film, the O–Ga BE should not be expected to be the same as an interfacial O–
Ga. It is further possible, though, that the high BE component comes from adsorbed
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hydroxyls or other surface contamination, leaving characterization of this compo-
nent ambiguous.

As mentioned above, the composition and structure of the Al2O3 film is assumed
to be constant with annealing, yet the SE, Al 1s, and O 1s results show that clearly it
is not the case. However, calculations performed for different Al2O3 phases show
only subtle changes for IMFP values, far too small to account for the different
HAXPES peak intensities observed.

Comparison of the photoemission peak intensities measured at different beam
energies can provide information about the depth distribution of elements within the
analyzed region. Intensity in XPS is dependent on the depth distribution in the
sample among other factors and can be estimated as [113]:

Fig. 16.29 In 4d5/2, As 2p3/2, Ga 2p3/2, O 1s, and Al 1s HAXPS core-level spectra taken at
2200 eV beam energy. In 4d5/2 and O 1s peak areas are normalized to the total O 1s peak area. All
other peaks are normalized to the Al 1s peak area
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Instrument and geometry specific terms such as the detector transmission
function and X-ray flux, are taken into the constant F; λ is the IMFP of the electron
in the sample, σ is the photoelectron cross section, n is the density of the material
under investigation, c(t) is the relative depth distribution, and θ is the takeoff angle
between sample and detector. The depth, t, is defined from 0 at the surface
increasing into the sample. As the measured intensities were normalized to the
overlayer signal with similar binding energy as well as scattering cross section and
IMFP, F, σ and λ are accounted for in the equation. Taking the ratio of the peak
intensity measured at different beam energies further eliminates the dependence on
material density, leaving only dependence on the depth-distribution dependent
integral term.

A summary of the intensity ratios, Ri, for the measured photoemission peaks is
shown in Fig. 16.30; i.e., where:

Ri ¼ Ii;2200
�
Ii;4000 ð16:2Þ

Ii,j is the peak intensity for core level ‘i’ measured at photon energy ‘j’. As dis-
cussed above, RGa2p3/2 shows a clear increasing trend with anneal temperature. The
RAs2p3/2 trend shows a subtle increase to 400 °C, and levels off thereafter. RIn3d5/2

displays a slight decrease with increasing anneal temperature. According to cal-
culations based on (16.1) (discussed further below), the decreasing R3d5/2 trend
suggests In moves away from the as-deposited interface; the intensity values are
consistent with the increase in total oxide thickness as measured by SE. Also
included in the figure are RGa3d5/2 and RAs3d5/2 (peaks not shown). Due to their
lower BE, the Ga 3d5/2 (BE *20 eV), and As 3d5/2 (BE *40 eV) core levels are
more “bulk”-sensitive even at hν = 2200 eV, leading to the higher ratio than seen in

Fig. 16.30 Core-level
intensity ratios, R, for As, Ga,
and In as indicated
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the Ga 2p3/2 and As 2p3/2. However, these low BE cores show the same general
trends, within error, of increasing Ga but relatively constant As.

To further understand these trends, calculations were performed according to
(16.1) based on a simple three layer model. The model consists of an InGaAs
substrate, interlayer consisting of Ga and As oxides with adjustable thickness ‘d’,
and a top Al2O3 layer. The total overlayer thickness, i.e. the thickness of the
interlayer plus the thickness of the remaining Al2O3, is held at 5.6 nm, the average
value measured by SE. The interlayer consists of an adjustable percentage of the
element under consideration. Because there is only a single data point per two
variables (interlayer thickness and incorporation) in the calculation, it is not pos-
sible to determine values for both variables.

Figure 16.31 shows the calculated RGa2p3/2 as a function of Ga incorporation in
the interlayer for various interlayer thicknesses. The horizontal lines show the
measured Ga 2p3/2 ratio at 25 and 700 °C, demonstrating the limits for Ga interlayer
thickness and incorporation at these temperatures. Since the IMFPs for the As 2p3/2
and Ga 2p3/2 regions are so close, calculation results should be approximately the
same for both core levels. The RGa2p3/2 and RAs2p3/2 at 25 °C, approximately equal to
0.25, are slightly higher than the calculated value for no out-diffusion (approxi-
mately equal to 0.2). This is likely due to the presence of a thin interlayer consisting
of Ga and As oxides. Interlayers of 1 nm have been previously observed under
similar depositions conditions [114]. RAs2p3/2 (Fig. 16.30) reaches approximately 0.3
at 400 °C and then remains constant within experimental error. Comparing with the
calculations in Fig. 16.31, this ratio suggests an interlayer thickness greater than
1 nm or at most 5 % diffusion of As throughout the overlayer. Note that the SE
results showed an increase in the total overlayer thickness with anneal temperature,
consistent with growth in interlayer thickness. RGa2p3/2 increases to approximately

Fig. 16.31 Calculated RGa2p3/2 as a function of % incorporation in an interlayer with thickness
ranging from d = 0 nm to d = 5.6 nm, and Al2O3 top layer, assuming total overlayer thickness of
5.6 nm. The horizontal lines show the measured RGa2p3/2 at 25 and 700 °C, showing an upper and
lower bound on Ga incorporation. RAs2p3/2 intensity ratio would follow the same curves due to the
similar Ga 2p3/2 and As 2p3/2 IMFPs

16 HAXPES Studies of Advanced Semiconductors 441



0.4. For this value, the interlayer thickness would need to be at least 2 nm, and would
correspond to a pure Ga film. However, for Ga dispersed throughout the overlayer,
the Ga incorporation would be approximately 10 %.

As stated above, it is not possible to determine both interlayer thickness and
incorporation from the calculations; however, it is clear that more Ga diffuses out
from the InGaAs substrate than As, and that In does not out-diffuse at all. We
propose the following model: during deposition, a thin interlayer consisting pri-
marily of As and Ga oxides is formed, as evidenced by the presence of Ga and As
oxides in the photoelectron spectra. After annealing between 400 and 500 °C, the
interlayer thickens, and draws more Ga, seen in the increase in the Ga-oxide
shoulder. Some As and Ga may also diffuse into the Al2O3 at this point. However,
annealing to 700 °C causes Ga to out-diffuse further into the Al2O3 layer, while the
interlayer thickness, as seen in the As 2p3/2 intensity ratio, remains relatively
constant. This proposed model is consistent with both the HAXPES and SE data.

16.5 Summary

HAXPES has been critically important to the understanding of local-bonding
configurations of various high-k gate dielectric thin films. HAADF-STEM Z-con-
trast images with element profiles showing changes in the integrated intensities
from EELS and EDXS data recorded for a series of points across representative gate
stacks have been correlated with HAXPES Si 2p and N 1s spectra to identify
substrate Si–N bond formation associated with HF-last + NH3 substrate treatments.
The NH3 anneal ambient has been shown to produce Hf–N bond formation and
influence the crystallographic microstructure of thin HfO2 films. The Si 1s spectra
obtained with VKE-XPS, however, reveal a shift to higher binding energy of the Si4
+ peak at the HfO2/SiO2 interface with increasing photon energy, while the Hf
4f core level spectra, obtained over a wide range of incident angles, exhibited no
observable change in binding energy or line shape. It is difficult to distinguish
chemical intermixing corresponding to Hf silicate from micro-roughness of the
crystalline-amorphous interface, since both conditions are characterized as a tran-
sition region of intermediate electron density between stoichiometric amorphous
SiO2 and crystalline HfO2. However, the combination of the Si 1s spectra recorded
via VKE-XPS depth profiling and the Hf 4f spectra recorded at different electron
take-off angles (at hv = 2200 eV) shows that the N content and chemistry in the
HfO2 film are uniform throughout the thickness of the film and that the underlying
SiO2 becomes O deficient in contact with HfO2. In addition, evidence of Ga and As
out-diffusion has been observed under non-destructive HAXPES analysis by uti-
lizing the dependence of photoemission intensity on in-depth concentration profiles.
HAXPES analysis shows significant Ga diffusion into the Al2O3 film, with a
smaller amount of As diffusion, which may be constrained to a thin interlayer. The
In signal shows no evidence of out-diffusion, and in fact is seen to move away from
the initial interface, likely due to the thickening of the oxide overlayers.
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Chapter 17
Liquid/Solid Interfaces Studied
by Ambient Pressure HAXPES

Z. Liu and H. Bluhm

Abstract The investigation of liquid/solid interfaces using X-ray photoelectron
spectroscopy is still in its infancy, but several viable approaches for the charac-
terization of these interfaces have been proposed over the last few years. Most of
these schemes require the use of ambient pressure X-ray photoelectron spectros-
copy (APXPS) due to the high vapor pressure of the liquids of interest. APXPS at
high kinetic energies is especially valuable due to the extended mean free path of
electrons at higher energies, which allows measuring liquid/solid interfaces in the
presence of thicker solution layers. In this chapter we describe the basics of
high-energy APXPS and review current schemes as well as application examples
for the measurement of liquid/solid interfaces using photoelectron spectroscopy.

17.1 Introduction

Liquid/solid interfaces are ubiquitous in nature and play an important role in
many technological applications. Examples are electrochemical reactions, the
photo-catalytic reduction of CO2, corrosion processes, and the weathering of rocks.
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For a fundamental understanding of the reactions at liquid/solid interfaces it is
paramount to measure the chemical composition and structure in particular of the
electric double layer, which spontaneously forms at a liquid/solid interface, and
where—depending on the nature of the solid surface, the constituents of the liquid
and an applied bias voltage—the structure and chemical composition of the inter-
layer with the solid is distinct from the average liquid composition in the bulk. It is
thus imperative to develop new tools for the investigation of liquid/solid interfaces
at the molecular level [1], in particular techniques as routine, versatile and sensitive
for interfaces as X-ray photoelectron spectroscopy [2]. A full characterization of the
liquid/solid interface requires the measurement of the properties of the solid bulk,
the bulk liquid, and the thin interface layer between the solid and liquid phases. The
measurement of the properties of the interface layer is the most difficult task, yet the
interface is the most important part of the liquid/solid system. Furthermore, a
liquid/solid interface, such as that in an electrochemical cell, needs to be charac-
terized in situ or operando to capture the true makeup of the interfacial layer under
operating conditions. A number of different methods have been used to investigate
liquid/solid interfaces, among them scanning probe microscopy [3, 4], infrared
spectroscopy [5], non-linear optical spectroscopies (sum-frequency generation [6],
second harmonic generation [7]), surface X-ray diffraction [8], X-ray absorption
spectroscopy [9] as well as X-ray standing wave fluorescent yield (XSW-FY)
spectroscopy [10]. A comprehensive overview of the different techniques and their
relative advantages can be found in a recent review by Zaera [11].

X-ray photoelectron spectroscopy is in principle an excellent method for the
investigation of liquid/solid interfaces since it has elemental and chemical sensi-
tivity and allows measuring local electrical potentials (without mechanically con-
tacting the sample) through the detection of rigid kinetic energy shifts in all core
and valence levels. It thus provides simultaneous chemical and potential imaging at
a lateral resolution determined either by the incident X-ray beam size or the area
detector of the spectrometer (in the latter case in one direction). This capability of
XPS makes it ideally suited to determine the chemical composition and electrical
potentials across the electric double layer at a liquid/solid interface.

Due to the high vapor pressure of most liquids of interest, differential pumping
schemes have to be used in XPS experiments to minimize the elastic and inelastic
scattering of electrons in the gas phase above the liquid. This technique is com-
monly referred to as ambient (or high) pressure XPS [12, 13] (APXPS, HPXPS) and
was pioneered in the early 1970s by Siegbahn and coworkers [14, 15]. Current
instruments are able to work at pressures above 20 Torr, the equilibrium vapor
pressure of water at 20 °C, with good signal-to-noise ratios at acceptable acquisition
times [12, 13, 16]. The further extension of APXPS to the high kinetic energy
(KE) range, i.e. ambient pressure HAXPES, has two main advantages: On the one
hand the reduced scattering of photoelectrons in the gas phase provides higher
signal intensity at higher vapor pressure. On the other hand, high KE photoelectrons
have an increased mean free path in the liquid and thus enable the measurement of
liquid/solid interfaces at increased liquid film thicknesses.
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Apart from the challenge that working at ambient pressures poses in photo-
electron spectroscopy, and which has been addressed in APXPS designs, a main
technical obstacle is the preparation of liquid films that are thick enough to be
viable model systems to mimic the real liquid/solid interfaces, but thin enough to
permit photoelectrons from the liquid/solid interface to penetrate the liquid on their
path to the photoelectron spectrometer. Another method is the use of ultrathin solid
films in contact with a bulk liquid reservoir, where the electrons traverse the solid
membrane on their way to the electron spectrometer and thus the preparation of the
electron-transparent solid film is the main challenge. Several approaches that
address these challenges have been proposed over the past years and will be dis-
cussed in detail below.

A third challenge concerns the enhancement of the photoelectron signal from the
narrow interfacial region over that from the bulk materials on either side of the
interface. This problem can be addressed by the use of standing wave methods,
where the X-rays are tailored into a standing wave by interference of the incident
with the reflected wave at the first order Bragg reflection, often using multilayer
mirror substrates which determine the wave length of the standing wave (see
Chapter by Zegenhagen et al. in this book [17]). This approach, which was recently
for the first time applied to APXPS measurements of liquid/solid interfaces, will be
discussed at the end of this chapter, together with the results of several other recent
APXPS investigations of liquid/solid interfaces.

17.2 Technical Aspects

17.2.1 Optimum Photon Energy Range for Liquid/Solid
Interface Studies

In this section we address the optimum photon energy range for ambient pressure
HAXPES. Figure 17.1 shows the inelastic mean free path (IMFP) of photoelectrons
(PEs) in water [18], with the expected increase of the IMFP with increasing KE;
thus, for a given core level, the use of hard X-ray photons permits measurements at
increased depth into the sample. This is beneficial for the investigation of buried
interfaces, such as liquid/solid interfaces. Unfortunately, this large probing depth
will reduce the relative contribution from the key interface region (typically*1 nm
thick) with respect to that of the bulk liquid and solid. In addition, the
photo-ionization cross-section decreases with increasing photon energy, thus fur-
ther reducing the absolute photoemission signal from the interface region.
Therefore, an optimal photon energy range exists for a given core level of interest in
studies of the liquid/solid interface. In general, the binding energies (BE) of most
core levels of interest in these studies are below 1 keV.

In the following we will discuss why “tender” X-rays (2–7 keV) result in optimal
kinetic energies for PEs from core levels with binding energies below 1 keV to
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extract information from the liquid/solid interface region [19]. The optimum photon
energy window for the detection of elements from buried interfaces is given by the
competing effects of increased probing depth at increased kinetic energies, and
decreased photoelectron cross section with increasing incident photon energy. To
illustrate this, we use the SESSA software package [20, 21] (also discussed by
Powell in this book [22]) to simulate a model system consisting of a carbon
over-layer of variable thickness to mimic thin electrolyte films. As shown in
Fig. 17.2 (insert), we use a 1 nm layer of iron to represent the interface region
(a typical thickness for the electrical double layer) between the carbon overlayer
and silicon substrate.

Figure 17.2 shows the intensity of the Fe 2p3/2 core (BE *710 eV) level signal
at the buried interface as a function of incident photon energy for 10, 20, and 30-nm
thick carbon over-layers. For a 10 nm carbon overlayer, the Fe 2p3/2 signal
increases sharply at *1 keV photon energy. It reaches a maximum intensity at
around 3 keV, upon which the intensity decreases gradually as the photon energy
increases. The sharp rise of the photoelectron yield at *1 keV is due to the probing
depth effect, where at low photon energies (<1 keV) the IMFP (<3 nm) is shorter
than the thickness of the 10 nm carbon overlayer and thus only a small portion of
the iron Fe 2p3/2 interface signal is detected. As the photon energy increases, the
IMFP of the PEs increases as well and with it the signal from the Fe at the interface,
as the IMFP approaches the thickness of the carbon overlayer. With a further
increase of the photon energy the photo-ionization cross-section of Fe 2p3/2
decreases significantly, resulting in the decrease of the Fe 2p3/2 signal. Since the

6 nm~20ML

20nm~70ML

1.5keV 8 keV

Fig. 17.1 Dependence of the inelastic mean free path of electrons in liquid water on electron
kinetic energy. For a standard X-ray anode (Al K-alpha, 1486.7 eV) the inelastic mean free path is
about 6 nm (*20 monolayers of water) for electrons with the highest KE. The increase of the
probing depth is about threefold when the excitation energy is increased to 8 keV. Adapted and
reproduced with permission from [18]
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dependence of the IMFP and photo-ionization cross-section on the photon energy
are qualitatively the same for all core levels, we expect to see similar trends
(Fig. 17.2) for the detection of other elements from buried interfaces. As the
thickness of the carbon overlayer increases to 20 and 30 nm, both the onset photon
energies for the detection of a photoelectron signal and the optimal incident photon
energies shift to higher energies due to these same IMFP and photo-ionization
cross-section effects. In addition, the absolute Fe 2p3/2 signal at the optimal photon
energy also decreases significantly for the thicker films because of the decreased
photo-ionization cross-section (from the higher photon energy) and the increased
attenuation of the photoelectrons by the thicker over-layer.

The SESSA XPS simulation results have two implications: (1) To probe the
buried solid-liquid or solid-solid interface, the photon energy and model system
used (overlayer thickness) need to be evaluated simultaneously. For the model
system based on this nanometers thick thin-film overlayer, “tender” X-ray photons
with energies between 2 and 7 keV offer the best signal to noise ratio. (2) For model
systems with more than *30 nm over-layer (either liquid or solid), XPS may lose
its advantage over other methods, such as sum-frequency vibrational spectroscopy
[23–25] and second harmonic generation [26, 27], which may become more
attractive options.

Many of the liquids of interest are typically low Z materials where the electron
IMFPs are significantly larger than those of solid materials with higher Z value.
This makes it in many cases advantageous to probe the liquid/solid interface from
the liquid side. This is particularly important for aqueous solutions since the PEs

Fig. 17.2 Integrated area of Fe 2p for a 1 nm Fe interface layer as a function of photon energy
buried under various thicknesses of carbon to illustrate the ideal photon energy region for studying
interface phenomena in systems on the order of 10s of nm in thickness. The inset is a
representation of the electrolyte, electrode, and electrolyte-electrode interface layer used in the
SESSA simulation used to generate the data for this plot
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have a longer IMFP in water than in most other materials. For example, the electron
IMFP in water is about 20 % longer than that in carbon.

The preceding discussion demonstrates the tradeoffs between surface and bulk
sensitivity when probing the narrow, buried interface region. It also highlights the
main technical challenge for using photoelectron spectroscopy. An ultrathin (on
the order of a few tens of nanometers) liquid or solid thin film is needed for the
effective measurement of the interface region either from the liquid or from the solid
side of the interface.

17.2.2 Electron Optic Considerations for Ambient Pressure
HAXPES

Since the voltages in the electrostatic lens of a photoelectron analyzer in general
increase with the electron kinetic energy, it is challenging to detect high kinetic
energy electrons at high pressures due to the threat of gas discharge (arcing).
Overcoming this problem requires the design of differentially pumped electrostatic
lens systems where the voltage differences between the adjacent lens elements and
common ground are reduced in the high pressure region, without sacrificing the
overall efficiency of electron detection.

Currently, two commercial vendors (Scienta and SPECS) provide solutions to
ambient pressure HAXPES applications. To our knowledge, both commercial
analyzers use a shaped mesh as one of first lens elements in the pre-lens. As
discussed in detail in [28], using a shaped mesh lens allows to collect high energy
electrons from a high pressure environment and has several advantages: A large
angular range can be collected without having extreme spherical aberrations; the
electron optical properties of the mesh electrode allow for a relatively long working
distance between the sample and the first electrostatic lens section with strong
electrical field gradients, which is beneficial for suppressing corona discharge [29].
Using a shaped mesh lens also allows for smaller opening angles of the entrance
aperture to the lens system, which improves maneuverability of the sample in the
vicinity of the aperture without scarifying electron collection performance. This is
very important for the operation at high kinetic energies because the lens voltages
can be kept relatively low.

It should be noted that there are also disadvantages to using mesh electrodes.
Electric fields at the shaped mesh interface produce micro lens effects for each
individual transparent part of the mesh. This effect cannot be removed by changing
the thickness, or the wire density, of the mesh. Fortunately, current theory can
estimate many of the side effects with high accuracy. By improving the manufac-
turing techniques and the use of carefully designed lens tables, the micro lens
effects have only small effects on the overall analyzer performance, except for the
spatial and angular resolution, which is lower for analyzers using shaped mesh
electrodes compared to traditional designs using only cylindrical lenses [28].
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However, the new pre-lens designs have already enabled the reliable and stable
detection of high kinetic energy electrons in ambient pressure HAXPES at pres-
sures up to 100 Torr [28].

17.2.3 Accessing Liquid/Solid Interfaces Using
Photoelectron Spectroscopy

The biggest challenge in the investigation of liquid/solid interfaces using APXPS is
to create either an ultrathin solid film or a thin liquid film for the effective detection
of electrons from the interface region. Currently both approaches are being pursued
by several groups. The film thickness should be of the order of the inelastic mean
free path of photoelectrons at the given kinetic energy, e.g. for water about 6 nm for
KE *1.5 keV and about 20 nm for KE *8 keV (see Fig. 17.1) [18]. Preparing
ultrathin liquid or solid films that are stable for the duration of the measurements
(often several hours) is not straightforward. Several different strategies are being
developed, each with their own advantages but also shortcomings.

Perhaps the most straightforward way to prepare a thin liquid film is through
adsorption of the liquid from the vapor. For the case of water this requires raising
the relative humidity to values close to saturation (100 %), when on hydrophilic
surfaces a multilayer water film is present, with the film thickness dependent on the
relevant humidity (RH). Figure 17.3 shows an example for the case of TiO2(110)
[30]. The challenges of this approach are the control of pH or solute concentration
in the film, the necessity to precisely control temperature and water vapor pressure
due to the high adsorption/desorption rates at ambient temperatures, and the control
of electrical potentials across the interface, which requires the presence of control
and reference electrodes in the solution film. These boundary conditions limit the
use of this method to a certain subset of experiments, where the potentials do not
need to be actively controlled and the chemical composition and the pH are not
changed during the experiments [31, 32].

Fig. 17.3 Thickness of the
water layer on rutile
TiO2(110) as a function of
relative humidity.
Reproduced with permission
from [30]
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A second strategy to prepare liquid/solid interfaces is the use of liquid jets [33],
which contain small (sub-micron) particles of the solid of interest. Some of these
particles will reside sufficiently close to the liquid jet surface so that photoelectrons
emitted from the liquid/solid interface can be detected (see Fig. 17.4) [34, 35]. The
advantage of this method is that the pH and the concentration of the solution can be
tuned during the measurements. A drawback is the difficulty to control electrical
potentials across the solid/liquid interface. Using this approach, e.g. the surface
potential of silica particles as a function of particle size and pH of the solution was
successfully determined [36].

Another intriguing approach is the use of ultrathin membranes, where one side of
the membrane is part of a liquid cell, while the other side faces the electron
spectrometer (see Fig. 17.5). Membrane materials used so far are silicon [37],
Nafion [38], and graphene/graphene oxide [39, 40]. The electrons from the
liquid/solid interface traverse the membrane on the way to the electron spectrom-
eter. Similar to in-situ X-ray photon-in photon-out environmental cells [41], these
ultrathin membrane windows are increasingly being fabricated as low-cost,
single-use environmental cells that are compatible with many electron based
characterization techniques. There are several advantages to this technique: (i) In a
flow cell setup the solution concentration and pH can be changed during the
experiment, (ii) full potential control across the interface is possible, with reference
and counter electrodes inside the liquid cell and the membrane as working elec-
trode, and (iii) the absence of a gas phase since the liquid is contained behind the
membrane. In the ideal case of a leak-tight membrane, it would not even be nec-
essary to use a differentially-pumped electron spectrometer (although it might be
safer given the chance of the evolution of leaks in the membrane). The drawback of

Fig. 17.4 Preparation of liquid/solid interfaces using the liquid-jet technique, where solid particles
are suspended in the liquid, with some of the particles residing sufficiently close to the jet surface
to detect photoelectrons from the liquid/solid interface. Reproduced with permission from [34]
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this approach is the fabrication and mounting of ultrathin membranes, and the
possible limitation of this approach to certain classes of materials which lend
themselves to forming ultrathin membranes or can be deposited onto an ultrathin
membrane template.

The last technique we discuss here is the so-called “dip & pull” method, which
has recently been developed to create an ultrathin liquid film on a solid surface.
This approach is inspired by the previous works by Bockris and Cahan [42] and
Siegbahn [43]. We will describe this new technique in detail here. As reported in
[28], a flat working electrode (WE, here Pt foil) is placed close to the conical
entrance aperture to the differentially pumped lens system, as shown in Fig. 17.6a.
The sample (WE), Ag/AgCl reference electrode (RE) and a Pt foil counter electrode
(CE) are mounted on an electrically insulating polyether ether ketone (PEEK)
holder that is attached to a multi-axis manipulator. Electrical feedthroughs at the
manipulator connect the WE, RE, and CE to an external potentiostat to perform
operando electrochemistry measurements. When an aqueous electrolyte is used, the
water vapor pressure in the main chamber is controlled up to about 20 Torr through
a ultra-high vacuum (UHV) leak valve connected to a heated water reservoir. At the
equilibrium condition, this allows the electrolyte level in the glass electrolyte
container to remain constant during the experiment.

Fig. 17.5 Detection of
photoelectrons from the
liquid/solid interface of an
ultrathin membrane, where
the electrons transverse the
whole of the membrane on
their way to the electron
spectrometer. Reproduced
with permission from [39]
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In the example shown in Fig. 17.6a, a Pt WE is placed in front of the analyzer
cone where XPS spectra of the bare electrode in vacuum or a gas environment can
be collected. Representative Pt 4f and O 1s XPS spectra from the Pt WE under
water vapor are depicted in Fig. 17.6a as well. In Fig. 17.6b, the electrodes are
moved away from the analyzer cone so that they can be fully immersed into the
electrolyte. Under this condition, the sample can be electrochemically characterized
in situ by, e.g., cyclic voltammetry (CV).

After the immersion of all three electrodes into the electrolyte, a solid-liquid
interface can be created on the sample (WE) by slowly extracting the sample from

Fig. 17.6 Schematic of three-electrode electrochemistry setup in the AP-XPS chamber. a Position
of electrodes before immersion and corresponding representative Pt 4f, O 1s spectra and
electrochemical profile. b Electrodes are immersed in the electrolyte, where any electrochemical
treatment can be performed within the APXPS chamber. Shown is a representative Pt foil
capacitive-voltage (CV) curve in 6 M KF aqueous electrolyte. c Electrodes are placed at the
AP-XPS measurement position, and corresponding representative Pt 4f and O 1s of the partially
removed electrodes are overlaying the representative vapor exposed electrode spectra (shown in
Fig. 17.4a). d Image of the 3-electrode apparatus that has been first dipped into and then pulled
from the electrolyte in the beaker and placed into XPS position while ensuring all three electrodes
are in contact with the electrolyte within the beaker. Reproduced with permission from [28]
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the solution either by raising the three electrodes or by lowering the electrolyte
container. Following this procedure, a thin layer of liquid electrolyte film is formed
on the Pt electrode. This layer is stabilized by the close-to equilibrium vapor
pressure in the chamber. By moving the three-electrodes and electrolyte container
accordingly, this thin film can be positioned at the focal point of the electron
analyzer and studied using APXPS (Fig. 17.6c). The liquid film thickness depends
on a number of factors, among them the height of the measurement position with
respect to the bulk electrolyte surface. During the measurement, all three electrodes
are kept in contact with the bulk electrolyte, thus allowing the simultaneous col-
lection of spectra from the WE (Pt 4f), electrolyte (O 1s) and water vapor gas phase
(O 1s) at varying holding potentials (see Fig. 17.6c). Figure 17.6d shows an image
of the 3-electrode apparatus that has been partially emerged from the electrolyte in
the beaker and placed into XPS position.

Using this method, stable KF and KOH liquid films of nanometer thickness have
been created on both a Pt electrode [28] and a Ni thin film [44] electrode. It has been
demonstrated that the thin liquid layer (10–30 nm thick) is continuous and can carry
the electrical potential of the bulk electrolyte. Using this technique, the electro-
chemical oxidation of Pt [28] and Ni [44] has been measured in situ. While this
approach shows great promise there are still a number of technical challenges that
need to be overcome, such as possible limitations to the ionic/mass transport from
the bulk solution reservoir to the measurement position due to the limited film
thickness. This mass transport limitation can, in principle, affect the ion concen-
trations of the solution, such as pH value, at different vertical position. However, the
ability to measure the relative concentration of different ionic species as well as the
total solution thickness as a function of position above the solution reservoir using
XPS allows identifying and characterizing possible mass transport related issues.

17.3 Application Examples

In the following we will discuss several examples of APXPS measurements of
liquid/solid interfaces. The examples were chosen to demonstrate the breadth of
possible applications of photoelectron measurements at liquid/solid interfaces, as
well as to show the utility of the different approaches to preparing liquid/solid
interfaces, provided in the previous section.

17.3.1 Measurement of the Surface Potential of Silicon
Oxide Particles in Solution

One of the basic properties of the liquid/solid interface is its surface potential,
which is caused by the presence of surface charges at the interface, such as pro-
tonated or deprotonated hydroxyl groups. The measurement of the surface potential

17 Liquid/Solid Interfaces Studied by Ambient Pressure HAXPES 457



has proven to be elusive for a long time. Using XPS in combination with the liquid
microjet technique, Brown et al. [36] performed a pioneering measurement of the
surface potential of SiO2 nanoparticles in a 0.05 M NaCl solution. SiO2 is arguably
one the most important oxides due to its ubiquity in nature as part of minerals and
rocks as well as in technology.

Figure 17.7 shows Si 2p spectra taken with a photon energy of 510 eV, i.e. a
kinetic energy of *400 eV, under acidic (pH 0.3, lower panel) and basic (pH 10.0,
upper panel) conditions [36]. Aside from the main peak which is due to Si in the
bulk of the nanoparticle, there are small shoulders on the high (low) binding energy
side of the main peak under acidic (basic) conditions, which are due to protonated
(deprotonated) silanol groups at the SiO2 particle/solution interface. In addition,
there is a shift of 0.3 eV in the main Si 2p peak towards higher binding energy as
the pH is decreased from 10.0 to 0.3. Brown et al. interpret this shift as a direct
result of the increase of the surface charge towards more positive values at low pH,
i.e. upon protonation of the surface. This phenomenon is akin to the application of a
positive bias to the surface, or charging of the surface in the case of electrically
insulating materials, which both also lead to apparent binding energy shifts towards
higher values. The XPS data in Fig. 17.7 thus provide a direct measure of the
surface potential change at the liquid/solid interface. The versatility of the use of

Fig. 17.7 Si 2p XPS spectra
measured from a liquid micro
jet, containing silica particles
with an average diameter of
9 nm. The lower panel shows
the spectrum at a pH of 0.3,
the upper at a pH of 10.0. The
main peak is due to Si in the
bulk of the nanoparticles,
while the small shoulders at
either the high
(low) binding-energy sides
are due to protonated
(deprotonated) silanol groups
at the liquid/solid interface.
The binding energy axis is
referenced to the 1b1 orbital
of liquid water. Reproduced
with permission from [36]
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suspended nanoparticles in liquid microjets will allow measuring a wide range of
combinations of solid materials with solutions of varying composition, concentra-
tion and pH values.

17.3.2 Measurement of Liquid/Solid Interfaces Using
Ultrathin Solid Membranes

Recently, Kolmakov et al. [39] demonstrated successfully that in situ environmental
cells using graphene oxide as an electron-transparent window can be used for
photoelectron spectroscopy (see Fig. 17.5). Membranes as thin as one layer of
graphene-oxide are used to separate the liquid cells and the electron spectrometer.
The electrons from the liquid/solid interface traverse the membrane on the way to
the electron spectrometer. In this proof-of-principle experiment, the authors also
show that graphene oxide windows are transparent to low-energy electrons (down
to 400 eV), and they demonstrate the feasibility of X-ray photoelectron spectros-
copy measurements on model samples such as gold nanoparticles and aqueous salt
solution placed on the back side of a window.

Around the same time as Kolmakov et al.’s work [39], an electrochemical cell
based on an ultrathin Si membrane window (15 nm) was developed at the Japanese
synchrotron facility SPring 8. APXPS studies of electrochemical reactions on the Si
membrane were conducted using a traditional hemispherical electron analyzer,
located on the vacuum side of the Si membrane window [37]. The authors used the
silicon membrane itself as one electrode and Cu tape as the counter electrode. The
aqueous electrolyte is sealed inside a micro-cavity between the Si-membrane and
the Cu tape. Using this two electrode system, both current-voltage (I-V) mea-
surements and HAXPES experiments (at 5950 eV) were performed [37]. As shown
in Fig. 17.8a, the observed anodic current in the cell starts to increase at about
0.8 V. Due to the two electrode limitation, the electrode potentials cannot be
unambiguously determined for both the Si electrode and the Cu electrode, but Si
oxidation and hydrogen evolution reactions are still expected to take place at the Si
membrane and Cu tape, respectively, in the presence of an anodic current.
Figure 17.8b–d shows Si 2p spectra taken at different positive potentials (700–
1500 meV). The oxide peak observed around 104.5 eV increases as the potential
becomes more positive (Fig. 17.8c), providing quantitative information on the
oxide growth as a function of potential [37].

In addition, Takagi et al. recently performed one of the first in-situ ambient
pressure HAXPES experiments at a photon energy of 7.94 keV [38]. Using a special
designed Nafion membrane polymer electrolyte fuel cell, the authors performed
X-ray photoelectron spectroscopy measurements of a Pt/C electrode under working
conditions. Instead of the membrane-sealed liquid cell, they used a two chamber
flow cell separated by a Nafion membrane. The anode side H2/N2 gas mix was kept
up to atmospheric pressure and the cathode side H2O pressure was up to 21 Torr,
which corresponds to the saturated vapor pressure of water around room
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temperature. Under these conditions, the Pt 3d5/2 level showed oxidation of the Pt
nanoparticles at the cathode, with a clear dependence of the oxidation on the applied
voltage between the anode and cathode. Although this is not strictly a liquid/solid
experiment, it is a clear demonstration that ambient pressure HAXPES is a valuable
in situ tool for the investigation of the electronic states and the adsorbed species of
polymer electrolyte fuel-cell electrode catalysts under reaction conditions. The
ambient pressure HAXPES results by Tagaki et al. [38] show no evidence of the
various oxygen species (e.g., H2O, H2O–OH, and OH–O) on the Pt surface that were
observed in previous soft X-ray APXPS measurements on Pt at lower pressures
[45, 46]. The reason for this discrepancy is not obvious, but could be related to the
difference in total water vapor pressure or the difference in surface sensitivity.

17.3.3 Operando Measurement of Pt Oxidation in KF
Solution

Using the “dip & pull” method, Axnanda et al. [28] measured in situ the oxidation
of a Pt WE to demonstrate that the thin film created can be used as a functional

Fig. 17.8 a Current-voltage (I-V) relationships of a micro-volume cell with (blue) and without
water (red). b Si 2p3/2 XPS spectra in the region of the Si membrane measured (a) without bias and
(b) at 700 mV, (c) 900 mV, (d) 1100 mV, (e) 1300 mV, and (f) 1500 mV. Spectrum (g) was taken
after holding the potential at 1500 mV for 100 min and (h) after 600 min. The inset in (b) shows a
magnified image of (b) in the region between 101 and 99 eV. c Detailed view of the Si 2p3/2
binding-energy region between 107 and 102 eV, corresponding to Si4+. d Several difference
spectra of the data in (b). Reproduced with permission from [37]
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electrolyte. In the experiment, the Pt WE is immersed into 6 M KF followed by
cyclic voltammetry from −0.8 to 0.8 V (vs. Ag/AgCl). Once the Pt CV has sta-
bilized, the Pt electrode is pulled from the electrolyte and moved to the analysis
position (as shown in Fig. 17.6c) while holding the potential at −0.8 V. After the
electrolyte film is formed, the applied voltage is changed to 0.0–1.2 V while
keeping the Pt WE electrode at the APXPS measurement position.

The Pt 4f7/2 spectrum at a holding potential of 0.0 V shows only a peak at a BE
of 71.2 eV due to metallic Pt (Fig. 17.9, lower panel). Upon changing the holding
potential to 1.2 V, new features appear on the higher binding energy side of the
metallic Pt peak. To fit the Pt 4f7/2 spectrum at 1.2 V, two additional peaks at BE of
72.6 eV (shown in purple color) and 74.1 eV (shown in black color) are needed,
which have a BE that is higher by 1.4–2.9 eV than that of the metallic Pt peak.

The 72.6 eV Pt 4f peak is in agreement with a Pt+2 oxidation state, while the
74.1 eV Pt 4f is assigned to Pt+4, based on literature values [47, 48]. This leads to
the conclusion that the Pt interfacial species observed at oxygen evolution reaction
potentials are a mixture of both the Pt divalent and Pt tetravalent state, which is
different from the pure tetravalent state suggested by the Pourbaix diagram at this
pH range [49]. It is interesting to note that the Pt oxidation conditions in this
experiment are similar to those in the Pt oxidation experiment performed by Takagi
et al. [38], there using a model in-situ polymer electrolyte fuel cell. The assignment
of the Pt oxidation-state peaks are different in these two studies. Because the
signal-to-noise ratio in the Pt 4f spectrum is less than ideal in the “dip & pull”
experiment, the data are not sufficient to provide qualitative analysis of the Pt

Fig. 17.9 Pt 4f XPS spectra
of a Pt foil in a 6 M KF
solution, at holding potentials
of 0 V and 1.2 V during the
XPS measurement. All of the
potentials are reported with
respect to Ag/AgCl reference
electrode. Reproduced with
permission from [28]

17 Liquid/Solid Interfaces Studied by Ambient Pressure HAXPES 461



oxidation state under oxygen-evolution reaction conditions. Nevertheless, this study
shows that the thin electrolyte layer formed on the surface of Pt maintains an
electrical potential across the electrode-electrolyte interface, indicating that this
method can potentially be used to perform operando studies on electrochemical
systems using the AP-XPS system. Clearly, more studies are urgently needed to
clarify some important details of this method, such as the ion mass transport along
the film, the pH values and ion concentrations of the film solutions.

17.3.4 Depth-Dependent Concentration Profiles
from Standing Wave APXPS

One of the big challenges in the study of liquid/solid interfaces using photoelectron
spectroscopy is the large contribution of the bulk solid and bulk liquid to the overall
signal which can strongly interfere with the detection of the signal from the rela-
tively narrow interfacial region. A promising approach to enhancing the signal from
the interface is standing-wave ambient-pressure photoemission spectroscopy
(SWAPPS). This method is based on standing wave photoemission spectroscopy,
where incident X-rays illuminate the sample under the first order Bragg diffraction
condition of either a lattice plane or a multilayer mirror and interfere with the
reflected X-rays, thus forming a standing-wave in the interference volume. The
standing wave propagates perpendicular to the interface and has a period close to
that of the lattice spacing or the multilayer grating [50, 51]. The standing wave
approach provides a built-in ruler, i.e., the period of the standing wave, to determine
absolute depth distributions of chemical species throughout the probed volume,
which is a considerable improvement over other approaches to depth-profiling in
XPS, where either the kinetic energy or the takeoff angle of the photoelectrons are
varied to change the probing depth.

An example for the application of SWAPPS to the measurement of the ion
distribution at the interface of a thin, mixed NaOH/CsOH film is given in
Fig. 17.10. A thin film of a mixed NaOH/CsOH solution is drop-cast onto a
hematite substrate, dried, and then rehydrated inside the in situ cell of the APXPS
chamber through condensation of water from the gas phase at *7 % relative
humidity. The hematite sample was deposited onto a Mo/Si multilayer with a period
of 3.4 nm (80 repeats). For the incident photon energy of 910 eV, used in these
experiments, the first order Bragg angle is about 12° from the sample surface.
Rocking curves around the first order Bragg diffraction peak were taken for all
elements in the sample: Fe, O, Cs, Na, as well as C from adventitious contami-
nation. The rocking curves for O 1s are displayed in Fig. 17.10b and clearly show
similarities in the peak position and shape of the rocking curve for OH and
adsorbed water, indicating that these components are co-located at the sample
surface. Strong differences between the rocking curves of these overlayer species
and the hematite oxygen are also observed, as expected. Figure 17.10c shows the
rocking curves for Cs 4d and Na 2p, where a small but reproducible shift in the
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peak position indicates that Na is located closer to the interface with hematite
compared to Cs. A detailed analysis of the rocking curves for all elements yields a
concentration profile across the hematite substrate and the adsorbed species
(Fig. 17.10d). The profile shows that Na is indeed in close contact with the hematite
substrate, while Cs is excluded from the interface. It also shows that there are two
carbon contamination components, which interact very differently with the interface
region: While the hydrophilic component (carbonate or carboxylic acid, according
to its binding energy) is mixed with the adsorbed water and hydroxyls, the aliphatic,
hydrophobic carbon forms a narrow layer on top of the hydrated film. This example

Fig. 17.10 a Principal setup of the standing-wave APXPS experiment. The thin film (3.7 nm)
hematite sample is grown onto a Mo/Si multilayer structure with a periodicity of 3.4 nm. A mixed
NaOH and CsOH solution is drop cast onto the hematite film outside the vacuum chamber,
allowed to dry and then rehydrated inside the in situ measurement cell through exposure to water
vapor at a relative humidity of*7 %. b O 1s rocking curves taken at an incident photon energy of
910 eV. The peak positions and shapes of the rocking curves indicate that OH and adsorbed H2O
are co-located, with a clear separation to the oxide. c Rocking curves for Cs 4d and Na 2p which
show that Na and Cs are located at different distances from the substrate. d Calculated
concentration profiles for hematite, Cs+, Na+, adsorbed water, hydroxyls, as well as hydrophilic
(high-BE C) and hydrophobic (low-BE C) carbon contamination. Adapted and reproduced with
permission from [32]
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shows that SWAPPS allows to identify and map all components of a liquid/solid
interface with sub-nanometer resolution in the direction perpendicular to the
interface. SWAPPS has also recently been used in proof-of-principle investigation
for the reaction of Ni immersed in a 0.1 M KOH solution under oxidizing condi-
tions [44].

17.4 Summary

Photoelectron spectroscopy, in particular when operated using high photon energies
(i.e., high-KE photoelectrons), is a promising method for the study of the elemental
composition and potential distribution at liquid/solid interfaces. It is applicable to a
wide variety of research areas, including electrochemistry and geochemistry. The
obstacles due to the operation of a high KE electron spectrometer under elevated
pressure conditions have for the most part been overcome, and commercial spec-
trometers are available. The biggest challenge is currently the preparation of
liquid/solid interfaces that are accessible to electron spectroscopy, which requires
either the preparation of very thin (*10 nm) thick solution layers, or the use of
ultrathin solid films through which the electrons from the liquid/solid interface are
detected. There are several approaches to tackling this problem, as we have dis-
cussed above, all with their own advantages as well as complications. All of these
techniques are still in their infancy, and further innovations and optimizations are
urgently needed to develop ambient pressure HAXPES measurements of
liquid/solid interfaces into a mature characterization method. Furthermore, the
combination of APXPS with other complimentary techniques, such as infrared and
non-linear optical spectroscopy, will be crucial in the quest to map the chemical and
potential distribution across liquid/solid interfaces with high spatial resolution.
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Chapter 18
HAXPES Applications to Advanced
Materials

Keisuke Kobayashi

Abstract The application of HAXPES to the study of the electronic structure,
chemical bonding state, and geometric structure of advanced materials of industrial
importance is presented. Topics include phase-change memory, transparent
amorphous-oxide thin-film transistors, dilute magnetic semiconductors, strongly
correlated magnetic materials, advanced shape memory, Au nanoclusters dispersed
in ceria, hard disc lubricants, and Li-ion battery electrode degradation. Examples of
applications of HAXPES to operando measurements for Si-MOS gate stack
structure, and electrochemical reactions at solid-solid as well as solid-liquid inter-
faces are also introduced. It is demonstrated that the extended probing depth of
HAXPES and its unique ability to determine bulk electronic structure and its depth
dependence can solve many of the relevant materials issues affecting current
advanced device performance. Together with first principles electronic structure
calculations, these studies successfully reveal the origin of the functionalities of the
advanced materials. In the last part of this chapter, a laboratory HAXPES system
with a monochromatic Cr Kα (5.4 keV) X-ray source and several typical examples
of its application are introduced. Future development of laboratory HAXPES are
also briefly discussed.
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18.1 Introduction

The development of HAXPES as an important analytical method began at the begin-
ning of the 21st century. Here it will be described how the development proceeded at
SPring-8, andwhat pushed its application to advancedmaterials science. By the end of
the 20th century progress in thefield of synchrotron radiation (SR)was striking.At the
same time it was clear that the application of SR spectroscopy was limited in the
physical sciences. Photoelectron spectroscopy is an invaluable method to obtain
electronic structure and chemical-bonding information, but its high surface sensitivity
severely limits research in fields other than surface science. Suga and coworkers
showed that “bulk sensitive photoelectron spectroscopy”waspossible at the softX-ray
beamline BL25SU of SPring-8 through measurements of the 3d-4f resonant photo-
electron spectra of rare earth compounds [1]. However, for excitation photon energies
less than1keVtypicallyavailableat softX-raybeamlines,dataarenot free fromsurface
effects. Ultra-high vacuum and in situ surface preparation remain a significant hin-
drance for all but the most adamant surface scientist. Meanwhile, research and
development was focusing on novel materials, and it was clear that a more
bulk-sensitive photoelectron spectroscopymethodwas needed to allow SR to become
widely applicable. Clearly, the only solution was to increase the photon energy of the
measurement. In collaboration with the RIKEN/SPring-8 group, a series of HAXPES
test experiments were initiated at the RIKEN undulator beamline BL29XU in June
2002, and the results were promising [2]. Various research groups engaged in
Si-CMOS, compound semiconductor materials, strongly correlated spin electronic
materials,etc.,wereencouraged toparticipate in theseearlyexperiments.Someof these
results were presented at the first international workshop HAXPES 2003 (September
11–12, 2003, ESRF, France) [3, 4]. In order to further open the field to new users, a
HAXPES end station at the JASRI R&D beamline BL47XU was constructed. It was
available tonano-technology research in2004and togeneral users in2005 [5]. In2006,
development began at the National Institute for Materials Science (NIMS) of the
HAXPESend station at theNIMSbeamlineBL15XUfor advancedmaterials research.
Newusersconductedexperimentsat the twobeamlines, researchflourished, and it soon
became clear that the available SR beamtime was too limited to satisfy the growing
community [6]. Consequently, a laboratory based HAXPES system to satisfy this
growing demandwas planned. The JST “sentan”projectwas initiated in 2005. It lasted
for 5 years and resulted in theCrKα lab-basedHAXPES system [7]. The followingwill
discuss HAXPES applications for advanced materials conducted at the SPring-8
beamlines (BL29XU,BL47XU, andBL15XU) anddemonstrate its versatile potential.

18.1.1 Phase-Change Memory Materials

Elements in groups V and VI (including As, Sb, S, Se and Te) readily form
disordered structures [8] that are often short lived at room temperature (RT). On the
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other hand, compounds containing other elements, including Ag and In or Ge, can
remain amorphous at RT for several decades. The crystallization process in these
compounds can be accelerated greatly by laser irradiation or electric heating to a
rapid transformation within tens of nanoseconds in amorphous Ge2Sb2Te5
(GST225) and Ag3.5In3.8Sb75.0Te17.7 (AIST) materials, [9, 10] leading to phase
change (PC) memories with both long-term stability and rapid switching [11].

PC recording is used extensively in rewritable high-density storage media,
particularly in optical recording discs, for example digital versatile disc-random
access memory (DVD-RAM), digital versatile disc-rewritable (DVD-RW) and
Blue-ray disc-rewritable (BD-RE) [12]. Intensive efforts for the development of
PCRAM, which is competing with other types of RAM such as ReRAM
(Resistance RAM) and MRAM (magnetic RAM), as a candidate of non-volatile
computer memory have been initiated world-wide [13]. In all of these PC memory
devices, information is stored as a row of nano-sized amorphous marks in a
polycrystalline layer or as cell arrays and accessed by the difference between either
the optical or electrical properties in the amorphous (a-) and crystalline (c-) phases
[12, 14].

(GeTe)1−x(Sb2Te3)x pseudobinary compounds (GST) and related compounds,
which take the NaCl structure in the crystalline phase, are widely used as the
memory layer in rewritable phase-change optical discs [11]. Various modifications
of compounds have been investigated in order to satisfy the essential requirements
of nanosecond scale rewritable speeds, extremely good reversibility between the a-
and c-phases over 105 cycles, and long thermal stability over scores of years for
these optical as well as electronic memory devices. Typically, GST with x = 1/3
composition (Ge2Sb2Te5, GST225) exhibits suitable crystallization and melting
temperatures for laser-induced phase changes and rapid phase transition times [11,
15, 16]. GeTe-rich compositions such as x = 1/9 (Ge8Sb2Te11) are adopted for the
blue-ray disk on which as much as 50 GB of information can be recorded using a
blue-violet laser [17].

Applications of PC materials to commercial devices were started without the
clear understanding of the PC mechanism. In 2004, Kobolov et al. [18] proposed
the umbrella flip model, in which the six to four coordination change of Ge plays a
key role to introduce randomness without long distance atomic diffusion. In 2006,
Wełnic et al. [19] proposed a spinel structure for amorphous GST based on density
functional theory (DFT) calculations.

A systematic investigation of the electronic structures and chemical states of
amorphous as well as crystalline (GeTe)1−x(Sb2Te3)x (x = 0–1/3) pseudobinary
compounds using high resolution HAXPES were reported in 2007 by Kim et al.
[20]. Samples were prepared by sputtering on polycarbonate disc substrates and
capped with 2–3 nm of carbon at Matsushita Electric Industrial Company, Ltd.
Valence band spectra of crystalline phase GST’s are compared with Sb2Te3 (blue)
and Sb (red) in Fig. 18.1a (Backgrounds were subtracted using Shirley’s method
[21]). The similarity of the overall spectral features of GST with Sb, GeTe, and
Sb2Te3 is clear.
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These valence band spectra are explained as follows. The valence-electron
configuration of Sb is 5s25p3, where the two s2 electrons form a lone-pair band. The
remaining three p electrons sustain the crystal bonding of the distorted cubic
(rhombohedral) structure by forming half-filled resonance bonding of px, py and pz
orbitals resulting in a semimetal band structure. Corresponding to this
valence-electron configuration, the Sb valence-band spectrum shows a 5s band,
which splits into two peaks at 8 and 12 eV corresponding to the long and short bond
states in the rhombohedral structure. The topmost p band, which is distributed in
energy from 0 to 6 eV, is well separated from the s band. In the case of GeTe
(green), which on average has 5 valence electrons per atom, also forms the
rhombohedral structure and behaves as a narrow gap semiconductor. Peaks at
around 12 and 8 eV are assigned to Te 5s and Ge 4s orbitals, respectively, whereas
the p band intensities are distributed in energy similar to that of Sb. The Ge 4p band
is also well separated from the Ge 4s band. The separation of the p bands from the
s bands in Sb and GeTe evidence that the s-p hybridization is weak in these
materials as discussed above. The Sb2Te3 spectrum shows two peaks that corre-
spond to Te 5s states at 12 eV and Sb 5s states at around 10 eV. Evidently the top
most band of Sb2Te3 is also well separated from the s bands, and distributes almost
in the same binding-energy region as those of Sb and GeTe. Sb2Te3 consists of

Fig. 18.1 a Valence-band spectra of crystalline (GeTe)1−x(Sb2Te3)x (x = 0–1/3), each showing the
three-peak structure corresponding to Te 5s, Sb 5s–Ge 4s overlapped, and Te 5p, Sb 5p, and Ge
4p mixed band from the higher binding-energy side, respectively. Vertical bars show fine structure
due to bands. b Comparisons between the valence-band spectra of the amorphous (red) phases and
those of the crystalline (blue) phases. In all of the spectra, a Shirley background [21] was
subtracted, and the binding energies are set to zero at the VBM. The spectra are normalized to the
area of the Te 4d core-level spectra
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stacking of Te–Sb–Te–Sb–Te layers sustained by long and short p-like bonds in the
quintuple layers and weak Te–Te bonds at the interfaces of the quintuple layers.

Rewriting the chemical formula of GST, ((GeTe)1−x(Sb2Te3)x) as (GeTe)1−x2
(SbTe)x(ϒTe)x, where ϒ denotes vacancies, the unit cell of crystalline GST is
understood to inevitably contains vacancies to form the NaCl structure. For
instance, GST225 (x = 1/3) needs 0.8 vacancies at the cation sites with 1.6 Ge, 1.6
Sb, and 4 Te atoms in one NaCl cubic unit cell. We have 9.6 valence electrons in
average per molecular unit in the formula for GST225, suggesting that GST’s may
be regarded as members of the average 5 valence ( 5h i valence) electron family. If
we assume that one excess electron for each of the two Sb atoms is transferred to
the adjacent (ϒTe) unit, then all the molecular units contain 6 p electrons to sustain
half-filled p-like bonding in addition to closed s subshells. This fact gives a sound
basis for understanding the results in Fig. 18.1a where all the valence bands of the
GST alloys show similar features to GeTe and Sb, and Sb2Te3.

Figure 18.1b compares valence-band spectra of crystalline (blue) and amorphous
(red) GST. The most striking feature of this figure is that the a- and c-phases closely
resemble each other for all GST samples. This makes a clear contrast to amorphous
Si (a-Si), into which broken bonds are inevitably introduced because the rigid sp3

tetrahedral bonds do not allow flexible bond deformations. a-Si is therefore
extremely defective without hydrogenation termination of the broken bonds to form
a-Si:H. The resultant valence-band densities of states in a-Si and a-Si:H differ
significantly from c-Si. In GeTe, differences between the valence-band spectra of a-
and c-films are recognizable by presence/absence of fine features (denoted by bars
in Fig. 18.1a) of band structure origin, which appear near the top of the valence
band. Although the similarity of the c- and a-phase spectra is enhanced with
increasing x, the two fine features still remain distinguishable in the c-phase at
x = 1/3, indicating that overall translational symmetry in the crystal is maintained in
spite of the random distribution of vacancies. The fact that the three band feature of
the whole valence band is maintained indicates that there are no drastic changes in
the s2p3 valence configuration during the phase transition. The almost perfect
resemblance between the a- and c-phases with increasing x to 1/3 suggests that
increasing vacancies bring a similar degree of local disorder into the crystalline
structure as in the amorphous phase. The bandgap between the s-band and the p-
band becomes clearer in the amorphous spectrum as x increases, suggesting
enhancement of the s-p de-hybridization.

Figure 18.2 shows the Te 4d, Sb 4d, and Ge 3d core-level spectra of the crys-
talline (closed circles) and amorphous (open circles) films with x = 0–1/3. The Ge
3d spectra of the a-phase samples show a single broad peak, whereas those in the c-
phase exhibit a doublet due to the spin-orbit splitting of 0.6 eV. Only the Sb
4d spectra of the a-phase show a chemical shift of 0.2 eV toward lower binding
energy that is independent of x. Another interesting feature in this figure is the
additional weak component with a 1 eV chemical shift observed in the Sb 4d in the
crystalline phase with x = 1/23 as marked by arrows. The same chemical shift is
more clearly observed in the Sb 3d core-level spectra of larger photoionization cross
section [22], (inset of Fig. 18.2) for samples with x = 1/45–1/17. This shift is not
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observed in the a-phase. The binding energy of this weak peak in the Sb 3d spectra
was 527.7 eV from the Fermi level EF, and it is equivalent to the binding energy of
the neutral Sb compound (528 eV) [23]. The main peak at 1 eV higher-binding
energy is then reasonably assigned to Sb1+. In the case of dilute Sb concentrations,
the Sb atoms substitute for Ge atoms as randomly distributed donor impurities
in the GeTe matrix. No filling of the vacancies by the extra Sb takes place [17].
When the compensation of residual holes (as-grown GSTs including GeTe are
usually p-type) is completed, a fraction of the Sb impurities could remain neutral. In
the high Sb2Te3 composition alloys, the material is regarded as a (GeTe)1−x
2(SbTe)x(ϒTe)x mixed crystal, in which Sb atoms are ionized and donated electrons
are considered to localize around vacancies as discussed above. The observation of
neutral Sb components shown in Fig. 18.2 suggests that the boundary between
these two cases is considered to be somewhere around x = 1/23–1/17.

Figure 18.3a shows the photoemission spectra of the crystalline (closed circles)
and amorphous (open circles) (GeTe)1−x(Sb2Te3)x near the valence-band maximum
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(VBM). The Fermi energy is indicated as zero. The energy differences between the
crystalline and amorphous phases (ΔEC−A’s) for the VBM (filled circles) and
core-level spectra Ge 2p3/2 (filled squares), Te 4p5/2 (filled triangles), and Sb 4d5/2
(open circles)] are plotted as functions of x in Fig. 18.3b. All the ΔEC−A’s except
those of the Sb 4d5/2, nearly coincide, indicating that there are equivalent energy
shifts for the VBM of Ge and Te during the c-a phase transition. These parallel
energy shifts are understood to be due to the shift of EF into the band
gap. The VBM positions shift to 0.4 and 0.35 eV below EF for a-GeTe and a-
GST225, respectively. Assuming that both a-GeTe and a-GST225 behave as
intrinsic semiconductors with EF located in the middle of the band gap as generally

Fig. 18.3 a HAXPES spectra
near the VBM of crystalline
(closed circles) and
amorphous (open circles)
GeTe and Ge2Sb2Te5 films.
The Fermi level is taken as the
energy zero. b The
binding-energy differences
between the crystalline and
amorphous phases ΔEC−A’s of
the VBM’s (filled circles), Ge
2p3/2 (filled squares), Te4d5/2
(filled triangles), and Sb 4d5/2
(open circles) core-level
spectra as functions of x. The
error bars of the ΔEC−A’s for
valence and core levels
correspond to the total-energy
resolution and the energy step
of the measured spectra,
respectively
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known in amorphous semiconductors [24], the band gap values coincide with the
reported optical band gap values of 0.8 eV [25] and 0.7 eV [26] for a-GeTe, and
a-GST225 (x = 1/3), respectively. The opening of the bandgap is also verified by
DFT calculations discussed in this section. Only the Sb core levels show a chemical
shift of about 0.2 eV, as seen in Fig. 18.2. The Sb atoms are identified to be in a
singly ionized state in the c-phase, and, in a simple picture, each of the vacancies
traps two electrons to maintain charge neutrality. The ionized Sb core levels show
0.2 eV chemical shifts toward the lower binding energy side in the a-phase,
implying that the ionized Sb atoms partly recover their charge from the vacancies in
the amorphous phase.

It is known that elemental group-V materials (As, Sb, Bi) and IV–VI compounds
(such as the chalcogenides of Ge, Sn, Pb, and their mixed compounds) show
polymorphism in their crystalline structures. This polymorphism is well pigeon
holed by taking the averaged atomic number of the constituent atoms or Harrison’s
metallicity [27] in the vertical axis and the electronegativity difference [28] of the
constituent cation and anion in the horizontal axis as shown in Fig. 18.4a, b [29–
31]. As mentioned above, the crystals of the 5h i valence-electron family is sus-
tained by px, py, and pz orbitals which form three half-filled chains of resonance
bonding orthogonal to each other [20, 32, 33, 34]. Thus the cubic structure is the
basic crystalline structure, which suffers from an inherent Peierls instability. The
two different types of dimerization; i.e., to rhombohedral and orthorhombic struc-
tures, are possible [35], resulting in the polymorphism. A similar phase diagram is
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also shown by Littlewood [36]. Cubic-rhombohedral transformation takes place in
the high metallicity region. Electronegativity difference breaks inversion symmetry,
and introduces a bandgap at the Fermi level that stabilizes the cubic structure [37]
as in the case of lead salts. If this effect is not sufficient, crystals deform along the
111h i direction by synchronous dimerization along three 100h i axes, introducing
the further break of inversion symmetry to increase the bandgap. The dimerization
is described by the interband electron-TO zone-center phonon coupling [38]. In the
low metallicity region, where the s-p hybridization tends to be significant, crystals
take another mode of dimerization to result in the somewhat complicated
orthorhombic double layered structure. It is noteworthy that GST’s sit around the
rhombohedral-cubic-orthorhombic phase boundaries as marked in Fig. 18.4b.

Consideration of the HAXPES results based on this phase diagram leads to an
intuitive picture for the PC phenomenon. In the crystalline phase, GST’s take the
NaCl structure by the long range resonance bonding as discussed above. Upon
quenching from the melt, the resonance bonding is fragmented due to hindrance by
intrinsic vacancies. Considerable parts of the 6 fold p-like resonance bonds are
frozen into 3 fold bonds, and this generates local randomness leading to the
amorphous structure. When the amorphous GST’s are annealed, the nucleation and
growth mechanism in the solid state, in which the remaining 6 fold bonding units
act as nuclei, takes place by the reconstruction of the resonance bonding by the
transformation of 3 fold bonds to 6 fold bonds. The phase change is not expected to
include long-range atomic movement.

The atomic structure and the electronic band structure should be consistently
understood in the crystalline and amorphous phases. The experimental data on GST
by X-ray absorption fine structure (XAFS) [18, 39, 40], electron diffraction [40],
neutron-diffraction, X-ray diffraction [39], and reverse Monte Carlo (RMC) analysis
of synchrotron radiation high-energy X-ray diffraction (XRD) data [41] provide an
ideal database for testing structural models. However, there had been little con-
sensus on the atomic structure of a-GST. Akola et al. pursued large-size compu-
tational calculations to obtain a consistent picture of amorphous GST by combining
data from high-energy XRD [41] and HAXPES measurements [20] on a- and c-
GST by a combined molecular dynamics (MD)-DF simulation of a large sample
[42–45] over hundreds of picoseconds with the melt-quench method.

The RMC optimization of structure combined with the molecular MD-DFT
calculations yielded a structure factor S(Q) in excellent agreement with the XRD
results, with only small differences in amplitude near the first two peaks [42]. The
calculated partial pair distribution functions g(r) also followed the experimental
curve almost perfectly with minor deviations near the first peak, and the total energy
was only 0.079 eV/atom higher than the DFT energy minimum. The structure and
cavities, which were important components of the a-phase, are obtained by RMC
optimization. The cavity volume percentage in the a-phase, which made up 13.7 %
of its total volume, was slightly more than found in [46, 47], and also higher than
the vacancy concentration of c-GST (10 %). The material comprises cubic subunits,
many of which (including ABAB squares) show perfect AB alternation. These
features support the idea of a nucleation-driven phase change [10], where cubic
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subunits act as nucleation centers and cavities provide space for the concerted
rearrangement of square units to form a cubic lattice. The measured EXAFS bond
lengths agreed well with the calculated peaks or shoulders in gij(r) obtained from
the RMC-optimized structure [48]. The RMC geometry was finally optimized to
find the nearest DFT minimum for comparing the electronic structures of the a- and
c-phases [20].

As shown in Fig. 18.5a, both the resultant electronic structures of a-GST and c-
GST are semiconducting, with band gaps near 0.2 eV, and the calculated DOS
closely reproduces the HAXPES valence-band spectra for both for a-GST and c-
GST. The experimental and calculated difference spectra between a-GST and c-
GST (Fig. 18.5b) also coincide remarkably well. For the resultant amorphous
structure, the following is concluded; (i) ring structures play an essential role in the
phase change, and ABAB squares, the structural units in c-GST, are dominant in a-
GST; (ii) numerous cavities provide space for the phase change to occur without
breaking many bonds; and (iii) over-coordinated Sb and Te and a small number of
“wrong bonds” indicate that a-GST is a poor glass former. These features are keys
to the rapid phase change in GST. It is also noticed that Ge in a-phase has both
(distorted) octahedral and tetrahedral configurations with different bond lengths,
and three- and five-fold Ge configurations occur frequently. Broadening of Ge 3d
core-level spectra in the a-phase shown in Fig. 18.3 is interpreted as an indication of
these varieties of the local bonding of Ge atoms in this phase.

The Sb–Te binary compounds with small amounts of In, Ag and/or Ge, for
example Ag3.5In3.8Sb75.0Te17.7 (AIST), are another type of commonly used PC

Fig. 18.5 a HAXPES
valence-band spectrum of a-
GST225 (lower curve filled
by red) and the calculated
electronic DOS (upper curve
filled by blue). The vertical
axes units are electrons/eV for
calculated DOS. b Differences
between the calculated (blue)
and experimental HAXPES
(red) DOS of the c- and a-
phases
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materials. The average number of p electrons is also close to three in AIST, sug-
gesting orthogonal bonds with neighboring atoms and octahedral coordination
sustaining the near-simple-cubic high-temperature structures of AIST crystals
similar to c-GST [49]. Nevertheless, the recrystallization in GST and AIST is
known to be strikingly different: in the former it proceeds mainly by way of
nucleation inside the amorphous marks, in the latter by way of crystal growth from
the rim. In order to understand the differences between the PC mechanisms and to
obtain an atomistic understanding of the crystallization process, Matsunaga et al.
performed a combined experimental and theoretical investigation of AIST and
discussed the results in comparison with those obtained for GST discussed above
[50]. The same technique used for a-GST discussed above was applied to determine
the amorphous and crystalline structures of an AIST alloy. The resulting S(Q) and
the total correlation function T(r), which was obtained from Fourier transforming
the S(Q), agreed well with experiment with minor differences. A prominent dif-
ference in T(r)s for the AIST and GST (determined by fitting the calculations with
the experimental results) was that the first peak in a-AIST (2.86 Å) was only
slightly shorter than that found in c-AIST (2.93 Å), whereas the first peak in a-GST
(2.79 Å) was much shorter than that in c-GST (2.97 Å). Another distinguishable
difference was that the shoulder of the T(r) curve on the second peak in a-AIST
(3.5 Å, arrowed) was near that observed in the crystalline form (3.30 Å). These
differences between the diffraction patterns of AIST and GST evidently indicated
that they crystallize differently. The total energy of RMC-refined a-AIST was only
68 meV/atom above the minimum DFT energy. The total volume of the individual
cavities was 7 %, significantly less than 14 % in a-GST. This may be related to the
fact that crystalline AIST has no intrinsic vacancies (cavities) in contrast with c-
GST (ca. 10 %).

The density of states (DOS) were then calculated for the DF-RMC structure,
keeping consistency with both the X-ray diffraction (XRD) and the extended X-ray
absorption fine structure (EXAFS) data. Figure 18.6a, b show the HAXPES
valence-band spectra of c- and a-AIST, respectively. The upper panels show the
experimental spectra and their least squares fits using a linear combination of the
calculated partial density of states (p-DOS). The amorphous and crystalline phases
of AIST resemble the HAXPES spectra, as for GST. Narrower bandgaps in cal-
culated DOS (in case of c-AIST, DOS at EF is apparently nonzero) than those in
experimental spectra are due to the well know tendency of DFT calculations to
underestimate the gaps between occupied and unoccupied states [51]. The lower
panels show contributions to the valence-band spectra of the p-DOS of the four
constituent atoms. The 5s states of Sb and Te observed at lower energies are well
separated from their 5p states with larger energy gaps in both c- and a-AIST,
comparing to the GST case. This indicates that the orthogonal p3-type bonds should
dominate the bonding in both phases. A narrow band of states originating from the
Ag 4d appears near the bottom of the p band (−5.5 eV). The low in concentration
and the small photo-ionization cross-section of the In 5s level results in much less
contribution to the p band in the observed spectra than the Ag 4d. The valence-band
maximum was found to be 0.26 eV below the Fermi level in c-AIST, and it was an
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additional 0.3 eV lower in a-AIST as determined by HAXPES measurements. As
the Fermi level is considered to be located at the gap center, this shift of the
valence-band maximum means that the gap in AIST decreases from 1.12 to 0.52 eV
upon crystallization. The bond-order profiles of Sb–Sb and Sb–Te bonds were
calculated and found strikingly similar in a-AIST and c-AIST, with a shift toward
the covalent side in a-AIST compared to c-AIST. Shifts of bond orders toward the
covalent value of unity were also observed for the other elements. These are
consistent with the larger bandgap mentioned above. The small change in structure
between covalent bonds in a-AIST and resonant bonds in c-AIST should therefore
provide adequate optical contrast between them [33]. This situation is similar to that
in GST, where angular disorder breaks the resonant bonds in a-GST and provides
sufficient optical contrast between a-GST and c-GST [52].

Bonding in a-AIST and c-AIST are now compared to understand the mechanism
of the rapid phase change. The local environment around Sb atoms, which is
deduced from the structure (bond lengths and bond angles) and the chemical
coordination numbers obtained by the RMC-refined DFT calculations, is depicted
in Fig. 18.7a. Both a-AIST (left panel) and c-AIST (right panel) resemble a (dis-
torted) 3C3 octahedron. Each vector shown is defined as the sum of (typically three)
short bonds and has been computed for each atom by summing bond vectors. The
vectors are analogous to a “pseudo spin” in phase-transition models. In a-AIST,
they are randomly oriented. The PC is then suggested to be realized simply by a
small displacement of the central atom as it interchanges one short (red) and one
long (dashed) bond, analogous to the SN2 reaction or “interchange mechanism”
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Fig. 18.6 Experimental (black) and theoretical (red) valence-band spectra of c-AIST (a) and a-
AIST (b). Contributions of the p-DOS are shown in the lower panels for the Sb 5p, Sb 5s, Te 5p,
Te 5s and Ag 4d. In 4d (not shown due to their low contribution) and Ag 4d peaks in the calculated
DOS are shifted by −3.09 and −1.25 eV (c-AIST) and −2.96 and −1.09 eV (a-AIST) to coincide
with the experimental peaks
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discussed extensively in the inorganic chemistry of molecular reactions [53, 54].
Figure 18.7a schematically shows how the vectors, randomly oriented in a fragment
of a-AIST, become aligned along the c axis upon laser irradiation or electric
heating. The small atomic displacement simply interchanges a strong bond and a

(a)

(b)

Fig. 18.7 a The distorted octahedron in AISTT has a central atom with three short (red) and three
long (dashed) bonds. The green vector is defined as the sum of short bonds, which can change the
direction by interchanging a short with a long bond. The bond interchange reaction allows
reconstruction of the ordered alignment of the green vectors, resulting in resonant bonding
between periodic short and long bonds of the crystalline A7 network. The grey sticks (lower
panels) correspond to the red bonds (upper panels). b In the case of GST, the ABAB fragments act
as nuclei for growth of A7 structure as shown schematically in 2 dimensions. The cavities turn to
vacancies in this phase change process
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weak bond, requiring neither bond breaking nor diffusion, and the process is a
sequential, collective motion of Sb atoms, the main component of a-AIST. The
octahedrons become ordered so the entire amorphous mark takes on the A7
structure. This “bond-interchange” model was proposed as the origin of
“growth-dominated” crystallization of a-AIST as schematically shown in the lower
panels of Fig. 18.7a. The presence of other elements (Ag, In, and Te) and other
bond types (for example Sb–Te) in AIST is conjectured to hinder the sequential
alignment of Sb atoms and ensure the long-term stability of amorphous marks at
RT. The crystallization process in GST is depicted in Fig. 18.7b. Many four- and
six-fold rings (NaCl type fragments) in a-GST act as nuclei for crystallization and
require larger atomic displacements than in a-AIST. Crystallization starts simul-
taneously from such nuclei distributed in the amorphous mark and leads to an
aggregation of small crystal grains, aided by the higher concentrations of cavities
and also of Te atoms, which favor low coordination.

As discussed above, reversible fast PC phenomena in materials with 3p elec-
trons/atom on average are essentially the electronic transitions which couple with
the inherent lattice instabilities due to the specific electron configuration of this
family. The approach discussed in this section successfully provided a total
understanding of the PC mechanism and crystallization processes of GST and
AIST. The bulk sensitivity and electronic structural information gained by
HAXPES was an indispensable part of this approach. It will also play a key role in
the characterization of electronic structure and chemical bonding as part of the
design-synthesis-experimental-characterization-verification feedback loop in the
quest for new functional materials.

18.1.2 Transparent Amorphous Oxide Semiconductors

Due to strong requirements for high-precision flat-panel and flexible-display
devices from the commercial PC, TV, mobile-phone, and wearable device markets,
conducting materials for transparent thin-film transistors (TFT) have been actively
researched and developed [55, 56]. A number of wide band-gap-oxide semicon-
ductors were investigated for their use as the channel in conventional TFT struc-
tures: Sb-doped SnO2 [57], ZnO [58, 59], InGaO3(ZnO) [56] and Sn-doped In2O3

[60] as crystalline channels, and Zn–Sn–O [61] and In–Ga–Zn–O [62] as amor-
phous channels.

Among them, amorphous In–Ga–Zn–O (a-IGZO), which can produce TFT’s
exhibiting good performance with field-effect mobilities *10 cm2 V−1 s−1, sub
threshold voltage swings (S) < 0.20 V/decade, and excellent process stability [62–
64], has been proposed to be one of the best candidates. The carrier transport
properties and the device performance of transparent-amorphous-oxide semicon-
ductor (TAOS) films are known to be strongly affected by the existence of tail states
and in-gap states, which are inevitably introduced by structural disorder and defects
[65]. Consequently, control of these states is needed to improve the performance
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and to establish stable fabrication processes of these devices. HAXPES is a unique
bulk-sensitive spectroscopic tool able to investigate the energy distribution of the
occupied in-gap-state densities of film samples. Therefore Nomura et al. [66] used
HAXPES to study the effect of tail and in-gap states on the transport properties of a-
IGZO films.

A lower Hall mobility (μHall) of 2.5 cm2 V−1 s−1 (low-quality (LQ) films) and a
higher Hall mobility of 15 cm2 V−1 s−1 (high-quality (HQ) films) IGZO films with
molar ratio of *1:1:1 were prepared by deposition on silica glass substrates by
PLD (pulsed laser deposition). Carrier concentration Ne was tuned at *1019 cm−3

by the laser excitation pulse energy. Thermal annealing at 400 °C for 0.5 h in
vacuum improved the μHall from 15 to 19 cm2 V−1 s−1 in high quality (HQ) films
and from 2.5 to 10 cm2 V−1 s−1 in low quality (LQ) films, as shown in Fig. 18.8.
The μHall values were temperature independent for all films except the as-deposited
LQ film, indicating that conduction carriers are degenerated in extended states.
Only the as-deposited LQ film exhibited a thermally activated behavior suggesting
effects of shallow trap states or low potential barriers.

Valence-band (VB) HAXPES spectra of these as-deposited and annealed films
are composed of three bands which are dominantly of O 2s, Ga 3d, In 4d, Zn 3d and
O 2p character, as shown in Fig. 18.9a. It is clear that these state densities are not
affected by film quality. Two additional components are recognized in the
VBM-band gap region as shown in Fig. 18.9b. One is tailing into the band gap
region (in-gap state I) up to ca. 1.5 eV above the VBM. The other is distributed in

Fig. 18.8 Temperature
dependence of μHall and Ne
for the a-IGZO films. The
open symbols represent the
temperature dependence for
the as-deposited films, while
the solid symbols represent
the temperature dependence
for the annealed films
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energy from EF to ca. 0.5 eV below EF. The latter consists of two different con-
tributions; i.e., from the occupied conduction-band state and the in-gap state below
the conduction-band minimum (in-gap state II), as will be discussed in detail below.

To analyze the in-gap state II quantitatively, the apparatus function of the
HAXPES system was determined by measuring the Fermi-edge spectrum of gold
[67]. Then an In-rich heavily doped film (a-I2GZO, In:Ga:Zn *2:1:1) (with a free
carrier density of Ne,Hall = 1.8 × 1020 cm−3) was used to obtain a calibration factor
to convert the integrated area of the conduction band (CB) signal to an electron
density. The CB DOS N(E) can be calculated as N(E) = N0(E − ECB)

1/2 (ECB being
the CB edge energy) [68], assuming a parabolic CB for a-IGZO, which is com-
posed primarily of In 5s orbitals determined by ab initio calculations [69]. Taking
ECB and a fitting parameter to adjust the signal intensity, the spectral weight due to
occupied electrons in the conduction band was calculated for the a-I2GZO by
convoluting N(E) with both the Fermi-Dirac distribution and apparatus function.
The best fit for the Fermi-edge region was obtained with the EF − ECB value of
0.2 eV, which agreed well with the Burstein–Moss shift EBM *0.17 eV calculated
from the Ne,Hall value and the effective mass *0.35m0 which was obtained with the
optical model analysis of free carrier absorption.

The same procedure was adapted to the analyses of the as-deposited HQ and LQ
films resulting in excellent agreement in Fermi-edge shape. A large extra DOS of
*5 × 1019 cm−3 was clearly visible in the region from ECB down to about 0.5 eV
below ECB. It is noteworthy that a-IGZO TFT’s operate with low off currents, <1
pA, and small S values [70], which cannot be explained if a large DOS exists near
the CB. In addition, device simulations and capacitance-voltage measurements
show that in-gap DOS beneath CB is less than 1018 cm−3 [71, 72].

EF EF

VBM

(a) (b)

I

II

Fig. 18.9 a Valence-band HAXPES spectra for the a-IGZO films. b Valence-band HAXPES
spectra around the band-gap region. Intensities are normalized with the s-p band observed in (a).
Two different types of in-gap states are recognized as denoted by I and II
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The DOS of in-gap state I (near the VBM state) is the largest in the as-deposited
LQ film. It is much weaker in the HQ film. Thermal annealing reduces the DOS of
this state without changing its shape both in the LQ and HQ films. Using the same
calibration factor used for the DOS of in-gap state II, the DOS of in-gap state I
observed in Fig. 18.9b is estimated as 9.3 × 1020 cm−3 for the as-deposited HQ film
and 2.6 × 1021 cm−3 for the as-deposited LQ films. The thermal annealing reduced
these values to 5.0 × 1020 and 1.6 × 1021 cm−3, respectively. The above results
correlate with the improvements of the Hall mobility by annealing, suggesting that
in-gap state I is related to carrier scattering centers. The in-gap state I densities are
more than two orders of magnitude greater than a hole density induced by a gate
voltage (Vg) in a typical TFT structure (*4 × 1018 cm−3 for Vg = 50 V for a
100 nm-thick SiO2 gate insulator, and a 30 nm-thick channel). This means that the
EF in the channel is pinned at this in-gap state, and free holes are not induced in
extended states in the valence band by the practical range of gate-voltage appli-
cation in this situation. This observation provides a potential explanation why the p-
type inversion operations in oxide TFT’s have never been established in oxide films
including ZnO and a-IGZO TFT’s.

Weak Urbach absorption tails with the Urbach width of 22 meV were observed
in as-deposited as well as in annealed HQ films. In contrast, the as-deposited LQ
film exhibits a stronger and broader Urbach tail in the photon-energy region
between Eg and 1.8 eV. Thermal annealing reduced the intensity of the tail;
however, the shape and width of the absorption band were not changed. These
results coincide with the behavior of the in-gap state I shown in Fig. 18.9b, indi-
cating that the Urbach tails are due primarily to excitations of electrons from in-gap
state I [66]. The correlation between the DOS of in-gap state I and the
photo-response of a-IGZO TFT’s upon light illumination by sub gap photons was
recognized, suggesting that it is due to excitations of carriers from this deep lying
in-gap state. The reduction of the DOS of in-gap state I must therefore be indis-
pensable for satisfying practical performances of the transparent TFT’s.

The above results provided useful information for the development of trans-
parent TFT’s; however, doping levels of the sample films used in the experiments
are too high compared to films used in actual TFT’s. Thus further investigations
using low doped (in other words, highly resistive) TFT films was required. It is also
necessary to clarify if the in-gap states are either surface states or bulk states, and
what the origin of the near-CBM states is. In order to answer these questions,
Nomura et al. also conducted HAXPES experiments on device grade a-IGZO films
[73].

A set of a-IGZO films with In:Ga:Zn*1:1:1 atomic ratio were prepared by PLD
[74]. Carrier concentrations Ne were controlled at *1015 cm−3. The films were
subjected to thermal annealing in dry O2 or wet O2 gas partial pressure to sys-
tematically change Ne from 1019 to <1015 cm−3. Three different types of samples,
i.e., epitaxial (epi)-ZnO films on (111) surfaces of yttria-stabilized zirconia
(YSZ) single crystal by PLD, single crystal (sc)-IGZO films on YSZ
(111) single-crystal substrates, and highly doped sc-IGZO films with Ne of
*1019 cm−3 were used as references for HAXPES measurements.
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The depth distribution of the in-gap states were investigated by film thickness
dependence and takeoff angle (TOA) dependence measurements (from 5° to 88°
from the film surface). In-gap state I decreased with increasing film thickness,
suggesting that this state is located in the near surface region. The DOS of in-gap
state I is the largest at *7.1 × 1020 cm−3 for the un-annealed film. It is reduced to
*5.0 × 1020 cm−3 by the dry O2 annealing. The wet O2 annealing further reduced it
to *2.0 × 1020 cm−3, which is comparable to that of the sc-IGZO film
(*2 × 1020 cm−3). Take-off angle dependence in the region of θ = 88°–5° (cor-
responding to the effective escape depths δ = δ0sinθ of 5.8–0.5 nm) of near VBM
spectra were investigated. For the un-annealed films, the in-gap state I (near the
VBM) increased close to the film surface (i.e., decreasing δ). Its density reached
6.0 × 1021 cm−3 at δ * 0.5 nm, which is nine times larger than that at δ * 5.8 nm.
Both the dry and wet-annealed films also exhibited the same trends. The in-gap
state I densities near the surface region at δ * 0.5 nm were as high as 3.3 × 1021

and 1.0 × 1021 cm−3 for the dry and the wet-annealed films, respectively. This result
clearly shows that the in-gap state I is due to the existence of a higher density of
defects in the near-surface region than in the bulk region, which can be reduced by
thermal annealing. The TOA dependence of the photoelectron signals were suc-
cessfully analyzed by assuming a simple exponential distribution D(x) = a · exp
(−x/l) for the depth distribution of in-gap state I density.

The in-gap state II (near-CBM states) density did not decrease monotonically
with increasing effective attenuation length δ for the un-annealed, the dry annealed,
and the wet annealed films. The results indicated smaller densities in the surface
region (δ = 0.5 nm) than in the intermediate δ regions (δ = 1.0–2.9 nm), suggesting
that this type of in-gap state annihilates in the top surface region. Similar results
were also obtained in the crystalline oxide semiconductors (i.e., the sc-IGZO film,
the ZnO single crystal, and the epi-ZnO film) as shown in Fig. 18.10a. Their shapes
and widths are similar for all the samples irrespective of the film qualities (i.e., the
different annealing treatments), degrees of order/disorders in atomic structure
(crystals or amorphous), and also materials. It should be noted that similar
near-CBM states have also been reported in oxide crystalline materials such as
Sb-doped SnO2, ITO, CdO, and CdSnO4 by Egdell and coworkers, and amorphous
In–Zn–O [75–80].

Figure 18.10b, c show the electron concentration (Ne) dependence of in-gap state
II for the a-IGZO and sc-IGZO. In IGZO the carrier concentration exceeds
1017 cm−3, and most of the shallow donors are considered to be ionized and carriers
are degenerated near the CBM. This means that occupied shallow donor states
should not appear in photoelectron spectra. The in-gap state II density increases
with increasing Ne in samples with Ne lower than 1016 cm−3. The densities of states
are estimated as *5 × 1019 cm−3 for the highest-quality film with the lowest Ne of
*1016 cm−3. More than three-orders-of-magnitude difference between these two
values evidently indicates that the near CB minimum spectral weight cannot be
attributed to free carriers in the conduction band. It should be noted that the inte-
grated areas of in-gap state II are nearly unchanged in the Ne region from 1017–
1019 cm−3. It should also be pointed out again that DOS values of in-gap state II are
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too high to be compatible with the FET operation. Indeed Nomura et al. performed
simulations mimicking the observed in-gap states, and found that it was not pos-
sible to reproduce the FET characteristics [73].

There can be several candidates to explain the appearance of in-gap state II. One
possibility would be that it is formed in the vacuum chamber and does not exist in
the channel region of the actual TFT’s. However, results of the TOA dependence
measurements indicate that the near-CBM states have smaller density in the surface
region, and exist continuously in the bulk regions of the a-IGZO films at least as
deep as 5.8 nm from the surface, proving inconsistency with this model. Excitations

Fig. 18.10 a Comparison of
HAXPES spectra of
near-CBM states for a-IGZO
film, sc-IGZO film, ZnO
single crystal, and epi-ZnO
film. Carrier concentration
dependence of HAXPES
spectra of near-CBM states
for b unannealed a-IGZO and
c sc-IGZO film
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of electrons from metastable defects in the band gap by X-rays may be another
candidate. The a-IGZO has been found to exhibit very slow decay of photocon-
ductivity with time constants τ ≫ 103 s. This phenomenon has been assigned to the
formation of metastable defects by sub-gap photons [74]. Similar phenomena have
also been observed in wide band-gap semiconductors including ZnO. The
high-density excitation of photoelectrons at >5 × 1019 cm−3 would be possible in
semiconductors with extremely large τ as long as >103 s [73]. This model can
explain the decrease in the in-gap state II in the top surface region because in
general electrons and holes recombine faster at the surface than in the bulk region of
many semiconductors. X-ray flux density dependence of the in-gap state II spectral
intensity would be key in judging the applicability of this model. However, no sign
of X-ray flux dependence of the in-gap state II intensity has been observed by
varying the X-ray flux [81]. All the experimental results mentioned above can be
consistently explained by assuming the existence of in-gap states that remain
neutral with trapped electrons irrelevant to the position of the Fermi level due to
high local barriers between the in-gap states and bulk conduction band states. It is
possible to consider trap states with large local lattice distortions which provide
high potential barriers described by the configuration coordinate similar to DX
center in III–V compounds [82]. Transfer of the trapped electrons to bulk
conduction-band states is exhibited even when their energies are above the Fermi
level during the gate bias applications. However, this explanation remains to be
speculative at present, and the origin of the in-gap state II is still open to further
investigations.

18.1.3 Dilute Magnetic Semiconductors

Hole-mediated ferromagnetism based on the Zener model [83, 84] has produced
reliable estimates of Curie temperature Tc for dilute magnetic semiconductors
(DMS) such as GaMnAs. This is a mean-field theory with the assumption that the
ferromagnetism occurs through interactions between the local moments of
the transition-metal (TM) atoms, which are mediated by the itinerant holes in the
material. Okabayashi et al. reported experimental results supporting the theoretical
approximation of hole-mediated ferromagnetism by using soft X-ray photoemission
spectroscopy to classify the GaMnAs as a charge-transfer insulator [85]. They also
reported that the Mn 3d component overlaps with the GaAs valence band and a
significant amount of Mn 3d character is mixed in the doped holes by using res-
onant photoemission spectroscopy at the photon energies below 70 eV [86].
Recently Mn 3d derived states in GaAsMn have been re-examined by angle
resolved HAXPES and also by magnetic circular dichroism (MCD) HAXPES, and
these results are discussed in different chapters in this book.

Room temperature (RT) ferromagnetism is the target development for
spin-electronics applications. It has not been realized in GaMnAs until the present.
On the other hand, GaMnN was predicted to have a Tc above RT, if doped with a
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high hole concentration at about 1 × 1020 cm−3 [84, 87]. Experimentally, a wide
range of values from 10 to 940 K has been reported for the Tc of Mn-doped GaN
[88–92] through the measure of magnetic properties. However, the observed fer-
romagnetism in Mn-doped GaN was argued to possibly arise from ferromagnetic
Ga-Mn or Mn-N clusters [93–95]. Even in the case where the ferromagnetism in
GaMnN is due to the Mn substituted for Ga, it may be difficult to apply the
hole-mediated ferromagnetism model to wide band-gap semiconductor based DMS
such as GaN. This is because the doped transition metals introduce deep levels in
which carriers are localized. Indeed, the experimentally confirmed Mn3+/2+ acceptor
level in GaN appears very deep in the band gap at 1.8 eV from valence-band
maximum [87], and thus it would be an ineffective p-type dopant under most
conditions. Therefore, the magnetism of Mn-doped GaN remains controversial.

While the magnetism of Mn-doped GaN remains in question, the stable RT
ferromagnetism of Cr doped GaN is predicted by first principles calculation [96],
and confirmed experimentally [97–100]. In order to understand the origin of the
ferromagnetism in the transition-metal doped wide-gap semiconductors, the elec-
tronic structure of Cr-doped GaN was studied by HAXPES at an excitation energy
of 5.95 keV by Kim et al. [101]. Epitaxial films of wurtzite Ga1−xCrxN were grown
by NH3-assisted molecular beam epitaxy (MBE) on ZnO substrates. The Cr atoms
substituted for the Ga sites without any other secondary phases up to a CrN
composition of x = 0.101, which was determined by electron probe microanalysis.
The films were confirmed to show ferromagnetic behavior above RT. Details about
the MBE growth process and Ga1−xCrxN magnetic properties were reported else-
where [99].

All of the HAXPES spectra (N 1s, Ga 2p3/2, and valence-band spectra) exhibit a
shift toward the low-binding energy (BE) by 1.1 and 1.2 eV compared to the
undoped GaN spectra, for the Ga0.937Cr0.063N and the Ga0.899Cr0.101N samples,
respectively. EF is located very near the conduction-band minimum in as-grown
undoped GaN, as the unintentionally doped electron concentration is 8 × 1019 cm−3.
Cr doping results in high resistivity due to the compensation of electrons by Cr
induced deep levels, in which hopping conduction takes place [100]. The uniform
shifts of the spectra are then interpreted as caused by Fermi-level pinning in the
partially filled Cr 3d localized in-gap state, which yields ionized impurity centers. In
the comparison of spectra of Ga1−xCrxN with that of undoped GaN hereafter, the
binding-energy origin is set at the VBM, and all spectra for the doped samples are
shifted to have their VBM’s equal.

Black and red curves in Fig. 18.11a show the normalized valence-band spectrum
for undoped GaN and that of Ga0.899Cr0.101N, respectively. The lower solid curve
shows the difference spectrum between them which clearly indicates that Cr doping
introduces new electronic states (A) in the band-gap region, and causes decreases in
state densities below the VBM (B and C). As shown in Fig. 18.11b, the density of
the in-gap states of the Ga1−xCrxN (x = 0, 0.063–0.101) increases with increasing Cr
concentration, evidencing that the in-gap states are closely related to the Cr 3d or-
bitals. For quantitative analysis, the N 1s core-level spectra were normalized to
equal area, and the Ga 2p3/2 core-level and valence-band spectra were scaled by this
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same factor. This scaling is valid because Cr is confirmed to substitutionally occupy
the Ga sites by X-ray diffraction and angular dependent N 1s X-ray absorption
[99, 102].

In order to elucidate the origin of the in-gap states, DFT band-structure calcu-
lations based on the generalized gradient approximation (GGA) [51, 103] have been
performed. The crystal structures of GaN with periodic boundary conditions using a
super cell in which one of the 16 Ga sites is replaced by a Cr site. The cell is
optimized with the Vienna ab initio simulation package (VASP) (based on the
projector-augmented-wave approach [104, 105]). The resultant total density of
states (DOS) and Cr 3d partial DOS are shown in Fig. 18.11c. In the band gap, there
are two sharp up-spin bands which are explained by a Cr cluster model as follows.
Since the Cr atoms in the Ga sites are tetrahedrally bonded with four nitrogen
atoms, the 3dε (dxy, dyz, and dzx orbitals) and 3dγ (dx2�y2 and dz2 orbitals) states split
into nonbonding (e), bonding (tb), and antibonding (ta) states in the tetrahedral
crystal field. The two sharp up-spin bands correspond to the e and ta states. The tb
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Fig. 18.11 a Superposition of valence-band spectra for undoped GaN (black) and Ga0.899Cr0.101N
(red) at hν = 5.95 keV corrected for background. The solid line at the bottom shows the difference
spectrum between the two. b Electron-distribution curves (EDC’s) near the VBM of the undoped
GaN (black) and the Ga1−xCrxN [x = 0.013 (red), 0.03 (yellow), 0.063 (green), 0.101 (blue)]. The
intensity of the new energy state in the band gap depends on the Cr concentration. c Calculated
total DOS and Cr 3d p-DOS based on the DFT with GGA
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state is merged in the VB and the down-spin band overlaps the CB. Because EF is
positioned at ta, and the up- and down-spin states are separated, the material is spin
polarized. This calculated result is similar to the DOS calculated by the Korringa–
Kohn–Rostoker method combined with the coherent-potential approximation
(CPA) [96]. The Cr 3d contribution to the in-gap states is evident; however, the
first-principles calculations reveal that the second-nearest-neighbor Ga 4s states also
contribute to the in-gap states by hybridization with the Cr 3d levels. The atomic
subshell photoionization cross section of Cr 3d (4 × 10−7 Mb for Ga0.899Cr0.101N) is
very small compared to Ga 4s (5.4 × 10−5 Mb for Ga0.899Cr0.101N) at the high
excitation energy [22]. Therefore, the question arises which is the main contribution
to the observed in-gap states.

Two different estimates were done to solve the problem. First, the partial DOS
for Ga 4s and Cr 3d of the in-gap states were multiplied by the atomic subshell
photoionization cross sections at 6 keV [22], and in the case of the Ga 4s contri-
bution, it was also multiplied by 12, considering the 12-fold coordination of Ga
around the Cr atoms. The ratio of the Ga 4s to Cr 3d contributions to the area of the
in-gap state was estimated to be 3.7. Second, the ratio of the area of the observed
in-gap state to that of the valence band in the region of 0 to −8 eV, where the Ga
4s contribution is dominant, was estimated to be 0.021 for x = 0.1. This ratio is to be
compared with the ratio of the calculated Ga 4s p-DOS of the in-gap state to that of
the total valence band. The calculation for x = 0.07 gave a value of 0.015 for this
ratio. After scaling by the Cr concentration, both the experimental and calculated
ratios nearly coincide at approximately 0.02 for x = 0.1. The above analysis assures
that the in-gap states are dominated by the Ga 4s contribution.

Cr doping also causes changes in the valence band (B and C in Fig. 18.11a).
Since Cr atoms substitute into Ga sites, the Ga 4s contribution in the Cr-doped GaN
decreases compared to the undoped GaN. Thus the negative values of the B and
C peaks in the difference spectrum are primarily due to the decrease of Ga content
in the matrix. However, the difference spectrum in the energy region from *2 to
*5 eV is dissimilar to the Ga 4s partial DOS, indicating that the tb state, which
distributes in the same energy region as shown in Fig. 18.11c, is also responsible
for the valence-band spectral change.

The experimentally observed in-gap state shows a broader spectral-density
distribution which covers the energy region of the two sharp calculated Ga 4s states
corresponding to the e and ta. This discrepancy is reasonably understood by con-
sidering randomly distributed ionized-impurity potentials. As a result of compen-
sation of unintentionally doped n-type impurities by Cr doping, the
ionized-impurity concentration then reaches a value near 1 × 1020 cm−3. This
value is considered to introduce a large enough spatial fluctuation of the
ionized-impurity potential to cause the broadening of the in-gap states.

Figure 18.12a shows N 1s spectra of undoped GaN (open circles),
Ga0.937Cr0.063N (solid gray circles), and Ga0.899Cr0.101N (solid black triangle). The
lower binding-energy tail at around 393.8 eV of the main peak (394.5 eV) increases
with increasing Cr doping. As clearly seen in the difference spectra between the
undoped GaN and Ga1−xCrxN (x = 0.063 and 0.101) in the bottom of the figure by
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gray and black solid lines, the Cr doping causes a decrease of the N 1s in the matrix
and introduces a new chemically shifted component at the lower binding energy.
Considering that the electronegativity difference (Δχ) of the Cr-N bond (1.51) is
larger than that of Ga–N bond (1.26) [106], this chemically shifted component is
assigned as originating from N atoms in the Cr-N bonds. The intensity of the Ga
2p3/2 core-level spectra decreases as shown in Fig. 18.12b, whereas the full width at
half maximum (FWHM) increases with increasing Cr content x (insertion of
Fig. 18.12b). The line shape of the difference spectra is evidently asymmetric.
These results suggest that an unresolved chemically shifted component at the lower
binding energy of the main peak due to Ga-Cr hybridization gives a contribution to
the spectra. This is consistent with the DFT calculation result in which the Cr
3d orbital is not only hybridized with the nearest N but also the second nearest
neighbor Ga atom by Cr–N chemical bond formation. In 6 % Cr doping, the Cr–N–
Ga–N–Cr network makes a large island by percolation in the crystal. These islands
possibly play an important role in the ferromagnetism of Ga1−xCrxN.

As discussed above, the Cr induced band in GaCrN is apparently detached from
the valence band and shows a localized nature. However, arguments still remain
concerning the GaMnAs electronic structure and the nature of states, from which
ferromagnetic coupling is originated [87, 107–117]. Grey et al. have exploited hard
X-ray angle resolved photoelectron spectroscopy (HARPES) to solve this

Fig. 18.12 a N 1 s and b Ga 2p3/2 HAXPES core-level spectra of the undoped GaN (open circles)
and the Ga1−xCrxN [x = 0.063 (filled gray circles), 0.101 (open black triangles)]. The lower panel
shows the difference spectra between GaN and Ga1−xCrxN [x = 0.063 (gray), 0.101 (black)]. The
right inset in (b) shows the FWHM variation of the Ga 2p3/2 spectra with Cr concentration. The
width increases as x increases
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controversy by studying the differences between the bulk electronic structures of a
parent semiconductor GaAs and a dilute ferromagnetic semiconductor derived from
it [118]. As discussed in another chapter of this book by Grey, these results strongly
favor a model of Ga1−xMnxAs in which the Mn-induced impurity band is centered
about 400 meV below the Fermi level, and is not detached from the GaAs valence
bands. It is also suggested that the magnetism originates from the coexistence of the
two different mechanisms of the double exchange and p-d exchange based on the
above model and recently suggested by theory [119]. HAXPES investigation by
Fujii et al. also leads to the consistent conclusion [120].

18.1.4 LBMO

Perovskite manganites, which have been intensively investigated as promising
candidate materials for spintronic applications, show a rich variety of physical
properties such as colossal magnetoresistance [121], ferromagnetism with metallic
conduction [122], and perfect spin polarization [123]. Charge and/or orbital
ordering [124] due to the strong coupling between spin and charge and orbital–
lattice–degrees of freedom is also an interesting feature of this compound system
[125]. Among them, La1−xSrxMnO3 (LSMO), and related compounds, which show
ferromagnetic phase transitions accompanied by metal-insulator transitions near
room temperature, have attracted much interest due to potential applicability to the
spin electronic devices.

As described in another chapter by Taguchi and Panaccione, HAXPES inves-
tigations on these perovskites and related materials exhibit an additional sharply
peaked feature in the metallic phase. Horiba et al. first observed this well-screened
feature in bulk-sensitive HAXPES Mn 2p core-level spectra of La1−xSrxMnO3

(LSMO) thin films whereas it had not been observed in surface-sensitive SXPES
measurements [126]. This feature is explained as due to nonlocal screening of core
holes by the itinerant carriers in the strongly correlated states originating from
transition metal 3d states. Introducing an additional hybridization term (V*), which
represents the hybridization strength between Mn 3d states and coherent states at
the Fermi level and thus the degree of itineracy of the carriers, the single-site cluster
model by Taguchi et al. was successful in reproducing the transition metal
2p HAXPES spectral features in (La1−xSrx)MnO3 thin films displaying metallic
states in the core-level HAXPES spectra [126–128]. The take-off angle (TOA)
dependence of the HAXPES clarified that the well-screened feature is indeed of a
bulk nature and strongly correlated with the electronic structure near the Fermi
level, the metal-insulator transition, and the appearance of the ferromagnetism.

It was found that tensile strain from the substrate due to lattice mismatch stabilizes
the double exchange ferromagnetism in lightly doped (La1−xBax)MnO3 thin films
[129, 130]. Ultra-thin films down to 5 nm thickness displayed room-temperature
ferromagnetism, whereas the ferromagnetic Curie temperature (Tc) in unstrained
systems is 260 K [131]. This opens the possibility of spintronic devices such as a
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ferromagnetic (La,Ba)MnO3/Sr(Ti,Nb)O3 p-n diode [132] and a ferromagnetic (La,B)
MnO3/Pb(Zr,Ti)O3 field-effect transistor [133] operating at room temperature.
Tanaka et al. [134] conductedHAXPES investigations of thewell-screened satellite of
theMn 2p core-level HAXPES spectra of tensile strained La0.85Ba0.15MnO3 (LBMO)
thin films of 3, 20, and 300 nm thicknesses grown epitaxially on Nb-doped SrTiO3

(001) single-crystal substrates using a pulsed laser deposition (PLD) technique. They
found that the dependence of the Mn 2p3/2 satellite peak on film thickness system-
atically agreed with the ferromagnetic order in the bulk part of the films. The V* of the
strained (La,Ba)MnO3 films systematically evolved with decreasing film thickness
from 300 to 20 nm, supporting strain induced ferromagnetism. They also showed that
the temperature dependence of the satellite intensity varied as the square of the
magnetization.

In order to clarify the relationship between the well screened satellite spectral
weight and the magnetization quantitatively, Ueda et al. [135, 136] analyzed the
temperature dependence of the Mn 2p2/3 HAXPES spectra for films with t = 5 and
20 nm thickness in the temperature range between 28 and 340 K. As seen in
Fig. 18.13a, b, the satellite intensity for the 5 nm thick LBMO film is apparently
less distinct than that for the 20 nm-thick LBMO film at low temperature. The
normalized satellite intensity IS(T) increased with decreasing temperature,

Fig. 18.13 Mn 2p core-level HAXPES spectra of the 5 nm thick (a) and 20 nm thick
(b) La0.85Ba0.15MnO3 films taken at various temperatures
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correlating with increasing ferromagnetic order and metallicity. Using the same
single-cluster calculations that were used by Taguchi et al. [126–128] for LSMO,
they could reproduce the intensity and position of the satellite peaks of the
experimental Mn 2p HAXPES spectra for the t = 20 and 5 nm films. The V* of the
20 and 5 nm-thick LBMO was then estimated at various temperatures. The resultant
V* increased with developing ferromagnetic ordering as the temperature decreased,
showing a linear relation between (V*)2 and the well-screened peak intensity (IS(T))
[135]. The experimental IS(T) − T curve resembled the M(T)2 − T curve as mea-
sured by the SQUID magnetometer, indicating that HAXPES can be used to
investigate ferromagnetism in strongly correlated materials.

To deduce the magnetization M from the Mn 2p HAXPES spectra, Ueda et al.
[135, 136] employed the double-exchange model [137] under the assumption that
the Hund coupling JH was strong between the Mn eg. and t2g states. The
double-exchange model should be simplified to the t-J model in this case [138], and
J is proportional to t2/U, where U is the Mn 3d-3d Coulomb interaction. V* is taken
to be proportional to the Mn 3d-3d transfer integral, and consequently t is pro-
portional to V*. J is then proportional to the square of V*. The Bloch T3/2 law gives
the relation between M and J [139], and the temperature-dependent normalized
magnetization, m(T), is given as follows:

mðTÞ ¼ 1�A½kBT=ðV�Þ2�3=2: ð18:1Þ

Here A is a coefficient and kB is the Boltzmann constant.
Figure 18.14a, b show the normalized magnetization curves obtained by SQUID

and the calculated m(T)’s using (18.1) below Tc for the 5-nm and for the
20-nm-thick LBMO films, respectively. The temperature-dependent parameter V*
was determined experimentally by fitting the Mn 2p spectra as described above.
The calculated m(T) reproduces the magnetization curve in both cases. Note that the
m(T) curves deviate from the magnetization curves when V* in (18.1) is constant as
shown in the same figures. These results indicate that the ferromagnetism of LBMO
is governed by (V*)2. On the basis of the Anderson-impurity model, the density of
states at EF (D(EF)) is proportional to (V*)2 as discussed in [132–135], suggesting
that a mobile carrier mediated double-exchange interaction model is reasonable for
this material.

The D(EF) decreases with increasing temperature as discussed. Consequently,
carrier scattering processes are also expected to be temperature dependent because
they dependent on D(EF). Indeed, the Hall mobility of LBMO strongly depends on
temperature, whereas the carrier density for LBMO is only weakly temperature
dependent [140]. Figure 18.14c, d show the temperature dependence of the nor-
malized conductivity with the calculated m(T) for the 5 and 20 nm-thick LBMO
films. The normalized conductivity curves agree well with the calculated m
(T) below Tc [136]. According to the Anderson-Hasegawa model [141], the
nearest-neighbor Mn 3d-3d transfer integral (t) decreases by magnon excitations
with increasing temperature, giving rise to the decrease of magnetization with
increasing temperature. The similarity of the temperature behavior of the
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conductivity with magnetization suggests that the same magnon excitations con-
tribute to the carrier scattering process.

Regarding the observed thickness dependence of the ferromagnetism, the strain
introduced in the LBMO epitaxial layer by lattice mismatch modifies the Mn
derived eg. state to decrease the split between the dx2�y2 and dz2�r2 orbitals and
increase the bandwidth, resulting in the large V* (D(EF)) in the 20 nm thick film. In
the 300 nm thick film, the strain is relaxed due to introduction of mismatch dis-
locations, consequently further enhancement of D(EF) and V* are not expected. On
the other hand, it is seen in Fig. 18.14a, b that Tc of 5 nm thick LBMO is suppressed
compared with 20 nm thick LBMO. Further suppression of Tc and Is was found in
the 3 nm thick LBMO film as seen in [134]. These suppressions of Tc in the thin
LBMO films, in which the LBMO lattice is not relaxed (thus the eg. state modifi-
cation is the same as the 20 nm thick film) are considered to be mainly related to the
carrier concentration modulation due to an interface effect [129].

Horiba et al. conducted a systematic HAXPES investigation of changes in the
electronic structure due to deformation in La1−xSrxMnO3 thin films on substrates
with different lattice mismatches [138]. Epitaxial LSMO thin films, which were
grown on atomically flat surfaces of LaAlO3 (LAO), (LaAlO3)0.3(SrAl0.5Ta0.5O3)0.7
(LSAT), and Nb-doped SrTiO3 (STO) substrates by PLD were used for the
investigation. These authors found that the application of compressive (c/a = 1.05)
and tensile (c/a = 0.98) strain results in the formation of a gap at the Fermi level
(EF) and suppression of spectral weight at EF, respectively, across the phase

Fig. 18.14 Normalized magnetization curves of the 5 nm thick (a) and 20 nm thick
(b) La0.85Ba0.15MnO3 films measured by SQUID magnetometry. The calculated m(T) curves
using (18.1) are also shown in the figure. Normalized conductivity curves of the 5 nm thick (a) and
20 nm thick (b) La0.85Ba0.15MnO3 films are shown as solid lines. The calculated m(T) curves using
(18.1) are also plotted in the figure
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transition. Detailed discussion of the electronic-structure changes due to applied
substrate stress is given in [142], referring to the c/a-x phase diagram [143].

18.1.5 A New Type of Shape Memory Alloy

A new type of shape-memory alloy (SMA) showing a large magnetic-field induced
strain (MFIS) has attracted much attention as a magnetic actuator material [144, 145],
since the ferromagnetic Ni–Mn–GA compound was proposed as a candidate [146].
The first report of ferromagnetic Ni–Mn–Ga explains that the MFIS is due to a
rearrangement of martensite variants by an external magnetic field induced through a
strong coupling between magnetic and mechanical variables [147].

Ni–Mn–In, Ni–Mn–Sn, and Ni–Mn–Sb alloy systems are different types of
magnetic SMA’s, of which the crystalline structure changes from the cubic Heusler
L21 structure to the layered structure upon martensitic phase transition (MPT). The
magnetization in the martensite phase of this system is significantly smaller than
that in the austenite one [148]. A shape recovery of about 3 % has been confirmed
for a pre-deformed single crystal of Co-doped Ni–Mn–In alloy due to a
magnetic-field-induced phase transition (MFIT) from a weak-magnetic martensite
to a ferromagnetic austenite phase at 298 K [149]. This suggest that the stress due to
the MFIT is extremely large (over 100 MPa) [149, 150]. Indeed the value is several
decades larger than that generated in the conventional ferromagnetic SMA’s. This
group of alloys also shows many other interesting properties, such as an inverse
magnetocaloric effect [151], a giant magnetoresistance effect [152], giant magne-
tothermal conductivity [153], and an exchange bias effect [154], thus attracting
interest as a new advanced functional material. Behaviors of electrical resistivity
[155] and thermoelectric properties [156] in the martensite phase of the Ni–Mn–Sn
alloy suggest that the density of states in the vicinity of the Fermi energy changes
upon the MPT. First-principles calculations, particularly on Ni–Mn–Ga systems,
have provided different interpretations of the origin of the MPT, such as a Jahn–
Teller distortion [157] and Fermi surface nesting [158].

Ye et al. conducted HAXPES investigations of electronic-structure change of
polycrystalline Ni2Mn1+xSn1−x (0 ≤ x ≤ 0.42) during the MPT, and discussed the
results based upon DFT calculations [159]. The samples were confirmed to crys-
tallize in the L21 structure at room temperature by structure refinement using
standard Rietvelt analysis of powder diffraction measurements. The excess Mn
atoms in these samples occupy the vacant Sn sites consistent with the reported
results [160, 161]. HAXPES valence-band spectra of samples with x = 0.42 and
0.36 for temperatures from 300 to 20 K showed a sharp peak around 0.3 eV below
EF, which was attributed to the Ni 3d eg. minority-spin states as in Ni2MnGa and
found to be temperature dependent. It remained unchanged from 300 K down to
240 K for the x = 0.42 sample, and down to 80 K for the x = 0.36 sample. However,
a sudden reduction of the peak intensity was clear when the temperature was
decreased across the MPT temperature (230 K for x = 0.42 and 80 K for x = 0.36
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samples). No change in either structure was observed, upon further decrease of the
sample temperature down to 160 K for x = 0.42 sample, indicating that the elec-
tronic and lattice structures were stabilized in the martensite phase. A sample with
x = 0.40 which showed MPT at 190 K also exhibited similar temperature behavior.
Two additional samples with lower concentrations (x = 0.12 and 0.00), which did
not show MPT, exhibited no noticeable change near EF between 300 and 20 K. All
these results evidence the important role of the electronic structure near the Fermi
level in producing lattice deformations.

Figure 18.15a shows the valence-band spectra in the austenite phase (300 K) for
x = 0.00–0.42. The systematic shift of the peak towards EF is observed with
increasing x. The peak in the samples which do not show MPT (x = 0.0 and 0.12) is
located away from EF, whereas it approaches EF in the samples which show MPT
(x = 0.36, 0.4, and 0.42). This behavior is understood to be important for triggering
the MPT in the ferromagnetic state. The substitution of Sn atoms by Mn atoms
increases the valence-electron numbers, which results in an upward shift of EF,
contrary to the observation. A pure rigid-band model is apparently not applicable to
explain the peak shift.

The first-principles calculations using the VIENNA ab initio simulation package
[105] was carried out to elucidate the role of excess Mn atoms in the MPT of the
Ni–Mn–Sn alloys. A peak structure, which was revealed to be predominantly
composed of Ni 3d eg. (dx2�y2 and d3z2�r2 ) orbitals as pointed out for Ni2MnGa by
several authors [158, 162–164], was found at about 0.51 eV below EF in the
minority-spin band of Ni2MnSn. This peak structure was broadened and shifts

Fig. 18.15 a Near EF valence-band spectra of Ni2Mn1+xSn1−x as a function of x in the cubic
Heusler L21 phase at 300 K. b The simulated spin-integrated X-ray photoelectron spectra by DFT
calculation
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towards EF with increasing Mn composition. The spin integrated DOS which are
broadened by a Gaussian function with a FWHM of 240 meV reproduce the
experimental results as shown in Fig. 18.15b. The peak shift can be explained as the
result of the hybridization between the Ni 3d orbitals and the 3d orbitals of the Mn
atoms which occupy the Sn sites. The magnetic moment of the excess Mn at the Sn
sites (denoted by ‘‘MnSn’’ hereafter) is antiparallel to that of Mn at the ordinary
sites. The same antiferromagnetic coupling between the excess Mn and the ordinary
Mn magnetic moments has also been predicted theoretically for Ni–Mn–Ga alloys
[165]. This coupling locates the occupied MnSn 3d states on the lower-energy (or
higher-binding energy) side of the Ni 3d states in the minority-spin band, giving
rise to the hybridization between the MnSn 3d and the Ni 3d orbitals that causes the
energy shift of the Ni 3d bands towards EF.

The calculation of the net magnetization due to the antiparallel arrangement of
the Mn magnetic moment agreed with magnetization measurements [166]. The total
energy variation due to a tetragonal distortion from the cubic phase for each Mn
composition was also calculated fixing the cell volume at that of the cubic phase. In
the tetragonal structure with c/a > 1, the degenerate Ni 3d eg. level splits into two
bands composed of 3dx2�y2 orbitals at higher energy and 3d3z2�r2 orbitals at lower
energy. The total energy gain due to the tetragonal distortion is then expected to be
large in Ni2Mn1.5Sn0.5 (x = 0.5) as EF is located between the two split-off levels.
However, it is subtle as both split-off levels are completely occupied in the case of
Ni2MnSn (x = 0). This explains why the martensite phase is stabilized only for
Ni–Mn–Sn alloys having larger amounts of excess Mn atoms. The substitution of
Sn atoms by Mn atoms increases the valence-electron number and the excess
electrons occupy the Ni 3d eg. state. At the half filling of the Ni 3d eg. state, the cubic
structure becomes most unstable and tends to deform to the tetragonal structure to
gain energy by splitting the Ni 3d eg. state into the 3z

2 − r2 and the x2 − y2 states. This
essential understanding of the MPT in Ni2Mn1+xSn1−x has been obtained by the
combination of the HAXPES observation and the first principle calculations.

18.1.6 Au+ and Au3+ Ions in Au/CeO2 Thin Films
as an Example of a Functional Nanocluster

Gold nanoclusters supported on various oxide supports have been reported to be
significantly active catalysts [167, 168]. The high activities observed for various
catalytic reactions such as CO oxidation [169–172], 2-propanol oxidation [173],
water gas-shift reaction (WGS) suggest the presence of cationic gold [174, 175].
Gold nanoclusters supported by ceria are expected to have high catalytic activity
due to redox properties of ceria.

To investigate the interaction of gold with CeO2 layers, Matolín et al. [176]
conducted comparative photoelectron spectroscopy studies on samples prepared by
simultaneous magnetron sputtering of gold and cerium oxide with various excita-
tion photon energies from 180 to 6 keV. Two Au doped samples labelled Au L and
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Au H with 6.5 and 16.9 at.% Au in ceria, respectively, were prepared on Si(100)
wafer substrates by using non-reactive radio-frequency (rf) magnetron sputtering
from composite target of CeO2 and Au wires. This method provides CeO2 layers
continuously doped with Au atoms during the growth. The Au concentrations were
determined from Ce 3d and Au 4f peak areas by using the XPS atomic sensitivity
factors. The Au concentration determined in this way corresponded to an average
Au concentration in the surface layer probed by XPS, which is approximately 2 nm
thick, and could differ from that of the film bulk. The high resolution Ce
3d core-level HAXPES (5946.8 eV) spectrum evidenced the formation of CeO2

[171, 172, 177, 178]. Comparison of HAXPES Ce 3d spectra obtained for a pure
cerium oxide film with those of the Au L and Au H films indicated that there was no
measurable influence of added gold on the cerium oxide stoichiometry.

Figure 18.16 compares the Au 4f spectra recorded at 180, 500, and 5946.8 eV
photon energies. The inelastic mean-free path in CeO2 is estimated as λ = 7, 0.5 and
0.9 nm, for HAXPES, hν = 180 and 500 eV, respectively [173–181]. The com-
parison for Au L is shown in Fig. 18.16a. At hν = 180 eV, the spectrum consists of
a dominant spin-orbit doublet corresponding to Au0 with an additional doublet due
to Au+ at higher binding energy. A trace contribution from Au3+ is also observed at
0.85 eV higher binding energy than the Au0 doublet. At hν = 500 eV, increases in
the Au1+ and Au3+ signals are distinguishable, and the increase in the Au3+ signal is
prominent in the high-energy HAXPES spectrum. As shown in Fig. 18.16b,
manifestation of Au3+ component is more evident in Au H. The Au3+/Au0 ratio

Fig. 18.16 Soft X-ray (hν = 180 and 500 eV) and hard X-ray (hν = 5946.8 eV) Au 4f spectra for
Au L sample (a) and Au H sample (b)
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increases dramatically with increase in probing depth for both the Au L and Au H
samples, evidencing that Au3+ distributes deep in the bulk region of the sample. The
Au1+/Au0 ratio shows more moderate variation, demonstrating that the Au1+ and
Au0 are localized near the surface.

It is surprising that high concentration of Au1+,3+, with Au3+ content exceeding
50 %, exist in the co-sputtered Au/CeO2 system. A simple estimate based on the
attenuation of the Au1+ and Au3+ signal as functions of λ leads to a structural model
with metallic gold on the surface, Au1+ at the gold–ceria interface and Au3+ dis-
persed in the ceria film bulk. The gold is expected to form three-dimensional islands
with average height above 1 nm. Particles with larger thickness contribute to reduce
the total Au1+ signal, especially for 180 eV photon energy. The low values of the
Au1+/Au0 ratio for photon energies 180 and 500 eV (high surface sensitivity)
suggest that the Au1+ species are localized at the Au/oxide interface perimeter [182]
and also at the bottom of the gold particles. On the other hand, for hν = 5946.8 eV
(λ = 7 nm) the Au1+ signal notably increases, which could correspond to the
increasing contribution of Au1+ species due to increasing probing depth. The Au3+/
Au0 ratio increases from 0.04 for 180 eV up to 0.91 for HAXPES. This behavior
can be satisfactorily explained by a model of Au3+ ions dispersed in the
cerium-oxide film bulk. The SEM image of the Au H surface showed structure with
average grain size of 25 nm, different from that of the pure ceria film.

For the Au L sample, the Au1+/Au0 intensity ratio showed the same value of 0.31
for 180 and 500 eV photon energies. This fact fits with a model of very small gold
particles giving a high contribution of the interface Au1+ species at the Au/oxide
interface perimeter. Similarly to the Au H sample, the Au1+/Au0 intensity ratio
increases at hν = 5946.8 eV excitation because the Au1+ species belonging to the
whole interface are detected. The higher Au1+/Au0 intensity ratio for the Au L
sample than that for the Au H one reflects a higher relative concentration of gold
atoms at the interface for smaller particles. The Au3+/Au0 ratio shows an increase as
the photon energy increases similar to the Au H case, confirming that Au3+ ions are
dispersed in the cerium-oxide film sub-surface region.

The most probable picture of the Au–CeO2 rf-sputtered film structure based on
the experimental observations corresponds to the Au3+ cations embedded in the
growing film and of a partial segregation of metallic Au at the surface. The amount
of surface Au increases with increasing concentration of the Au dopant, and it forms
particles which are separated from the ceria film by the Au1+ rich interface; i.e., a
Ce–O–Au structure is formed. Each of the atomically dispersed Au atoms, which
are supposed to substitute in Ce sites [183], has eight neighboring oxygen atoms.
These oxygen atoms can be easily released in spite of the strong interaction with Au
due to the oxygen storage capacity of cerium oxide to form the Au oxide. The
overall cerium-oxide reduction, however, is slight because of low Au concentration.
Oxidation of Au atoms, which are atomically dispersed in oxygen rich CeO2, leads
to the formation of a new functional material: Au–Ce mixed oxide.

The above results clearly illustrate the usefulness of HAXPES for the study of
nanoclusters. Matolín and his coworkers have applied HAXPES to CeO2 substrates
dispersed with Pt, Sn, and Pt–Ti nanoclusters as well to reveal the specific
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electronic and chemical interactions of the doped metal-CeO2 system in relation
with the development of advanced fuel cells [184–186]. A study on N-containing
carbon-based cathode catalysts for polymer electrolyte fuel cells by Niwa et al. is
also an example of HAXPES successfully applied to the advanced fuel-cell research
and development [187]. HAXPES investigations of various catalysts has also been
reviewed by Yoshikawa et al. [188].

18.1.7 Hard Disc Lubricants

As a result of the continuous demands for increasing the areal density of hard discs
(HD), the gap between the read-write head and the magnetic recording disk has
been reduced to the sub 10-nm range. To reduce the friction and resulting damage
from high-speed moving contact between the two surfaces, the magnetic recording
disk and the head are typically coated with an amorphous diamond-like carbon
(DLC) film, and the surface of the disk is lubricated with a molecularly thin film of
a perfluoropolyether (PFPE) oil. A noble lubricant has been designed and synthe-
sized to obtain high temperature resistivity and self-repair in case the main chain of
the molecule is damaged. This consists of a PFPE structure terminated on one chain
by a hydroxyl end group and on the other by a cyclotriphosphazene derivative [189,
190]. It is important to know the electronic structures and chemical adsorption
states for the further improvement in the tribological reliability of future HD
devices; however, it was not clear how this material sticks to the diamond-like
carbon (DLC) surface.

In order to clarify the adsorption states of the lubricant molecules to the DLC
substrate, Ikenaga et al. conducted HAXPES investigations on the
cyclotriphosphazene-terminated PFPE lubricant [191], which was synthesized and
purified by the Matsumura Oil Research Co. Japan. Ltd. and was designated
“A20H”. The A20H has an end-functionalized PFPE based on the “Fomblin Z-Dol”
backbone (random copolymer of perfluoroethylene oxide and perfluoromethylene
oxide repeat units). The “S-3500”, which is organized by only cyclotriphosphazene,
was also investigated as a reference. These monomer units of chemical structure are
shown in the right panel of Fig. 18.17. Monolayers of these lubricants were pre-
pared on substrates, which were structured as 5 nm amorphous-carbon films with
diamond-like carbon (DLC) on NiP (200 μm)/Al plate, using standard dip-coating
techniques [192].

The C1s spectrum (a) of a thin A20H film in Fig. 18.17 reveals the presence of
two groups of broad peaks. In the same figure, the C1s spectrum of (b) thin S-3500
film, (c) thin Z-Dol film and (d) the DLC substrate are shown for comparison. The
dominant peak S is assigned as due to C–C bonding states of the DLC substrate,
because a similar strong peak is commonly observed in all spectra including the
DLC. Characteristic features, denoted 1, are observed at 286.6 eV as higher-binding
energy shoulders of peaks S in spectra (a) and (b). These shoulder features 1 are
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attributed to the cyclotriphosphazene group as they are not seen in Z-Dol and DLC
as shown in spectra (c) and (d).

Waltman et al. [193, 194] reported a similar XPS spectrum to that of (a) in
A20H/CNx, and proposed assignments based on comparison to FTIR and
SCF/3-21G[d] calculation. The peaks 3 and 4 at higher binding energies were
assigned to perfluoroethylene oxide C–F2 and C–(F2O2) of the main chain. They
also suggested that C–F3 trifluoromethyl in the cyclotriphosphazene group com-
ponent appears around these peaks, but it is not observed by HAXPES. The feature
2 is seen clearly as peaks in S-3500 whereas it appears as a shoulder in A20H
spectrum. No corresponding peak is seen in Z-Dol and the DLC spectra. The peak 2
can be assigned to C-F3 trifluoromethyl in the cyclotriphosphazene group, which
overlaps the main chain in peak 3 in A20H. No chemical shift is observed between
peak 2 of S-3500 and that of the A20H spectra, indicating that the adsorption states
of the cyclotriphosphazene of S-3500 and A20H are in an equivalent environment
on the DLC surface.

In order to discuss these assignments in detail, the A20H spectrum was
de-convoluted by Voigt function fitting. The S components, which are assigned to
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Fig. 18.17 Left panel Comparison of HAXPES C 1s spectra in thin A20H film (a), S-3500 (b),
Z-Dol (c) and DLC (d). Intensities are normalized to the intensity of peaks S which originate from
C–C bonding in the DLC (d) substrate. A Shirley background has been subtracted. Right panel,
top to bottom Monomer units of “A20H”, which is an end-functionalized PFPE based on the
“Fomblin Z-Dol” backbone (random copolymer of perfluoroethylene oxide and perfluoromethy-
lene oxide repeat units), “S-3500”, which is organized by only cyclotriphosphazene, and Z-Dol
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C–C bonding of the DLC substrate, were resolved into 3 components. The S-1 and
S-2, which appear at 284.4 eV and at 285.2 eV, were assigned to sp2 and sp3

hybridized carbon atoms, respectively. The sp2 and sp3 components in clean DLC
surfaces were reported [195–197] to appear at the same binding energies with
Lorenzian-lifetime width of 215 meV. Using this lifetime value in the Voigt
function fitting procedures of the A20H spectra, the resultant Gaussian width of
both components are 1.06 eV, which is much larger than the instrumental broad-
ening of 294 meV. This additional broadening is likely due to the chemical
adsorption and phonon broadening. The broad S-3 peak at 286.3 eV was attributed
to C–O contamination formed at the surface of samples due to air exposure.

Figure 18.18a shows take-off angle dependence of P 1s spectra for A20H. The
most prominent feature of this figure is that the P 1s peak can be seen in a very
narrow TOA region of ±8° around the surface normal as shown in Fig. 18.18b. This
result provides important information on the adsorption configuration of A20H on
the DLC. Each spectrum consists of two peaks at 2143.7 and 2148.6 eV, which are
assigned to the P 1s peak of the substrate NiP and that of adsorbed cyclotriphos-
phazene, respectively. The P 1s spectrum was similar to that of S-3500, suggesting
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Fig. 18.18 a Take-off angle dependence (TOA) of P 1s spectra for A20H normalized at the
P 1s peak from NiP. The higher binding-energy peak, which originates from cyclotriphosphazene
P, shows a significant TOA dependence. b Intensity of the A20H P 1s plotted as function of TOA
measured from the surface normal. c Model structure of A20H adsorption on the DLC surface
based on the experimental results
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that the configuration of the adsorbed cyclotriphosphazene-end group is similar to
that in S-3500. The P 1s spectrum (at TOA of 4°) of cyclotriphosphazene is nicely
fit with a single, symmetric component with broader width than that of the substrate
NiP as shown in Fig. 18.18a by the solid curves. This demonstrates that three
phosphorus atoms in the cyclotriphosphazene group adsorb in equivalent envi-
ronments. Calculations indicate that the binding energy of N = P (N 1s) in
cyclotriphosphazene is *1 eV smaller than the nitrogen in the model CNx cluster
due to accumulation of excess negative charge in the ring-shaped P–N group [198].
This result provides a qualitative explanation for the additional broadening of the
P 1s peak. Combining all of these results leads to a model of the adsorption
configuration of A20H on DLC as proposed in Fig. 18.18c. Here the ring-shaped P–
N group in cyclotriphosphazene preferentially lays down, and the chains which
consist of copolymer of perfluoroethylene-oxide and perfluoromethylene-oxide
repeated units are raised outward from the DLC surface. The chains repel each other
due to their electrostatic charge, and the ring-shaped P–N group can be seen only in
a very narrow angular region of ca. ±8° around the surface normal. The proposed
configuration explains the high performance of A20H as a lubricant for the
high-density hard disc.

18.1.8 Li Ion Batteries

Due to the incentive of reduced carbon-dioxide emissions, innovative developments
in high-power battery technology are required for hybrid-electric and fuel-cell
vehicles. In order to achieve the necessary high wattage, improvement of the
interfaces between the electrolyte and both the positive and negative electrodes is
essential. This is particularly true for the positive electrode [199]. The power-fade
of lithium batteries, which is one of the most essential problems to be solved, has
been found to result from the degradation of the positive electrode [199–201]. The
crystal structure of LiNiO2-based materials near the positive-electrode surface is
changed to a cubic structure from a layered rock-salt structure, with the concomitant
charge-transfer resistance increase between the positive electrode and the
electrolyte.

Lithium nickel-oxide (LiNiO2) based materials are one of the promising mate-
rials for high-power Li-ion cell positive electrodes due to their high
power-to-energy ratio [198–202]. Nevertheless, many problems remain to be solved
in order to meet the requirements necessary for advanced applications. Of particular
importance is the problem of power fading, which is due to a variety of obstructing
chemical reactions that occur at the interface between the electrode and electrolyte.
Robust surface and interface characterization is therefore necessary to improve
electrodes in the Li ion batteries [201–208].

Shikano et al. conducted HAXPES ex situ investigations of the changes in
positive electrodes and their interfaces during the standard cycle tests (modified) in
real Li-ion battery cells at BL47XU in SPring-8 [209]. Cylindrical cells with a
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capacity of ca. 420 mAh were used in the study. The positive electrodes consisted of
a mixture of LiNi0.73Co0.17Al0.10O2 (LMO), acetylene black (AB), and polyvinyli-
dene fluoride (PVDF) as active material, conductive material and binder, respec-
tively, and the negative electrode was comprised of non-graphitizable carbon (hard
carbon) and a PVDF binder. Each cell was characterized using a modified version of
the cycle-test procedure in the PNGV Battery Test Manual [200, 206, 207]. Details
of cell chemistry and characterization are described elsewhere [200]. Positive
electrodes were removed from cells under state-of-charge (SOC) control before and
after cycle testing, and they were washed with dimethyl carbonate and dried under
vacuum at room temperature for more than 10 h. The surface species present were
characterized by XPS (JEOL JPS-9010MX spectrometer using MgKα radiation) and
HAXPES (hν = 8 keV) at BL47XU of SPring-8.

Figure 18.19 shows typical HAXPES (O 1s) spectra for the LiNiCoO-based
positive electrode before the cycle test. The two peaks in the O 1 s spectra at 529.3
and 531.3 eV correspond to LMO and Li2CO3, respectively [210–212]. Peaks at
532.9 and 534.5 eV can be assigned to ROCO2Li and a polycarbonate-type com-
pound [211–218]. The other two higher binding-energy components, which man-
ifest in the 0 % SOC with higher TOA of 60° (higher surface sensitivity), are
assigned to oxygen in carbonyl and alkyl carbonate bonding. The result clearly
shows that the carbonyl and alkyl carbonate are abundant near the positive electrode
surface, and the amount of Li2CO3 on the surface clearly decreases with increasing
SOC.

Bulk sensitive (TOA = 10°) HAXPES C 1s and O 1s spectra from a positive
electrode from a cell before and after cycle tests are shown in Fig. 18.20. SOC was
kept at 0 % to assure that the charge–discharge effect is negligible. After the tests at
40, 60 and 80 °C, the relative capacities were decreased to 99.7, 95.0 and 81.2 %,
and the relative dc resistances were increased to 1.1, 1.3 and 1.8, respectively [199,
200]. The strong peak at 284.3 eV in the C 1s spectra (Fig. 18.20a) was assigned to
AB (acetylene black). The intensities of all spectra are normalized to this peak.

Fig. 18.19 HAXPES O
1s spectra for LiNiCoO-based
positive electrode before the
cycle test. Spectra with
different SOC and TOA
(measured from surface
normal) are compared
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Peaks at 286.5 and 290.4 eV are assigned to C–H and C–F of PVDF, respectively
[212, 214, 215]. The other peaks are assigned to Li2CO3 and organic species, such
as hydrocarbons, ROCO2Li and polycarbonate-type compounds. Bulk sensitive
HAXPES (TOA = 10°) C 1s data indicated that the hydrocarbon signal was not
significant, indicating that hydrocarbons are present only on the surface of the
positive electrode.

Figure 18.20b shows O 1s HAXPES spectra. Only Li2CO3 increases after the
test at 40 °C. It significantly increases at 60 °C, whereas increases in ROCO2Li and
polycarbonate-type compounds are still slight at this temperature. The signals from
all carbonates, such as Li2CO3, ROCO2Li, and polycarbonate-type compounds,
become distinguishable after the 80 °C cycle test, indicating that the electrolyte
decomposition took place during testing above 60 °C. The highly resistive Li2CO3

forming reaction causes a decrease of the Li supply. Consequently, the increase of
Li2CO3 should relate to both power and capacity fades. The electrolyte (mixture of
LiPF6 in propylene carbonate and dimethyl carbonate) decomposition also induces
power fade due to the high resistivity of the organic products.

HAXPES F 1 s spectra of the positive electrode with SOC of 0 % after the cycle
test exhibited peaks at 687.3 and 684.6 eV as shown in Fig. 18.20c. The 687.3 eV
peak was assigned to come from PVDF. The 684.6 eV peak was identified to come
from LiF, evidencing formation of LiF on the positive electrode.

Ni 2p3/2 spectra give information about changes in the valence state of Ni at the
surface of LiNiCoO-based positive electrode. Almost all reported Ni 2p3/2
core-level XPS spectra after Ar sputtering are very similar to the NiO spectrum
[216], which means that the surface of LMO is easily reduced under vacuum and
changes to a NiO-like structure. Without sputtering, Ni 2p3/2 XPS spectra, which
were decomposed into 854.5, 856.0, 860.6 and 863.0 eV peaks, (not shown here)
exhibited different shapes from those of NiO [216] and LiNiO2 [217], while the
binding energies of the peaks were very close to those of NiO [216]. Abraham et al.
suggested the thickness of a NiO-like film on the electrode surface to be around

Fig. 18.20 HAXPES (θ = 10°) spectra of a positive electrode from a cell before and after cycle
tests at 40, 60 and 80 °C: a C 1s, b O 1s and c F 1s core levels. SOC was kept at 0 %
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2–4 nm [214]. In the bulk sensitive HAXPES spectra, the component due to the
NiO-like structure is minor, because its thickness is much smaller than the
HAXPES probing depth. Figure 18.21a shows bulk sensitive HAXPES Ni 2p3/2
spectra of the positive electrode before the cycle test. Two components at 855.2 and
855.8 eV are recognizable in the Ni 2p3/2 HAXPES spectra, with a broader satellite
at ca. 6 eV higher binding energy. The intensity ratio of the peaks at 855.8 and
855.2 eV seems to vary corresponding to changes in SOC. The FWHM of the peak
at 855.8 eV is also apparently dependent on SOC. This might be due to an overlap
with Ni3+/4+ in the intermediate state at the surface of the positive electrode. If the
NiO-like structure is the same as Ni2+O, the NiO feature should appear independent
of SOC; however, this is not the case. The peak at 855.2 eV was assigned to come
from a Li-deficient cubic phase, namely Li0.5−x(Ni,Co,Al)0.5O, which was consid-
ered to exist between the surface and the LMO layer. The 855.8 eV peaks were
assigned as overlap of Ni3+/4+ in LMO and in the intermediate state of LMO and the
Li-deficient cubic phase. This assignment is consistent with the fact that the
855.8 eV peak is stronger in the case of SOC = 100 % than in the case of
SOC = 0 %. Figure 18.21b shows superposition of the bulk sensitive HAXPES Ni
2p3/2 spectra of the positive electrode for all samples, before and after the cycle tests
at 40 and 60 °C with SOC of 0 and 100 %. The spectra of both SOC equal 0 and
100 % coincide well regardless of whether or not the cycle test had been performed,
and also regardless of the temperature of the test. This result clearly shows that the
valence state of Ni, even after the cycle test at 40 and 60 °C, was the same as that
before the test. These results agree with Ni K-edge XANES results showing that the

Fig. 18.21 a Ni 2p3/2 core-level HAXPES spectra at the surface of LiNi0.8Co0.2O2-based positive
electrode before cycle test for TOA = 10°. b Superposition of bulk sensitive Ni 2p3/2 core-level
spectra of the positive electrode from a cell before and after cycle testing at 40 and 60 °C. SOC
was kept at 0 and 100 %. The spectra of both SOC equal 0 and 100 % coincide well regardless of
whether or not the cycle test had been performed and also regardless of the temperature of the test.
c Ni 2p3/2 core-level HAXPES spectra of LiNi0.8Co0.2O2-based positive electrode after the cycle
test (60 °C) for TOA = 60°)
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Ni ions in the bulk of the electrodes are not disturbed by cycle testing [200]. On the
other hand, surface sensitive HAXPES spectra (TOA = 60°) indicated that the
valence state of Ni after the cycle test is slightly higher than before the test as shown
in Fig. 18.21c. This result also agrees with the surface sensitive TEY (total electron
yield) XANES data indicating that not NiO but rather a Li-deficient cubic phase
was formed around the surface of the positive electrode.

Based on the above analyses, a model of the surface of the positive electrode can
be made. A Li-deficient cubic phase, namely Li0.5−x(Ni,Co,Al)0.5O, is changing its
Li deficiency x continuously from the surface to the bulk of the positive electrode.
Carbonates and LiF exist on the surface. The compositional slope between the
Li-deficient cubic phase and LMO is steep in the case of 0 % SOC, resulting in
greater inhomogeneous broadening of the corresponding component in the Ni
2p core line. Near the surface, Ni ions in the Li-deficient cubic phase remain in the
same environment, thus their FWHM is independent of SOC. After the cycle tests,
the Li deficiency develops near the surface region corresponding to the capacity
fade. On the other hand, the valence state of Ni ions in the bulk remains in the same
condition after testing. Li conductivity in the Li-deficient cubic phase is considered
to be lower than that of LMO, which is caused by the random occupation of the
same site by Li ions, transition-metal ions, and vacancies in the cubic phase. The
thickness of the Li-deficient cubic phase therefore should be related to the power
fade of the cells.

In conclusion, the large probing depth of HAXPES clarified the mechanism of
the capacity and power fade in a Li-ion battery. The investigations revealed that the
amount of carbonates increased after cycle testing. Decomposition of electrolyte
was detected at temperatures above 60 °C. Growth of the Li-deficient cubic phase
near the surface of the positive electrode with circle test was observed. Capacity and
power fade can be related to the amount of species such as carbonates and LiF on
the surface and to the thickness of the Li-deficient cubic phase near the surface.

18.2 Operando Observations for Advanced Materials
by HAXPES

In the developments of advanced devices, it is essential to gain a comprehensive
understanding of the evolution of chemical state and electronic structure in the
functional layers and interfaces of a device during actual operation. The necessity
for spectroscopic methods capable of these operando observations is therefore a
driving focus of research. The large probing depth of HAXPES provides oppor-
tunity to monitor the electronic and chemical variations in the target layers beneath
thin electrodes of *10 nm thickness under applied voltage, opening new appli-
cations of photoelectron spectroscopy to the study of electronic and chemical
devices. Here several examples are discussed that demonstrate the potential of
HAXPES.
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18.2.1 Detection of Interface States in MOS Structures

Control of interface state density in individual MOS transistors has been one of the
most essential challenges to reduce the dispersion of threshold voltages in
large-scale integration (LSI). As the downsizing of MOS transistors proceeded, gate
insulator thickness has decreased to a few nm [219]. The high-k gate-stack struc-
tures with materials of high dielectric constant (k) composed of
metal/high-k/ultra-thin-oxide/semiconductor substrate, have been introduced to
reduce the leakage current due to the material limit of SiO2. However, evaluation of
the interface states by standard CV measurements at the ultra-thin-oxide/Si interface
in the high-k gate stack structure becomes difficult due to the tunneling current
flowing through the thin oxide layer which disturbs the electrical measurements
[215, 219, 220].

In order to demonstrate that HAXPES can solve this problem, operando obser-
vation of Si MOS structures under applied electric field have been conducted in order
to measure interface states using a laboratory HAXPES system with monochromatic
Cr Kα (5.4 keV) X-rays as the excitation source [7, 221]. Description of the system is
given in the last section of this chapter. MOS samples, with structures as shown in
the insert of Fig. 18.22c, were fabricated 3.9/5.6 nm thermal SiO2 and top 10 nm Au
electrode on a p-type substrate at Toray Research Center [222].

Au 3d5/2 and Si 1s spectra were recorded while increasing the applied voltage
between the top and bottom electrodes at 50 mV steps while keeping the top elec-
trode grounded. The data are plotted in Fig. 18.22a, b with the applied voltage taken
as the vertical axis. The Au 3d5/2 peak from the top Au electrode shifts linearly with
the bias voltage V. On the other hand, the two Si 1s peaks, originating from the
substrate Si and SiO2, exhibit nonlinear behavior. The nonlinear shift is attributed to
the Fermi-level pinning at the interface states until they are filled.

Replacing the carrier distribution function as unity (low temperature approxi-
mation), the density of interface states under bias application is expressed as

DitðE f
FÞ ¼ ðeox=deÞðdDVox=dEÞ

¼ ðeox=deÞðdDVox=dVÞf1=ð1� ðdDVox=dVÞÞg
ð18:2Þ

where E f
F is the Fermi-level position measured from the metal electrode Fermi level

under the bias V, ΔVox is the potential difference across the SiO2 layer, εox is the
dielectric constant of SiO2, and d is the SiO2 thickness. The ΔVox can be derived
from the difference in energy positions between the Au 3d5/2 and substrate Si
1s peaks as a function of V. Taking the derivative of the ΔVox − V curve in
Fig. 18.22c, interface-state distribution curves were determined from (18.2) for two
MOS samples with different SiO2 thicknesses as shown in Fig. 18.22d. Three
interface states are recognized in the band-gap region of Si independent of the SiO2

thickness, as denoted by arrows in the figure.
Similar experiments were also performed using the NIMS undulator beamline

BL15XU at SPring-8 by Yamashita et al. for Ru/SiON/Si(100) structures with
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different N concentrations [223]. A similar interface-state peak near the center of the
band gap was observed. They also observed two additional interface states at higher
and lower binding energies relative to the dangling-bond state. The intensities of
these states increased with nitrogen concentration. The interface states near the mid
gap were attributed to isolated Si dangling bonds, whereas the interface states near
the VBM and CBMwere identified to be due to weakened bonding, and anti-bonding
Si–O and/or Si–Si states, respectively. It should be noted that N related in-gap states
are not formed in the Si band gap according to theoretical calculation [224].

18.2.2 Electrochemical Reactions at Solid-Solid Interfaces

For the development of advanced semiconductor devices and solid-state batteries,
ion migration phenomenon in oxide thin films has become an important problem. It

Fig. 18.22 a and b Bias dependence of Au 3d5/2 and Si 1s spectra in an Au (10 nm)/SiO2

(3.9 nm)/p-Si(0 0 1)MOS structure. The Si 1s core line from both the SiO2 (low kinetic energy)
and Si substrate (high kinetic energy) show a nonlinearity with bias voltage in (b). c Bias
dependence of voltage across the SiO2 layer, which can be derived from the shifts of the Au 3d5/2
and Si 1s peaks. The inset shows a schematic of the sample structure. d Interface-state densities
derived from (18.2) for two samples with SiO2 thicknesses of 3.9 nm (solid circles) and 5.6 nm
(open circles), respectively
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is a key issue for understanding the mechanisms of the elementary electrochemical
processes involved in the metal-oxide semiconductor interface. In the oxide-metal
junction systems, not only the electrochemical reactions of oxygen ions and host
cations in oxide thin films, but also dissolutions and migrations of hetero-cations,
such as copper and silver ions introduced by reversible electrochemical reaction of
electrodes, as well as protons incorporated by hydration, are now recognized to play
important roles in time-dependent dielectric breakdown (TDDB) of interconnect
materials [225–228] and mechanisms of resistance random access memory
(ReRAM) [229–231], an atomic switch [232–236], and other nano electronics
devices. Among these, efforts have been dedicated to the research and development
of ReRAM devices [237–241], which utilize reversible electric-field induced
resistance switching behavior in meta-oxide-metal sandwich structures.

HfO2, which is used as a high-k gate insulator for advanced complementary
metal-oxide-semiconductor (CMOS) technology [241, 242], was found to exhibit
resistance switching phenomena [239, 240]. Two mechanisms have been proposed
to explain this: the filament model and oxygen vacancy nucleation [238–246].
Nagata et al. have conducted HAXPES operando observations of changes in the
composition and electronic states at the interfaces of Pt/HfO2/Pt (metal–oxide–
metal) devices [247]. The sample studied has a 100-nm-thick Pt bottom-electrode
layer deposited on an insulating c-plane sapphire substrate. A 30-nm-thick HfO2

layer was then deposited on the Pt bottom electrode. Patterned 10 nm thick Pt top
electrodes were deposited on the HfO2 film. The measurement setup is shown in
Fig. 18.23a. The dc bias voltages were applied to the sample with a voltage current
source/monitor through Au wires fixed to the top and the bottom electrodes.
HAXPES measurements were conducted at the SPring-8 BL15XU with incident
X-ray energy of 5.95 keV and a total energy resolution of 240 meV.

Current-voltage characteristic (Fig. 18.23b) of the device in the early stage of the
ReRAM actions already exhibits weak nonlinearity. Figure 18.23c shows O
1s spectra taken at several TOA’s (measured from the sample surface) to obtain
initial compositional depth information at 0 V. Steep inclined backgrounds are due
to the superposition of the high binding-energy tail of the Pt 4p3/2 states. The peak
around 530.5 eV, which is attributable to O–Hf bonding [248], is most prominent at
TOA of 85° (large probing depth). As the TOA is decreased (smaller probing depth),
the intensity of the O–Hf peak decreases whereas a peak around 532.8 eV grows
[249]. The latter peak is attributed to O–Pt bonding, indicating existence of PtO at
the interface and/or surface. When the thickness of the Pt layer increased, the O–Pt
peak intensity decreased, suggesting that PtO is predominantly formed at the
interface.

Voltage application causes a clear difference in the O–Pt and O–Hf components
of O 1s spectra at a TOA of 20° (low bulk sensitivity) as shown in Fig. 18.23d. The
O–Pt peak increased, whereas the O–Hf peak decreased at an applied voltage of
150 mV, where the current was 15 mA, indicating that the Pt interface layer was
oxidized and oxygen vacancies were formed in the HfO2 layer. When the bias was
reversed, the O–Pt peak became more pronounced than when under a forward bias,
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suggesting that an additional PtO layer was formed at the interface by the reversed
bias application to the PtO layer formed by the first bias application.

After background removal by the Shirley function [21], Pt 4f and Hf 3d5/2 peaks
were fitted by Voigt functions with Doniach and Šunjić electron-hole pair creation
losses [250]. Figure 18.24 shows Pt 4f and Hf 3d5/2 spectra at a TOA of 20° under a
bias of −150 mV. Weak components in the Pt 4f spectrum, which peak at 72.2 and
75.5 eV and are attributed to PtO [23], appear in addition to the main peaks that are
due to the metallic Pt at 71.0 and 74.3 eV. The Pt 4f and Hf 3d5/2 HAXPES spectra
were found to be dependent on the applied voltage. As the forward bias is
increased, the Pt–O intensity increases as shown in Fig. 18.25a, indicating that the
forward bias voltage drives oxygen toward the anode and induces Pt oxidization, in
spite of the higher energy required to oxidize Pt compared to Hf [251, 252]. Upon
removal of the forward bias, the Pt–O intensity recovers slightly, but it still remains
at higher intensity than its initial intensity at zero bias. This result indicates that Pt–O
bonding remains at the interface after removal of the bias voltage.

Fig. 18.23 a Schematic illustration of the measurement. b I-V property for Pt film on HfO2 film.
Open symbols show forward bias conditions and solid symbols show reverse bias conditions.
c HAXPES of O 1s as a function of TOA under zero bias, and d as a function of bias at a TOA of
20°
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In Fig. 18.24b, the Hf 3d5/2 peak at 1662.0 eV corresponds to HfO2 [2]. When
the bias is inverted, an additional peak, which is assigned to the Hf–Pt bonds,
appears at the lower binding-energy position. The Hf–Pt intensity shows a mono-
tonic increase under the reversed bias as shown in Fig. 18.25b. To examine the
bias-induced variation in the Hf density at the interface, the Hf 3d5/2/Pt 4f7/2 ele-
mental intensity ratio at TOA = 20° was plotted as a function of the bias voltage in

Fig. 18.24 HAXPES of a Pt 4f and b Hf 3d5/2 for the Pt/HfO2/Pt diode under a reverse bias of
−150 mV at a TOA of 20°. Solid lines show observed spectra. Open circles are curve fit results.
Dashed curves show deconvoluted components corresponding to bonding of Pt, PtO, HfO2, and
HfPt

Fig. 18.25 Applied bias
dependences of a Pt
4f normalized intensity of PtO
(circles), b Hf 3d5/2 intensity
ratio of HfPt (squares), and
c normalized intensity of Hf
3d5/2 (triangles). Spectra have
been normalized with respect
to the Pt 4f intensity of Pt at
0 V (initial state). Open
symbols show forward-bias
conditions and solid symbols
show reverse-bias conditions
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Fig. 18.25c. The ratio decreases with increasing forward bias, and increases with
increasing negative reverse bias reverting to the initial intensity ratio at −150 mV.
This indicates that the biases drive the Hf atoms along the field direction. The Hf
drawing toward the anode is accompanied with Pt oxidization as evidenced by the
Pt–O intensity increase in Fig. 18.25a. This further suggests that the diffusion of Hf
into the Pt anode produces a Pt–Hf mixed oxide and stabilized oxygen atoms in the
negatively biased anode. This result is consistent with the observation of Matolin
et al. that the rare-earth transition metal affected the valence of Pt to form the Pt–
rare earth–O bonding [190].

Based upon the above results, changes in the Pt/HfO2/Pt sandwich structure
under positive and inverted biases are described as follows: the application of a
forward bias diffuses oxygen into the Pt layer, thus forming PtO. When the bias is
reversed, the PtO layer remains at the interface. Hf moves to the interface, leaving
O vacancies and forming Pt–Hf bonds in the interface region. The O vacancies
percolate to form conduction filaments in a high electric field during ReRAM
actions [234, 244, 245]. This O-vacancy formation is also consistent with the report
on electrical properties, in which the O vacancies act as trap centers for charge
carriers causing deterioration in the metal/HfO2 interface during CMOS application
[253, 254]. The most important finding of this study, however, is that detectable O
migration already begins at lower bias voltages than the threshold.

Similar operando HAXPES experiments and analysis have been conducted in a
Cu/HfO2/Pt ReRAM device by Nagata et al. [255]. A different relationship between
the interface structures and the chemical states in the Cu/HfO2/Pt system from that
obtained at the Pt/HfO2/Pt system was elucidated. The application of a bias reduces
the interfacial natural oxide (Cu2O) layer, contrary to the Pt/HfO2 case where the
oxidization of the Pt layer occurs. The reduction is caused by the lower standard
reduction potential of Cu ions (Cu+ + e− → Cu + 0.52 V) than Pt ions
(Pt2t + 2e− → Pt + 1.19 V) [256]. Cu diffuses into HfO2 more easily than Pt [257]
thus forming Cu–Hf–O, segregating into Cu filaments in the HfO2 layer during bias
application.

When the partial conductivity of ions is not negligible, the charge and potential
distributions drastically change from those in ordinary semiconductors under the
application of an external field. The development of the electrochemical polariza-
tion by the ion migration results in the variation of the chemical potential of
electrons μe′ which corresponds to the variation of redox states near the cathode and
anode due to charge/discharge of ions as discussed by Tsuchiya et al. [258]. If only
the oxide ions (O2−) migrated, the redox state is simply related to the variation of
oxygen non stoichiometry. On the other hand, when migration of foreign cations is
not negligible, the increase/decrease in the concentration corresponds to the
reduction/oxidation of the oxide thin film. The ion migration gives rise to the
electrochemical polarization, and the Fermi energy (EF) shifts toward the conduc-
tion band (CB) or to the valence band (VB) corresponding to the oxidation or
reduction of the film, respectively. The redox window is defined as a range of EF

variation between the two extreme limits of reduction and oxidation. Pinning of EF

is caused by static chemical origins, such as the presence of a large density of state
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(DOS) due to donor and acceptor levels, which buffer the charge-transfer reaction
by chemical redox reactions, such as Mn+ + e → M(n−1)+ for the donor formation
and O2 + h+ → O− for the acceptor formation. Chemical buffer reactions such as
oxygen gas evolution and metal precipitation also contribute to the EF pinning. In
addition, kinetic origins such as depletion of ionic carriers or the irreversibility of
the electrode reaction between gaseous species and component ions eventually limit
the redox state. The electrical-potential gradient induced by an applied voltage
across the film is greatly reduced and severe band bending results due to EF vari-
ation in the redox window. These strongly affect the charge transport across the film
as well as the electrochemical processes at the electrode/oxide interface.

Direct observation of the above phenomena was demonstrated by Tsuchiya et al.
who studied the reduction/oxidation (redox) state in an oxide electrolyte film at a
hetero-interface in a carbon/amorphous tantalum oxide (a-TaOx) electrochemical
cell using in situ HAXPES under applied dc bias voltage [258]. They found a
surprising result that even chemically stable a-TaOx can be electrochemically
polarized. The reduction limit observed in unintentionally proton doped samples
was found to be due to pinning of the Fermi level in an in-gap donor state. It was
also found that a-TaOx showed an asymmetric shift of core levels with respect to the
applied bias that is not expected when the migration of intrinsic ions such as Ta5+ or
O2− is dominant.

In order to verify the role of polarization by protons as a migrating mediator,
these authors examined a heavily hydrated a-TaOx thin film with 14.7 at.% of
protons (measured by RBS) by in situ HAXPES. The hydrated film exhibited the
same behavior as the unintentionally hydrated film under the cathodic polarization
(reducing direction). An expansion of the redox window to the oxidation side when
compared to the unintentionally hydrated a-TaOx case which reached up to 2.4 eV
was clearly observed. This drastic change in the oxidation side demonstrated the
increased de-protonation capacity due to an increase of proton concentration near
the working electrode. However, the observed redox-window width of *2.4 eV
was much smaller than the estimated band gap of 3.9 eV [259], suggesting that the
EF pinning level was located near the middle of the bang gap due to the Ta4+ donor
state.

Since the electrochemical properties determine the dielectric properties as well as
the electronic breakdown in the MIM-type cell, the above result must be accounted
for in order to understand the charge-transfer reaction at the metal/oxide
hetero-interface. In addition, the results clearly demonstrated the possibility of
designing various chemical functionalities by controlling the density of protons or
other mobile ions as a mediator to the redox modulation. These findings, which
were obtained owing to the large probing depth of HAXPES, are important con-
tributions to the research and development of materials and devices such as bat-
teries, solid catalysts, and other electrochemical cells, and ReRAM and other
nano-electronic devices.
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18.2.3 Liquid-Solid Interfaces

Understand liquid-solid interfaces [260] at the atomic level is crucial for improving
the performance of advanced energy-conversion devices such as fuel cells, Li air
batteries, dye-sensitized solar cells, and photocatalysts. Observation of electro-
chemical processes at solid-liquid interfaces, however, faces the difficulty of
preparing the liquid-layer/solid-electrode interface that photoelectrons can penetrate
without inelastic scattering.

T. Masuda et al. have reported in situ photoelectron spectroscopy of an elec-
trochemical reaction at a solid-liquid interface using hard X-rays (5950.1 eV) and a
micro-volume cell having a window with an ultra-thin Si membrane through which
the photoelectrons can escape from the cell [261]. This is the first trial for the “real”
photoelectron spectroscopy, except XPS on non-volatile ionic liquids as the elec-
trolyte solution [262–264]. A micro-volume cell filled with a liquid is sealed by a
15 nm thick Si membrane, which serves as a separator between vacuum and
ambient, a window for X-rays and photoelectrons, and a working electrode. X-rays
penetrate to the solution through the membrane, and about 14 % of the photo-
electrons emitted from Si exposed to the solution; i.e., at the solid-liquid interface,
are estimated from the IMFP of 7.5 nm to penetrate or escape the Si membrane
without losing their kinetic energy [179–181].

After the surface of the Si membrane was made hydrophilic by plasma-ion
treatment, a droplet of purified water was placed on the membrane and sealed by
conductive Cu tape. A Au wire was fixed on the Si-membrane frame to make
contact to the potentiostat for biasing the Si membrane to the Cu tape.
Measurements were carried out with an incident X-ray energy of 5950.1 eV with
high-photon flux of *1011 photons/s and incident angle from the membrane sur-
face of 4° at the beamline BL15XU at SPring-8. I-V curves of the micro-volume
cell with and without water (red) inside were measured by the two-terminal method.
Anodic current started to increase from about 0.8 V when the cell was filled by
water, whereas no detectable current was observed even under greater positive
potential without water, showing that the Si and Cu film were insulated from each
other by the adhesive of the Cu tape.

Figure 18.26a shows Si 2p photoelectron spectra, which were normalized at the
Si 2p1/2 peak, at various potentials. A broad peak due to native oxide was observed
around 104.5 eV in the spectrum without potential application. The oxide peak
intensity monotonically increases with the increasing positive potential. After the
measurement of spectrum (g), synchrotron radiation (SR) was turned off and the
potential was kept at 1500 mV during the collection of spectrum (h). The largest
growth of Si oxide was observed in this period between (g) and (h). These results
evidence that Si oxide grows by electrochemical oxidation at the Si
membrane-water interface, giving evidence against the SR-induced etching [265]
and reduction of Si oxide [266].

Figure 18.26b, c schematically show the electrochemical oxidation at the Si
membrane. Before the oxidation (b), a cross section of the 15 nm thick Si
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membrane is modeled by three layers based on the assumption that both the vacuum
and solution sides are covered by native-oxide layers with a thickness of d nm.
When the Si membrane is positively biased (Fig. 18.26c), the thickness of Si layer
(B) is decreased by a nm. The Si-oxide layer thickness (C) is increased by 2.2a nm
due to the lower Si density in SiO2 than in Si [267]. The photoelectron intensity
ratio, I(SiO2)/I(Si), can be calculated based on a uniform layer model using the
inelastic mean free paths of the Si 2p photoelectrons for Si oxide and Si estimated
by TPP-2M formula [179–181]. Fitting the calculated values of I(SiO2)/I(Si) to the
experimental values, the thickness of electrochemically grown Si oxide can be
quantitatively determined, as shown in Fig. 18.26d.

The large probing depth of HAXPES has opened a new opportunity for the
studies of gas-solid and liquid-solid interfaces as exemplified above. A flow-type
cell which enables injection of additional reactants from outside of the vacuum
apparatus will be realized, and other measurement techniques such as optical
absorption, ellipsometry, and Raman scattering will be integrated into the cell to
monitor the progress of the electrochemical reaction. However, improvements in

Fig. 18.26 a Si 2p3/2 HAXPES spectra of the Si membrane measured without bias, and at 700,
900, 1100, 1300, 1500 mV, and after keeping the potential at 1500 mV for 100 and 600 min. The
inset shows the spectra plotted on the same scale in the region between 107 and 102 eV. b Models
of the Si membrane a before and b after the oxidation. c Thickness of electrochemically grown Si
oxide derived from the data
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cell structures, including designs to prevent damage to the vacuum system and
beamline in the event of damage to the cell, are needed to widen the variety of
applications.

18.3 Lab HAXPES Development and Applications

Various hindrances including the low selection rate due to excessive demand and the
general paucity of SR beamtime, the impossibility of prompt turnaround times, and
the cost of travelling often make HAXPES at SR sources not practical for many
would-be general users, especially those who are non-experts in the field.
Development of laboratory based HAXPES systems with practical throughput, good
energy resolution, and quick turn-around times is therefore extremely desirable to
encourage research in a wide field of disciplines covering both academic, industrial,
and government needs. It would also possibly relieve specific beamline restrictions
for the general user such as the control of toxic and/or radioactive materials.

A laboratory HAXPES system, High Energy Angle Resolved X-ray
Photoelectron Spectrometer for Laboratory (HEARP Lab) [7, 221], has been
developed using monochromatic Cr Kα X-ray excitation (5.4 keV). It has been
demonstrated to be not only complementary to the SR beamline HAXPES, but it
also has been found indispensable for advanced research and development from the
basic to the industrial sciences and technology [7]. As shown in Fig. 18.27a, the
system is composed of a compact monochromatic Cr Kα X-ray source (b), and a
high-energy, high-resolution hemispherical electron analyzer that has been coupled
with a wide angular acceptance resolving objective lens (c) with a mesh electrode
(d) [7, 221]. A thorough description of the system and its performance has been
reported with a variety of applications, including bulk-sensitive valence-band and
core-level spectroscopy of advanced materials [7], overlayers-thickness determi-
nation in the thickness range of up to 25 nm, and investigation of buried layers in
MOS structures with thickness-graded SiO2 interlayers [268].

Application to the interface in-gap state spectroscopy of MOS structures by
electric-field application is also described in the preceding section of this chapter
[7]. Here its application to bulk sensitive X-ray photoelectron diffraction [269],
surface polarity determinations of ZnO single- as well as poly-crystalline films,
[270] environmental cell developments [7], are demonstrated.

X-ray photoelectron diffraction (XPD) using a conventional XPS apparatus has
been a useful tool as a surface sensitive probe for local atomic structure, atomic
positions of adsorbates and overlayer growth, specifying both elemental and
chemical states. The larger probing depth of the hard X-ray excited XPD (HAXPD)
makes it possible to investigate the local structure of bulk materials. Piš et al. have
reported the successful application of the HEARP Lab system to the observation of
XPD patterns for H-terminated Si(001) and SiO2/Si(001) with different SiO2 layer
thicknesses [269]. This technique can be applied to site determination of doped
impurity atoms as already reported for GaAs:Mn by beamline HAXPES [271].
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Detection of changes in local lattice configuration during phase transitions may be
an interesting target of application. A more practical application of the bulk sen-
sitive XPD to the polarity determination for ZnO (0001) and (000-1) surfaces has
reported by Williams et al. [270]. They have obtained θ (polar angle)-ϕ (azimuth
angle) mapping of the Zn 2p and O 1s spectral intensities, and compared with those
simulated by a cluster model (CM) [272] and a dynamical calculation using Bloch
waves (DBW) [273] as shown in Fig. 18.28a–d. The measured Zn 2p3/2 XPD
patterns (a) and (b) show a clear distinction between the (0001) and (000-1) sur-
faces and resemble both the CM (c) and the DBW (d) simulations as a whole. It
should be noticed that the Zn 2p3/2 XPD pattern from the (0001) polar surface
shows a low intensity (black) ring in the θ region of 26°–27°, whereas the same
black feature is recognized within the same angular region in the O 1s XPD pattern
from the (000-1) surface. The origin of this dark ring is related to the relative
positions of the cations and anions, which differ from each other when they are
viewed from the (0001) and (000-1) surfaces in the wurtzite structure. For a detailed
discussion see [270].

Fig. 18.27 a Lab HAXPES system (HEARP Lab). b Monochromatic Cr Kα source.
Micro-focused electron beam is irradiated onto a water cooled Cr target. Cr Kα X-rays are
monochromatized by an elliptically bent Ge crystal with 422 reflections and focused onto the
sample surface. The X-ray spot can be scanned by rostering the electron beam on the target.
c Cross sectional view of the wide-acceptance lens with simulated electron trajectories.
d Photograph of the first-stage mesh electrode in the wide-acceptance objective lens
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Polar angular dependences of Zn 2p3/2 and O 1s core-level spectra of ZnO thin
films with (0001) and (000-1) preferred polarities with in-plain grain rotations
prepared by sputtering on glass substrates were also measured as shown in the top
curve of each plot in Fig. 18.28e. Since the specific intensity minima in the XPD
θ-ϕ mapping is ring shaped in the single-crystal XPD patterns, the azimuthal
averaging resulting from the in-plane grain rotation does not weaken it in the
polycrystalline intensity profiles, resulting in the distinct intensity minimum found
around θ = 26°–27° in the polycrystalline intensity profiles. The averages of the
calculated polar angle dependences of Zn 2p3/2 and O 1 s spectral intensities over
azimuth angles give excellent agreement with the experimental results for both CM
and DBW calculations as shown in Fig. 18.28e. It is concluded that the black-ring
feature in the XPD θ-ϕ mappings in single crystals and distinct minimum found in
the θ dependence of the core-level intensity profiles are useful fingerprints for the
determination of the surface polarity in the single crystals and c-axis-textured
polycrystalline films of ZnO.

Fig. 18.28 aMeasured photoelectron patterns of Zn and O from polar single-crystal ZnO surfaces
at 5.4 keV photon-energy excitation. b The patterns have been interpolated and smoothed and are
compared with simulated patterns by c cluster-model and d dynamical Bloch-wave simulations.
e Polar angle (θ) dependence of the core-level peak intensities from the c-axis oriented
polycrystalline films. The measured data is shown in the top curve of each plot. The dynamical
Bloch-wave and cluster-model simulations obtained by averaging the intensity profiles about the
azimuth angle are also shown following each experimental curve. The strongest
polarity-dependent features are the diffraction minima found at θ = 26°–27° for the Zn 2p3/2
(0001) and O 1s (000-1) profiles
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As already demonstrated by the above experiments, Lab based HAXPES is
promising, and several future applications to advanced materials will now be
described.

1. The environmental cell for HAXPES was designed in collaboration with
Kawasaki and his coworkers by modifying the TEM environmental cell devel-
oped by his group [274]. Photograph and schematic cell cross sectional structure
are shown in Fig. 18.29b, d [7]. The cell has a vacuum tight Si3N4 membrane of
14 nm thickness and an aperture of 0.1 × 2 mm2 for photoelectron detection
(Fig. 18.29c). The membrane can withstand pressure differences of 2 atmo-
spheres (ATM). X-rays irradiate the sample surface through a Kapton-window on
the sidewall of the cell. Ambient air was introduced into the cell with the distance
between the Au sample surface and the membrane of 2.5 mm in this test device.
Figure 18.29e shows Au 3d5/2 spectra at different cell pressures. Here the pres-
sure values in the cell were taken as the pressure values measured at the inlet and
outlet of the gas introduction pipes (Fig. 18.29a) when they became equal. The
integrated intensity of the spectrum decreases exponentially with increasing

(a)
(e)

(f)

(b)

(c)

(d)

Fig. 18.29 a Gas-flow environmental cell system for in situ HAXPES. b Photographs of the
environmental cell and c the Si3N4 thin film. Cross section of the environmental cell is
schematically shown in (d). Au 3d5/2 spectra from an Au-plate sample in the environmental cell to
which ambient air was introduced with pressures of 0.1, 1, 5, and 10 Torr are shown in (e). The
gap between the Au surface and the Si3N4 window was 2.5 mm. f The logarithm of the Au 3d5/2
intensities has a linear dependence on the air pressure in the cell
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pressure as shown in Fig. 18.29f. The air in the 2.5 mm gap between the window
and Au sample causes significant photoelectron attenuation, which limits the
highest pressure to 100–1000 Pa for photoelectron detection from the sample
surface. The highest pressure could be increased by more than a factor of 10 by
reducing the gap between the sample surfaces. The present cell method has the
advantage that it can maintain a static pressure with exact pressure values while
still being small and simple for different experimental configurations.
Temperature control and external electric-field application to the sample inside
the cell are planned for future development.

2. One of the most versatile methods to obtain a data set with systematic variation
of composition and film thickness is to characterize films prepared with graded
material parameters by PLD or sputtering with multiple sources. In combination
with scanning probes of ca. 100 μm size, it is possible to characterize, for
example, compositional dependences of sample properties over entire compo-
sition ranges. These methods were named “combinatorial” and have demon-
strated their utility for advanced-device research [275, 276]. A multilayer
sample with a wedged SiO2 buried layer shown in Fig. 18.30 measured with an
X-ray beam size of 100 μm using Lab HEARP gives a successful demonstration
[7, 268, 277].

Fig. 18.30 a Schematic of multilayer wedged sample with overlayer thicknesses as indicated.
b SiO2 overlayer-thickness dependence of Ir 3d5/2, Hf 3d5/2, Si 1s and O 1s spectra of Ir (8 nm)/
HfO2 (2.2 nm)/wedge SiO2 (0–10 nm)/Si(0 0 1) sample shown in (a). The SiO2 thickness
dependences of the spectra (b–e) were obtained by shifting the X-ray spot position along the
thickness-varying direction of the wedge-shaped SiO2 buried layer
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3. Quartz and Ge bent crystals are used in Rowland configurations for
monochromatizing Al and Cr Kα X-rays. If the sizes of the Rowland circles are
different, however, it is possible to align a water cooled anode substrate with
both Al and Cr anodes and a sample at each of the two intersections of the
Rowland circles. By shifting the anode or by deflecting the electron beam to
select either the Al or Cr target, it is possible to choose X-rays with energy of
1.49 keV (Al Kα) or 5.4 keV (Cr Kα) and focus them onto the sample surface
without changing the sample position [278]. This type of switchable X-ray
source will enable users to observe shallow core levels of lighter elements to
deep core levels of heavy elements, thereby also improving the precision of
depth profiling.

18.4 Summary

Examples of HAXPES applications to advanced materials were discussed.
HAXPES experiments determine essential information on the electronic structures
and chemical-bonding states relevant to actual advanced devices such as
phase-change memory materials, InGaZnO transparent semiconducting thin films,
hard-disc lubricants, and Li-ion battery positive-electrode materials. Combinations
of HAXPES for electronic structure investigations, X-ray diffraction (XRD) for
structural analyses, and large scale DFT-MD theoretical calculations were shown to
be powerful methods for establishing material structure/function properties. Due to
the large probing depth of HAXPES, operando observations of electronic and
chemical-state variations under applied external-field conditions has also been made
possible. Examples of solid-solid and solid-liquid interface systems were also
given. The applicability of a Laboratory HAXPES system to the advanced material
research and development were also presented, focusing on the development of an
environmental cell for near-ambient pressure measurements, combinatorial
approaches, and the plausibility of in-house, switchable monochromatic
multiple-energy X-ray sources. The large variety of HAXPES experiments con-
ducted using the SPring-8 beamline HAXPES end stations and the Lab HEARP
system prove the general utility of HAXPES for the investigation of advanced
materials.
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Chapter 19
Photoelectron Microscopy and HAXPES

Raymond Browning

Abstract High energy X-ray photoelectron spectroscopy (HAXPES) has emerged
as an important materials analytical technique in several technology areas including
semiconductor device analysis and in situ catalysis. The next instrumental challenge
is taking development of the HAXPES technique beyond high-energy photoelec-
tron spectroscopy to high-energy photoelectron microscopy. In this chapter we
argue that a new symbiosis is possible that will integrate the rich chemical and
structural information derived from HAXPES spectroscopy with the techniques of
low-energy high spatial resolution photoelectron microscopy. This integration will
produce a powerful materials analysis technology with a wide range of real world
applications. It is expected that chemical-state analysis on the mesoscale enabled by
HAXPES microscopy will make a significant contribution.

19.1 Introduction

This is an exciting time for photoelectron microscopy with developments across the
board from new photon sources, advances in instrumentation, and new methods of
analysis. High-energy X-ray photoelectron spectroscopy (HAXPES) has emerged
as an important materials analytical technique in several technology areas including
semiconductor device analysis and in situ catalysis. The key feature of HAXPES for
these applications is the longer mean-free path (MFP) of the photoelectrons at high
kinetic energies. The longer electron MFP is a tool for comparison of the surface
and bulk of a sample so that a model of the near surface elemental and chemical
distributions can be made or, in the case of catalysis, information can be extracted
through a gas surrounding the catalyst. The next instrumental challenge is to
develop the HAXPES technique beyond high-energy photoelectron spectroscopy to
high-energy photoelectron microscopy. Microscopy has only played a minor role in
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the development of HAXPES, although excellent results have so far been obtained,
and new instrumental methods are promising. Also, we have a technology driver.
There is a pressing need for chemical-state analysis on the mesoscale [1] for which
HAXPES microscopy is an active and expanding field that can make a significant
contribution. In this report I will demonstrate why HAPEXES microscopy as an
instrumental technique is about to undergo rapid development, and how it fits into
the general picture of photoelectron microscopy. I will also suggest the develop-
ment path that should be productive for integrating HAXPES into photoelectron
microscopy.

The relatively slower development of HAXPES microscopy is due to both
physical factors, and the operational basis of the most popular types of photo-
electron microscope. The main physical factor is simply that the signal from
HAXPES is much lower for the same photon flux than at lower photon energies due
to the reduced photoionization cross section at higher photon energies. By its
nature, microscopy requires much more signal than spectroscopy so the loss of
intensity in the characteristic electron signal is a serious penalty. The second issue is
that the main class of high spatial resolution photoelectron microscope preferen-
tially uses low-energy photoelectrons for imaging. The photoelectron emission
microscope (PEEM) class of instruments is derived from the low-energy electron
microscope (LEEM) [2, 3] which uses a strongly accelerating cathode lens with the
sample as the cathode. While the recent development of the vector potential pho-
toelectron microscope (VPPEM) [4, 5] does not use a cathode lens, the highest
spatial resolutions are also achieved using low-energy electrons.

Other approaches to photoelectron microscopy include the different variants of
the scanning X-ray microprobe. Of the two main approaches to forming the
scanning probe, the focusing mirror systems seem intuitively more likely to have
value for HAXPES imaging [6]. The zone-plate approach while not confined to
lower energy X-rays does have other technical and design issues to overcome, such
as probe formation over a wide energy range [7]. However, the physical limitation
still remains that microscopy requires a large signal. It is for this reason that most
high-energy microprobe imaging uses signal channels such as X-ray fluorescence,
Bragg diffraction, or X-ray absorption which have large signal strengths in com-
parison to HAXPES photoelectrons [8]. However, we shall demonstrate below that
the integration of different signal channels into HAXPES imaging is a route to
overcome many of the difficulties, and it leads to new opportunities for photo-
electron microcopy. For this reason, the low energy microscope looks most inter-
esting as a basis for further development.

For HAXPES spectroscopy, the photoelectron that is directly emitted from a
core level, the photoemission peak, or the XPS signal, is typically the information
channel of interest. The information depth for this signal has become well under-
stood [9, 10], and using both the change in MFP with energy and the change in
detection angle give information on the chemical structure of buried layers. This
direct high-energy signal also includes shakeup features, recoil effects, interatomic
transitions, and other rich details of composition and structure. Although, for
microscopy these additional features will be much weaker. Other signals created by
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the high-energy photons, such as X-ray absorption spectra (XAS) [11] and its
derivatives, near edge X-ray absorption fine structure (NEXAFS) [12] and extended
X-ray absorption fine structure (EXAFS) [13], are more accessible for imaging as
they have a significant low-energy partial yield (PAY). Both PEEM and VPPEM
microscopies have an advantage at low energies where they can collect all the
electrons emitted into 2π steradians. These low energy electrons again can be rich in
composition details, but using a low-energy signal such as PAY NEXAFS brings
up the question of what is the information depth.

In summary, there are several information channels that are considered to be
HAXPES; they include the direct photoemission peak and the photoelectron-yield
response to X-ray absorption. While there are several ways to create an image, we
shall concentrate on the extension of the low-energy microscopies to high energies,
neglecting the contributions from scanning probe systems.

19.2 HAXPEEM

At present, the number of examples of photoelectron microscopy using high-energy
photons and the directly emitted HAXPES photoemission peak as an imaging
channel are limited. While several groups have used PEEM with high-energy
photons as the excitation, they image with low-energy electron signals [14–18]; this
is not the same as using the long MFP of the photoelectrons directly. However,
there is what may be considered the holotype experiment for HAXPES in a PEEM
[19, 20]. This experiment was performed at PETRA III on an undulator beam line,
and it gives us a clear indication of the orders of magnitude to be expected in spatial
resolution, photon flux, and image collection times.

Basic PEEM is naturally a low-energy imaging technique, with photoelectrons in
the energy range of 0–50 eV. The limit to using higher energies is the decrease in
collection angle needed to make a high resolution image with energy filtering in an
analyzer. The solid angle for a PEEM imaging several keV electrons is reduced to
the order of 0.1 %. Taken with the decrease in sensitivity of HAXPES, this requires
a very bright photon source to achieve submicron spatial resolution. Even so,
imaging at PETRA III took an extended exposure time of 120 min. Figure 19.1
shows the results from an Au/Si calibration sample using 4294 eV Au photoelec-
trons [19, 20].

The line scan on the left of Fig. 19.1 shows better than 500 nm spatial resolution
across an edge. Depth-profile data can also be obtained. Figure 19.2 shows results
from Au islands on SrTiO3 using 6.5 keV photons, and the Sr 2p3/2 transition [19].
From the intensity loss, a MFP at 4560 eV of 8.5 nm was estimated. The departure
from the calculated value of 4.4 nm [21] is argued to be due to surface roughness.
What perhaps is more interesting is the shift in the buried layer Sr peak position by
0.4 eV to lower binding energy. As this signal will more strongly represent the
Au/SrTiO3 interface, it shows that the interface states differ from the bulk, and this
effect can be imaged.

19 Photoelectron Microscopy and HAXPES 535



The advantage of a PEEM instrument for this experiment is that both very
low-energy imaging and HAXPES imaging can be performed on the same sample
area. By switching focusing conditions and turning on a different light source, in
this experiment a mercury-discharge lamp, a wide range of photoelectron energies
can be collected.

The PEEM used for the results of Figs. 19.1 and 19.2 was operated with an
accelerating electrostatic lens with 24 keV extraction voltage. An electrostatic
electron lens operated under these conditions is a very good lens, having both low
spherical and chromatic aberrations, although with high-energy electrons it is a low
power lens with only a 6.6:1 accelerating ratio. This means that the solid angle of
acceptance must be reduced to give a reasonable spatial resolution, in this case
implying 0.15 % transmission. While this sensitivity is still relatively high, the low
cross section of the HAXPES makes for lengthy collection times of 2 h per image.

Fig. 19.1 Au/Si calibration sample imaged on the Au 3d5/2 photoemission line at a kinetic energy
of 4294 eV (left). Line scan across a square edge and 16/84 % profile fit (right) [19, 20]

Fig. 19.2 Selected area hard
X-ray photoemission spectra
from Al/SrTiO3. Inset top
right definition of regions of
interest. Inset left sample layer
composition [19, 20]
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The authors did not estimate the beam-flux density they used, but it would be
expected to be on the order of 108 photons/s/μ2 from the P09 beamline used. In
comparison, an increase of at least two orders of magnitude might be expected from
current beamline developments together with an improvement in the spatial reso-
lution down to 50 nm, although a factor of 10 decrease in the exposure time taken
with a factor 3 increase in spatial resolution is more likely given that sample-
position stability may become an issue below 100 nm. The high flux does impose
limitations on the types of samples that can be imaged, but the typical high-flux
problem of space-charge broadening at the backplane crossover is not an issue for
high energy imaging [22]. Note that we also expect a change in magnification going
from low-energy operation to high-energy operation, but this change can be
accurately compensated for.

An alternative to what could be called true HAXPES imaging is to use
high-energy photons but image with low-energy electrons. The low-energy electron
channel gives a much stronger signal, while still providing an enhanced probing
depth over soft X-ray operation [16] together with reasonable spatial resolution at
the solid surface. This enhanced probing depth is due to a longer MFP of the higher
energy Auger electrons. The energy loss mechanisms for these electrons are largely
plasmon losses which have low lateral-momentum loss but lead to an increase in
secondary electrons at the surface [17]. Thus high-energy X-ray photons combined
with low-energy PAY NEXAFS will have a similar probing depth to HAXPES with
a spatial resolution that will depend on the information depth.

Images with good contrast and signal-to-noise have been be obtained by imaging
the K edge of Co (7.71 keV) [17]. Also 200 nm spatial resolution was obtained using
X-ray magnetic circular dichroism (XMDC) even with Pt L2 (13.27 keV) in CoCrPt
films [17]. This last result was obtained with only 107 photons/s/μ2 (SPring8
BL39XU) [23]. Note that these low-energy results are from a direct imaging PEEM
with no energy analysis, so that true HAXPES imaging would not have been pos-
sible. They do, however, demonstrate that extension of PEEM to higher photon
energies is a natural development and important results can be obtained with current
instruments. The SPring8 BL39XU has now been converted to a hard X-ray
nanospectroscopy (XAFS and XMCD) station with a beam size of 100 nm and a flux
density of 6 × 1011 photons/s/μ2 using Kirkpatrick-Baez mirrors [23].

Clearly, from the PETRA results [19, 20] an extension to a true HAXPES PEEM
(HAXPEEM) with a few 10’s of nanometer resolution is possible with a higher
beam brightness, but much more can be achieved. The HAXPEEM is essentially
looking at a colored world through a monochrometer. In principle, the HAXPEEM
has access to a wide range of photon energies, and it can detect electrons with
energies from zero up to over 10 keV. In fact, the same instrument used for
HAXPEEM was also used to image the checkerboard of Fig. 19.1 with the low
energy Si 2p and Au 4f7/2 core levels and similar imaging quality [19]. This is not a
trivial observation, bringing information together from across the photon- and
electron-detection ranges creates new information, and this data fusion has been
successfully implemented in several fields from remote sensing to medical imaging
[24–27]. Image processing using correlations between low-energy spectral features
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with strong signals and noisy high-energy features can improve the effective spatial
resolution of the higher energy features. Binning of hyperspectral image pixels can
separate out edge effects from feature centers in complex images, and very small
volumetric densities can be isolated from a matrix. Image fusion across different
image types can expose subtle correlations that would be otherwise overlooked.
Taken together with higher beam-flux densities, hyperspectral imaging could push
effective HAXPES spatial resolutions into the mid and low 10’s of nanometers. For
some applications the availability in the one instrument of a wide hyperspectral
range might be the most important advantage of this class of microscope over the
scanning microprobe. Also, in some circumstances the very low-energy and
high-energy electron MFP’s may be similar [28]. This makes data fusion much
more direct, and the combination of information from the two ends of the spectrum
very powerful. Taken with the fact that both PEEM and VPPEM have higher spatial
resolution and much stronger signals at lower energies, there seems to be a case for
combining HAXPES imaging with low electron-energy X-ray photoelectron
spectroscopic imaging (LEEXPES) and with the extended probing depth of
core-edge yields using high energy photons.

19.3 Photoelectron Microscopes

We are limiting our discussion to the low-energy full-field imaging photoelectron
microscope of which there are two distinct types. The first type is based on the
electrostatic cathode lens arrangement developed by Bauer [29] as the low-energy
electron microscope (LEEM), and later authors as the photoelectron emission
microscope (PEEM). The second is the magnetic-field type recently developed by
Browning [4], the vector potential photoelectron microscope (VPPEM).

The PEEM type of microscope has been extremely successful, and it has
developed into a wide range of powerful instruments. This development is still
continuing with instruments becoming more and more sophisticated. Improvements
over the last 50 years have included correction for chromatic and spherical aberration
[2], and correction for angular dispersion in the energy analyzer [19]. Typically we
can expect photoelectron imaging from PEEM in the 10–100 nm range, with imaged
electrons in the 1–50 eV range. Contrast mechanisms include partial-yield absorp-
tion spectra, magnetic-dichromic imaging, and work-function changes. With
improvements in electron optics it may be possible to image below 10 nm but there
are some unknowns such as the effects of space charge [22]. The type of sample is
somewhat limited as the sample is part of the electron optics of the cathode lens, and
must necessarily be a good conductor, flat with little or no roughness.

VPPEM is still in its early stage of development, and as this is relatively
unknown technique we will give an introduction to the instrument here. VPPEM
uses the magnetic vector-potential field as a spatially resolved reference for image
formation. A magnet with a uniform field region, such as a solenoid, is used to
create a cylindrically symmetric vector-potential field which acts as a two
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dimensional reference. The sample to be imaged is immersed in the center of the
field, and illuminated by a UV or X-ray photon beam. The resultant photoelectrons
are emitted into the vector-potential field, and travel down magnetic field lines in
cyclotron orbits towards a ferromagnetic shield with an aperture. When the pho-
toelectrons leave the vector-potential field by passing through the aperture in the
ferromagnetic shield, the momentum in the magnetic field (the vector potential) is
conserved, and forms an angular image of the electron emission. The photoelec-
trons have chemical information from the sample in the electron-energy spectrum
and two dimensional spatial information from the magnetic vector-potential field.
The resulting angular electron image can be passed through an electron energy
analyzer to produce a photoelectron spectroscopic (PES) image.

We can illustrate the mechanics of VPPEM image formation with a simulation of
the exit of electron trajectories from a simple magnetic circuit. Figure 19.3 shows a
magnet set in a soft iron yoke with a tapered aperture for the exit of electrons from
the field. The magnetic axis is rotationally symmetric around the horizontal axis.
The volume near the magnet face has a constant magnetic field, and therefore the
vector-potential field is a radially increasing circular vector field.

Figure 19.3 shows a set of electron trajectories which begin at equally spaced
radial points just off the axis near the pole piece. The electron trajectories initially
travel along parallel to the optical axis, and are constrained into a narrow beam by
the magnetic field lines near the axis. There is a small magnification of the radial
distances as the magnetic field weakens moving away from the pole piece. When
the electrons exit the field through the aperture, they leave the field lines, and
become deflected away from the axis by the change in the vector potential. The
deflection produces an angular distribution dependent on the initial radial distri-
bution in the vector potential field.

Fig. 19.3 Electron trajectories in a magnetic circuit composed of a permanent magnet in a
ferromagnetic yoke with a tapered aperture from [5]
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Only the radial distances are plotted in Fig. 19.3, the electron trajectories are
rotated out of the plane of the diagram. The simulation shows the deflection angles
are proportional to the radial positions at the origin for small and moderate angles.

If the electron trajectories are emitted at an angle relative to the magnetic axis
they follow cyclotron orbits around the field lines until they exit the aperture where
they are deflected into a final direction.

In the VPPEM, electrons of all energies from a sample are deflected into an
angular image by the change in vector potential at the aperture. The angular image
can be converted into a monochromatic real image focused at an image plane.
Figure 19.4 illustrates the electrostatic elements needed. Diverging electron tra-
jectories exiting the ferromagnetic aperture are focused into a concentric hemi-
spherical analyzer (CHA) by a condenser lens. After energy analysis by the CHA,
which is double focusing, the diverging monochromatic image is focused onto an
image plane and an image detector.

The electron optics of the VPPEM produces major differences between how the
microscope operates and the PEEM, or indeed many other types of electron
microscope. It should be noted that the object and the image are not at conjugate
planes. The microscope in effect does not image the object but rather the radial
change in the vector-potential field. As the vector-potential field is cylindrical along
the solenoid axis, the depth of field is very large, up to a centimeter in the
proof-of-principle instrument [4]. This is clearly valuable for many samples with
large topographic features.

The spatial resolution is determined by maximum radial size of the electron
cyclotron orbits at the sample. The maximum radial size is for electrons leaving the
sample surface at 90° to the field direction and depends on the energy of the
electrons at the sample and the strength of the magnetic field. The point spread
function (PSF) is shown in Fig. 19.5. As can be seen the PSF has a sharp central
needle like part (aculeate) and a wide halo that stretches out to twice the maximum

Fig. 19.4 Schematic of the VPPEM electron optics
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radius. The halo dominates the edge resolution, and a good approximation to the
resolution defined as the 20–80 % signal change measured over an edge is 3

ffiffiffiffi
E

p
=B

microns with E in electron volts and B in Tesla [5].
Electrons can be accelerated or decelerated within the magnetic field without

distorting the image. Very low energy electrons, with energies below 1 eV, can be
imaged by accelerating them off the sample to several tens of electron volts before
they exit the field. As this gives the highest spatial resolution, and it is also a bulk
signal, very low energy imaging is the normal mode of operation. Electrons emitted
with 1 eV energy in a 2 T field can be imaged with an edge resolution of 1.5 μ.
However, the edge resolution does not represent the achievable resolution of the
instrument. Because the VPPEM PSF can be confidently calculated from the
imaging conditions, recovery of a sharper image by image deconvolution is pos-
sible using this information. The Richardson-Lucy (RL) deconvolution method has
been shown to be very successful for low contrast VPPEM images [30], and it has
been adapted for multispectral imaging to provide over 10 times better spatial
resolution than the basic edge resolution.

19.4 Low Energy Electron Mean Free Paths

To fully justify the low energy microscopy approach, and for it to become valuable
in conjunction with high energy imaging, we need much more information about the
electron mean free path. There is sufficient knowledge about low-energy electron
MFP’s to see how this region of the spectrum might start to be used. However, unlike
high-energy MFP’s where universal curves [9, 10] give a good guide for energies
above 100 eV, for low energies, experimental data seems to be the most reliable
source. There are large differences in low-energy MFP’s depending on the details of
the electronic structure near the Fermi level. Free-electron theory can give trends at

Fig. 19.5 VPPEM point
spread function (PSF). This
function is symmetric around
the axis with a sharp central
peak, but with 50 % of the
signal at greater than 1 Rmax
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low energies [31, 32], but for calculations to be useful they must take the band
structure of the material into account [33]. For example, the electron MFP for
ytterbium 5–10 eV above the Fermi level is 1–2 nm [34], while for aluminum the
MFP is 5–10 nm [35]. A big difference between ytterbium and aluminum is that
ytterbium has a loss channel close to the Fermi level in the core 4f transitions [36].

The experimental data on low energy MFP’s comes from a variety of sources;
these include ultra-violet photoemission [37], ballistic-electron spectroscopy [38],
and energy-loss spectroscopies in solids and gasses [39–43]. While much of this
data is somewhat isolated at present, there is no real impediment to collecting it
together for use with microscopy. Although putting the data together does not give
the universal curves of higher energies, it does tell us that imaging of electrons
within a few eV of the Fermi level in solids and between 0.5–2 eV in gases renders
MFP’s that are often comparable to those in the 2–10 keV HAXPES range. Further,
these MFP’s scale in a useful way with energy so that they can in principle be used
for depth profiling as with HAXPES spectroscopy. Significant synergies could exist
between data from high accuracy HAXPES depth profiles and high spatial reso-
lution depth estimates from LEEXPES.

19.5 Low Energy Photoelectron Signal Sources

The information in low-energy electron spectromicroscopy images can originate
from a number of signal sources. If we add this to high-energy image data it becomes
very complex. While some of this information may be useful, other information may
be noise and an impediment to a simple measurement of elemental spatial distri-
butions. Some of the desired information such as chemical shifts may make image
registration across a wide data range challenging, but as will be demonstrated below
the strong signal can be used to make detailed and informative images.

The LEEXPES signal, besides having elemental and chemical content, may be
sensitive to differential surface charging, surface topography, magnetic-substrate
effects, and/or sample bias. In particular the spatial resolution may be dependent on
the surface topography as is the case for cathode lens-based photoemission electron
microscopy (PEEM) [44], although the VPPEM image contrast is less sensitive to
many of these effects. If the photon illumination is not normal to the surface, there
will also be some illumination and emission shadowing on rough surfaces.
Roughness will also generate changes in the effective penetration depth of the X-rays
with variations in the local angle of incidence to the sample surface normal.

In general, the LEEXPES signal will be a two dimensional spectral signal derived
from both the secondary effect of X-ray absorption such as the core-edge absorption
yield, and also the directly emitted photoelectrons [45, 46]. This information is
mixed with the other contrast effects. The two dimensions in the LEEXPES signal
are photon energy and detected electron energy. The LEEXPES signal will also
consist of several spectral regions covering different core excitations. The LEEXPES
signal is therefore a hyperspectral signal. When we are discussing imaging, our
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initial analytic emphasis is towards signal processing. The first aim is to create and
then partition an image into regions of interest using the structure of the hyper-
spectral signal as a guide. Introducing imaging to photoelectron spectroscopy in this
way tends to use the concepts of signals rather than spectra. This is because the
underlying photoelectron spectral information, core level excitation, chemical state,
and coordination, are mixed in with other contrast mechanisms. Therefore, our
description will depart somewhat from conventional spectroscopy terms to describe
this emphasis.

The LEEXPES signal consists of the absorption-yield signal and the photo-
emission peak closely mixed together. Figure 19.6 illustrates these sources of the
LEEXPES signal in a schematic photoelectron-emission energy-level diagram. This
illustration is particular for VPPEM which uses a biased sample to set the energy of
the detected electrons, but it is also relevant to the interpretation of PEEM data at
very low energies where the analyzing energy is scanned and very similar results
are obtained [47]. In Fig. 19.6 the vertical direction is energy, and the horizontal
direction represents distance out of the sample surface. Figure 19.6 illustrates the
case of an aluminum sample with an oxidized surface. The metal is on the left, and
the VPPEM microscope is on the right.

Fig. 19.6 Energy-level diagram of the VPPEM signals from an oxidized aluminum surface,
from [28]
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The sample is irradiated by X-ray photons, and if a photon, ħω, has sufficient
energy it can create a core hole in the metal by removing an electron in a core state
to an empty state above the Fermi level. In the case of an insulating oxide, the core
electron is removed to the conduction band edge (CBE). We expect, in theory, the
Fermi level in the oxide to be midway between the conduction-band edge and the
top of the valence band (VBE) [48]. The photoelectron transitions in Fig. 19.6 are
indicated by the blue vertical arrows beginning with a circle to represent the
core-hole remaining. Only the aluminum metal transitions have been shown. After
the initial photoelectron event, the remaining core hole is filled with an electron
from a higher-energy level, and this initiates an Auger cascade. The Auger cascade
creates a flux of inelastically scattered electrons over a wide energy range. These
electrons form the secondary electron distribution when they leave the sample. The
increase in the number of secondary electrons as the photon energy is swept from a
low energy up across the core-absorption energy is detected by the spectrometer as
a PAY NEXAFS signal with a prominent feature at the core-edge absorption
energy.

As the photon energy is raised to several eV above the core absorption energy,
the directly excited photoelectron, the XPS electron, ejected from the aluminum
metal core can escape the surface directly. The directly emitted electron must have a
kinetic energy in the solid that is greater than the workfunction. An aluminum metal
photoelectron also has to travel through the oxide overlayer without being absor-
bed. If the potential bias of the sample has been set so that the energy of the directly
excited electron in the vacuum coincides with the energy window of the spec-
trometer, then the electron is detected. If the sample bias is fixed and the photon
energy is increased, the electron energy will move through the spectrometer win-
dow to produce a peak in the spectrometer signal. The photoemission peak will be
superimposed on the higher-energy part of the PAY NEXAFS structure because the
core edge and the photoemission peak are only a few eV apart.

Figure 19.7 shows a LEEXPES spectrum from a VPPEM. The spectrum is along
the photon-energy axis for a fixed detection energy of 0.5 eV. The data are from an
oxidized Al surface taken from a spectral image series with photon energies from
72.5 to 85.0 eV in 0.5 eV steps.

In Fig. 19.7 the Al 2p metallic-core absorption yield appears at 74.5 eV and the
Al 2p metallic photoemission peak feature appears at 4.5 eV higher energy at
79.0 eV. The extra 4.5 eV binding energy being the sum of the 4.0 eV workfunction
and the 0.5 eV electron-detection energy.

By changing the sample bias, the energy of the detected electrons can be
changed, and the photoemission peaks will appear at different photon energies.
Changing both the photon energy and the detected energy creates the two dimen-
sional image data set. Spectra taken from an image data set from 65.0 to 95.0 eV in
steps of 1.0 eV and with detection energies 1.0, 2.0, 5.0, and 10 eV are presented in
Fig. 19.8. The background levels have been suppressed to arrange the individual
spectra in the graph.

The spectra in Fig. 19.8a show that there is a 2p absorption edge in the region of
74.5 eV and there are two Al 2p photoemission peaks, the peak originating in the
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metal is indicated by the letter m and the one in the oxide by the letter o. As the
detected energy is changed to a higher value (by reducing the sample bias) the two
Al 2p photoemission peaks, m and o, move together to higher photon energy and
get relatively larger.

As the Al metal 2p photoemission peak moves higher in energy with a higher
detection energy, a further feature appears with a peak at 79.0 eV, just below the
initial metal photo-peak position at 80.0 and 4.0 eV above the 2p edge. The binding
energy of this new feature remains at 79.0 eV as we increase the detection energy to

Fig. 19.7 VPPEM spectrum from oxidized aluminum, from [28]

Fig. 19.8 Spectra from an aluminum foil with different detection energies. a 1.0 eV, b 2.0 eV,
c 5.0 eV, d 10.0 eV. The spectra are shifted in the vertical direction to provide visual separation
[28]
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10.0 eV. There also appears to be a third peak, 3.0 eV higher than the 79.0 eV peak,
with the same general characteristics. These two additional features can be iden-
tified as Al 2p edges from amorphous aluminum oxide [49].

A clear feature of the spectral series in Fig. 19.8 is the change of relative
intensity between the Al metal and the oxide photoemission peaks with detection
energy. This change in relative intensity gives us data for depth profiling through
changes in attenuation length with detection energy.

The Al 2p metal-absorption edge in Fig. 19.8 defines the Fermi-level energy for
binding energies above it. This gives a direct measure of the energy above the
Fermi energy of the photoelectrons in the aluminum. From the spectral series in
Fig. 19.8, we have the Al 2p metal photoemission peaks (m) at 80.0, 81.0, 84.0, and
89.0 eV. The energies in the aluminum are the 5.0, 6.0, 9.0, and 14.0 eV respec-
tively. If the Fermi energies of the oxide and the metal are aligned, we can expect
the same energies in the oxide. The Al metal and oxide photoelectrons pass through
the same surface potential barrier, with the same final energy, and their energies
in the oxide will therefore be the same. At each of the detection energies, the
surface barrier reflectivities for the metal and oxide peaks will also be the same.

To model the change in relative intensities between the Al metal and oxide
photoemission peaks, we used mean-free paths based on simplified fits to theo-
retical curves in the literature [50, 51].

Figure 19.9 shows that electron energies in the 5–15 eV range are on the rapidly
changing lower part of the curves. This makes relative peak intensities very sen-
sitive to changes in thickness in the nanometer range. For 5.0 eV, the inelastic mean
free path in the metal is 4.1 nm, and for 14.0 eV it is 1.7 nm. In the oxide, the mean
free paths are 22.2 and 4.8 nm respectively.

The MFP equations ignore elastic scattering and are therefore not practical
attenuation lengths. Above 50 eV, elastic scattering reduces the attenuation length

Fig. 19.9 Inelastic mean-free
path lengths for electrons in
Al and Al2O3 from [28] based
on [46, 47]
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typically by a factor 0.7–0.95 [52]. However, it may be expected that elastic
scattering would play a different role at lower energies, changing the shape of the
low-energy part of the curves in Fig. 19.9. This complication is passed over, and the
factor fixed at 0.8.

There are some differences to the conventional angle-resolved XPS
layer-thickness model where the take-off angle is specified [53–55]. The VPPEM
collects 2π steradians, so that angles range from 0° to 90° to the (assumed) normal.
This collection angle, and the low energy of the electrons add extra details to the
model. The model of the emission process uses three processes. The first process is
the electron flux travelling to the solid surface. The second process is a refraction
and reflection at the surface barrier, where the critical angle limits the angular range
of the model in the solid. This angular range changes with detection energy. The
third process is the detection of a Lambertian distribution into the 2π solid angle
collected by the VPPEM.

The results from Fig. 19.9 are fitted by trial varying overlayer thickness.
Figure 19.10 shows the relative peak heights for the Al metal photoemission peaks,
Pm, and the Al oxide photoemission peak, Po, plotted against the energy of the
electrons in the solid for an overlayer thickness of 3.5 nm [56].

The fit is normalized to the peak-height ratio at 14.0 eV. It can be seen from
Fig. 19.10 that the results for 14.0, 9.0, and 6.0 eV are consistent with the model,
but the fit underestimates the lower-energy peak-height ratio. This deviation from
the model is outside what would be expected even with errors in the simple peak
fitting used; clearly more work is needed to expand our understanding of the
method.

Due to the many issues associated with the low-energy mean free path, it is
unlikely that LEEXPEM based on either PEEM or VPPEM will ever reach the level
of accuracy for depth profiling that is being obtained by angle resolved XPS and
HAXPES. However, for VPPEM at least, its insensitivity to many common
imaging artifacts gives a significant advantage being able to obtain depth-profile

Fig. 19.10 Plot of relative
VPPEM photoemission peak
heights for the Al metal, Pm,
and the Al oxide, Po. Data
points are from experiment,
solid line from a model using
a 3.5 nm oxide thickness [28]
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estimates from uneven surfaces. This would include fibers, fracture surfaces, and
recessed features on the nanometer scale. This suggests that low energy VPPEM
would be a valuable technique to use in conjunction with data from these other
methods.

From the HX-PEEM experiments [14–18] we can see that the information depth
can be considerably increased by using hard X-rays and low-energy electron
detection. For VPPEM this is an important observation. VPPEM is a technique that
will be used for real world problems in the mesoscale range. If the depth of
information is restricted to the surface the technique will have less relevance.

19.6 Image Analysis in Photoelectron Microscopy

The HAXPEEM images shown in Figs. 19.1 and 19.2 are only an indication of the
information available from photoelectron microscopy. Much more can be achieved.
Although there are no good examples of image processing with HAXPEEM, we
have an example of using VPPEM in the LEEXPES mode with very low photon
fluxes. With this example we can illustrate of the power of image processing in
photoelectron microscopy. This example also shows how to combine images across
spectral ranges and demonstrates that, even with the low signal levels expected
from HAXPEEM, rich image data can be finessed.

In principle, LEEXPES has larger signals for imaging than does HAXPES.
However, the low-energy signal is inherently more complex, and this in effect adds
noise to the signal. But for both the low-energy and the high-energy signals, the
possibility of recovering detailed information from noisy data by application of
hyperspectral image data reduction has been demonstrated [57].

As we have indicated, using very low-energy photoelectrons for imaging raises
many issues of signal interpretation. At very low energies, there are many specific
surface effects to be considered in interpreting the signal. These include effects due
to the surface image potential, changes in work function, local charging, and
contamination. The image potential can lead to surface states that cause significant
changes in transmission across the surface barrier as the take-off energy is changed.
However, many of these effects will be somewhat averaged out because both the
VPPEM and PEEM collect 2π steradians of the emitted electrons at low energies.
Changes in workfunction across the sample will lead to a change in energy of the
detected photo peak and also the inelastic mean-free path of the photoelectron.
Thus, the issues of information depth and chemical state are factors that can be
mixed together when considering image interpretation.

Imaging at low-electron energies with both PEEM and VPPEM on well char-
acterized surfaces is effective because the signals are strong, and the microscopes
collect 100 % of the signal. PEEM on an undulator beam line can image at video
rates with 10’s of nanometer spatial resolutions. This would also be expected of
VPPEM which up to now has only been used on a bending-magnet beamlines.
While PEEM is not normally used for imaging specifically at electron energies at or
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below 1.0 eV, the direct imaging of work function changes using these energies is
possible [47]. VPPEM on the other hand has the highest spatial resolution at very
low energies, and thus imaging at or below the secondary-peak maximum is the
normal imaging mode.

Hyperspectral imaging is accomplished by scanning either the photon energy or
the analysis energy, or both, over several spectral features of interest, and collecting
a stack of images at a step size relevant to the problem. The resulting image stack
may contain from 10’s to 1000’s of images. Even with fairly coarse step sizes
and poor counting statistics, good quality images can be extracted, and contrast
mechanisms separated out. The left-hand side of Fig. 19.11 shows part of a VPPEM
image stack of a calcium/aluminum alloy after annealing [30]. The calcium/
aluminum alloy is a distortion-strengthened alloy that has potential in high con-
ductivity, self-supporting overhead electrical transmission lines. Overheating of the
alloy causes the Ca and Al to react and form a range of intermetallics [58].

The VPPEM detection energy used for the images of Fig. 19.11 was 1.0 eV, and
thus the electron energy above the Fermi level is approximately 5.0 eV. Therefore,
we can expect the information depth to be greater than 1–2 nm, and the image
visualizes more of the bulk alloy than the surface. The complete image stack was
over two spectral ranges of photon energy. These ranges are 20–45 and 70–90 eV
covering the Ca 3p and the Al 2p core levels with 1 eV step size. Normalized
spectra from the complete image stack are shown on the right-hand side of
Fig. 19.11. These spectra are obtained iteratively from different areas in the image
stack with the aim of isolating the most different spectra, the endpoint spectra. The
two most different spectra were determined for the image stack, and these are
shown as the red and blue spectra, the endpoint spectra E1 and E2 in Fig. 19.11.
These spectra are treated as signals, not photoelectron spectra, and they are
uncorrected for the beamline monochrometer function which has broad peaks at 30
and 80 eV.

Fig. 19.11 VPPEM hyperspectral image stack and endpoint spectra [54]
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Difference images were created using the endpoint spectra that measured the
similarities of the images to the two end-point spectra. This was accomplished by a
root-mean-square (RMS) comparison of each individual pixel spectrum with the E1
and E2 spectra. The image intensities are a linear function of fitting error, bright
areas are a good fit to the spectra and dark areas a poor fit. Just the lower half of the
spectra were used because of the difficulty of accurate image registration across the
complete image stack.

Figure 19.12 shows the RMS endpoint images and scatter diagram. On the left
(a) and (b) endpoint images E1 and E2. Images Fig. 19.12c, d are the endpoint
images after 50 iterations of the Richardson-Lucy deconvolution [59, 60] using the
theoretical VPPEM point-spread function [5]. A scatter diagram can be created
from the deconvoluted endpoint images, and this is shown on the right of
Fig. 19.12. The images E1 and E2 are largely anticorrelated so that the scatter
diagram can be rotated 45° in the plane of the diagram, and a histogram can be
taken across the long axis of the distribution. This histogram is shown below the
scatter diagram.

The sample is complex, with at least nine different features in the field of view.
By isolating smaller areas, it can be shown that there are six distinct features that
represent the Ca and Al with four intermetallics across the compositional phase
diagram. These features can be isolated by dividing up the histogram, and
Fig. 19.13 shows the VPPEM image derived from this histogram. The four different
intermetallics and the Ca and Al are shown as a six color false-color image. While

Fig. 19.12 Endpoint images and scatter diagram. On the left a and b endpoint images E1 and E2,
c and d endpoint images after Lucy-Richardson deconvolution. On the right scatter diagram and
histogram from images (c) and (d) [54]
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Fig. 19.13 shows the Al–Ca intermetallics, there are other features that are a
consequence of the distortion processing of the alloys. These additional features
include voids and probably several of the many mineral phases with carbon and
oxygen. Beamline U4A, where the data were taken, could not reach these additional
core levels so they are shown as black areas in Fig. 19.10.

An important benchmark is that beamline U4A is a UV bending-magnet source,
and the photon flux was only 103–104 photons/s/μ2. This flux is quite low for
photoelectron microscopy, yet highly detailed image data was recovered using
hyperspectral image processing methods. With the current instrument using a 1.8
Tesla (T) field with 1.0 eV electrons and 2 s per image over a 25 image stack, a
0.12 μ resolution was obtained after Richardson-Lucy deconvolution.

This example demonstrates that HAXPES hyperspectral-imaging signal levels
would likely be sufficient to present information-rich content, and they could also
be combined with LEEXPES in an image stack. Hyperspectral imaging is effective
for the analysis of complex multiphase materials because the signal-to-noise in the
image can be thought of as being due to the volume of the data compared to the
noise. Thus the signal-to-noise in each independent signal axis is multiplicative, not
additive [61].

The current VPPEM is a prototype. Improvements can be made in both the
instrumentation and the data collection. The 1.8 T field can be increased to 20 T
with currently available magnets, and from our current benchmark this would imply
a 10 nm resolution. This resolution would only require a factor 100 increase in
brightness. We will be moving the instrument to NSLS II 7ID where the photon
flux will be increased by six orders of magnitude at the NIST Soft and Tender

Fig. 19.13 Endpoint
hyperspectral image of the
reaction zones between Ca
and Al [54]
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beamlines [62]. Also the photon-energy range (presently 20–45 eV, 65–90 eV) will
be considerably extended from 100 to 7.5 keV. The imaging energy can be
decreased to 0.25 eV, and an order of magnitude more data can be collected. These
improvements will take the spatial resolution into the low 10’s of nanometers, and
LEEXPES and HX-VPPEM will be combined in the same data sets. The concept
set out here for fusion between LEXPES and HX-PPEM can then be directly tested.

19.7 Conclusion

From the recent results from different photoelectron microscopes, a new synthesis is
possible that includes four new developments. The first development is the
proof-of-principle experiments with HAXPES microscopy, the second is the
development of a new imaging photoelectron microscope, the third is new methods
in image processing, and the fourth is the development of beamlines with a wide
photon-energy range at third generation synchrotrons. While many of the high-
energy microscopy experiments have been proof of principle demonstrations, the
basis for developing a new microscopy has been firmly established. It is also
important that LEEXPES and HAXPES can be combined in one instrument. Such an
instrument will collect a wide range of spectroscopic information at one time, and the
advantages of using hyperspectral methods and data fusion can be exploited.

With the technical basis for HAXPES imaging in place, what remains is to find
the application driver for the technology to push it forward. Mesoscale analysis
appears to be a natural fit, and there is a need for instrumentation in this area that
can give detailed chemistry and coordination in complex materials.

The several versions of hard X-ray microscopy discussed here have different
attributes. The direct high-energy photoelectron HAXPEEM imaging approach
promises the highest spatial resolution, possibly down to 10 nm, but the HX-PEEM/
VPPEM promises faster, more convenient imaging with LEEXPES imaging pro-
viding higher resolution from image fusion. VPPEM imaging also promises analysis
of 3D-mesoscale structures with uneven features and conductivities.

In summary, recent developments in instrumentation and techniques are opening
up the world of photoelectron microscopy to include HAXPES, and exciting
advances in the near future will form a vital part of the tool set for materials analysis
at the mesoscale.
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Chapter 20
Femtosecond Time-Resolved HAXPES

Lars-Philip Oloff, Masaki Oura, Ashish Chainani and Kai Rossnagel

Abstract The problems, progress, and prospects of time-resolved hard X-ray
photoelectron spectroscopy (TR-HAXPES) using X-ray free-electron laser (XFEL)
radiation are discussed. This novel photoemission technique is characterized by a
unique combination of femtosecond time resolution and bulk sensitivity with
momentum selectivity and sensitivity to the atomic site-specific chemical and
structural environment. TR-HAXPES will in particular enable us to simultaneously
study the ultrafast electron and structural dynamics in the bulk of complex materials
and electronic devices.

20.1 Introduction

Photoelectron spectroscopy in the extreme ultraviolet and soft X-ray spectral region
(hν ≈ 20–2000 eV) comprises a powerful arsenal of tools for the comprehensive
characterization of the chemical, structural, and electronic properties of solid sur-
faces. X-ray photoelectron spectroscopy (XPS) reveals the chemical identity and
state of the atoms present, X-ray photoelectron diffraction (XPD) provides infor-
mation on the local geometrical arrangement of the atoms, and angle-resolved
photoelectron spectroscopy (ARPES) directly measures the energy and momentum
distribution of the electrons dispersing in the atomic lattice [1]. The characterization
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of the surface electronic structure of a material without time resolution, however,
can only be a first step in understanding the properties of a material. For a more
complete understanding, we also need to elucidate the non-equilibrium electron
dynamics in the bulk or at buried interfaces that gives rise to the functioning of
complex materials or electronic devices, respectively.

Two recently developed advances in the technique of photoelectron spec-
troscopy separately address the two aspects of this problem. On the one hand, as
extensively discussed in this book, hard X-ray photoelectron spectroscopy
(HAXPES) carried out at incident photon energies in a range of about 2–15 keV
offers the required bulk sensitivity with probing depths up to several 10 nm. On the
other hand, time-resolved photoelectron spectroscopy (TR-PES) using ultrashort
photon pulses in a pump-probe approach can directly track electronic and atomic
structure dynamics on the femtosecond time scale [2]. Apparently, the combination
of these two techniques, i.e., time-resolved HAXPES (TR-HAXPES), may solve
the two-faced problem.

In principle, TR-HAXPES provides a unique combination of bulk sensitivity and
femtosecond time resolution with element and atomic-site specificity, chemical
sensitivity, sensitivity to the local atomic structure, as well as momentum selectivity.
The technique can thus enable us to shoot combined bulk electronic and atomic
structure movies that capture the motion of electrons in a solid (XPS) and of the
atoms themselves (XPD) in real space, as well as the motion of electrons in energy-
momentum space (ARPES) on the fundamental time scales of, e.g., electron-electron
scattering, electron-lattice coupling, and lattice vibrations.

The well-known layered charge-density-wave (CDW) material 1T-TaS2 may
serve as a specific example [3]. TR-HAXPES would permit to simultaneously track
and transiently disentangle the three intertwined order parameters of a CDW on the
relevant femtosecond time scale: the CDW amplitude as reflected in the splitting of
the shallow Ta 4f core levels in XPS [4], the amplitude of the Ta atom displace-
ments in the periodic lattice distortion [5] as encoded in the XPD patterns of the
deep Ta core levels, and the CDW energy gap in the Ta 5d conduction band
structure directly visible in ARPES [6]. Such time-resolved and bulk-representative
data could, for example, provide unique insights into the mechanism of CDW
formation in layered materials, which is still a matter of some controversy [7]. Most
importantly, using TR-HAXPES, the combined electronic and structural dynamics
could be obtained from the same sample under identical conditions.

In practice, however, the realization of TR-HAXPES will be extremely chal-
lenging due to the notoriously low photoionization cross sections at high photon
energies and the low repetition rates and fluctuating nature of the ultrashort-pulsed
hard X-ray sources currently available. This puts particularly stringent requirements
on the photoelectron detection scheme [8, 9].

Here, we first discuss the most important fundamental and practical challenges
of TR-HAXPES, namely (i) vacuum space-charge effects, and (ii) use of FEL
radiation. We then present first experimental results obtained at the X-ray
free-electron laser (XFEL) SACLA that demonstrate the viability of the technique
[9–11]. In particular, our results show that it is straightforward to quantify pump
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pulse-induced space-charge effects. We conclude with an attempt to assess the
prospects of TR-HAXPES using XFELs.

20.2 Challenges

Space-charge effects TR-HAXPES relies on the use of ultrashort photon pulses for
pumping and probing of a solid sample. This implies a fundamental limitation:
Whenever the absorption of a photon pulse leads to the emission of more than one
electron into vacuum, the mutual Coulomb repulsion between the photoelectrons on
their passage to the detector can distort the initial kinetic energy and emission angle
distribution resulting in a loss of the effective energy and angle (momentum) res-
olution. The magnitude of these vacuum space-charge effects primarily depends on
the density and shape of the emitted electron cloud and the kinetic energy distri-
bution [12, 13]. These vacuum space-charge effects can occur due to the pump
and/or the probe photon pulses in any given experiment. Accordingly, in the case of
strong pumping, there will actually be two separate photoelectron clouds created: a
“slow” one resulting from multiphoton absorption of the optical pump pulse, and a
“fast” one generated by the hard X-ray probe pulse [11].

In TR-HAXPES, the pump and probe photon pulses will be short, τ < 100 fs, the
surface area from which photoelectrons are emitted will have a characteristic width
d of a few 100 μm, and the initial photoelectron velocities v0 will be in a range of
about 105–108 m/s (corresponding to kinetic energies of 10−1–104 eV). Since d >> τ
v0, the photoelectron clouds initially have the shape of a quasi-two-dimensional
disk, and the potential energy of an electron in such a charge distribution is
proportional to the initial photoelectron density N/d, where N is the number of
photoelectrons in the respective electron cloud. As it is this initial potential energy
that is converted into the final kinetic energy gain at the detector, the space-
charge-induced spectral shift will also be proportional to N/d.

A rough estimate of an acceptable electron density can be obtained as follows.
The potential energy of an electron in the center of a homogeneously charged
two-dimensional disk is

Epot ¼ 6� 10�6 N=d mm½ � eV: ð20:1Þ

Thus, if space-charge-induced spectral distortions shall stay below 50 meV, the
linear photoelectron density per photon pulse must be limited to fewer than about
104/mm.

An important point following from the above is that in typical TR-HAXPES
experiments the absolute space-charge-induced energy shifts and broadenings will
depend only weakly on the mean photoelectron kinetic energy and the photon pulse
duration. So, somewhat counterintuitively, the high photoelectron kinetic energies
in TR-HAXPES will not be an advantage. Figure 20.1 shows the results of N-body
molecular-dynamics simulations [12, 13] illustrating this point: Upon increasing the
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mean photoelectron kinetic energy from 102 to 104 eV, while holding all other
simulation parameters constant, the variation in the space-charge-induced energy
shift and broadening of a Gaussian energy distribution is negligibly small. Note that
the magnitude of the ab initio calculated space-charge effects, i.e., an energy shift
and broadening in the range of 0.8–0.9 eV for N = 105 and d = 0.5 mm, agrees well
with the 1.2 eV predicted by the simple formula (20.1) given above.

FEL radiation The central requirement for TR-HAXPES is a source of
ultrashort-pulsed (τ < 100 fs) hard X-ray (hν > 2 keV) radiation. Furthermore,
because of the space-charge limit and the low photoionization cross sections at high
photon energies, the source needs to have a high average brilliance rather than a
high peak brilliance. Presuming a space-charge limit of about 104 electrons/pulse,
the usable photon flux is roughly given by 106 photons/pulse times the pulse
repetition rate. Here, we assume a photoemission quantum yield of 0.01 and note
that the repetition rate cannot be much higher than 1 MHz because photoexcited
samples may take up to 1 μs to relax back to equilibrium. The maximum usable
photon flux is thus about 1012 photons/s.
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Fig. 20.1 Calculated kinetic energy distributions (open and filled circles) of a disk-shaped
photoelectron cloud, after expansion due to mutual Coulomb repulsion of the electrons (“Coulomb
explosion”) in vacuum, as a function of the mean kinetic energy of an initial Gaussian energy
distribution (solid line with gray filling). The space-charge-induced spectral shift and broadening
depend only weakly on the kinetic energy. The key parameters of the numerical simulation are
indicated ( Ekin;0

� �
: mean energy of initial Gaussian kinetic energy distribution; N: number of

electrons; d: diameter of the circular emission area (FWHM of two-dimensional Gaussian
distribution); τ: pulse duration (FWHM of Gaussian-shaped pulse)) [11–13]
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Figure 20.2 compares different sources of ultrashort-pulsed radiation in the
extreme ultraviolet to hard X-ray regime, including table-top high-harmonic-
generation (HHG) sources [14, 15], a femtosecond slicing source at a third-
generation storage ring, and several existing and planned FELs. The plot clearly
suggests that presently, and probably also in the foreseeable future, XFELs are the
only viable sources for TR-HAXPES. However, the plot also shows that the
optimum source delivering the maximum usable photon flux for TR-HAXPES is
not yet available.

The use of XFELs in TR-HAXPES has strong practical implications. Most
existing XFELs produce the ultrashort X-ray pulses by self-amplified spontaneous
emission (SASE). The problem with SASE FEL radiation is that it generally is
stochastic in nature because it originates from shot noise in the electron beam.
SASE FEL radiation is therefore generally characterized by strong shot-to-shot
fluctuations in the pulse intensity, energy spectrum, and arrival time. This, together
with the low repetition rate, makes XFEL-based TR-HAXPES considerably more
challenging than conventional HAXPES using third-generation synchrotron radia-
tion as well as TR-PES using HHG sources.

The average FEL pulse intensity and spectral fluctuations can be controlled
relatively easily by the use of absorbers and a monochromator, respectively. But to
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Fig. 20.2 Comparison of the usable photon flux of different ultrashort-pulsed sources of extreme
ultraviolet, soft X-ray, and hard X-ray radiation. The maximally usable flux in time-resolved
photoelectron spectroscopy is indicated at 1012 photons/s, corresponding to 106 photons/pulse at
the space-charge limit times a maximum repetition rate of 106 pulses/s providing 1 μs for complete
sample relaxation between pulses. The most promising X-ray light sources for TR-HAXPES are
XFELs with a high repetition rate
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cope with the shot-to-shot intensity fluctuations, arrival time jitter, and low repe-
tition rate, one has to implement a single-shot ultrahigh-efficiency photoelectron
detection scheme complemented by single-shot FEL pulse intensity and timing
diagnostics [8, 9]. Photoemission spectroscopy and FEL diagnostics data can then
be acquired for each individual FEL pulse so that the experimental data can later be
binned into sets based on similar properties of the FEL pulse. The requirements on
data acquisition may be relaxed when the stability of the FEL radiation increases,
e.g., by FEL seeding.1 However, the combined space-charge and repetition-rate
limit remains a fundamental bottleneck.

To illustrate this bottleneck, consider commercially available photoelectron
spectrometers that combine multi-angle imaging with time-of-flight energy mea-
surement. With an angular acceptance ΔΩ/2π ≈ 0.025 (corresponding to an
acceptance angle of ±13°) and an energy window ΔE/E ≈ 0.02, these instruments
will in principle be able to detect about 5 of the roughly 104 electrons emitted per
pulse at the space-charge limit (if a multi-hit detector is used). The repetition rates
of the existing and planned XFELs indicated in Fig. 20.2 will then provide effective
count rates of about 150 Hz (SACLA) up to about 500 kHz (LCLS II). Despite the
overall low detection efficiency of less than 10−3, such count rates seem practical.

20.3 First Results

FEL-based TR-PES The technique of femtosecond TR-PES using FEL radiation
was established at FLASH in the extreme ultraviolet region (hν ≈ 110–160 eV)
around the year 2008 [4, 8, 16]. The pioneering experiments were performed at a
monochromator beamline using a conventional hemispherical electron analyzer
with a CCD detector, but without the use of timing tools. Thus, count rates of about
1 electron per FEL pulse at 150 pulses/s and effective energy and time resolutions
of 300 meV and 700 fs (FWHM), respectively, could be achieved [4, 8].

The central experimental result obtained at FLASH from the layered reference
charge-density-wave material 1T-TaS2 is displayed in Fig. 20.3 [4]. At temperatures
below about 180 K, pristine 1T-TaS2 exhibits a commensurate √13 × √13 charge-
density-wave [3]. In the accompanying periodic lattice distortion, the Ta atoms are
grouped into 13-atom David-star clusters consisting of two 6-atom rings contracted
towards the central atom (Fig. 20.3a). The atomic displacements and associated
charge transfers are large, up to 7 % of the in-plane lattice constant and about 0.4 e−

from each Ta atom in the outer ring to the seven inner atoms, respectively. Thus,
in each cluster, there are effectively two differently charged Ta atoms in the ratio

1FEL seeding is a technique in which the FEL is not operated in the SASE mode (amplifying the
shot noise in the electron beam), but is instead used as an amplifier that is seeded by coherent
radiation from another laser source, e.g., an optical laser, a higher harmonic source, or even a
second SASE FEL.
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Fig. 20.3 a Schematic of the √13 × √13 reconstruction of layered 1T-TaS2 (in the plane of the Ta
atoms) showing the David-star clusters. The arrows indicate displacements of the Ta atoms from
their original positions. Open and filled circles represent different charge states of the Ta atoms.
b Ta 4f core-level photoemission spectrum of 1T-TaS2 (hυ = 156 eV, T = 10 K, no laser pumping).
The charge-density-wave-induced Ta 4f core-level splitting is indicated. c, d Ta 4f core-level
photoemission spectra as a function of pump-probe delay (hυpump = 1.55 eV, hυprobe = 156 eV, Finc
= 1.8 mJ/cm2, T = 10 K). The solid black lines in (c) represent best fits to the experimental,
whereas the solid white lines in (d) indicate fitted peak positions. e Time-dependence of the
charge-density-wave-induced Ta 4f core-level splitting. The open circles represent experimental
data. The dashed line is a fit to the experimental data using a single exponential starting at zero
delay convoluted with a Gaussian representing the effective time resolution [4]
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6:7 so that each of the two spin-orbit split Ta 4f levels is split into two peaks
(Fig. 20.3b) (there are actually three different Ta species, but the different charge
states of the central atom and the inner ring atoms cannot be resolved). This
charge-density-wave induced core-level splitting can be regarded as an electronic
order parameter for the system [4]. At the lowest temperatures, the splitting is larger
than 0.6 eV.

The selected photoemission spectra in Fig. 20.3c and the full photoemission
intensity map in Fig. 20.3d display the ultrafast dynamics in the Ta 4f core levels on
the picosecond time scale. Upon impulsive near-infrared excitation, the
charge-density-wave-induced Ta 4f splitting is quasi-instantaneously suppressed
within the time resolution of the experiment. It is then partially restored with a time
constant of ≈1 ps and remains stationary for at least 12 ps.

Figure 20.3e shows the extracted quantitative dynamics of the spectroscopic
order parameter. The observed transient dynamics can be understood on the basis of
the two-temperature model and the two-component nature of a charge-density wave
[4]: First, the impulsive excitation rapidly suppresses the electronic charge-order
component (the charge-density wave) by heating the electrons to a highly elevated
temperature. During this process, the lattice-order component (the periodic lattice
distortion) remains mostly intact. Then, on the time scale of electron-lattice ther-
malization, the lattice distortion is diminished, while charge order is partially
restored, until at about 2 ps, a quasi-equilibrium state at elevated lattice temperature
is attained with reduced charge and lattice order.

The results depicted in Fig. 20.3 clearly demonstrate that FEL-based TR-PES is
not only feasible, but also useful. There is presently no other technique with which
the ultrafast atomic site-specific charge-order dynamics in complex materials can be
studied.

The extension of TR-PES into the hard X-ray regime, i.e., real TR-HAXPES, has
recently been demonstrated at the SACLA XFEL [9–11]. Figure 20.4 shows a
schematic illustration of the experimental setup, including the layout for realizing
single-shot photoelectron detection. Themeasurements reported here were performed

Fig. 20.4 Schematic illustration of the experimental setup and data acquisition concept for
single-shot TR-HAXPES experiments at the SACLA XFEL [9, 11]
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at beamline BL3 of SACLA using ultrashort (τ ≈ 30 fs), quasi-monochromatic
(Δhν≈ 1 eV) hard X-ray (hν = 8 keV) pulses at a repetition rate of 20 Hz. The average
XFEL pulse contained about 6 × 109 photons, with ≈10 % fluctuation over 30 shots,
and the number of photons per pulse at the sample was adjusted down to about
(2–8) × 108 by inserting Si filters into the beam. Photoemission spectra were recorded
with a Scienta R4000-10 kV electron analyzer. Notably, the stability of the XFEL
radiation was sufficient to acquire the spectra in the conventional “sweep mode”,
i.e., single-shot detection was not used. The total instrumental energy resolution
(photons plus electrons) was limited to 1.03 eV. In the time-resolved pump-probe
measurements, 100-fs optical pump pulses were used.

Figure 20.5 shows a Ti 1s core-level spectrum measured at the XFEL SACLA in
comparison to a Ti 1s spectrum measured at the storage ring SPring-8 [9–11]. Both
spectra were taken from a La-doped SrTiO3 sample at a photon energy of 8 keV.
The instrumental energy resolutions and acquisition times were 1.03 eV FWHM
versus 0.26 eV FWHM and 80 min versus 16 min, respectively. Not unexpectedly,
the spectrum taken with XFEL radiation displays a lower signal-to-noise ratio and a
larger width of the Ti 1s peak: 2.01 eV FWHM versus 1.43 eV FWHM for the
spectrum taken at the storage ring. Yet, the spectral features and line shape are
preserved and the remaining space-charge-induced broadening of 0.97 eV (after
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correction for the instrumental energy resolution, i.e., [(2.01 eV)2—(1.03 eV)2—
(1.43 eV)2]1/2) is smaller than the experimental line width of 1.43 eV measured by
high-resolution HAXPES.

This is all the more remarkable considering the low FEL repetition rate of only
20 Hz. The results therefore suggest that XFEL-based TR-HAXPES is not only
feasible, but also practical as soon as kHz repetition rates become available.

Pump pulse-induced space-charge effects in TR-HAXPES The first real pump-
probe TR-HAXPES measurements focused on studying the pump energy depen-
dence and the dynamics of pump pulse-induced vacuum space-charge effects [11].
A La-doped SrTiO3 sample was excited with optical pulses of two different photon
energies (hν = 1.55 eV and hν = 3.10 eV) with pulse energies in the range of
40–550 μJ corresponding to incident fluence of about 1.6–22.5 mJ/cm2. Such
strong optical excitation generally leads to the nonlinear emission of a dense cloud
of “slow” photoelectrons (with up to 1.3 × 106 particles in the present case [11])
that will interact with the “fast” photoelectron cloud emitted by the XFEL probe
pulse.

Figure 20.6a shows how the Ti 1s emission is continuously shifted toward higher
kinetic energies when the pump pulse energy is increased. This reflects the increase
of the interaction strength between a probe photoelectron and a pump electron cloud
of increasing density. The space-charge-induced energy shift is expected to be
proportional to the number of pump electrons. But this number will depend non-
linearly on the absorbed pump pulse energy because two or more photons have to
be absorbed simultaneously for the emission of a photoelectron when the photon
energy is lower than the work function. The pulse energy dependencies of the
spectral shift, as measured for the two pump photon energies used, are shown in a
log-log plot in Fig. 20.6b. The experimental data indicate power law dependencies
consistent with dominant 2- and 3-photon electron emission processes, respectively,
as expected from the photon energies used (3.10 and 1.55 eV) and the work
function of SrTiO3 (4.0 ± 0.2 eV).

The space-charge dynamics in the Ti 1s core-level spectrum resulting from the
interaction of the probe photoelectrons with the pump electron cloud was measured
for pump-probe delays in a range of −200 to +900 ps. Figure 20.7a shows the
delay-dependent experimental spectra. The maximum spectral shift and broadening
occur at zero delay, when the centers of the pump and probe pulses overlap in time.
The space-charge-induced spectral distortions relax on a 100 ps time scale and the
dynamics shows a characteristic asymmetry: The relaxation for positive delays
(pump pulse before probe pulse) is significantly longer than for negative delays.

Figure 20.7b compares the extracted time dependence of the spectral shift to the
results of a simulation based on the electrostatics of a homogeneously charged
two-dimensional disk [11], as mentioned above. The simple analytical model can
reproduce the temporal asymmetry in the spectral shift surprisingly well. The
asymmetry directly reflects the distinct mean velocities of the “slow” pump and
“fast” probe photoelectron cloud. The origin of the asymmetry is that the initial
potential energy of the probe electrons, which is converted into the final kinetic
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energy gain, is determined by the initial separation of the two electron clouds, and
this initial separation is given by the propagation speed of the cloud emitted first.
So, at the same absolute value of the delay, the initial distance between the clouds
will be much shorter and, correspondingly, the kinetic energy gain much higher,
when the pump electrons are emitted before the probe electrons (positive delay) as
compared to the probe electrons coming first (negative delay).

These first real TR-HAXPES results show that pump pulse-induced space-
charge effects in TR-HAXPES are easy to describe quantitatively and, because of
the relatively long time constants, also easy to separate from the most interesting
intrinsic dynamics happening on the sub-picosecond time scale. Although the high
kinetic photoelectron energies in TR-HAXPES are not advantageous in terms of the
magnitude of pump pulse-induced space-charge effects, they are advantageous in
allowing for a clear spectral separation of the pump and probe electron energy
distributions. Thus, indeed, TR-HAXPES may enable studies in the strong exci-
tation regime that are not possible with TR-PES using extreme ultraviolet or soft
X-ray radiation. More generally, the sharp peaking of the space-charge-induced
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spectral shift for temporally overlapping pump and probe pulses can be used as a
criterion to determine the experimental time zero at the sample with a precision of
better than ±10 ps.

20.4 Outlook

The first TR-HAXPES results obtained at the SACLA XFEL [9–11], together with
the results of the pioneering TR-PES experiments using extreme ultraviolet FEL
radiation at FLASH [4, 8, 16], have established the general feasibility of FEL-based
TR-PES, and specifically XFEL-based TR-HAXPES, at remarkably low FEL
repetition rates of only 20–150 Hz. Thus, TR-HAXPES, in principle, opens the
door to electronic and atomic structure dynamics in electronic devices and complex
materials on the picosecond down to the femtosecond time scale. We envisage
applications ranging from the charge carrier and band bending dynamics in
space-charge layers at buried interfaces and, eventually, in electronic devices in
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operando to the dynamics of laser-induced coherences and correlations in the bulk
electronic structure of materials on the time scales of lattice vibrations and, ulti-
mately, electron-electron interactions. However, in order to make TR-HAXPES a
powerful and practical technique, a number of key developments in instrumentation
need to come together.

The fundamental bottleneck in TR-HAXPES is the combined space-charge and
repetition-rate limit, as illustrated in Fig. 20.2. To drive the maximum possible
amount of data through this bottleneck requires a source delivering ultrashort hard
X-ray pulses at a repetition rate as high as 1 MHz as well as a photoelectron
detection scheme capable of detecting every emitted electron at the space-charge
limit of about 104 electrons/pulse. Compare this with the repetition rate of 20 Hz
and the count rate of about 1 electron/pulse at which the spectrum plotted in
Fig. 20.5 was acquired. There are eight orders of magnitude room for improvement.
Remarkably, already the use of the European XFEL foreseen to deliver 2.7 × 104

pulses/s combined with the use of a commercially available angle-resolving time-
of-flight spectrometer without an analyzer slit will reduce the acquisition time for a
high-resolution spectrum from about 1 h to less than 1 s. Nevertheless, the
development of novel single-shot full-hemisphere photoelectron detection strategies
will be inevitable, if the full potential of TR-HAXPES in simultaneously detecting
ARPES Fermi surfaces and XPD diffraction patterns is to be realized.

Another important instrumentation need concerns the pump part of pump-probe
TR-HAXPES. Once the probe part of TR-HAXPES has become practical and
efficient, the full potential of the technique will be exploited only if the ultrashort
(τ ≈ 10 fs) hard X-ray probe pulses are complemented by equally short pump pulses
with tunable photon energy. Spectral tunability over the whole infrared region, from
a few meV to about 1.7 eV, will, for example, allow us to selectively excite specific
vibrational modes in complex materials or resonantly excite specific electronic
transitions, in particular across energy gaps at the chemical potential. In contrast to
the commonly used broad 1.5-eV pumping, energy-selective excitation will result
in much cleaner experiments that are easier to understand, and it will provide ways
to directly control material properties and transiently create novel phases. One may
argue here that the most interesting (coherent electron) dynamics happens on the
sub-100 fs time scale. To enter this time window will require 10-fs pump and probe
pulses and synchronization to better than the pulse duration. Although this has not
yet been achieved at existing FELs, it seems possible [17].

In conclusion, the experimental program for femtosecond TR-HAXPES sketched
here is ambitious, but the goal is worthwhile: a “complete” solid-state photoemission
experiment combining femtosecond time-resolved XPS, XPD, and ARPES with
bulk sensitivity and, possibly, also spin resolution. The future will be bright for
TR-HAXPES—as soon as the average XFEL brightness increases.
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