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Preface

The annual conference on Text, Speech and Dialogue (TSD), which originated in 1998,
constitutes a recognized platform for the presentation and discussion of state-of-the-art
technology and recent achievements in natural language processing. It has become
a broad interdisciplinary forum, interweaving the topics of speech technology and
language processing. The conference attracts researchers not only from Central and
Eastern Europe but also from other parts of the world. Indeed, one of its goals has
always been to bring together NLP researchers with various interests from different
parts of the world and to promote their mutual cooperation. One of the ambitions of the
conference is, as its title says, not only to deal with dialogue systems but also to
improve dialogue between researchers in the two areas of NLP, i.e., between ‘dialogue’
and ‘speech’ people. Moreover, the TSD 2015 conference was partially organized at
the new learning and research center of the University of West Bohemia in Plzeň
(Pilsen), which was opened last year. This center, named NTIS (New Technologies for
the Information Society), is a European project under the Operational Program
‘Research and Development for Innovations,’ aiming at establishing a European Center
of Excellence at the Faculty of Applied Sciences of the University of West Bohemia.
A new building was constructed for use by NTIS, housing offices and laboratories with
total area of 12 thousand sq. meters. However, top-level research must always be
coupled with education. Thus, new lecture rooms and laboratories for students’ use
were built there and the project goal is to improve the quality and to increase the
number of graduates choosing to continue their careers in research and development.

The TSD 2015 conference was the 18th event in the series of the International
Conferences on Text, Speech and Dialogue supported by the International Speech
Communication Association (ISCA) and the Czech Society for Cybernetics and
Informatics (ČSKI). The conference was held partially in the Parkhotel and Congress
Center Pilsen, the largest hotel center in West Bohemia, with a capacity for 2000
people, and partially directly in the above-mentioned new building of the Faculty of
Applied Sciences of the University of West Bohemia in Pilsen on September 14–17,
2015, immediately after the famous conference Interspeech 2015 in Dresden. Like its
predecessors, TSD 2015 highlighted to both the academic and scientific world the
importance of text and speech processing and its most recent breakthroughs in current
applications. Both experienced researchers and professionals, as well as newcomers to
text and speech processing, interested in designing or evaluating interactive software,
developing new interaction technologies, or investigating overarching theories of text
and speech processing, found in the TSD conference a forum to communicate with
people sharing similar interests.

This volume contains a collection of submitted papers presented at the conference.
Each of them was thoroughly reviewed by three members of the conference reviewing
team consisting of more than 60 top specialists in the conference topic areas. A total of
67 accepted papers out of 138 submitted, altogether contributed by 152 authors and



co-authors, were selected by the Program Committee for presentation at the conference
and for publication in this book. Theoretical and more general contributions were
presented in common (plenary) sessions. Problem-oriented sessions as well as panel
discussions then brought together specialists in narrower problem areas with the aim of
exchanging knowledge and skills resulting from research projects of all kinds.

Last but not least, we would like to express our gratitude to the authors for providing
their papers on time, to the members of the conference reviewing team and the Program
Committee for their careful reviews and paper selection, and to the editors for their hard
work preparing this volume. Special thanks are due to the members of the Local
Organizing Committee for their tireless effort and enthusiasm during the conference
organization. We hope that you benefited from the event and that you also enjoyed the
social program prepared by members of the Local Organizing Committee.

July 2015 Václav Matoušek
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About Plzeň (Pilsen)

The new town of Pilsen was founded at the confluence of four rivers – Radbuza, Mže,
Úhlava, and Úslava – following a decree issued by the Czech king, Wenceslas II. He
did so in 1295. From the very beginning, the town was a busy trade center located at
the crossroads of two important trade routes. These linked the Czech lands with the
German cities of Nuremberg and Regensburg.

In the fourteenth century, Pilsen was the third largest town after Prague and Kutná
Hora. It comprised 290 houses on an area of 20 ha. Its population was 3,000
inhabitants. In the sixteenth century, after several fires that damaged the inner center
of the town, Italian architects and builders contributed significantly to the changing
character of the city. The most renowned among them was Giovanni de Statia. The
Holy Roman Emperor, the Czech king Rudolf II, resided in Pilsen twice between 1599
and 1600. It was at the time of the Estates revolt. He fell in love with the city and even
bought two houses neighboring the town hall and had them reconstructed according to
his taste. Later, in 1618, Pilsen was besieged and captured by Count Mansfeld’s army.

Many Baroque-style buildings dating to the end of the seventeenth century were
designed by Jakub Auguston. Sculptures were made by Kristian Widman. The
historical heart of the city – almost identical to the original Gothic layout – was
declared a protected historic city reserve in 1989.

Pilsen experienced a tremendous growth in the first half of the nineteenth century.
The City Brewery was founded in 1842 and the Škoda Works in 1859. With a
population of 175,038 inhabitants, Pilsen prides itself on being the seat of the
University of West Bohemia and Bishopric.

The historical core of the city of Pilsen is limited by the line of the former town
fortification walls. These gave way, in the middle of the nineteenth century, to a green
belt of town parks. Entering the grounds of the historical center, you walk through
streets that still respect the original Gothic urban layout.

You will certainly admire the dominant architectonic features of the city. These are
mainly the Church of St. Bartholomew, the loftiness of which is accentuated by its slim
church spire. The spire was reconstructed into its modern shape after a fire in 1835,
when it was hit by a lightning bolt during a night storm.

The placement of the church within the grounds of the city square was also rather
unique for its time. The church stands to the right of the city hall. The latter is a
Renaissance building decorated with frescos from 1908–12. You will certainly also
notice the Baroque spire of the Franciscan monastery.

All architecture lovers can also find more hidden jewels, objects appreciated for
their artistic and historic value. These are burgher houses built by our ancestors in the
styles of the Gothic, Renaissance, or Baroque periods. The architecture of these sights
was successfully modeled by the construction whirl of the end of the nineteenth century
and the beginning of the twentieth century.



Thanks to the generosity of the Gothic builders, the town of Pilsen was predestined
for free architectonic development since its very coming into existence. The town has
therefore become an example of a harmonious coexistence of architecture both
historical and historicizing.

In 2015, Pilsen became the European Capital of Culture. The town is open to fresh
cultural impulses and welcomes artists from various domains and corners of the world.

XII About Plzeň (Pilsen)
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Abstract. In spoken language analysis tasks, one is often faced with
comparably small available corpora of only one up to a few hours of
speech material mostly annotated with a single phenomenon such as a
particular speaker state at a time. In stark contrast to this, engines such
as for the recognition of speakers’ emotions, sentiment, personality, or
pathologies, are often expected to run independent of the speaker, the
spoken content, and the acoustic conditions. This lack of large and richly
annotated material likely explains to a large degree the headroom left
for improvement in accuracy by todays engines. Yet, in the big data era,
and with the increasing availability of crowd-sourcing services, and recent
advances in weakly supervised learning, new opportunities arise to ease
this fact. In this light, this contribution first shows the de-facto standard
in terms of data-availability in a broad range of speaker analysis tasks.
It then introduces highly efficient ‘cooperative’ learning strategies bas-
ing on the combination of active and semi-supervised alongside transfer
learning to best exploit available data in combination with data synthe-
sis. Further, approaches to estimate meaningful confidence measures in
this domain are suggested, as they form (part of) the basis of the weakly
supervised learning algorithms. In addition, first successful approaches
towards holistic speech analysis are presented using deep recurrent rich
multi-target learning with partially missing label information. Finally,
steps towards needed distribution of processing for big data handling are
demonstrated.

Keywords: Speech analysis · Paralinguistics · Big data · Self-learning

1 Introduction

Speech recognition has more and more found its way into our every day lives – be
it when searching on small hand-held devices, controlling home-entertainment or
entering, e. g., an address into a navigation system. This is yet to come for many
other speech analysis tasks – in particular the ‘paralinguistic’ ones. There, themost
c© Springer International Publishing Switzerland 2015
P. Král and V. Matoušek (Eds.): TSD 2015, LNAI 9302, pp. 3–11, 2015.
DOI: 10.1007/978-3-319-24033-6 1
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frequently encountered usage in day-to-day live is being the identification of the
speaker per se, such as in some telephone banking settings.Next come,most likely –
usually unnoticed, gender and age-group, e. g., in dialogue systems or simply to
adapt the speech recogniser. A few applications, e. g., in video games such “Truth
or Lies” promise to recognise decveptive speech or emotion. However, the plethora
of other opportunities such as recognition of a speaker’s personality, physical and
mental load, health condition, eating condition, degree of nativeness, intoxication,
or sleepiness have hardly found their way into applications noticed by the general
public. While certainly of high usefulness if running properly, this raises the ques-
tion on the cause which is likely the still too low reliability. While this is of course a
matter of diverse factors such as the right pre-processing including de-noising and
de-reverberation, optimal feature representation, optimal classification or regres-
sion and optimisation ofmodels, the main bottleneck can likely be attributed to the
sparseness of learning data for such systems. In comparison, a speech recogniser
is partially being trained on more data than a human is exposed to throughout
lifetime. For computational paralinguistic tasks, data often remains at the level of
one up to a few hours and a handful to some hundred speakers. This data material
is mostly annotated with a single phenomenon such as a particular speaker state
at a time. In stark contrast to this, engines such as for the recognition of speakers’
emotions, sentiment, personality, or pathologies, are often expected to run inde-
pendent of the speaker, the spoken content, and the acoustic conditions. While one
may argue that still, a human might not need as much data to learn certain paralin-
guistic characteristics as are needed to learn a whole language, clearly, more data
are desired than are given at present – also as one may wish to aim at super-human
abilities in some tasks. Three factors are mainly responsible for this sparseness of
speech data and suited labels: the data are often 1) sparse per se, such as in the
case of a sparsely occurring speaker state or trait, 2) considerably more ambiguous
and thus challenging to annotate than, e. g., orthographic transcription of speech
usually is, and 3) of highly private nature such as highly emotional or intoxicated
data or such of speech disorders. Yet, in the big data era, it is becoming less and
less the actual speech data that is lacking, as diverse resources such as the internet,
broadcast, voice communication, and increased usage of speech-services including
self-monitoring provide access to ‘big’ amounts. Instead, it is rather the labels that
are missing. Luckily, with the increasing availability of crowd-sourcing services,
and recent advances in weakly supervised, contextual, and reinforced learning, new
opportunities arise to ease this fact.

In this light, this contribution first shows the de-facto standard in terms of
data-availability in a broader range of speaker analysis tasks (Section 2). It then
presents highly efficient ‘cooperative’ learning strategies basing on the combi-
nation of active and semi-supervised alongside transfer learning to best exploit
available data (Section 3). Further, approaches to estimate meaningful confidence
measures in this domain are suggested, as they form (part of) the basis of the
weakly supervised learning algorithms (Section 4). In addition, first successful
approaches towards holistic speech analysis are presented using deep recurrent
rich multi-target learning with partially missing label information (Section 5).
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Then, steps towards needed distribution of processing for big data handling are
demonstrated (Section 6). Finally, some remaining aspects are discussed and
conclusions are drawn (Seciton 8). Overall, a system architecture and methodol-
ogy is thus discussed that holds the promise to lead to a major breakthrough in
performance and generalization ability of tomorrow’s speech analysis systems.

2 Data: The Availability-Shock

Few speech analysis tasks are lucky enough to have a day of labelled speech mate-
rial available for training and testing of models. Taking the Interspeech 2009 – 2015
series of Computational Paralinguistics Challenges as a reference [1], one can see
that, in fact, mostly around one or ‘some’ hours is all one is left with as a starting
point to train amodel for anew speechanalysis task suchas recognisingAltzheimer,
Autism, or Parkinson’s Condition of a speaker. Obviously, one can hardly expect
to train models independent of the speaker, language, cultural background, and co-
influencing factors from such little data. Actually, some attempts at cross-corpus
studies show the very weak generalisation observed for most systems trained in
such a way (e. g., [2]).

3 On Efficiency: Learning Cooperatively

This reality of little labelled speech data, but availability of large(r) amounts of
unlabelled such has led to a number of recent approaches in this field to most
efficiently exploit both of these with little human labour involved.

3.1 Transfer Learning

Often, one has labelled data froma ‘similar’ domain or task available, such as recog-
nising emotion of adult speakers, but little to no (labelled) data for the current sit-
uation of interest – let’s say recognising emotion of children. In such a case, one can
train a model that best learns how to ‘transfer’ the knowledge to the new domain,
even if no labels are available at all in the new target domain [3]. An interesting
further example has shown that this way, one can even train a model for the recog-
nition of emotion in speech on music and then transfer this knowledge – in [4] this
was reached by use of a sparse autoencoder that learns a compact representation of
one of the domains (out of speech and music) to ‘transfer’ features to the respective
other one. In [5] a more efficient approach was shown by training several autoen-
coders and to learn the differences with an additional neural network. Further,
usage of related data for the initialisation of models such as in deep learning has
been shown useful in general speech processing, e. g., in [6], but is less exploited in
paralinguistics as of now.
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3.2 (Dynamic) Active Learning

Better models can usually non-the-less be reached if one does label at least some
data in the new domain or for the new task. To keep human efforts to a minimum,
the computer can first decide which data points are of interest, such as by identify-
ing ‘sparse’ instances such as emotional data (leaving it to the human to tell which
emotion it is) versus ‘non-emotional’ data (which usually appears in much higher
frequency and is thus ‘less interesting’ after some such data points have already
been seen) [7,8]. Accordingly, rather than recognising different emotions, where
data for each class may be to sparse, a coarser model is first chosen which is simply
neutral versus non-neutral speech. In this sense, one can initialise an active learn-
ing system basically by collecting only emotionally neutral speech and then exe-
cute a novelty detection or alike for unlabelled data. As neutral emotional speech
is available in large amounts or can even be synthesised [9], one can easily train
such a ‘one class’ model by loads of data. Then, when newly seen speech is deviant
in some form, a human can be asked for labelling aid. Other aspects can include
the likely change of model parameters, i. e., the learning algorithm decides if the
data would change its parameters significantly at all before asking for human aid
on ‘what it is’. Such approaches were also extended for actively learning regres-
sion tasks rather than discrete classes [10]. An interesting more recent option for
fast labelling is crowd sourcing [11], as it offers to quickly reach a large amount of
labellers (in fact often even in real-time which may become necessary when deal-
ing with ‘big’ and growing amounts of data). However, as often laymen rather than
experts in phonetics, linguistics, psychology, medicine or other related disciplines
may be of relevance to the speech analysis task of interest form the majority of
the crowd, one often needs a factor higher a number of labellers and has to cope
with noisy labels. ‘Learning’ the labellers and dynamically deciding on how many
labellers and ‘whom to ask when’ allows to source the crowd more efficiently [12].

3.3 Semi-supervised Learning

More efficiently, the computer can label data itself once it was trained super-
vised on some first data [13]. Obviously, this comes at a risk of labelling data
erroneously and then re-training the system on partially noisy labels. Accord-
ingly, one usually needs to make a decision based on some form of ‘confidence
measure’ (cf. below) on whether to add a computer-labelled data instance to
the learning material for (re-)training or not. In addition, one can use multiple
‘views’ in ‘co-training’ to decide on the labels of the data [14,15]. In [16] it was
shown for a range of speech analysis tasks that this way, it is indeed possible to
have a speech analysis system self-improve by giving it new (unlabelled) speech
data observations.

3.4 Cooperative Learning

Putting the above two (i. e., active and semi-supervised learning) together leads
to ‘cooperative learning’ [17]. The principle can best be described as follows:
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For a new data instance, have the computer first decide if it can label it itself –
if not, make a decision if it is worth or not to ask for human aid. [17] shows that
this can be more efficient than any of the above to forms.

4 On Decision-Making: Learning Confidence Measures

As both, active, and semi-supervised learning mostly base on some confidence
measure, it seems crucial to find ways of reliably estimating such. In stark con-
trast to speech recognition [18], there does not yet exist much literature on this
topic for the field of paralinguistic speech analysis that would go beyond using
a learning’s algorithm inherent confidence such as the distance to the separat-
ing hyperplane of the winning class as compared to the next best class. As it
is, however, this exact learning algorithm that makes the decision on a class
and often does so wrongly, it seems more reliable to enable additional ways of
measuring the confidence one has in a recognition result. Two ways have been
shown recently in the field of Computational Paralinguistics partially exploiting
the characteristics of this field.

4.1 Agreement-Based Confidence Measures

The first approach aims at estimating the agreement humans would likely have
in judging the paralinguistic phenomenon of interest [19]. Thus, for a subjective
task requiring several labellers such as emotion or likability of a speaker, one
does not train the emotion class or degree of likability as target, but rather the
percentage of human raters that agreed upon the label. Then, one can auto-
matically estimate this percentage also for new speech data which serves as a
measure on how difficult it is likely to assess a unique ‘correct’ label/opinion.
Obviously, this can be interpreted as an indirect measure of confidence.

4.2 Learning Errors

Alternatively, one can train additional recognition engines alongside the paralin-
guistic engine ‘in charge’ using whether or not it made errors as learning target.
If several such engines are trained on different data, their estimates can be used
as confidence measure. In fact this measure’s reliability can even be improved
by semi-supervised learning [20].

5 On Seeing the Larger Picture: Learning Multiple
Targets

As all our personal speaker traits as well as our multi-faceted state have an
impact on the same voice production mechanism, it seems wise to attempt to
see the ‘larger picture’. Up to now, most work in the field of Computational Par-
alinguistics is pre-concerned with one phenomenon at a time such as recognition
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of exclusively emotion or exclusively health state or exclusively personality. Obvi-
ously, however, the voice sounds different not only because one is angry, but also
as one has a flu and depending on whether one is of open or less open personality.
Most attempts to learn multiple targets in parallel such that the knowledge of
each other target positively influences the overall recognition accuracy have so
far been focused on learning several emotion primitives commonly, cf., e. g., [21].
However, more recent attempts aim at learning a richer variety of states and
traits as multiple targets [22]. This introduces the challenge to find data that
are labelled in such manifold states and traits – something hardly met these
days. One can easily imagine how this raises the demand in the above described
efficient ways of quickly labelling data by the aid of the crowd in intelligent ways.
In addition, it requires learning algorithms not only able to learn with multiple
targets, but likely also with partially missing such given that one will not always
be able to obtain a broad range of attributes for any voice sample ‘found’ or
newly observed by the computer.

6 On Big Data: Distribution

Referring to ‘big data’ usually goes along with the amount of data being so
large that ‘conventional’ approaches of processing cannot be applied [23]. This
may require partitioning of the data and distribution of efforts [24]. While a
vast body of literature exists in the field of ‘core’ Machine Learning on how
to best distribute processing, it will remain to tailor these approaches to the
needs of speech analysis. Distributed processing has been targeted considerably
for speech recognition, but hardly for paralinguistic tasks where only very first
experiences are reported, e. g., on optimal compression of feature vectors [25].

7 Conclusion

The next major leap forward for the field of Computational Paralinguistics and
the broader field of Speech Analysis can likely be expected to be made by over-
coming the ever-present sparseness of learning data by making efficient use of the
big amounts of available speech by adding rich amounts of labels to these likely
with help from the crowd. Such resources will have a partially noisy gold stan-
dard thus requiring potentially larger amounts of labelled speech than if labelled
by experts, but it will be easier to reach large amounts of data. In particular,
these may be labelled by a multitude of information rather than targeting a
single phenomenon such as emotion or sleepiness of a speaker at a time. The
labelling effort will likely become manageable by pre-processing by a machine
that makes first decisions on the interest of the data, but that also learns how
many and which raters to ask in which situation, i. e., that is not only learning
about the phenomena of interest but also about the crowd that helps it to learn
about these. One can probably best depict this by the metaphor of a child that
not only learns about its world, but also whom to best ask about which parts of
it and sometimes to better inquire several opinions. If one does not need to know
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“what is inside” the speech data, but simply makes further use of it, e. g., in a
spoken dialogue system without attaching a human-interpretable label, unsu-
pervised learning, i. e., clustering may be another suited variant [26,27] allowing
for exploitation of big speech data.

Concerning technical necessities, efficient big data speech analysis will require
reliable confidence measure estimation to decide which data to label by the
computer and which by humans. Further, distributed processing may become
necessary if data becomes ‘too’ large. Processing of big data handling comes
with further new challenges such as sharing of the data and trained models, and
ethical aspects such as privacy, transparency, and responsibility for what has
been learnt by the machine once decisions are made [28,29].

On the other end of the ‘big’ scale, some speech analysis tasks will remain
sparse in terms of data, e. g., for some pathological speech analysis tasks. Here,
zero resource [30] or sparse resource approaches are an alternative to circumvent
the data sparseness. Such approaches are known from speech recognition and
keyword spotting and spoken term detection [31]. The usual application scenario
there is to recognise words in ‘new’ spoken languages where only very sparse
resources exist. For the recognition of paralinguistic tasks, an opportunity arises
once at least something is known about the phenomenon of interest so to be
able to implement rules such as “IF the speech is faster and the pitch is higher
THAN the speaker is more aroused” etc.

As a final statement, one can easily imagine that these conclusions may hold
in similar ways to a broader range of audio analysis tasks and in fact many other
fields – the era of big data and increasingly autonomous machines exploring it
has just begun.
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Abstract. Speech corpus is an important and primary requirement for
several speech tasks. Building a speech corpora is a lengthy, time consum-
ing and expensive process, it typically involves collection of a large set of
textual utterances and then selective distribution of these text utterances
among a set of speakers, called speaker sheets. These speaker sheets are
articulated by speakers to generate the speech corpora. Depending on
the task at hand the speech corpora needs to satisfy certain criteria; For
example, a phonetically balanced speech corpora is essential for building
an automatic speech recognition (ASR) engine, while for a text depen-
dent speaker recognition engine there is a need for several spoken repe-
tition of the same text by several speakers. In this paper, we formulate
a method that enables creation of speaker sheets from a predetermined
set of text utterances such that the speech corpora satisfies the desired
requirement.

Keywords: Speech corpora · Speaker sheet generation · Optimization

1 Introduction

A speech corpus is a collection of speech audio files and their text transcripts.
Speech corpora find use in building speech based solutions; the most common use
being to build acoustic models for automatic speech recognition (ASR) purpose.
The traditional approach to build a speech corpus (example SPEECON [1]) is
to construct text speaker sheets which satisfy some desired criteria; recruited
speaker in turn speak the text utterance to generate the speech audio data.
The process of creating speaker sheets, generally picked up from a repository of
textual utterances, satisfying a certain criteria is one of the important steps in
building a speech corpora. In this paper, we address this problem of building
speaker sheets so that the speech corpus developed satisfies multiple criteria.

Specifically, the problem that we are addressing can be stated as, given a set
U = {U1, U2, U3, · · · , UN} of N utterances in a language L having K phonemes
denoted by P = {P1, P2, P3, · · · , PK}, create m sets S1, S2, S3, · · · , Sm, each
having p utterances, such that Si = {Si1, Si2, · · · , Sip} and Sij ∈ U and Si ⊂ U .
Note that S =

⋃m
i=1 Si is the generated speech corpus. Both S and {Si}m

i=1 need
c© Springer International Publishing Switzerland 2015
P. Král and V. Matoušek (Eds.): TSD 2015, LNAI 9302, pp. 15–22, 2015.
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to satisfy some criteria jointly or individually depending on the requirement. For
example, the criterion could be that all the K phonemes occur in

⋃m
i=1 Si the

same number of times (phonetically balanced) as is required to build a speech
corpus for building an ASR or {Si}m

i=1 be such that it can be used for text
dependent speaker identification, namely, S1 = S2 = · · · = Sm.

In this paper, we propose a novel optimization approach which allows us to
construct S given U . The approach is based on construction of multiple cost
functions which when minimized generates a S with desired requirement. The
rest of the paper is organized as follows, in Section 2 we review related literature;
we identify criteria that is required to build speech corpora for a particular kind
of speech analysis in Section 3 and discuss our approach in detail. Experimental
validation of the proposed approach is discussed in Section 4 and we conclude
in Section 5.

2 Literature Review

Speech corpora development is by and far restricted to that of building a phonet-
ically balanced corpora for ASR applications (for example, [2–6]). The general
rule of thumb is that the more distributed the available training textual data,
the better the utility of the data to enable building automatic speech recognition
(ASR) systems. For example, in [7] a method for selecting training data from text
databases is discussed for the task of syllabification. A proposal to choose data
uniformly according to the distribution of some target speech unit (phoneme,
word or character etc.) is discussed in [8]. They show that it is possible to select
a highly informative subset of data that produces recognition performance com-
parable to a system that makes use of a much larger amount of data. Their
experiments negate the common belief that there is no data like more data.

Optimal selection of speech data for ASR systems is proposed in [9]. They
propose a method for selecting a limited set of maximally information rich speech
data from a larger speech database for ASR training. It uses principal component
analysis (PCA) to map the variance of speech database into a low-dimensional
space, followed by clustering and a selection technique. A rapid method for
optimal text selection is discussed in [10] and propose an implementation of a a
faster version of an iterative greedy algorithm. Using diphone as the basic unit
their selection criteria is to maximize the diphone coverage. In [11], with the
aim of developing a Bengali speech corpus for a phone recognizer, they use an
optimal text selection technique. They maximize the less frequent phones and
minimize more frequent phones with minimum text. As can be observed, the
criteria for building a speech corpora is majorly defined by the phonetic balance
to automatic speech recognition (ASR). In this paper, we propose an approach
which enables creation of a speech corpora by generating speaker sheets which
can be used for different speech application, including ASR.
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3 Proposed Approach

As mentioned earlier, assume that we are given a set U = {U1, U2, U3, · · · , UN} of
N utterances in a language L having K phonemes denoted by P = {P1, P2, P3, · · · ,
PK}. Letαij denote the total number of occurrences of the phonemePj in the utter-
ance Ui. Observe that

#Pj(U) =
N∑

i=1

αij (1)

denotes the total number of phoneme Pj in the set U . Note that
∑N

i=1 #Pj(Ui) = #Pj(U).
Say we are required to create m sets S1, S2, S3, · · · , Sm (speaker sheets) such

that each speaker sheet Si contains p utterances, namely, Si = {Si1, Si2, · · · , Sip}.

Additionally, both
⋃m

i=1 Si (
def
= S) and {Si}m

i=1 satisfy the criteria for a speech
recognition application; then S should be phonetically balanced, namely,

#P1(S) = #P2(S) = #P3(S) = · · · = #PK(S)

which implies that all the K phones in the corpora S occur equal number of
times. One of the known methods adopted is to construct

fi =
K∑

j=1

wj

︷ ︸︸ ︷
1

#Pj(U)
#Pj(Ui) (2)

for each utterance i = 1, 2, 3, · · · , N . Note that wj is inversely proportional to
#Pj(U) implying that if a phoneme j occurs more frequently in U compared to
a phoneme l, then wl > wj . Subsequently, an utterance with higher number of
rare phonemes will result in a higher value of fi score. It is immediately clear
that the utterance with higher fi score must occur more number of times in S
so as to enable phonetic balance of S.

One of the approaches to build a phonetically balanced speaker sheet set S
is to first sort the N utterances (∈ U) in the descending order of their fi scores
and select a value k (where 1 < k < N) and partition the sorted N utterances
into two sets; the top k utterances (Ut) and the bottom (N −k) utterances (Ub).
Note that U = Ut ∪Ub; note that the set Ut will have most of the rare phonemes.

If every speaker sheet Si contains p utterances, a percentage γp% =
(

γ
p

)
×100

of utterances can be chosen from the set Ut and and the rest, namely, (100 −
γp%)% can be selected from the utterances set Ub. A good choice of Ut and
γp% will ensure that S, represented by S(Ut, γp%) has the desired property (say,
phonetically balanced). We now formulate the desired criteria that S needs to
satisfy,

C0 A measure of phonetically balanced corpus would be to compute
P = {#Pk(S(Ut, γp%))}K

k=1 and find

C0(Ut, γp%) =
1
K

K∑

k=1

(#Pk(S(Ut, γp%)) − P̄)2 (3)
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where P̄ = 1
K

∑K
k=1(#Pk(S(Ut, γp%))) is the mean. Note that C0(Ut, γp%)

is the variance of P. The configuration (Ut, γp%) for which (3) is minimum
is desired and gives the best phonetically balanced S.

However, the phonetically balanced corpus is not the only desired criteria on
{Si}m

i=1 or S. We now elaborate on criteria which can allow for {Si}m
i=1 or S to

have certain requirements imposed on them.

C1 The minimum occurrence of every phoneme in S should be maximized,
namely,

C1(Ut, γp%) = min
k

{#Pk(S(Ut, γp%))} (4)

Subsequently maximizing (4) ensures that even the phoneme that occur the
least number of times in S(Ut, γp%) is maximized.

C2 Let #Un(S) denote the count of utterance Un in the corpus S. A measure
of equal distribution of utterances in the corpus would be

C2(Ut, γp%) =
1
N

N∑

n=1

(#Un(S(Ut, γp%)) − Ū)2 (5)

where Ū = 1
N

∑N
n=1(#Un(S(Ut, γp%))) is the mean. Note that C2(Ut, γp%)

captures the distribution of the utterances in S(Ut, γp%). The configuration
(Ut, γp%) for which (5) is minimum is desired so that all utterances occur
uniformly in S.

C3 Common utterances between any two speaker sets, namely,

C3(Ut, γp%) =
m∑

i,j=i+1

|Si(Ut, γp%) ∩ Sj(Ut, γp%)| (6)

where Si(Ut, γp%) ∩ Sj(Ut, γp%) captures the utterances that are common
to both Si and Sj and |Si ∩ Sj | gives the count of common utterances. The
configuration for which (6) is minimum is desired so that there is a rich
utterance variability in corpus S.

We hypothesize that the combination of these criteria jointly (7) produces
the best possible dataset for a given speech application rather than the dataset
which is based on individual criteria. Namely,

(U∗
t , γp%∗) = arg min

(Ut,γp%)

{
w1C0(Ut, γp%) + w2

(
1

C1(Ut,γp%)

)
+

w3C2(Ut, γp%) + w4C3(Ut, γp%)

}

(7)

where wi are the weights and
∑4

i=1 wi = 1. Algorithm (1) describes this in
more detail.

Note that in literature C0 is the only criteria that is used to build a phonet-
ically balanced speech corpus. The main contribution of this paper is to iden-
tify criteria that make the speech corpus usable. For example, w1 = 1 and
w2 = w3 = w4 = 0 would reduce to what is done in the literature.
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Algorithm 1. Multi Criteria approach for constructing S.
for (Ut, γp%) do

Generate S(Ut, γp%)
for k = 1, 2, · · · K do

Compute #Pk(S(Ut, γp%))
end for
for n = 1, 2, · · · N do

Compute #Un(S(Ut, γp%))
end for

Find P̄ = 1
K

∑K
k=1(#Pk(S(Ut, γp%)));

Ū = 1
N

∑N
n=1(#Un(S(Ut, γp%)))

C0(Ut, γp%) = 1
K

∑K
k=1(#Pk(S(Ut, γp%)) − P̄)2

C1(Ut, γp%) = mink {#Pk(S(Ut, γp%))}

C2(Ut, γp%) = 1
N

∑N
n=1(#Un(S(Ut, γp%)) − Ū)2

C3(Ut, γp%) =
∑

i,j=i+1 |Si(Ut, γp%) ∩ Sj(Ut, γp%)|
end for
Normalize using (8)
C0(Ut, γp%), C1(Ut, γp%), C2(Ut, γp%), C3(Ut, γp%)
to produce nC0(Ut, γp%), nC1(Ut, γp%), nC2(Ut, γp%), nC3(Ut, γp%)

(U∗
t , γp%∗) = arg min(Ut,γp%)

{
w1nC0(Ut, γp%)+ w2

(
1

nC1(Ut,γp%)

)
+

w3nC2(Ut, γp%)+ w4nC3(Ut, γp%)

}

4 Experimental Results

For the purpose of analysis we collected N = 1493 unique English utterances,
namely, U = {U1, U2, · · · , U1493} [12]. The number of phonemes is K = 39. The
distribution of the phonemes in U is shown in Figure 1. It can be observed that
the phoneme ‘AH’ occurs the most number of times (11.55%) in U while the ‘OY’
occurs the least number of times (0.05%). All our experimental results are based
on this set of utterances.

Using (2) we arranged all the 1493 utterances in the descending order of their
fi score. The sorted utterances were partitioned into two sets. First set (Ut(k))
contained the first k = 1, 2, · · · 1493 utterances while the second set (Ub(k))
contained (1493 − k) utterances. The task was to build m = 500 sets with each
Si containing p = 10 utterances, such that |S| = 5000. Each Si gets γp% =
10, 20, · · · , 90 utterances from Ut(k) while the remaining (100−γp%) utterances
came from Ub(k). In all we constructed 1493×9(= 13437) different sets of speaker
sheets, namely, S(Ut, γp%) for Ut = 1, 2, · · · 1493, γp% = 10, 20, · · · , 90.

The first set of experiments were based on Algorithm 1 with w1 = 1 and
w2, w3, w4 = 0 which is the generic approach adopted to build a phonetically
balanced corpus in literature. For each of these speaker sheet sets we computed
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Fig. 1. Distribution of phoneme in U .

(a) (b)

Fig. 2. (a) C0(Ut, γp%) and (b) for the first Ut = 36. The minimum occurs for Ut = 2
and γp% = 80.

Table 1. (Ut, γp%) determined for different criteria.

w1 w2 w3 w4 (U∗
t , γp%∗)

1 0 0 0 (2, 80)
0 1 0 0 (126, 90)
0 0 1 0 (49, 10)
0 0 0 1 (125, 10)
1
4

1
4

1
4

1
4

(367, 90)

C0(Ut, γp%) (3) and normalized it

nC0 =
(C0 − min(C0))

(max(C0) − min(C0))
(8)

Figure 2 shows the plot of nC0 for different values of (Ut, γp%). The speaker
sheet set (among the 13437 speaker sheet sets) with the least C0(Ut, γp%) is the
set that is phonetically best balanced. As can be seen Ut(k = 2), γp% = 80 (see
Figure 2(b)) produces the best phonetically balanced dataset suitable for ASR
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Table 2. Criteria cost for different speaker sheet set.

(Ut, γp%) nC0 1/nC1 nC2 nC3

(2, 80) 0 0.00042 0.556 0.888
(126, 90) 0.104 0 0.00714 0.0645
(49, 10) 0.260 0.00002 0 0.00098
(125, 10) 0.268 0.00007 0.00047 0

(367, 90) 0.097 9.0363e-06 0.0077 .017312

Fig. 3. (U∗
t , γp%∗) = (367, 90) for w1,2,3,4 = 1/4.

type applications. Clearly, one can observe that using only the C0 criteria does
not produce the best data set (even though it is best in the sense of phonetically
being balanced) because the majority of the utterances, namely γp% = 80 of
the dataset consists of just Ut = 2 utterances. This motivates the need for other
criteria to construct a speech corpora.

Table 1 gives the speaker sheet set (denoted by (Ut, γp%)) that best produces
S if we consider different combination of the proposed criteria. Clearly the choice
of speaker sheet sets depends on the emphasis given to a criteria.

When all the four criteria are given equal weightage, speaker sheet set denoted
by (U∗

t , γp%∗) = (367, 90) is the best (see last row in Table 1). It is clear from
Table 2 that (U∗

t , γp%∗) = (367, 90) is the best in terms of individual criteria
(nC0, 1/nC1, nC2, nC3) being minimum together.

5 Conclusion

In this paper, we proposed a multi criteria approach to generate speaker sheets
which satisfy the desired requirements on the speech corpora. We believe the
formulation can be used to generate speaker sheets which will assist in building
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a speech corpora that might be required for different speech applications and
research. For example, a researcher who is doing in-depth analysis on phones
may want to maximize the occurance of the phone that occurs the least number
of times (using C2). We believe that satisfying all the proposed criteria jointly
will produce the best speech corpora in terms of its being useful for different
speech research and development. The main contribution of this paper is (a)
identification of several criteria which need to be satisfied to generate a speech
corpora, (b) formulation of a multi-criteria approach by combining the crite-
ria and (c) experimental validation of the proposed approach for speaker sheet
generation.
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Jiri.Pribil@savba.sk, jmatouse@kky.zcu.cz
2 SAS, Institute of Measurement Science, Dúbravská cesta 9,
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Abstract. The paper describes an experiment with using the statistical
approach based on the Gaussian mixture models (GMM) for localization
of artefacts in the synthetic speech produced by the Czech text-to-speech
system employing the unit selection principle. In addition, the paper ana-
lyzes influence of different number of used GMM mixtures, and the influ-
ence of setting of the frame shift during the spectral feature analysis on
the resulting artefact position accuracy. Obtained results of performed
experiments confirm proper function of the chosen concept and the pre-
sented artefact position localizer can be used as an alternative to the
standardly applied manual localization method.

Keywords: Quality of synthetic speech · Text-to-speech system · GMM
classification · Statistical analysis

1 Introduction

At present, the synthetic speech produced by the text-to-speech (TTS) systems
is often used to make human-machine interaction more effective and also to
enable easy selection of a suitable methodology of dialogue management. Dif-
ferent speech synthesis methods are implemented in the TTS systems. The unit
selection (USEL) method [1] is one of the main strategies used in the corpus-
based speech synthesis. Being a concatenative method, any concatenation point
can be a source of an audible artefact. During the synthesis process artefacts of
different origin can occur in the finally generated speech. Apart from the wrong
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description of the natural source speech (such as wrong annotation and/or seg-
mentation [2]), the most prevalent causes of the artefacts are related mainly to
F0 discontinuities [3]. Nevertheless, other causes like temporal inconsistencies or
spectral mismatches at concatenation points can also result in serious artefacts
[4]. The artefacts as perceived by human listeners should ideally correspond to
high values of the target or concatenation costs (however, this assumption is
often not met as shown in [5]). Therefore, we want to find out some other eval-
uation methods, which can work without any human interaction. Among the
objective methods, the automatic speech recognition system yielding the final
evaluation in the form of the recognition score can be used [6]. These recogni-
tion systems are often based on hidden Markov models [7] or Gaussian mixture
models (GMM) [8]. The GMM of a speaker, providing a probabilistic model of
the underlying sounds of a person’s voice, is useful for text-independent speaker
identification. Often, a fusion of different recognition methods performs best,
e.g. combination of GMM with support vector machines (SVM) used for speaker
recognition in the same way as for language recognition [9]. Motivation of our
work was to design, test, and verify functionality of the localization of artefacts
in the synthetic speech produced by the USEL method. We expect that these
steps will support our main goal – application of this GMM artefact localizer
for automatic evaluation of synthetic speech. The paper next analyzes and com-
pares the influence of the number of used GMM mixture components, and the
influence of different frame shift during spectral feature analysis on the final
localization accuracy.

2 Method

The artefact localization experiment starts with the manual classification of the
artefact type and visual identification of the beginning and ending frames of the
artefact by comparing the clean original speech signal to the same sentence with
the artefact. After this visual localization of the artefact position, the nearest
region of interest (ROI) is determined for further detailed analysis – see an
example in Fig. 1. In the next step, the parts of the artefacted synthetic speech
inside the ROI are described by the spectral and prosodic parameters as the input
feature vectors for creation and training of the GMMs. In general, the synthetic
speech produced by the TTS system based on USEL method can generate five
basic types of artefacts defined as:

1. local decrease/increase of the signal RMS (energy),
2. local increase/decrease of the pitch frequency (F0),
3. combination (superposition) of local energy and F0 decrease,
4. correlated occurrence of local increase of F0 and energy,
5. wrongly chosen speech unit from the database (with respect to the left-right

context).

The GMMs represent a linear combination of multiple Gaussian probability
distribution functions of the input data vector. For GMM creation, it is necessary
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Fig. 1. Demonstration of visual localization of artefacts: sentence “sent02d” (male
voice) with an artefact in the selected ROI (a), detailed part in the artefact neighbour-
hood with the determined start/end location in frames (b).

to determine the covariance matrix, the vector of mean values, and the weighting
parameters from the input training data. Using the expectation-maximization
(EM) iteration algorithm, the maximum likelihood function of GMM is found
[8]. The EM algorithm is controlled by the number of used mixtures (Ngmix)
and the number of iteration steps (Niter). The GMM classifier returns the prob-
ability (so called score) that the tested utterance belongs to the GMM model.
In the standard realization of the GMM classifier, the resulting class is given
by the maximum overall probability of all obtained scores corresponding to K
output classes using the feature vector T from the tested sentences [8]. For our
purpose, only one output class is defined and the GMM classifier processes N
input feature vectors T1 to TN corresponding to N frames of the tested sentence.
The main idea of the proposed localization method is based on the assumption of
correlation between the positions of determined score maxima and the location
of the analyzed speech frame (maximum of probability with the trained GMM
model) – see demonstration example in Fig. 2. Therefore, from the vector of
obtained values of the normalized score {sc1, .., scN}, the first, the second, and
the third maxima are determined for the next evaluation. In our experiment,
three types of the GMM models are created and trained for each of the voices
(male/female):

a) starting part of the artefact – speech signal in the left border frame of the
artefact and ±i frames in its neighbourhood,

b) ending part of the artefact – speech signal in the right border frame of the
artefact and ±i frames in its neighbourhood,

c) body of the artefact – speech signal spanning between the starting and the
ending frames.

In the classification phase, the input feature vectors from the tested sentence
are compared in parallel with the three trained GMM models, so we obtain three
output vectors of the normalized score (probability). Applying logical matching
by predefined rules, the final localization of the artefact position is obtained
– see the block diagram in Fig. 3. The rules enable to solve the basic possible
situations when the localization algorithm might fail – the starting frame position
must precede the ending one, the artefact body must lie within the interval from
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Fig. 2. Demonstration of artefact localization using three GMM models for starting,
ending, and body parts: sentence “sent02d” with the manually determined artefact
(a), values of the normalized GMM scores for all three models (b).

Fig. 3. Block diagram of the developed GMM classifier for artefact localization.

start to end, etc. If one of these conditions is not fulfilled, the second or the third
determined score maximum (position) will be applied. By this approach, only
one artefact within the tested sentence can be found, and the artefact presence
must be confirmed (detected) by another method [10].

Spectral features like MFCC together with energy and prosodic parameters are
most commonly used in GMM-based speaker [11] and emotional voice classifica-
tion [12]. However, the other spectral properties can be used as the main indicator
for speech classification. The basic properties determined from the spectral enve-
lope comprise the spectral decrease (tilt), the spread (SPR), and the centroid (SC).
Among the supplementary spectral features, the harmonic-to-noise ratio (HNR),
the spectral flatness (SFM), and the spectral entropy (SE) were determined. As
regards the supra-segmental properties including the speech signal energy (calcu-
lated from the first cepstral coefficient Enc0, or with the help of autocorrelation
function – EnR0), the prosodic parameters like the differential contour F0DIFF ,
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microintonation, jitter, shimmer, etc., were calculated.Obtained values in the form
of the feature vectors with the length Nfeat are used in dependence on the voice
type (male/female) for further processing.

3 Material, Experiments, and Results

The synthetic speech produced by the Czech TTS system based on the USEL
method was used in the performed experiments. For the creation and training
of the GMM models the speech corpus consisting of declarative sentences with
one “real” artefact per sentence for male + female voices was used. This cor-
pus includes 20 + 20 sentences with duration from 2.5 to 5 seconds, sampled at
frequency of 16 kHz. Due to a limited number of usable sentences with “real”
artefacts occurring during the TTS synthesis, the classical cross-validation data
selection approach [8] could not be applied. Therefore, we prepared a special
set of another 20 + 20 artefacted sentences for the testing phase of the local-
ization experiment. These sentences were derived from the original ones using
different manipulations (cutting or adding a part of a sentence, changing a part
of it using the signal from other sentences, etc.) to change the time position
of the artefact inside the original sentence. In all cases, the determination of
positions of the artefacts was performed manually and these values were used
for further comparison of the localization accuracy. The basic frame length wL

for speech feature analysis depends on the mean pitch period of the processed
signal: 24-ms/20-ms frames were used for the male/female voices. The performed
comparison experiments were aimed at analysis of:

Table 1. Comparison of the mean artefact position relative error in [frames] and its
standard deviation (in parentheses) depending on the used number of GMM mixtures
Ngmix; wO = wL/4.

Table 2. Mean values of the artefact position relative error in [frames] and its standard
deviation (in parentheses) depending on the used frame shift wO for speech feature
determination; Ngmix = 32.
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– influence of the initial parameter during the GMM creation on the resulting
artefact localization error: the number of applied mixtures Ngmix = {16, 32,
48, 64, and 128} – see the summarized mean values in Table 1,

– influence of the chosen frame shift wO for computing of the input feature
vectors on precision of the artefact localization; the evaluation has been done
for wO = {1/2, 1/3, 1/4, 1/5, and 1/6} of the frame length wL – see the
summarized mean values of relative errors in Table 2,

– comparison of computational complexity: CPU times for the GMM creation,
training, and artefact localization for different number of used mixtures and
frame shifts summarized for both voices presented by Table 3.

The artefact neighbourhood of ±i frames for the speech feature analysis was
set to i = {3, 5, 7, 9, and 11} in correspondence with the chosen frame shift
wO. The artefact position relative error APEREL in frames was calculated as
the mean value from the absolute position error of the starting and the ending
parts in every sentence as APEREL = mean(APEABSstart, APEABSend) ∗ wO

– see an example of a detailed graph comparison in Fig. 4. According to the
research results published in [13] the length of the input feature vector was set
to Nfeat = 16. The input data vector for GMM training and testing contains a
mix of the basic spectral properties {SPR, SC, and tilt} and the supplementary
spectral features {HNR, SFM, SE} together with the supra-segmental parame-
ters {Enc0, EnR0, F0DIFF , jitter, and shimmer}. The statistical types – median
values, range of values, standard deviations (std), and/or relative maximum and
minimum were used for implementation in the feature vectors. To determine the
spectral features and the prosodic parameters, the elementary functions from
Matlab ver. 2010b environment with the help of “Signal Processing Toolbox”
and “Statistics Toolbox” were applied. The computational complexity was tested
on the PC with the following configuration: processor Intel(R) i3-2120 at 3.30
GHz, 8 GB RAM, and Windows 7 professional OS. The basic functions from the
Ian T. Nabney “Netlab” pattern analysis toolbox [14] were used. For creation
of the GMM models, data training, and testing the simple diagonal covariance
matrix of the mixture models was applied in this localization experiment.

Table 3. Comparison of the computational complexity (CPU time in [s]) for different
number of used mixtures and frame shifts; summarized for both genders.
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Fig. 4. Detailed comparison of the defined/identified artefact starting and ending parts
positions (a-b), and the position error (c-d): for male sentences Mt1-Mt10 (a-c) and
female sentences Ft1-Ft10 (b-d); Ngmix = 32; wO = wL/2.

4 Discussion and Conclusion

The obtained experimental results practically confirm functionality of the devel-
oped GMM-based artefacts localizer. From the performed experiments follows
that there exists a principal influence of the used number of mixtures and the
frame shift for computing of the input feature vectors on the precision of the arte-
fact localization. The (sub)optimal setting of these parameters was Ngmix = 32
and wO = wL/4 as documented by the achieved minima of the artefact position
relative error in Tables 1 and 2. Therefore, these settings were chosen for next
use in our experiments. Obtained mean values of APEREL (as well as their std
values) are approximately the same for male and female sentences only in the
case of the “optimal” duration tolerance of the starting/ending positions (uncer-
tainty of the beginning or the end of the region of the artefact). Accumulating
the starting and the ending duration tolerances gives about 2.5 frames in total,
i.e. 7.5 milliseconds for wO = wL/4. For other parameter setting, the results for
the female sentences are about twice better than for the male ones. It can be
caused by the fact that, generally, the range of F0 contour as well as the range
of energy and time duration changes are greater for the female voice, and this
effect was also reflected in the production of artefacts. Therefore, these greater
changes are better trained in the GMM models and then they can be better
detected in the classification phase. In addition, the used frame length wL was
shorter in the case of the female voice (160 samples in comparison to 192 sam-
ples for the male voice at 16 kHz sampling frequency). The applied number of
mixtures has a great influence on the computational complexity (the measured
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CPU time) for GMM models creation and training but it has only a little impact
on the duration of the localization phase. The use of the maximum number of
128 mixtures causes increase of the CPU time more than 10 times when com-
pared with 16 mixtures (see the values in the left part of Table 3) and contrary to
general expectations the achieved artefact localization accuracy for Ngmix ≥ 48
is falling (compare values in Table 1). The artefact localization phase was heav-
ily affected also by different frame shift causing an increase of the data size from
the processed speech signal (approx. 10 times higher computational complexity
for settings of wL/6 than for wL/2, as can be seen in the right part of Table 3).
In the near future, larger databases of sentences with artefact speech are nec-
essary to be collected and more different types of artefacts to be automatically
detected. Moreover, besides using the GMM artefact localization framework to
find the best version (in the sense of the best parameters) of the current unit-
selection method, the outcomes of this experiment could also be used to tune
the unit-selection mechanism itself, e.g. by introducing new features into the tar-
get/concatenation costs employed during the selection, or by giving more weight
on the existing features (e.g. F0 smoothness).
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Abstract. The multilingual nature of the world makes translation a cru-
cial requirement today. Parallel dictionaries constructed by humans are a
widely available resource, but they are limited and do not provide enough
coverage for good quality translation purposes, due to out-of-vocabulary
words and neologisms. This motivates the use of statistical translation
systems, which are unfortunately dependent on the quantity and quality
of training data. Such has a very limited availability especially for some
languages and very narrow text domains. Is this research we present our
improvements to Yalign’s mining methodology by reimplementing the
comparison algorithm, introducing a tuning scripts and by improving
performance using GPU computing acceleration. The experiments are
conducted on various text domains and bi-data is extracted from the
Wikipedia dumps.

Keywords: Machine translation · Comparable corpora · Machine learn-
ing · NLP · Knowledge-free learning

1 Introduction

The aim of this study is the preparation of parallel and comparable corpora.
This work improves SMT quality through the processing and filtering of parallel
corpora and through extraction of additional data from the resulting comparable
corpora. To en-rich the language resources of SMT systems, various adaptation
and interpolation techniques will be applied to the prepared data. Evaluation of
SMT systems was per-formed on random samples of parallel data using auto-
mated algorithms to evaluate the quality and potential usability of the SMT
systems’ output [1].

As far as experiments are concerned, the Moses Statistical Machine Translation
Toolkit software, as well as related tools and unique implementations of process-
ing scripts for the Polish language, are used. Moreover, the multi-threaded imple-
mentation of the GIZA++ tool is employed to train models on parallel data and
to perform their symmetrization at the phrase level. The SMT system is tuned
using the Minimum Error Rate Training (MERT) tool, which through parallel
data specifies the optimum weights for the trained models, improving the resulting
c© Springer International Publishing Switzerland 2015
P. Král and V. Matoušek (Eds.): TSD 2015, LNAI 9302, pp. 32–40, 2015.
DOI: 10.1007/978-3-319-24033-6 4



Tuned and GPU-Accelerated Parallel Data Mining 33

translations.The statistical languagemodels from single-language data are trained
and smoothed using the SRI Language Modeling toolkit (SRILM). In addition,
data from outside the the-matic domain is adapted. In the case of parallel models,
Moore-Levis Filtering is used, while single-language models are linearly interpo-
lated [1].

Lastly, the Yalign parallel data-mining tool is enhanced. Its speed is increased
by reimplementing it in a multi-threaded manner and by employing graphics pro-
cessing unit (GPU) horsepower for its calculations. Yalign quality is improved by
using the Needleman-Wunch algorithm for sequence comparison and by devel-
oping a tuning script that adjusts mining parameters to specific domain require-
ments [2].

2 State of the Art

An interesting idea for mining parallel data from Wikipedia was described in [3].
The authors propose two separate approaches. The first idea is to use an online
machine translation (MT) systemto translateDutchWikipediapages intoEnglish,
and they try to compare original ENpageswith translated ones.The idea, although
interesting, seems computationally infeasible, and it presents a chicken-or-egg
problem. Their second approach uses a dictionary generated from Wikipedia titles
and hyperlinks shared between documents. Unfortunately, the second method was
reported to return numerous, noisy sentence pairs.

Yasuda and Sumita [4] proposed a MT bootstrapping framework based on
statistics that generate a sentence-aligned corpus. Sentence alignment is achieved
using a bilingual lexicon that is automatically updated by the aligned sentences.
Their solution uses a corpus that has already been aligned for initial train-
ing. They showed that 10% of Japanese Wikipedia sentences have an English
equivalent.

Interwiki links were leveraged by the approach of Tyers and Pienaar in [5].
Based on Wikipedia link structure, a bilingual dictionary is extracted. In their
work they measured the average mismatch between linked Wikipedia pages for
different languages. They found that their precision is about 69–92%.

In [6] the authors attempt to advance the state of art in parallel data min-
ing by modeling document-level alignment using the observation that parallel
sentences can most likely be found in close proximity. They also use annota-
tion available on Wikipedia and an automatically induced lexicon model. The
authors report recall and precision of 90% and 80%, respectively.

The author of [7] introduces an automatic alignment method for parallel text
fragments that uses a textual entailment technique and a phrase-based SMT
system. The author states that significant improvements in SMT quality were
obtained (BLEU increased by 1.73) by using this aligned data.

The authors in [8] propose obtaining only title and some meta-information,
such as publication date and time for each document, instead of its full contents
to reduce the cost of building the comparable corpora. The cosine similarity of
the titles’ term frequency vectors was used to match titles and the contents of
matched pairs.



34 K. Wo�lk and K. Marasek

In the present research, the Yalign tool is used. The solution was far from
perfect, but after improvements that were made during this research, it supplied
the SMT systems with bi-sentences of good quality in a reasonable amount of
time.

3 Parallel Data Mining

For the experiments in data mining, the TED lectures domain prepared for
IWSLT 20141 evaluation campaign by the FBK2, was chosen. This domain is
very wide and covers many unrelated subject areas [9]. Narrower domains were
selected as well. The first corpus is composed of documents from the European
Medicines Agency (EMEA) [10]. The second corpus was extracted from the
proceedings of the European Parliament (EUP) by Philipp Koehn (University
of Edinburgh) [11]. In addition, experiments on the Basic Travel Expression
Corpus (BTEC), tourism-related sentences, were also conducted [12]. Lastly,
a big corpus obtained from the OpenSubtitles.org web page was used as an
example of human dialogs. Table 1 provides details on the number of unique
words (WORDS) and their forms, as well as the number of bilingual sentence
pairs (PAIRS).

Table 1. Corpora specification

CORPORA PL WORDS EN WORDS PAIRS

BTEC 50,782 24,662 220,730
TED 218,426 104,117 151,288

EMEA 148,230 109,361 1,046,764
EUP 311,654 136,597 632,565

OPEN 1,236,088 749,300 33,570,553

4 Yalign and Improvements

The Yalign tool was designed to automate the parallel text mining process
by finding sentences that are close translation matches from comparable cor-
pora. This presents opportunities for harvesting parallel corpora from sources
like translated documents and the web. In addition, Yalign is not limited to a
particular language pair. However, alignment models for two selected languages
must first be created [2].

Unfortunately, the Yalign tool is not computationally feasible for large-scale
parallel data mining. The standard implementation accepts plain text or web
links, which need to be accepted, as input, and the classifier is loaded into mem-
ory for each pair alignment. In addition, the Yalign software is single-threaded.
To improve performance, a solution that supplies the Yalign tool with articles
from the database within one session, with no need to reload the classifier each
1 http://www.iwslt.org
2 http://www.fbk.eu

http://www.iwslt.org
http://www.fbk.eu
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time, was developed. The developed solution also facilitated multi-threading and
decreased the mining time by a factor of 6.1 (using a 4-core, 8-thread i7 CPU).
The alignment algorithm was also reimplemented (Needleman-Wunch is used
instead of A∗ Search) for better accuracy and to leverage the power of GPUs for
additional computing requirements. The tuning algorithm was also implemented.
The two NW algorithms, with and without GPU optimization, are conceptually
identical, but the second has an advantage in efficiency, depending on the hard-
ware, up to max(n,m) times. However, the results of the A∗ algorithm, if the
similarity calculation and the gap penalty are defined as in the NW algorithm,
will be the same only if there is an additional constraint on paths: Paths cannot
go upward or leftward in the M matrix. Yalign does not impose these additional
conditions, so in some scenarios, repetitions of the same phrase may appear. In
fact, every time the algorithm decides to move up or left, it is coming back into
the second and first sequence, respectively.

The quality of alignments in Yalign is defined by a tradeoff between precision
and recall. The Yalign has two configurable variables:

– Threshold: the confidence threshold to accept an alignment as “good.” A
lower value means more precision and less recall. The “confidence” is a prob-
ability estimated from a support vector machine classifying “is a translation”
or “is not a translation.”

– Penalty: controls the amount of “skipping ahead” allowed in the alignment.
Both of these parameters are selected automatically during training, but
they can be adjusted if necessary. The solution implemented in this research
also introduces a tuning algorithm for those parameters, which allows better
adjustment of them [2].

5 Evaluation of Obtained Comparable Corpora

To evaluate the corpora, each corpus was divided into 200 segments, and 10 sen-
tences were randomly selected from each segment. This methodology ensured
that the test sets covered the entire corpus. The selected sentences were removed
from the corpora. The testing system was trained with the baseline settings.
In addition, a system was trained with extended data from the Wikipedia cor-
pora. Lastly, Modified Moore-Levis Filtering was used for the Wikipedia corpora
domain adaptation. The monolingual part of the corpora was used as language
model and was adapted for each corpus by using linear interpolation [13].

The evaluation was conducted using test sets built from 2,000 randomly
selected bi-sentences taken from each domain. For scoring purposes, four well-
known metrics that show high correlation with human judgments were used.
Among the commonly used SMT metrics are: Bilingual Evaluation Understudy
(BLEU), the U.S. National Institute of Standards & Technology (NIST) metric,
the Metric for Evaluation of Translation with Explicit Ordering (METEOR) and
Translation Error Rate (TER) [13].

First, speed improvements were made by introducing multi-threading to the
algorithm, using a database instead of plain text files or Internet links, and using
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GPU acceleration in sequence comparison. More importantly, two improvements
were made to the quality and quantity of the mined data. The A∗ search algo-
rithm [14] was modified to use Needleman-Wunch [15], and a tuning script of
mining parameters was developed. During this empirical research, it was realized
that Yalign suffers from a problem that produces different results and quality
measures, depending on whether the system was trained from a foreign to a
native language or vice versa. To cover as much parallel data as possible during
the mining, it is necessary to train the classifiers bidirectionally for the language
pairs of interest. By doing so, additional bi-sentences can be found. The data
mining approaches used were: directional (PL→ EN classifier) mining (MONO),
bi-directional (additional EN→ PL classifier) mining (BI), bi-directional mining
with Yalign using a GPU-accelerated version of the Needleman-Wunch [16] algo-
rithm (NW), and mining using a NW version of Yalign that was tuned (NWT).
The results of such mining are shown in Table 2.

Table 2. Number of obtained Bi-Sentences

Mining Method Number of Bi-Sentences Uniq PL Tokens Uniq EN Tokens

MONO 510,128 362071 361039
BI 530,480 380771 380008

NW 1,729,061 595064 574542
NWT 2,984,880 794478 764542

As presented in Table 2, each of the improvements increased the number of
parallel sentences discovered. However, there is no indication of the quality of the
obtained data, SMT improvements, or information regarding the computation
time of the NW version of Yalign.

Table 3. Computation Time of Different Yalign Version

Mining Method Computation Time [s]

YALIGN 89,67
M YALIGN 14,7

NW YALIGN 17,3
GNW YALIGN 15,2

To address these aspects, two additional experiments were conducted. First,
in Table 3 a speed comparison is made using different versions of the Yalign Tool.
A total of 1,000 comparable articles were randomly selected from Wikipedia
and aligned using the native Yalign implementation (Yalign), multi-threaded
implementation (M Yalign), Yalign with the Needleman-Wunch algorithm (NW
Yalign), and Yalign with a GPU-accelerated Needleman-Wunch algorithm (GNW
Yalign). Second, MT experiments were conducted to verify potential gains in
translation quality on the data that was tuned and aligned using a different
heuristic. The TED, EUP, EMEA and OPEN domains were used for this pur-
pose. For each of the domains, the system was trained using baseline settings.
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Table 4. Results of SMT Enhanced Comparable Corpora for PL to EN and PL to EN
transltion

PL to EN EN to PL

BLEU NIST TER METEOR BLEU NIST TER METEOR
TED BASE 16,96 5,26 67,10 49,42 10,99 3,95 74,87 33,64

MONO 16,97 5,39 65,83 50,42 11,24 4,06 73,97 34,28
BI 17,34 5,37 66,57 50,54 11,54 4,02 73,75 34,43

NW 17,45 5,37 65,36 50,56 11,59 3,98 74,49 33,97
TNW 17,50 5,41 64,36 90,62 11,98 4,05 73,65 34,56

EUP BASE 36,73 8,38 47,10 70,94 25,74 6,56 58,08 48,46
MONO 36,89 8,34 47,12 70,81 24,71 6,37 59,41 47,45

BI 36,56 8,34 47,33 70,56 24,63 6,35 59,73 46,98
NW 35,69 8,22 48,26 69,92 24,13 6,29 60,23 46,78

TNW 35,26 8,15 48,76 69,58 24,32 6,33 60,01 47,17

EMEA BASE 62,60 10,19 36,06 77,48 56,39 9,41 40,88 70,38
MONO 62,48 10,20 36,29 77,48 55,38 9,25 42,37 69,35

BI 62,62 10,22 35,89 77,61 56,09 9,32 41,62 69,89
NW 62,69 10,27 35,49 77,85 55,80 9,30 42,10 69,54

TNW 62,88 10,26 35,42 77,96 55,63 9,31 41,91 69,65

OPEN BASE 64,58 9,47 33,74 76,71 31,55 5,46 62,24 47,47
MONO 65,77 9,72 32,86 77,14 31,27 5,45 62,43 47,28

BI 65,87 9,71 33,11 76,88 31,23 5,40 62,70 47,03
NW 65,79 9,73 33,07 77,31 31,47 5,46 62,32 47,39

TNW 65,91 9,78 32,22 77,36 31,80 5,48 62,27 47,47

The additional corpora were used in the experiments by adding parallel data to
the training set using Modified Moore-Levis Filtering and by adding a monolin-
gual language model with linear interpolation. The results are shown in Table 4,
where BASE represents the baseline system; MONO, the system enhanced with
a mono-directional classifier; BI, a system with bi-directional mining; NW, a sys-
tem mined bi-directionally using the Needleman-Wunch algorithm; and TNW,
a system with additionally tuned parameters.

The results indicate that multi-threading significantly improved speed, which
is very important for large-scale mining. As anticipated, the Needleman-Wunch
algorithm decreases speed (that is why authors of the Yalign did not use it, in the
first place). However, GPU acceleration makes it possible to obtain performance
almost as fast as that of the multi-threaded A∗ version. It must be noted that
the mining time may significantly differ when the alignment matrix is big (text
is long). The experiments were conducted on a hyper-threaded Intel Core i7
CPU and a GeForce GTX 660 GPU. The quality of the data obtained with the
NW algorithm version, as well as the TNW version, seems promising. Slight
improvements in the translation quality were observed, but more importantly,
much more parallel data was obtained.

It was decided to train an SMT system using only data extracted from com-
parable corpora (not using the original in domain data) to verify the results.
The mined data was used also as a language model. The evaluation was con-
ducted using the same test sets shown in Table 4. The results are presented in
Table 5, where BASE indicates the results for the baseline system trained on
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the original in-domain data; MONO, a system trained only on mined data in
one direction; BI, a system trained on data mined in two directions with dupli-
cate segments removed; NW, a system using bi-directionally mined data with
the Needleman-Wunch algorithm; and TNW, a system with additionally tuned
parameters.

Table 5. SMT Results Using only Comparable Corpora for PL to EN translation

PL to EN EN to PL

BLEU NIST TER METEOR BLEU NIST TER METEOR
TED BASE 16,96 5,26 67,10 49,42 10,99 3,95 74,87 33,64

MONO 12,91 4,57 71,50 44,01 7,89 3,22 83,90 29,20
BI 12,90 4,58 71,13 43,99 7,98 3,27 84,22 29,09

NW 13,28 4,62 71,96 44,47 8,50 3,28 83,02 29,88
TNW 13,94 4,68 71,50 45,07 9,15 3,38 78,75 30,08

EUP BASE 36,73 8,38 47,10 70,94 25,74 6,56 58,08 48,46
MONO 21,82 6,09 62,85 56,40 14,48 4,76 70,64 36,62

BI 21,24 6,03 63,27 55,88 13,91 4,67 71,32 35,83
NW 20,20 5,88 64,24 54,38 13,13 4,54 72,14 35,03

TNW 20,42 5,88 63,95 54,65 13,41 4,58 71,83 35,34

EMEA BASE 62,60 10,19 36,06 77,48 56,39 9,41 40,88 70,38
MONO 21,71 5,09 74,30 44,22 19,11 4,73 74,77 37,34

BI 21,45 5,06 73,74 44,01 18,65 4,60 75,16 36,91
NW 21,47 5,06 73,81 44,14 18,60 4,53 76,19 36,30

TNW 22,64 5,30 72,98 45,52 18,58 4,48 76,60 36,28

OPEN BASE 64,58 9,47 33,74 76,71 31,55 5,46 62,24 47,47
MONO 11,53 3,34 78,06 34,71 7,95 2,40 88,55 24,37

BI 11,64 3,25 82,38 33,88 8,20 2,40 89,51 24,49
NW 11,64 3,32 81,48 34,62 9,02 2,52 86,14 25,01

6 Conclusions

The results for SMT systems based only on mined data are not very surpris-
ing. First, they confirm the quality and high level of parallelism of the corpora.
This can be concluded from the translation quality, especially for the TED data
set. Only two BLEU scoring anomalies were observed when comparing systems
strictly trained on in-domain (TED) data and mined data for EN to PL transla-
tion. It also seems reasonable that the best SMT scores were obtained on TED
data. This data set is the most similar to the Wikipedia articles, overlapping
with it on many topics. In addition, the Yalign classifier trained on the TED
data set recognized most of the parallel sentences. The results show that the
METEOR metric, in some cases, increases when the other metrics decrease. The
most likely explanation for this is that other metrics suffer, in comparison to
METEOR, from the lack of a scoring mechanism for synonyms. Wikipedia is a
very wide domain, not only in terms of its topics, but also its vocabulary. This
leads to a conclusion that mined corpora is good source for extending sparse
text do-mains. It is also the reason why test sets originating from wide domains
outscore those of narrow domains and also why training on a larger mined data
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set sometimes slightly decreases the results from very specific domains. Nonethe-
less, in many cases after manual analysis was conducted, the translations were
good, but the automatic metrics were lower due to the usage of synonyms.

In addition, it was proven that mining data using two classifiers trained from
a foreign to a native language and vice versa can significantly improve data
quantity, even though some repetition is possible. Such bi-directional mining,
which is logical, found additional data mostly for wide domains. In narrow text
domains, the potential gain is small. From a practical point of view, the method
requires neither expensive training nor language-specific grammatical resources,
but it produces satisfying results. It is possible to replicate such mining for any
language pair or text domain, or for any reasonably comparable input data. Such
experiments are planned in future.

The results presented in Table 5 show a slight improvement in translation
quality, which verifies that the improvements to Yalign positively impact the
overall mining process. It must be noted that the above mining experiments
were conducted using a classifier trained only on the TED data. This is why the
improvements are very visible on this corpus and less visible on other corpora.
What is more improvements obtained by enriching training set were observed
mostly on wide-domain text, while for narrow domains the effects were negative.
The improvements were mostly observed on the Ted data set, because the clas-
sifier was only trained on text samples. Nonetheless, regardless the text domain,
tuning algorithm proved to always improve the transaction quality.
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Abstract. In this paper, we propose the use of automatic text clas-
sification methods to analyse variation in English-German translations
from both a quantitative and a qualitative perspective. The experiments
described in this paper are carried out in two steps. We trained classi-
fiers to 1) discriminate between different genres (fiction, political essays,
etc.); and 2) identify the translation method (machine vs. human). Using
semi-delexicalized models (excluding all nouns), we report results of up to
60.5% F-measure in distinguishing human and machine translations and
45.4% in discriminating between seven different genres. More than the
classification performance itself, we argue that text classification meth-
ods can level out discriminative features of different variables (genres and
translation methods) thus enabling researchers to investigate in more
detail the properties of each of them.

Keywords: Human and machine translation · Text classification ·
Genres

1 Introduction

Text classification is an important area of research in Natural Language Pro-
cessing (NLP) and it has been applied in a wide range of tasks such as spam
detection [1] and temporal text classification [2]. From a purely engineering per-
spective, researchers are interested in how well classification methods can dis-
tinguish between two or more classes and what kind of features and algorithms
deliver the best performance in each task. In recent work [3,4], however, state-of-
the-art text classification methods were proposed to investigate language varia-
tion across corpora. These methods were successfully applied in the identification
of languages, varieties and dialects, as well as genres.

The present study is an attempt to use the same techniques for the identi-
fication of translation varieties – translations which differ in genres, e.g. essays,
fiction,or methods, i.e. human and machine. We train classifiers to distinguish
translated texts according to either their genre or method of translation, using
the VARTRA corpus [5], a collection of English to German translations. More
than the classification results per se, we use (semi-)delexicalized representations
aiming to reduce topical bias and, therefore, levelling out interesting linguistic
features that can be further used in linguistic analysis and NLP applications.
c© Springer International Publishing Switzerland 2015
P. Král and V. Matoušek (Eds.): TSD 2015, LNAI 9302, pp. 41–50, 2015.
DOI: 10.1007/978-3-319-24033-6 5



42 M. Zampieri and E. Lapshinova-Koltunski

2 Related Work and Theoretical Background

Genre-specific variation of translation is related to studies within register and
genre theory, e.g. [6], [7], which analyse contextual variation of languages. In
lexico-grammatical terms, this variation is reflected in the distribution of lin-
guistic patterns, i.e. subject/objects, evaluative patterns, negation, modal verbs,
discourse phenomena (e.g. coreference or discourse markers).

Multilingual genre analysis is concerned with the distribution of such lexico-
grammatical patterns not only across genres but also across languages, compar-
ing the settings specific for the languages under analysis, e.g. [7] on English,
Nukulaelae Tuvaluan, Korean and Somali, [8] and [9] on English and German.
Moreover, the latter two also consider genres in translations. Applying a quan-
titative approach, Neumann (2013) [9] analyses an extensive set of features and
shows to what degree translations are adapted to the requirements of differ-
ent genres. Other scholars [10–13], also integrate register analysis in translation
studies. However, they either do not account for distributions of these features,
or analyse individual texts only. De Sutter et al. (2012) [14] and Delaere & De
Sutter (2013) [15] in their analysis of translated Dutch also pay attention to
genre variation, but concentrate on lexical features only.

Whereas attention is paid to genre settings in human translation analysis, they
have not yet been considered much in machine translation. There exist some
studies in the area of SMT evaluation, e.g. errors in translation of new
domains [16]. However, the error types concern the lexical level only, as the authors
operate solely with the notion of domain and not genre . Domains represent only
one of the genre parameters and reflect what a text is about, i.e. its topic, and fur-
ther settings are thus ignored. Although some NLP studies, e.g. those employing
web resources, do argue for the importance of genre conventions, see e.g. Santini
et al. (2010) [17], genre remains out of the focus of machine translation. In the
studies on adding in-domain bilingual data to the training material of SMT sys-
tems [18] or on application of in-domain comparable corpora [19], again, only the
notion of domain is taken into consideration.

Studies involving translation methods mostly focus on translation error anal-
ysis, and human translation serves usually as a reference in MT evaluation
tasks. Some of them do consider linguistic properties, or linguistically-motivated
errors [20,21]. The latter one includes style errors, which is partly related to
genre.

To our knowledge, the only study investigating differences between human
and machine translation is Volansky et al. (2011) [22]. The authors analyse
human and machine translations, as well as comparable non-translated texts.
They use a range of features based on the theory of translationese (see [23]
or [24]) expecting that the features specific for human translations can also be
used to identify machine translation. Some of the translationese features were
investigated using NLP techniques [25–28] similar to the ones we propose in this
paper. What is most important for our study, however, is the claim by Volansky
et al. (2011) [22] that some features of human translations coincide with those of
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machine-translated texts, whereas other features are diversifying between these
two translation methods.

3 Methods

3.1 Data

For the purpose of our study we use VARTRA [5], a corpus of multiple transla-
tions from English into German. These translations were produced by: (1) human
professionals (PT1), (2) human student translators (PT2), (3) a rule-based MT
system (RBMT), (4) a statistical MT system trained with a large quantity of
unknown data (SMT1) and (5) a statistical MT system trained with a small
amount of data (SMT2). The genres available in VARTRA are: political essays
(ESS), fictional texts (FIC), instruction manuals (INS), popular-scientific arti-
cles (POP), letters of share-holders (SHA), prepared political speeches (SPE),
and touristic leaflets (TOU). Each subcorpus represents a translation variety, a
translation setting which differs from all others in both method and genre (e.g.
PT1-ESS or PT2-FIC, etc.).

Before classification was carried out, we split the corpus into sentences (of
size between 12 and 24 tokens). This created 6,200 instances. The data was then
split into a training (80%) and a test (20%) set.

The features used in different experiments include bag-of-words (bow), word
bigrams, word trigrams and word 4-grams. The novelty of our approach is that
we substitute all nouns with placeholders in some of the experiments. This results
in what we call a semi-delexicalized text representation, which lies between fully
delexicalized representations [3] and the classical bag-of-words or n-gram lan-
guage models. Previous studies [4,29] show that named entities significantly
improve the result of text classification systems, so we decided to use this semi-
delexicalized representation to minimize topic variation. The decision was moti-
vated by both our goal of investigating translation variation influenced by both
genre and method, and our aim to obtain a robust classification method that
could perform well on different corpora.

3.2 Algorithms

We used two algorithms in our experiments. The first is a Naive Bayes (NB)
classifier using bag-of-words as features. Naive Bayes classifiers work based on
an independence assumption (the presence of a particular feature of a class is
not related to the presence of any other feature), which is particularly useful for
supervised learning and makes them extremely fast.

The second algorithm is based on a likelihood function calculated over
n-gram language models as described by Zampieri and Gebre (2014) [30]. The
language models can contain characters and words (e.g. bigrams and trigrams),
linguistically motivated features such as parts-of-speech (POS) or morphological
categories [4], or (semi-) delexicalized models such as the one we explore here.
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4 Results

In this section, we present the results we obtained in different classification
experiments. For the evaluation step we used standard NLP metrics such as
Precision, Recall and F-Measure. The linguistic analysis and discussion of the
most important differences between both method and genre variation will be
presented later in section 4.5.

4.1 Genres and Methods

The first experiment shows why it is important to use semi-delexicalized fea-
tures in a dataset that represents both dimensions of variation in translation
(genre and method). The question posed at this stage is simple: how different
are the samples with respect to methods and genres? We use the aforementioned
Naive Bayes classifier trained on (non-delexicalized) bag-of-words. In Table 1 we
present the results as well as a baseline computed based on the random assign-
ment of all documents to a particular class.

Table 1. Naive Bayes: Genres and Methods

Type Classes Precision Recall F-Measure Baseline

Genres 7 57.4% 57.8% 57.3% 14.2%
Methods 5 35.9% 36.2% 35.3% 20.0%

The results of this preliminary experiment show that the classifier was able
to distinguish between the seven translation genres with up to 57.3% F-Measure
and between the five translation methods with up to 35.3% f-measure. The
method is aided by named entities and content words that are domain specific
and, therefore, influence the performance of the classifier. Therefore, we use
placeholders to substitute nouns (both named entities and common nouns) to
minimize topical bias in the following experiments. At the same time, the results
of the present experment will allow us to compare classification performance of
non-delexicalized vs. semi-delexicalized representations.

4.2 Translation Methods

In the next experiment, we take a closer look at the differences between five
methods of translation (PT1, PT2, RBMT, SMT1 and SMT2) while minimizing
topic influence, i.e. trying to distinguish between them excluding all nouns.

The data contains outputs of two different SMT systems and in this step,
we decide to merge them into a unique class of SMT. This was mainly done to
answer the question of whether this kind of distinction is meaningful in practical
terms, and whether the outputs of SMT1 and SMT2 are significantly different.

The results (presented in Table 2) improved substantially after the grouping.
In the five-class setting the f-measure obtained for class SMT1 was the lowest of
all 26.4%, whereas the SMT class could obtain the best result in the four-class
setting (58.5%). This indicates that the outputs of both systems contain similar
features.
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Table 2. Naive Bayes: Translation Method

Classes Precision Recall F-Measure Baseline

5 35.1% 35.9% 34.9% 20.0%
4 43.2% 44.9% 43.1% 25.0%

4.3 Different Genres: Different Language?

In the next step, we try to automatically distinguish between different genres
represented in the dataset. For this experiment, we also use the semi-delexicalized
features.

Table 3. Naive Bayes: Genres in Translation

Classes Precision Recall F-Measure Baseline

7 45.5% 46.1% 45.4% 14.2%

As seen from Table 3, the automatic distinction between the seven genres
achieved ca. 45% of both Precision and F-measure. This performance is sub-
stantially above the 14.2% baseline which indicates that the genres in VARTRA
are essentially different. However, we are also interested in whether the classi-
fier’s performance for genre discrimination was consistent across all translation
methods. For this step, we perform genre classification within each translation
method (with both SMT outputs in one class) and the result can be seen in
figure 1.

The performance across all seven genres is constant regardless of the transla-
tion method applied. For example, instruction manuals (INS) followed by fiction
(FIC) are the easiest genre to identify in all four translation methods, whereas
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Fig. 1. Genre Distinction Across Method
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speech (SPE) and essays (ESS) are consistently regarded as the most problematic
ones. All the results are significantly higher than the expected baseline accuracy.
The nominal values used to generate figure 1 are presented in table 4 on a scale
from 0 to 1 with three decimal digits. The baseline we consider is once again the
majority class, 14.2% f-measure.

Table 4. Genre Distinction Across Method

Method ESS FIC INS POP TOU SPE SHA

PT2 0.399 0.533 0.595 0.372 0.421 0.346 0.536
PT1 0.314 0.606 0.664 0.456 0.425 0.371 0.507
RBMT 0.397 0.536 0.632 0.411 0.440 0.320 0.515
SMT 0.394 0.503 0.630 0.455 0.460 0.408 0.505

4.4 Human vs. Machine

In the last experiment, we investigate whether the differences between the four
translation methods are weaker than between a less fine-grained classification
into human and machine translation. For this step, we unify PT1 and PT2 into
one class, and RBMT and SMT1 and SMT2 into the other. We also tested differ-
ent sets of semi-delexicalized features, i.e. bigrams, trigrams and 4-grams to find
out which allow the best classification results, see Table 5. In all three scenarios,
the model performs above the expected baseline of 50.0% F-measure. The best
performance, however, is obtained for the trigram model (60.5%
f-measure and 61.1% precision).

Table 5. N-grams: Human x Machine

Features Precision Recall F-Measure Baseline

bigrams 53.3% 53.3% 53.3% 50.0%
trigrams 61.1% 60.0% 60.5% 50.0%
4-grams 55.2% 54.2% 54.7% 50.0%

As the amount of training data is not large, from 4-grams onwards the method
seems to suffer from data sparsity and as can be expected, performance drops.

4.5 Feature Analysis

This section aims to identify the most informative features from the semi-
delexicalized n-grams in our experiments. This step is manual and carried out by
looking through the most informative features and thus discriminative for cer-
tain genres and methods in our translation data. We evaluated the trigrams, as
the performance of trigram models achieved the best results in the classification
task. The list of the features specific either to human or machine translation is
shown in Table 6. Using the same strategy, we generate a list of features dis-
criminating genre pairs (for the sake of space, we display political essays and
fictional texts) in Table 7.
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Table 6. Features discriminating between human and machine translations

human machine

full nominal phrase full nominal phrase
(with def./indef. modif.) (with def./indef./poss. modif.)

personal reference personal reference
(1st pers. plural) (1st pers. sg)

extended reference (demonst.) extended reference (pers.)

prepositional phrase prepositional phrase
with local meaning with different meanings

discourse markers discourse markers
with additive meaning with adversative meaning

Table 7. Features discriminating between political essays and fictional texts

ESS FIC

passive constructions active verbs
modal verbs with the meaning
of volition and obligation
to-infinitives

prepositional phrase predicative adjectives

demonstrative reference personal reference

discourse markers discourse markers
with additive meaning with adversative meaning

Semi-delexicalized trigrams consist of a sequence of words and placeholders,
e.g. können PLH PLH, zu erfüllen hat, das PLH, aber, etc. Intuitively, we try to
recognize more abstract categories, i.e. modal verbs with the meaning of possibil-
ity, infinitive clauses, discourse markers with adversative function for the given
trigrams. As seen from the lists, both translation methods have similar discrim-
inating features, i.e. full nominal phrases, coreferring expressions, prepositional
phrases and discourse markers. However, the differences between them can be
identified on a more fine-grained level: if we take into account morphological
preferences and the scope of referring expressions, the meaning of prepositional
phrases and discourse markers. All these phenomena seem to be related to par-
ticipants and structures of textual discourse.

The features that turn out to be specific for genres include verbs and verbal
constructions, further types of phrases, and also different types of coreferring
expressions and discourse markers. Genre-discriminating features are also, as in
case of methods, on a more fine-grained level. However, the level of description
is not on morphological, but rather on syntactic level (active vs. passive, prepo-
sitional vs. adjectival phrases). Moreover, they describe rather processes than
participants of discourse. The last features coincide in both tables (additive vs.
adversative construction), which means that they are informative in both genre
and method classification.

Our preliminary observations on features coincide with the results of empiri-
cal analyses on genres, e.g. those obtained by Neumann (2013) [9]. For instance,
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the author point to personal pronouns, predicative adjectives, mental and ver-
bal processes as indicators of narration and casual style which are specific for
fictional texts. Polticial essays, which are characterized as expository texts with
rather neutral style, contain relational processes, verbs of declarative mood, fre-
quent nominalsations and almost no personal pronouns.

We believe that we need a more detailed analysis of the resulting features
to have firm basis to build upon in our final conclusions on the features. For
instance, the definition of mood and tense of verbal phrases, as well as their
membership in a certain semantic verb class would contribute to a better spec-
ification of genres. Moreover, this step can be automatized with the help of
existimg morphological tools, taggers and wordnets, which is however, beyond
the scope of the present paper.

The resulting lists of features can be beneficial for not only genre classification
task but also for machine translation task, as they can help to automatically
differentiate between human and machine translation.

5 Conclusion and Outlook

This paper is, to our knowledge, the first attempt to use text classification tech-
niques to discriminate methods and genres in translations and to identify their
specific features and relevant systemic differences in a single study. We report
results of up to 60.5% F-measure in distinguishing human and machine transla-
tions and 45.4% in discriminating between seven different genres.

We used different algorithms and sets of features to study variation in English-
German translation data. For that we used not only the classical bag-of-words
and n-gram language models but also the use of (semi-)delexicalized representa-
tions along with classical bag-of-words and n-gram language models, which helps
us to decrease the thematic bias in classification. The aim was both the discrim-
ination of methods and genres per se, and also the identification of relevant
systemic differences across genres and methods of translation.

The results of our analysis can find application in both human and machine
translation. In the first case, they deliver valuable knowledge on the translation
product, which is influenced by the methods used in the process and the context
of text production expressed by the genre. In case of machine translation, the
results will provide a method to automatically identify genres in translation data
thus helping to separate out-of-genre data from a training corpus.

The aforementioned practical applications of the results are part of our future
work, which will also include tests with other classification algorithms such as
the popular support vector machines [31] used in Petrenz and Webber (2012)
for a similar task [32]. We also plan to automate the generation of more abstract
categories for the informative features as well as to experiments other kinds of
de-lexicalized representations such as the one used by Quiniou et al. (2012) [33].
Finally, we would like to carry out further and more detailed linguistic analysis.
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Abstract. Many fashion magazines are available, and exclusive models
in each magazine have a particular image. Readers of fashion magazines
purchase fashion items by referencing the outfits worn by exclusive mod-
els. However, fashion recommendation systems for items based on the
characteristics of an exclusive model do not exist on online shopping
sites. Therefore, we propose an image extraction-based fashion recom-
mendation system that considers information about the items worn by
a model in a magazine. This study has performed an image extraction
with a model based on this concept.

Keywords: Fashion item recommendation · Extracting characteristic ·
Text mining

1 Introduction

Currently, various fashion magazines are published all over the world. In Japan,
more than 100 fashion magazines target different groups based on various cat-
egories such as age and taste. Presumably, people purchase and read fashion
magazines to learn about latest fashion trends so that they can make purchases
that reflect latest style trends.

When making this process, the reader may focus on fashion items or coor-
dinates worn by an exclusive model. A model under contract to a particular
fashion magazine is referred to as an exclusive model. Previous research [7] has
suggested that information about readers’ preferred models may be the most
important factor influencing purchasing decisions. For example, if readers prefer
a feminine kawaii style, they will like models with a similar style and will pay
particular attention to the outfits worn by such models. Thus, readers are more
likely to purchase such outfits. Therefore, an effective recommendation system
would present items related to a reader’s preferred model.

We focus on exclusive models and the items worn by them in fashion maga-
zines. The proposed method uses data accumulated from magazine articles that
link to Internet-based information about specific brands. Here, the objective is
to construct vector models. We adopt two approachesitem name-based approach
c© Springer International Publishing Switzerland 2015
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and description-based approach. The item name-based approach focuses on an
item’s caption or name, e.g., “leather mini skirt black.” Typically, item captions
include information as material (leather) and silhouette (mini). Name-based
information helps distinguish particular characteristics of models. For exam-
ple, although the word sexy may co-occur with a luxurious style, it would not
co-occur in the description of kawaii items, which present a more girlish style.
Therefore, by focusing on item captions, we can detect a model’s particular
fashion sense. The details-based approach analyzes item descriptions, e.g., “in a
sensational twist, we have topped off this head-turner dress with lovely lace for
an airy finish.” Such descriptions include more subjective information related to
impression (i.e., head-turner, lovely, and airy) than item captions. By consider-
ing such information and generating the vectors of exclusive models, it will be
possible to acquire appropriate knowledge for fashion item recommendations.

2 Previous Research

Various studies on fashion recommendation systems have been published
[1][4–6]. However, we focus on two studies that investigated the componential
design element of fashion items such as color, material, detail and silhouette,
and so on. These elements are essential for characterizing fashion items. Liu et
al. proposed “the magic closet,” a fashion recommendation system for particular
occasions [3]. When a particular occasion such as a wedding, shopping expedi-
tion, or date is designated, the system recommends the most suitable clothes
from a user’s photo album or an online shop. This recommendation system
focuses on particular fashion item characteristics, i.e., componential elements.
For example, bright colors are appropriate for weddings and dark colors are
appropriate for funerals. To select and recommend the most suitable fashion
items, detailed information about a specific occasion is required.

Kamma et al. also proposed a recommendation system that focuses on com-
ponential elements[2]. Their system targets people who are not interested in fash-
ion and have difficulty selecting appropriate outfits for specific occasions. The pro-
posed system relies on “awareness” to recommend coordinated fashion items. The
“awareness” is a fashion coordination not to wearing. In their system, a detailed
description of the componential elements is important, e.g., puffed sleeves. Image
keywordsare selectedon thebasis of descriptions.The systemuses six target images:
classic, elegant, romantic, ethnic, sporty, and masculine. The objective of their sys-
tem is to select an image thatmatches the componential elements of items in auser’s
wardrobe. For example, if the user has a top with puffed sleeves, the appropriate
imagewouldbe elegant or romantic; therefore, the systemwould select a flared skirt
because it is more elegant than most pants.

However, these studies have limitations with regard to determine a necessary
componential element and its particular instance. For example, Kamma et al.
dealt with puffed sleeves as an instance of detail and annotated this characteris-
tic for items with this particular type of sleeve. Then, this characteristic was used
to associate the item with such sleeves with a particular image, e.g., romantic.
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The selection of a specific instance becomes an important issue. Puffed sleeves
may be appropriate for detecting a romantic image; however, they do not con-
tribute to the detection of images that are not among the six target images, e.g.,
a gothic image. For a gothic image, “bell sleeves” may be appropriate. However,
this characteristic was not included in their study. In other words, their method
cannot resolve all situations because they employed a limited number of charac-
teristics. Thus, controlling the types of elements automatically is important in
a recommendation system. We propose to extract the necessary elements from
the text information linked from fashion items automatically.

Furthermore, we focus on the features associated with exclusive models. To
recommend items, the system requires a combination of all items in a database.
However, many recommended combinations are not particularly helpful, e.g., a
white T-shirt and denim pants is an obvious combination. To avoid obvious com-
binations, we propose weighing the combinations worn by a particular exclusive
model. Users tend to see their favorite models repeatedly wearing particular out-
fits and thus buy them. Focusing on this tendency and weighing combinations is
important to ensure that recommendations match a user’s preference. Therefore,
we consider componential elements and extract some rules from numerous item
descriptions accumulated from the web.

3 Proposed Method

The proposed method identifies the items worn by an exclusive model in a fashion
magazine and searches for these items on online shopping sites. By using results
from item names, we extract item descriptions to perform analysis using two meth-
ods.

The definite methods is shown below.

– Method 1:find a feature of the model from an item name
– Method 2:find a feature of the model from an item description

The term ‘feature’ of a model means features of the fashion items which she
wears in the magazine in the broadest sense of the word. In our definition, various
features exist because of the broadest sense. Styles such as girly are a kind of
feature. The details of the item, e.g., ribbon and sleeve, are also regarded as the
same. We can find a broad range of features because the diversity depends on
the words included in item names and item descriptions.

3.1 Acquiring Item Name and Description

In this section, the acquisition of item names and descriptions is described.
Typically, in fashion magazines, basic information, i.e., item name, brand, and
price, are provided in a description next to the picture of an item. However,
detailed information such as the silhouette and the material’s pattern are not
included. Therefore, we searched for items on online shopping sites using this
basic information of the item worn by the model.
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Table 1. Attribute dictionary and number of words

AD Num. of words AD Num. of words AD Num. of words

Item 788 Pattern 217 Trend 2

Detail 657 Color 420 Size 13

Silhouette 107 Season 6 Impression 30

Technology 72 Brand 106 Other 30

Material 1,517 Country 2 Unnecessary-Unknown 138

We acquired information from the February to November 2014 issues of a
women’s fashion magazine for items worn by 21 exclusive models. Based on this
information, we found 10,496 items by searching online shopping sites. First,
we searched for the brand name and then narrowed the search to target spe-
cific information such as item category, sleeve length, color, and pattern. After
determining that an item existed on an online shopping site, the item name and
description were extracted.

3.2 Finding the Features of the Model from an Item Name

In method 1, for the extracted item name (Section 3.1), tagging is performed
automatically using the attribute dictionary(AD) as shown in Table 1. The
attribute dictionary was created using apparel-related books and a fashion ter-
minology dictionary. The attribute dictionary contains 15 attributes, i.e., item
name detail, silhouette, technology, material, pattern, color, season, brand, coun-
try, trends, size, impression, other, and unnecessary-unknown. From these
attributes, 776 tags comprising attribute words were generated.

3.3 Finding the Feature of the Model from the Item Description

In method 2, we used the MeCab morphological analyzer to analyze item descrip-
tions (Section 3.1). The nouns and adjectives obtained from the analysis were
used as feature words because these parts of speech represent important features,
impressions, and item atmosphere. Note that 2,732 types of feature words were
extracted. However, there were significant numbers of unknown words and ortho-
graphic variants. Consequently, after creating a user dictionary, we corrected the
orthographic variants and reduced the number of feature words to 2,568.

3.4 Creating a Fashion Style Vector

A fashion style is indicated by some terms such as casual and girly. Consequently,
we counted the co-occurrence of content words. This can be represented by a
weighted vector using each characteristic word.

When it is assumed that model A’s image is boyish, the model’s vector and
a boyish vector should consist of a similar element. In this study, the goal was
to obtain a rule such as “In speaking of boyish, it’s Ms. model A.” However, it is
difficult to evaluate such obtained rules individually. We attempted to evaluate
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Table 2. Attribute word count for each exclusive model

EM Count EM Count EM Count EM Count EM Count EM Count EM Count

A 256 D 447 G 583 J 390 M 56 P 37 S 20
B 263 E 472 H 192 K 522 N 39 Q 35 T 10
C 286 F 217 I 391 L 370 O 44 R 30 U 9

Table 3. Exclusive models and normalization of the count each attribute
words(thousand-fold)

flare(S) tight(S) skirt(I) pants(I) skinny(I) sweatshirt(I) pullover(I)

A 0.03 0.01 0.09 0.05 0.01 0.02 0.11
B 0.04 0.03 0.06 0.05 0.03 0.00 0.10
C 0.03 0.01 0.05 0.03 0.01 0.00 0.09
D 0.03 0.02 0.05 0.01 0.01 0.00 0.14
E 0.04 0.04 0.06 0.02 0.00 0.12 0.13

EM F 0.00 0.02 0.05 0.07 0.02 0.02 0.23
G 0.01 0.02 0.08 0.02 0.02 0.05 0.18
H 0.09 0.03 0.13 0.06 0.01 0.03 0.13
I 0.04 0.01 0.05 0.04 0.01 0.04 0.30

L 0.05 0.02 0.06 0.01 0.01 0.04 0.21

fashion style vectors by considering whether there is a degree of commonality
among elements.

To create a fashion style vector, many images used in the feature of the title
and subtitle of a women’s fashion magazine were used as reference. The resulting
images can be classified as Otona feminine[adult-like feminine], feminine, Otona
Kawaii [adult-like cute], cute, mature, Otona girly [adult-like girly], girly, Otona
casual [adult-like casual], casual, Otona sexy [adult-like sexy], sexy, masculine,
and boyish.

4 Experiment

Here, we discuss the results of the image evaluation obtained using the methods
described in Section 3.

4.1 Method 1 Data

The attribute words obtained for each exclusive model(EM) are shown in
Table 2. The attribute words in Table 2 represent numbers of attribute
occurrences.

The numbers of attribute occurrences for Model M, N, ..., U are not enough
to perform experiment. Therefore, in this study, experiment was performed using
1,269 item names for the top 12 exclusive models.

A normalized number of occurrences of attribute words for each exclusive
model is shown in Table 3. S is Silhouette, and I is Item.

Using data in Table 3, Equations (1) and (2) were used to extract the char-
acteristics of each exclusive model. The value of the normalized in Equations
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Table 4. Total feature word count for each exclusive model

EM Count EM Count EM Count EM Count EM Count EM Count EM Count

E 2291 D 2297 L 1733 A 1172 M 293 P 146 S 59
G 2628 I 2041 B 1540 F 1173 N 215 Q 278 T 58
K 2592 J 1857 C 1403 H 777 O 138 R 133 U 28

(1) and (2) means each of the values in Table 3. Moreover, σ means standard
deviation. Supposing that our data fit to a normal distribution, approximately
95% words lie within two σ and 68% words include within one σ. Thus, these
values could become criteria for distinguishing models because the rest of the
distribution is rare or relatively rare case.

However, in the case of n = 2 in Equation (1), the number of attribute words
was extremely small; thus, it was difficult to perform experiment. In addition,
fewer attribute words are applicable to n = 1 and n = 2 in Equation (2). This
also impedes experiment. Therefore, only data for attribute words that apply to
n = 1 in Equation (1) were used for experiment. The extracted attribute words
were used to construct a vector for each exclusive model.

The value of the normalized ≥ Average + σ ∗ n(n = 1, 2) (1)

The value of the normalized ≤ Average + σ ∗ n(n = 1, 2) (2)

4.2 Method 2 Data

The total count of exclusive model feature words is shown in Table 4.
From Model M to Model U, the number of occurrences of feature words is

less than or equal to 500. In addition, there were fewer occurrences of these
words; thus, it was difficult to perform experiment. Therefore, experiment was
performed using item description data from 1,269 items.

The normalized number of occurrences of feature words for each exclusive
model is shown in Table 5.

To extract the characteristics of each exclusive model, data shown in Table 5
were used with Equations (1) and (2). However, for n = 2 in Equation (1), the num-
ber of true attribute words was extremely small; thus, it was difficult to perform
experiment. In addition, fewer attribute words apply to n =1 and n = 2 in Equa-
tion (2), which also impedes experiment. Therefore, only attribute word data that
apply to n = 2 were used with Equation (1). The extracted feature words were used
to construct a vector for each exclusive model.

4.3 Image Score

The exclusive model vector and a fashion style vector for each image were com-
pared. The comparison of the exclusive model vector and fashion style vector for
Model A is shown in Table 6.

Using data in Table 6, the image score(IS) for each exclusive model is cal-
culated. In the scoring method, the attribute words for each image are used to
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Table 5. Exclusive models and normalization of feature word count (thousand-fold)

flare tight skirt pants cute ladylike feminine

E 0.0 0.0 0.0 0.0 12.2 0.0 4.8

G 0.0 9.9 24.4 0.0 7.2 0.0 0.0

K 9.3 0.0 0.0 0.0 0.0 7.7 4.2

D 0.0 0.0 0.0 0.0 6.5 0.0 4.8

I 0.0 0.0 0.0 15.2 8.3 0.0 0.0

EM J 0.0 8.1 23.7 0.0 7.6 7.5 0.0

L 8.1 6.3 21.9 0.0 0.0 8.7 0.0

B 6.5 0.0 25.3 12.3 0.0 0.0 5.2

C 0.0 0.0 0.0 0.0 9.3 0.0 4.3

H 0.0 0.0 33 0.0 0.0 0.0 0.0

examine the rank at which the buyer appears. This is calculated using the weight
in the following equation.

IS = Property value of 1st ∗ 1 + Property value of 2nd ∗ 1
2

+ ... + Property value of nth ∗ 1
n

(3)

The first property value in Equations (3) corresponds the value(0.061) in the
first rank inTable 6.For example,Feminineappears seven times (except7th rank).
By using these values, we can calculate the IS value about Feminine as follows.

IS = 0.061∗1+0.041∗ 1
2
+0.023∗ 1

3
+0.020∗ 1

4
+0.017∗ 1

5
+0.016∗ 1

6
+0.009∗ 1

8
(4)

We calculated the image score of fashion style vector in a similar manner
for the model vector described in Section 4.2. The IS values for each image of
Model A obtained using methods 1 and 2 are shown in Table 7. CD and CR
stand for Correct Data and Comparison Result, respectively.

4.4 Evaluation

An evaluation was performed using the attribute and characteristic words for
items worn by 12 models, the IS values for each exclusive model image, and
required data, which were obtained from women’s fashion magazines from
2011-2014. This data were obtained by examining the image title and subtitle
features listed for each exclusive model.
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Table 6. Comparison of exclusive model vector and fashion style vector

Rank Rule Attribute value Image

1 Basic-Item(Trend) 0.061 Girly Cute Feminine

2 Tops(Item) 0.041 Girly Feminine Sexy

3 Blouse(Item) 0.023 Adult-like Girly Adult-like Casual Feminine

4 Inner(Item) 0.020 Adult-like Casual Feminine

5 Cocoon(Silhouette) 0.017 Feminine Casual

6 Flower(Pattern) 0.016 Feminine Casual

7 Different material(Material) 0.014 Adult-like

7 Pointed(Silhouette) 0.014 Mannish Casual

8 Shirring(Detail) 0.009 Feminine

Table 7. Image Score and Comparison result

method 1 method 2

Image IS CD CR Image IS CD CR

Feminine 0.101 1 1 Cute 0.021 0 0

Cute 0.089 0 0 Casual 0.015 0 0

Girly 0.081 1 1 Feminine 0.013 1 1

Casual 0.074 0 0 Boyish 0.012 0 0

Mannish 0.063 0 0 Adult-like 0.012 0 0

Adult-like Casual 0.028 1 1 Girly 0.011 1 1

Sexy 0.020 0 0 Adult-like Casual 0.001 1 1

Adult-like Girly 0.008 0 0 Adult-like Feminine 0.000 1 0

Adult-like 0.007 1 1 Adult-like Cute 0.000 0 1

Adult-like Feminine 0.000 1 0 Adult-like Girly 0.000 0 1

Adult-like Cute 0.000 0 1 Adult-like Sexy 0.000 0 1

Adult-like Sexy 0.000 0 1 Sexy 0.000 0 1

Boyish 0.000 0 1 Mannish 0.000 0 1

The comparison was performed using the obtained data and the IS for each
image. In the correct data, if an image exists as 1, otherwise, as 0. If the correct
data is 1 and the IS is not 0, then it is correct and the result of the comparison
is 1. Moreover, if the correct data is 0 and the IS is 0, then it is correct and
the result of the comparison is 1. Otherwise, it is incorrect, and the result of the
comparison is 0. The results of comparison for Model A obtained using methods
1 and 2 are shown in Table 7.

The concordance rate and precision were calculated. The concordance rate
was calculated using the total results of comparison for 13 types of image. The
concordance rate is expressed by Equation (5). Precision was calculated using
the total results of comparison for an image with an IS value that is not 0.
Precision was calculated using Equation (6). n is a number of image IS is not 0.

Concordance rate =
13 kinds of image comparison result of total

13
(5)

Precision =
n kinds of image comparison result of total

n
(6)
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Table 8. Concordance rate and precision

method 1 method 2

EM Concordance rate Precision EM Concordance rate Precision

E 0.692 0.750 D 0.692 0.500

D 0.692 0.500 E 0.615 0.500

H 0.538 0.400 A 0.615 0.429

A 0.462 0.333 B 0.692 0.429

G 0.462 0.300 H 0.539 0.400

I 0.538 0.286 F 0.769 0.333

B 0.538 0.250 I 0.539 0.333

K 0.538 0.167 C 0.539 0.286

C 0.385 0.143 G 0.462 0.250

F 0.385 0.111 K 0.462 0.143

J 0.538 0.000 J 0.615 0.000

L 0.538 0.000 L 0.462 0.000

Ave. 0.526 0.270 Ave. 0.583 0.300

An evaluation was performed using the obtained concordance rate and pre-
cision.

4.5 Evaluation Results

Using Equations (5) and (6), we determined the concordance rate and precision.
The concordance rates and precisions for each exclusive model obtained using
methods 1 and 2 are shown in Table 6 in the descending order of precision.

4.6 Discussion

The proposed method did not result in good precision. We performed two exper-
iments, and the results showed nearly the same tendency. However, the results
obtained with method 2 were slightly superior to those obtained with method 1.
Thus, there is room for improvement. Here, we consider two points.

The first point relates to the appearance of words for specific styles, i.e.,
casual and cute. These two styles (words in this case) occur frequently in our
description text, and many words (characteristics) co-occur with these two styles.
Note that in our evaluation, we attempted to determine IS values that are
greater than 0. Therefore, a few observations, even only one time, may lead to
wrong detection. If we consider the casual and cute styles, we must adopt an
appropriate threshold to improve precision. Note that ISs for casual and cute
are labeled incorrectly in Table 7.

The second point is what we refer to as a leakage problem. When constructing
data, we attempted to link items in a magazine to real items on the web. How-
ever, we cannot link all items because they may be sold out or may not be treated
in the first place. Therefore, we could not determine the clear differences between
exclusive models. In other words, without increasing the amount of data to miti-
gate leakage, the results obtained using the accumulated data tended to be worse.
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However, some good values were obtained, e.g., CR reached 0.769 for model F using
method 2 (Table 8).

To address these problems, we must consider similar items will be linked
to instead of the linkage items. However, this procedure is maybe subjective
and annotations may differ among annotators. By carefully implementing this
procedure, we hope to report better precision in future.

5 Conclusion

We attempted to use magazine data and model characteristic data to recom-
mend fashion items. We have proposed two methodsitem-name-based method
and description-based method. However, with the exception of a few cases, we
did not obtain good results. In addition, we did not examine the differences
between the two methods. Although our results were not satisfactory, we have
identified a possible improvement that can be implemented in future studies, i.e.,
setting a threshold. After implementing this improvement, we hope to report a
useful fashion item recommendation system.
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Abstract. In this paper we study the effects of various segment rep-
resentations in the named entity recognition (NER) task. The segment
representation is responsible for mapping multi-word entities into classes
used in the chosen machine learning approach. Usually, the choice of a
segment representation in the NER system is arbitrary without proper
tests. Some authors presented comparisons of different segment repre-
sentations such as BIO, BIEO, BILOU and usually compared only two
segment representations. Our goal is to show, that the segment represen-
tation problem is more complex and that the proper selection of the best
approach is not straightforward. We provide experiments with a wide set
of segment representations. All the representations are tested using two
popular machine learning algorithms: Conditional Random Fields and
Maximum Entropy. Furthermore, the tests are done on four languages,
namely English, Spanish, Dutch and Czech.

1 Introduction

Named entity recognition (NER) is a standard task of natural language process-
ing. NER system searches for expressions of special meaning such as locations,
persons, or organizations. These expressions often hold the key information for
understanding the meaning of the document.

In this paper, we focus on one of many design aspects of a NER system:
segment representation of multi-word entities. Many entities consist of multi-
ple words (e.g. Golan Heights). If we use machine learning approach for NER,
it is necessary to assign exactly one class to each token (word) in the corpus.
The simplest way is to have one class for each type of named entity (and one
extra type for normal words). This solution has a major limitation – it is not
possible to correctly encode subsequent entities of the same type, e.g “... the
Golan Heights Israel captured from ...” from CoNLL-2003 dataset where Golan
Heights and Israel are both the location type. The result would look like this
“... word Location Location Location word word ...”. Another motivation for
more complex segment representations is that they can increase recognition per-
formance (please note that we will use word performance in the meaning of an
ability to recognize the named entities correctly not in the meaning of compu-
tational speed). For example, the recognition rules may differ for the first word
c© Springer International Publishing Switzerland 2015
P. Král and V. Matoušek (Eds.): TSD 2015, LNAI 9302, pp. 61–70, 2015.
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and subsequent words of an entity. A segment representation that distinguishes
the beginning of an entity then may help with the recognition. The idea can be
further extended by more complex segment representations.

In this paper we study effects of several segment representations on multiple
languages using various machine learning (ML) approaches. The experiments
with multiple languages are motivated by the fact that entities are very often
proper names and different languages have very different rules for writing proper
names. For example in English, all words except prepositions and conjunctions
usually start with uppercase letter while in Czech only the first word starts with
the uppercase letter, e.g. Česká národńı banka in Czech and Czech National
Bank in English. We use English, Spanish, Dutch and Czech corpora for our
experiments.

Experiments with multiple ML approaches are important, because the opti-
mal representation may vary for different methods. For our experiments we have
chosen the Maximum Entropy (ME) [1] as a representative of classification meth-
ods and Conditional Random Fields (CRF) [2] as a representative of sequential
methods.

The rest of the paper is organized as follows. Section 2 is devoted to the
description of the segment representations. Section 3 is an overview of the related
work. The NER system is described in Section 4. Section 5 gives a brief overview
of the corpora used in our experiments. Section 6 describes our experiments and
presents and discusses the results. The last section summarizes our findings.

2 Segment Representations

As we have pointed out, there are multiple models for representing multi-word
named entities (or more generally multi-word expressions). All the models (except
the simplest one) use more than one tag for each type of named entity,
e.g B-PERSON, I-PERSON for PERSON named entity. To our best knowledge,
the most complex model uses 4 tags for each entity (plus one for not-an-entity tag).
As already shown in the example, the tags are usually distinguished by a single let-
ter prefix. The prefixes have a meaning of relative position in the named entity. The
following list summarizes commonly used prefixes.

B (Beginning) Represents the first word of the entity.
I (Inside) Represents a part of the entity, which is not represented by other

prefix.
L (Last, sometimes also End) Represents last word of the entity.
O (Outside or other) Represents word that is not a part of the entity.
U (Unit, sometimes also Word or Single token) Represents a single word enti-

ties.

As we have said earlier, these models have two major purposes. The first one
is to distinguish two subsequent entities. The model is able to do that, if it uses
at least the Outside, Inside and one of the Begin and End tags. The second one,
is to improve performance. Each tag is used as a single class in the ML methods.
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It means, that each tag represents a different set of statistics that can be used
in the decision process. The intuition tells us, that the statistics accumulated
over the corpus may be different for the first word of the entity (B), the inside
word (I) and the other cases. For example the first word of the entity has much
higher probability of having the first letter uppercase in Czech. In the following
sections, we will describe the commonly used models.

IO model is the name we use for the simplest representation, even though this
model has no well-known or widely accepted name. Each entity is represented
only by one tag, which obviously does not need any prefix. This model is
unable to decode subsequent entities of the same type, but it is not as impor-
tant as it may seem at first sight, because subsequent entities of the same
type are rare.

BIO model (or IOB) representation decodes each entity with two tags. There
are two versions of the representation. The BIO-2 uses the Begin tag for
each first word of an entity. The BIO-1 uses the Begin tag for the first word,
only if it follows entity of the same type. In other words, the BIO-1 uses the
Begin tag only if it has to distinguish subsequent entities.

IEO model is similar to the BIO representation, but it replaces the Begin tag
with the End tag. There are also two versions – IEO-1 and IEO-2. These
models have the same semantics as the BIO-1 and BIO-2 models.

BIEO model (BIOE, OBIE) representation uses both Begin and End tags.
BILOU model (C+O) representation is the most complex model used in NER.

It adds the Unit tag for single word entities.

Furthermore, we experiment with newly created representations IOU, BIOU
and OIEU models. They extend some of the previously mentioned models with
the U tag.

3 Related Work

The simplest segment representation (IO) was used by some of the first ML
systems (e.g. [3–5]).

The CoNLL-2002 and CoNLL-2003 shared tasks used the BIO representa-
tion for annotations in their corpora (IOB-1 in 2002, IOB-2 in 2003) and many
authors have adopted this model in their NER systems. The BIO model is the
most commonly used model since these conferences.

The BIEO model was used in few papers [6–8], but it is very rare compared
to the BIO model.

Some of the recent papers [9–11] adopted the BILOU representation probably
based on the comparison in [10], where a comparison of the BIO and BILOU rep-
resentation on English using CoNLL-2003 [12] and MUC-7 corpora using CRFs
is provided . The BILOU representation performed better on the MUC-7 corpus
on both (validation and test) data sets. On the CoNLL corpus, the BIO represen-
tation performed better on the validation set while the BILOU model performed
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better on the test set. The authors stated that segment representations can sig-
nificantly impact the system and concluded that the BILOU model significantly
outperforms the BIO model. The conclusion is only weakly supported by the
results, in our opinion.

An interesting study is provided in [13]. The authors present method for using
multiple segment representations together in one system. They also provide a
comparison of multiple segment representations on the biomedical domain. The
biomedical domain has different properties than the standard (news) corpora
used in NER and cannot be compared with our results.

A similar research has been done for a different task – text chunking [14]. To
our best knowledge, there are no other articles comparing segment representa-
tions in NER. We have not found any usage of representations not mentioned in
this section.

4 NER System

We use two standard machine learning systems. The first one is based on Maxi-
mum Entropy (ME) and follows the description in [1]. The second one is based
on Conditional Random Fields (CRF), similar to the baseline system in [15]. We
use the Brainy ML library [16] for this purpose.

Both methods use the same feature set which consists of common NER fea-
tures. The features are the following: words, bag of words, n-grams, orthographic
features, orthographic patterns, and affixes.

5 Corpora

Our experiments are done on four languages – English, Spanish, Dutch and
Czech. We use one corpus for each language.

For English, Spanish and Dutch we use the corpora from CoNLL-2002
and CoNLL-2003 shared tasks [12,17]. These corpora have approximately
300,000 tokens and use four entity types – person (PER), organization (ORG),
location (LOC) and miscellaneous (MISC).

For Czech we use the CoNLL format version of Czech Named Entity Corpus
1.1 [18,19]. This corpus is smaller than the CoNLL corpora and has approximately
150,000 tokens. It uses 7 classes – time (T), geography (G), person (P), address
(A), media (M), institution (I) and other (O).

All corpora use the BIO segment representation for the data. The English cor-
pus (CoNLL-2003) uses the BIO-1 representation of segments. The rest the BIO-2.
The segment representation of the corpora does not play any role in the training
or evaluation as we firstly load the corpora to inner, corpus-independent represen-
tation and then transform it into training (or validation or test) data with proper
segment representation for the given experiment.
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6 Experiments

In all the experiments, we use the standard CoNLL evaluation with precision,
recall and F-measure. We present only the F-measure because of space require-
ments. In the following sections we show two sets of experiments. The discussion
of our results is in a separate section.

6.1 Standard Partitioning

The first set of experiments is evaluated on the original partitioning of the
corpora – training, validation and test set. For our experiments, we do not need
to set any parameters based on the results on validation set. The results on the
validation set thus provide the same information as on the test set. This follows
the same procedure as in [10].

For each combination (segment representation, ml approach) we train a model
on the training data and evaluate it on the validation and test data. The results
of these experiments are shown in table 1.

6.2 Significance Tests

The results of the first experiments are in many respects indecisive. For many rep-
resentation pairs it is impossible to choose the better one (one is better on the test
set, the other one on the validation set). Thus, we decided to perform a 10 fold
cross-validation to obtain more consistent results computed on much larger data.
The advantage is that our tests do not depend on a short portion of data created
by manual corpus division.

The data are prepared by the following procedure. Firstly, we concatenate all
the data sets for each language (ordered: training, validation, test) into the data
set DAll and number all the sentences (s denotes the index of a sentence). For
fold i, i = 0, . . . , 9, the test set is DTest = {s : s mod 10 = i} and training set
DTrain = DAll−DTest. This procedure assures uniform distribution of sentences.

Each combination (segment representation, ML approach) is then tested on
each fold. We compare the different combinations using the paired Student’s
t-test. The results are shown in Table 2 for ME and in Table 3 for CRF. We use two
confidence levels α = 0.1, 0.05. The null hypothesis H0 is that there is no differ-
ence between segment representations. The alternative hypothesis H1 is that one
segment representation is significantly better than the other segment representa-
tion. Each cell contains four symbols, one for each language in the order English,
Spanish, Dutch, and Czech.

– The symbol < (resp. >) means, that the row segment representation is signifi-
cantly worse (resp. better) than the column representation. The H0 hypothesis
is rejected at both levels α = 0.05, 0.1.

– The symbol ≤ (resp. ≥) means, that the row representation is significantly
worse (resp. better) than the column representation. The H0 hypothesis is
rejected at the level α = 0.1, but we fail to reject it at the level α = 0.05.
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– The symbol = is used for representations which are not significantly better or
worse. We fail to reject hypothesis H0.

6.3 Discussion

We start our discussion with the comparison to results of [10]. They compared
BIO-1 and BILOU representations on the English CoNLL corpus using CRF. Our
experiments have similar results. The BIO-1 representation was better on the test
set, while the BILOU representation was better on the validation set. The differ-
ences slightly favor the BILOU representation, but it is unclear, if it is just a coin-
cidence or the BILOU representation is better. This conclusion is also supported
by the fact that in [10], the BILOU representation was better on the test set and
worse on the validation set (in our case, better on the validation set, worse on the

Table 1. The results of our experiments on the standard partitioning of corpora.

(a) English

ME CRF

val test val test

IO 86.89 78.66 88.98 83.64

IOU 87.16 79.94 88.75 83.60

BIO-1 86.89 78.27 88.98 83.61

BIO-2 86.86 79.15 88.08 83.74

BIOU 87.01 79.82 88.92 83.96

IEO-1 86.79 78.54 89.02 83.79

IEO-2 86.99 79.53 89.25 84.16

IEOU 86.91 79.85 89.10 83.62

BIEO 86.55 78.88 88.90 83.82

BILOU 86.42 79.50 88.84 83.47

(b) Spanish

ME CRF

val test val test

IO 64.59 70.45 74.02 79.66

IOU 63.98 70.93 73.95 79.33

BIO-1 64.46 70.35 74.38 79.80

BIO-2 63.80 71.37 74.56 79.54

BIOU 64.04 71.27 74.15 79.18

IEO-1 65.13 71.03 74.27 79.86

IEO-2 63.12 70.33 74.45 79.50

IEOU 63.39 70.76 74.44 78.96

BIEO 63.30 70.54 74.46 79.55

BILOU 63.42 70.71 74.37 79.37

(c) Dutch

ME CRF

val test val test

IO 67.25 70.09 74.31 76.34

IOU 69.28 71.85 74.39 76.62

BIO-1 67.49 70.06 74.81 76.53

BIO-2 68.31 70.45 74.37 76.23

BIOU 69.56 72.53 74.59 76.56

IEO-1 68.84 71.07 74.54 76.13

IEO-2 68.49 70.91 74.07 77.17

IEOU 69.23 72.34 73.63 76.79

BIEO 68.43 70.68 74.68 76.51

BILOU 68.78 72.08 73.82 76.82

(d) Czech

ME CRF

val test val test

IO 56.93 53.48 68.64 68.41

IOU 57.26 54.33 68.12 68.05

BIO-1 56.16 53.45 68.50 68.90

BIO-2 56.96 54.99 68.44 69.11

BIOU 58.11 55.86 68.54 70.26

IEO-1 56.75 55.42 68.30 69.34

IEO-2 56.98 55.61 68.22 70.08

IEOU 58.21 56.64 67.92 69.55

BIEO 58.40 57.21 67.58 69.61

BILOU 58.60 56.73 67.41 69.21
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Table 2. The significance tests for various segment representations using ME. Detailed
description is provided in Section 6.2.

IO IOU BIO-1 BIO-2 BIOU IEO-1 IEO-2 IEOU BIEO BILOU

IO ==== ==== ==≥= >=== ==<< <<=< ==<= ==≤≤ >=== =≥≤≤
IOU ==== ==== ==>≥ >=== ==≤= ==>= ==<= ==== >=== >===

BIO-1 ==≤= ==<≤ ==== >=<= ==<< =<=< ==<= ==<< >=== =≥<<

BIO-2 <=== <=== <=>= ==== <=≤< <=>< <≥<= <==≤ >>== =>=≤
BIOU ==>> ==≥= ==>> >=≥> ==== ==>= ===> ≤=== >=>≥ ≥===

IEO-1 >>=> ==<= =>=> >=<> ==<= ==== =><> ==<= >>=≥ ≥><=

IEO-2 ==>= ==>= ==>= >≤>= ===< =<>< ==== =≤≥< >=>= >===

IEOU ==≥≥ ==== ==>> >==≥ ≥=== ==>= =≥≤> ==== >≥=≥ >>==

BIEO <=== <=== <=== <<== <=<≤ <<=≤ <=<= <≤=≤ ==== ≤=<<

BILOU =≤≥≥ <=== =≤>> =<=≥ ≤=== ≤<>= <=== <<== ≥=>> ====

Table 3. The significance tests for various segment representations using CRF. Detailed
description is provided in Section 6.2.

IO IOU BIO-1 BIO-2 BIOU IEO-1 IEO-2 IEOU BIEO BILOU

IO ==== >>=> ≤<<≤ =<=> ===> <==≤ =<<< ==<= =<=≥ >==≥
IOU <<=< ==== <<≤< <<=< ≤<≤< <==< <<<< =<<< =<=< ==<<

BIO-1 ≥>>≥ >>≥> ==== >==> >>=> ==>= ===≤ >>== ><>> >==≥
BIO-2 =>=< >>=> <==< ==== >>== <==< ==<< ≥>≤< >=== >===

BIOU ===< ≥>≥> <<=< <<== ==== <==< ≤<<< ==<< =<== >===

IEO-1 >==≥ >==> ==<= >==> >==> ==== ==<≤ >=<= >==> >==>

IEO-2 =>>> >>>> ===≥ ==>> ≥>>> ==>≥ ==== ≥>≥> =<>> >=>>

IEOU ==>= =>>> <<== ≤<≥> ==>> <=>= ≤<≤< ==== =<>> ==>>

BIEO =>=≤ =>=> <><< <=== =>== <==< =><< =><< ==== =≥==

BILOU <==≤ ==>> <==≤ <=== <=== <==< <=<< ==<< =≤== ====

test set). The rest of the results has similar problems. For many representation
pairs, it is impossible to pick the better one.

We were not satisfied with the results of the first set of tests, because it does
not compare the representations rigorously. Thus, we proposed another approach
for segment representations comparison described in Section 6.2. It is based on
paired Student’s test and gives well-defined comparisons.

The results of the significance tests are much more convincing. On one hand,
the results provide evidence, that some segment representations are better than
others. On the other hand, we are still unable to decide for many representations
pairs, i.e. we must treat them as equal. Given these limitations, we can create a
group of representations for each language, which are at the same or better level
than all the other representations. These groups are (the bold representation has
the highest average F-measure):

English, ME: IOU, BIO-1, IEO-1, IEO-2, IEOU
English, CRF: BIO-1, IEO-1, IEO-2
Spanish, ME: IOU, BIO-2, BIOU, IOE-1, IEOU
Spanish, CRF: BIO-2, IEO-1, BIEO
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Dutch, ME: BIOU, IEO-2, BILOU
Dutch, CRF: BIO-1, IEO-2
Czech, ME: BIOU, IEO-1, IEOU, BILOU
Czech, CRF: IEO-2

Surprisingly, the IOE representations perform quite good, for Czech CRF is
the IOE-2 even significantly better than the rest. The BILOU representation, gen-
erally considered as the best choice, performed rather poorly. We can say, that the
optimal segment representation depends on both language and algorithm. We also
expect it to be dependent on the feature set.

7 Conclusion

In this paper, we provide a rigorous study of segment representations for named
entities. We experiment with ten different segment representations on the English,
Spanish, Dutch and Czech corpora using two machine learning approaches – max-
imum entropy and conditional random fields.

We performed two sets of experiments. The first one was based on the standard
partitioning of CoNLL corpora. The second one exploited 10 fold cross-validation
and evaluation using the paired Student’s t-test. The second test provides more
accurate results.

Our experiments provide an interesting evidence. The BILOU representation
ended up as the worst for English using CRF, even though it was considered bet-
ter than the commonly used BIO-1 by [10] and it is generally considered as one of
the best representations. The results presented in [10] were similar to the results
of our first set of experiments, but the second set of experiments disproved this
hypothesis. The IOE-1 and IOE-2 representations seem to be the best or at least
reasonable choice for almost all languages and methods. Surprisingly, these rep-
resentations have not been used in NER yet.

We show that choosing the optimal segment representation for named entities
is a complex problem. The optimal representation depends on the language (cor-
pus), on the approach, and very likely on the feature set. We propose a well-defined
procedure for finding the optimal representation.

Thus, the impact of the article is two fold. First, we propose a new procedure
for segment representation evaluation. Second, we recommend the use of IOE-1
and IOE-2 as they provide the most promising results in our tests.

In the future, we would like to experiment with multiple feature sets and their
relation to optimal segment representation. The relation of the data size and the
optimal representation could be also interesting.
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16. Konkol, M.: Brainy: a machine learning library. In: Rutkowski, L., Korytkowski, M.,
Scherer, R., Tadeusiewicz, R., Zadeh, L.A., Zurada, J.M. (eds.) ICAISC 2014,
Part II. LNCS, vol. 8468, pp. 490–499. Springer, Heidelberg (2014)

17. Tjong Kim Sang, E.F.: Introduction to the conll-2002 shared task: language-
independent named entity recognition. In: Proceedings of the 6th Conference
on Natural Language Learning. COLING 2002, Stroudsburg, PA, USA, vol. 20,
pp. 1–4. Association for Computational Linguistics (2002)
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Abstract. Corpus-based research demonstrates an existence of a mutual
interaction of bridging anaphoric relations in the text and sentence infor-
mation structure. The research is carried out on large corpus data of the
Prague Dependency Treebank 3.0 that contains almost 50 thousand sen-
tences with manual annotation of both sentence information structure and
bridging anaphora. We investigate in which way the bridging anaphora
relations interconnect contextually bound and non-bound sentence items
and how such types of connections contribute to the text coherence.

Keywords: Text coherence · Bridging anaphora · Sentence information
structure · Topic-focus articulation · Prague dependency treebank

1 Introduction

The paper investigates the relation between two language phenomena: sentence
information structure and bridging anaphoric text relations. Both of them have
been studied as individuals in many research papers but in mutual interaction,
they have been investigated only in the last recent years: so far, the theme of
their interplay (on large corpus data) is elaborated especially by Hajičová [1], [2]
or [3]. Hajičová principally deals with the relation between sentence information
structure and coreference (and anaphora) and discourse relations. She analyzes
e.g. under which circumstances, the anaphoric links lead from the sentence items
that are contextually non-bound in terms of sentence information structure. In
doing so, Hajičová emphasizes the need of complex text study, i.e. the need of
exploration of the mentioned language phenomena in cooperation and mutual
interaction because the text coherence results from the interplay of the individual
intra- and inter-sentential phenomena.

For studying text coherence that covers several language areas or phenomena,
it is necessary to use language data annotated on multiple language levels and
planes. Nowadays, there are some corpora and computer programs enabling to
see a mutual interaction of more individual language phenomena in a text at
once, see [4], [5] or [6].
c© Springer International Publishing Switzerland 2015
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One of the richest corpora (i.e. corpora with various types of annotation) is
the Prague Dependency Treebank (PDT) [7]. It contains language annotation
on morphological, analytical (surface syntactic) and tectogrammatical (deep syn-
tactic) levels and includes, among others, manual annotation of sentence infor-
mation structure, coreference and anaphoric relations, text genres and discourse
relations. Therefore, the Prague Dependency Treebank is an ideal data source
for our investigation of the interplay between bridging anaphoric relations and
sentence information structure. In the paper, we examine the texts in Czech,
but our methods may be used also for other languages in similarly annotated
corpora.

2 Aim of Work

The main aim of the paper is 1) to find out whether and how the two language
phenomena cooperate in a text; 2) to demonstrate linguistic and computational
methods that may be used for further research of the language phenomena inter-
play; 3) to contribute to the general discussion on text coherence, i.e. how these
two phenomena participate in text coherence.

When starting our analysis, we have concentrated on several crucial issues
or questions. One of the most important is whether the bridging anaphoric links
connect rather contextually bound sentence members (mutually) or rather con-
textually non-bound sentence members (mutually) or whether they rather inter-
connect both, i.e. contextually bound sentence members with the contextually
non-bound sentence members.

Another aspect we focused on is whether the bridging anaphoric links operate
within a Topic and Focus of the sentence in the same way.

Our assumption is that there will be more bridging anaphoric relations
leading from the contextually bound sentence members (contrastive and non-
contrastive, see the Section Annotation of Sentence Information Structure)
looking for the connection with the previous (con)text than leading from the
contextually non-bound sentence members. The reason is, in very simple terms,
that the contextually bound sentence items often bring old and known informa-
tion (deducible from the previous (con)text) while the contextually non-bound
items often bring new and unknown (non-deducible) information.

3 Language Material – the Prague Dependency Treebank

To answer the above questions, we have analyzed the data from the Prague
Dependency Treebank 3.0 (containing almost 50,000 sentences: 833,195 word
tokens in 3,165 documents), a multilayer annotated corpus of Czech newspaper
texts. As mentioned above, PDT contains various types of language annotations:
among others, also manual annotation of sentence information structure and
manual annotation of bridging anaphora.
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3.1 Annotation of Sentence Information Structure

The annotation of sentence information structure in PDT is based on the theory
of Functional Generative Description (FGD) [8]. During the annotation, the
sentence items (nodes in a dependency tree) have been labeled as one of these
three options:

a) non-contrastive contextually bound nodes (marked as t )1;
b) contrastive contextually bound nodes (marked as c )2;
c) contextually non-bound nodes (marked as f )3.

For the examples of t , c and f nodes, see Figure 1. Contextually bound
sentence items (contrastive or non-contrastive) are typical members of the sen-
tence Topic. Contextually non-bound sentence items are typical members of the
sentence Focus. For more details, see the annotation manual [9].

3.2 Annotation of Bridging Anaphora

Annotation of bridging anaphora (some authors use also other terms like indi-
rect anaphora or associative anaphora) in PDT was carried out according to
Nedoluzhko [10]. Bridging anaphoric relations in PDT annotation are considered
the semantic or pragmatic relations between non-coreferential entities (nodes in
a dependency tree) that participate in the text coherence. PDT contains the
following types of such relations [11]: PART – WHOLE (e.g. room – ceiling),
SUBSET – SET (students – some students), FUNCTION (state – president),
CONTRAST (for coherence relevant discourse opposites; e.g. this year – last
year), ANAF (for explicit anaphoric relations without coreference or one of the
semantic relations mentioned above; e.g. rainbow – that word), REST (further
underspecified group). The bridging anaphora contains both inter- and intra-
sentential relations.
1 Non-contrastive contextually bound expressions are expressions (both expressed and

absent in the surface structure of the sentence) that introduce in the text some given
information . Such expressions are repeated from the preceding text (not necessarily
verbatim), they are deducible from it (e.g. using coreferential or inferential relations),
or somehow related to a broader context. [9]

2 A contrastive contextually bound expression is usually a choice from a set of alterna-
tives. This set need not be explicitly specified in the text. A contrastive contextually
bound expression can refer to a larger text segment and does not have to be deducible
from the immediately preceding textual context. [...] The occurrence of a contrastive
contextually bound expression is primarily determined by the thematic structure
(progression) of the text. Contrastive contextually bound expressions usually occur
in enumerations, at the beginning of paragraphs etc. In the spoken form of an utter-
ance the contrastive contextually bound expression carries an optional contrastive
stress. [9]

3 Contextually non-bound expressions are expressions (both expressed and absent in
the surface structure of the sentence) that represent in the text some unknown, new
facts, or introduce known facts in new relations, i.e. they express information not
deducible from context. [9]
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Table 1. Numbers of occurrences of contextually bound (contrastive and non-
contrastive: c , t ) and non-bound ( f ) sentence items interlinked with bridging anaphoric
relation (in the Prague Dependency Treebank).

f (from) t (from) c (from) To (in total)
f (to) 12,485 4,428 2,095 19,008
t (to) 7,091 4,348 1,720 13,159
c (to) 2,248 809 639 3,696
From (in total) 21,824 9,585 4,454 35,863

4 Methods

The aim of our work is to find out how the bridging relations in text correspond
to the sentence information structure.

We may imagine the bridging relation as an arrow with two important aspects
concerning sentence information structure: 1) where the bridging arrow leads
FROM (i.e. whether rather from contextually bound or non-bound sentence
items) and 2) where it leads TO (i.e. whether rather to contextually bound or
non-bound sentence items).

To answer both questions, we have compiled a table (see Table 1) expressing
all mutual possibilities of how many bridging anaphoric relations occur among
contextually bound (non-contrastive; contrastive) and contextually non-bound
sentence items.

5 Results

The main results of our analysis, i.e. the occurrences of bridging anaphoric rela-
tions connecting contextually bound and non-bound sentence items (nodes) in
PDT in all possible combinations, are captured in Table 1.4

Table 1 demonstrates, for example, that a bridging anaphoric arrow leads
from the sentence item (node) that is non-contrastive contextually bound (in
PDT marked as t ) to the sentence item (node) that is contextually non-bound
(in PDT marked as f ) in 4,428 cases.

Figure 1 shows an authentic PDT example of this combination – see Example
(1) in the plain text:

(1) Zṕıvaj́ı o nich v ṕısńıch.(f) , např. i jedna z nejznáměǰśıch [ṕısńı.(t)] –
Čhajori romani – má sloku o utrpeńı Rom̊u v koncentračńıch táborech.
(In English: They sing about them5 in songs.(f), e.g. one of the most famous
[songs.(t)] – Čhajori romani – has a stanza about Gypsy suffering in concentra-
tion camps.)6

4 For overall distributions of f , t and c nodes in PDT, see below.
5 About the events of World War II.
6 The preceding context is: [...] The Gypsies were affected by disaster during the World

War II. [...] Events of that time are still a trauma for few gypsy survivors and their
descendants.
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A bridging anaphoric arrow leads from the node representing the lemma song
(that is omitted in the surface structure but present in the deep (underlying)
sentence structure) to the node representing the lemma song (present both in
the surface and deep sentence structure).7

A bridging arrow starts in the node that is obviously contextually bound
(known for the reader even to such extent that it is omitted from the surface
word order) and points at the node that is contextually non-bound (in this case,
the first occurrence of the word song is a part of the sentence Focus).

Fig. 1. PDT dependency tree representing the sentence from Example (1).

Such type of bridging relations in text is well expectable: contextually bound
sentence items are connected to the preceding contextually non-bound items, i.e.
the new information from one clause is repeated as the old information in the
following clause where it is further elaborated. The text coherence often benefits
right from this changing of the new information into the old . However, this type
of text relations is not the main one, see the Table 1.

The most often type of bridging relation (in absolute numbers) is the relation
between two contextually non-bound sentence items. The fact that this kind of
bridging text connection is so common is quite surprising. On the other hand,
although the sentence item brings new information, it can be also interlinked
with other places of the text (with other sentence and text items). The general
7 Another light blue bridging anaphoric arrow connects the nodes stanza and song in

the picture.
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Table 2. How many % of all f or t or c nodes are interlinked with a bridging anaphoric
relation (in PDT).

f (from) t (from) c (from)
f (to) 3.52 2.51 6.91
t (to) 2.00 2.47 5.67
c (to) 0.63 0.46 2.11

text coherence results exactly from this interlinking of various text items. In this
connection, we can see that the text relations are complex relations created by
more language phenomena in interplay.

However, the individual node types (c, t, f) do not occur in PDT with the
same frequency. To find out the density of bridging anaphora relations within
the individual node types (c, t, f), see the Table 2.
In PDT, there are (in total):

a) 354,841 contextually non-bound nodes ( f );
b) 176,225 non-contrastive contextually bound nodes ( t ) and
c) 30,312 contrastive contextually bound nodes ( c ).

Among all of them, there are 35,863 bridging anaphoric arrows. The research
results demonstrate that the distribution of bridging anaphoric relations among
the individual node types (c, t, f) is not uniform.

The Table 2 demonstrates that in 3.52 % of all contextually non-bound nodes
(i.e. 12,485 tokens within 354,841 f nodes), the bridging anaphoric arrow leads to
another contextually non-bound node (i.e. from f to f ). Another interesting result
is that in 6.91 % of all contrastive contextually bound nodes (i.e. 2,095 tokens
within 30,312 c nodes), the bridging anaphoric arrow leads to a contextually
non-bound node (i.e. from c to f ).

In general, the Table 2 shows that the contrastive contextually bound nodes
( c nodes) have the highest probability and chance within all the nodes that the
bridging anaphoric arrow will lead from them. In this respect, we may state the
following main points gained from the results of our analysis:

1. The most typical bridging anaphoric connection leads from a contrastive con-
textually bound node to a contextually non-bound node (i.e. from c to f ).
2. The second most typical bridging anaphoric connection leads from a con-
trastive contextually bound node to a non-contrastive contextually bound node
(i.e. from c to t ).
3. The third most typical bridging anaphoric connection leads from a contextu-
ally non-bound node to a contextually non-bound node (from f to f ).
4. In general, the most favorite starting position for a bridging anaphoric arrow
is a contrastive contextually bound sentence item ( c ).

Table 3 demonstrates which kinds of sentence items (from the perspective
of sentence information structure) have the highest tendency to be the recipient
and the sender of a bridging anaphoric relation. For example, 6.15 % within all
contextually non-bound sentence items (i.e. 21,824 within 354,841) serve as a



Analyzing Text Coherence via Discourse Annotation in Large Corpora 77

Table 3. How many % of all f , t , c or t+c nodes are providing ( to ) or looking for
( from ) a bridging anaphoric relation (in PDT).

f t c t+c
from 6.15 5.44 14.69 6.80
to 5.36 7.47 12.19 8.16

bridging sender and 5.36 % of them (i.e. 19,008 within 354,841) as a bridging
recipient . Thus, on the basis of our analysis, we came to the following points:
5. The bridging anaphoric arrow leads from every 7th and to every 8th con-
trastive contextually bound sentence item ( c node);
6. the bridging anaphoric arrow leads from every 18th and to every 13th non-
contrastive contextually bound sentence item ( t node) and
7. the bridging anaphoric arrow leads from every 16th and to every 18th contex-
tually non-bound sentence item ( f node).
8. It is quite surprising that the contextually non-bound sentence items ( f nodes;
bringing typically the information that is non-deducible from the previous con-
text) look for a bridging relation in the previous text even more often than
non-contrastive contextually bound items ( t nodes; bringing typically the infor-
mation that is deducible from the previous context).

If we divide the items only into contextually non-bound and bound (without
the contrastive and non-contrastive distinction), the proportion between contex-
tually bound and non-bound nodes searching for the relation in the previous
text is nearly balanced (6.15 % within all f nodes and 6.8 % within all t+c nodes
are the starting position for the bridging anaphoric relation).

6 Conclusion

In PDT, we have found 35,863 bridging anaphoric relations interconnecting con-
textually bound or non-bound sentence items. The results of the research demon-
strate that the bridging anaphoric relations are not uniformly distributed within
them. Some types of sentence items (from the perspective of the sentence infor-
mation structure) have a greater ability to attract bridging anaphoric relation
than the other. This proves that the language phenomena of sentence informa-
tion structure and bridging anaphora are closely interdependent – if the sentence
item has a role of a contrastive contextually bound node in sentence information
structure, there is a relatively high probability that it will be interconnected
with other sentence items in the text (in sense of bridging anaphora relations).

The greatest ability to be a part of bridging anaphoric chains is proved at
contrastive contextually bound sentence items. These items are the most favorite
starting as well as landing positions for bridging anaphoric arrows. Among them
(i.e. among the c nodes), there is the greatest density of bridging anaphora
relations.

The contrastive contextually bound nodes serve as the most favorite sources
of items to which the other (i.e. following) sentence items anaphorically refer
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(in PDT, every 8th within all c nodes serves as a recipient of bridging relations,
i.e. as a landing destination of bridging anaphora arrow). At the same time, they
have also the highest tendency to look for a bridging relation in the previous
(con)text (in PDT, every 7th within all c nodes serves as a sender of bridging
relation, i.e. as a starting destination of a bridging anaphora arrow).

Since the contrastive contextually bound items appear in the initial sentence
position or near to it very often, we may assume that the sentence beginnings are
very important places of text coherence realized by bridging anaphora. Therefore,
the contrastive contextually bound items may be seen as a significant pillar and
backbone of the text coherence expressed by bridging anaphora.

In the paper, we tried to present how we may use the multilayer corpus data
to demonstrate the crucial aspects of interplay of different language phenomena
like sentence information structure and bridging anaphora, which could improve
or deepen our general knowledge of text coherence.
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Bălgarska akademija na naukite, Omnipress, Inc (2013)



Automatic Detection of Parkinson’s Disease
in Reverberant Environments

Juan Rafael Orozco-Arroyave1,2(B), Tino Haderlein2, and Elmar Nöth2
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Abstract. Automatic classification of speakers with Parkinson’s disease
(PD) and healthy controls (HC) is performed considering a method for
the characterization of the speech signals which is based on the estima-
tion of the energy content of the unvoiced frames. The method is tested
with recordings of three languages: Spanish, German, and Czech. Addi-
tionally, the signals are affected by two different reverberant scenarios in
order to validate the robustness of the proposed method. The obtained
results range from 85% to 99% of accuracy depending on the speech task,
the spoken language, and the recording scenario. The method shows to
be accurate and robust even when the signals are reverberated. This work
is a step forward to the development of methods to assess the speech of
PD patients without requiring special acoustic conditions.

Keywords: Parkinson’s disease · Reverberant evironments · Unvoiced
frames · Multi-language

1 Introduction

Parkinson’s disease (PD) is a neurological disorder that results from the death
of dopaminergic cells in the substantia nigra of the midbrain [1]. It is the second
most prevalent neurological disorder and affects about 2% of people older than 65
[2]. According to the Royal College of Physicians in London, PD patients should
have access to a set of services and therapies including specialized nursing care,
physiotherapy, and speech and language therapy, among others [3]. It is estimated
that about 90% of people with PD develop speech impairments; however, only 3%
to 4% of them receive speech therapy [4]. The symptoms observed in the speech
of PD patients include reduced loudness, a monopitch and monoloudness kind of
speech, breathy voice, and imprecise articulation, among others [4]. In addition
to the aforementioned problems in the speech of PD patients, they develop also
motor impairments that reduce their motion capabilities. The research commu-
nity has shown interest in developing systems for the telemonitoring of people with
PD from speech [5–7]. However, the performance of such systems in real-life condi-
tions, i.e. in non-controlled noise and in reverberant environments, is still an unan-
swered question. The motion problems developed by PD patients make difficult to
c© Springer International Publishing Switzerland 2015
P. Král and V. Matoušek (Eds.): TSD 2015, LNAI 9302, pp. 80–87, 2015.
DOI: 10.1007/978-3-319-24033-6 9
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perform their recording in places different to their house or their room in a hospi-
tal. Thus, it is necessary to develop computational tools able to perform the anal-
ysis of the speech recordings even if such records are captured in reverberant envi-
ronments or in non-controlled acoustic conditions. This paper presents a method
to perform the automatic classification of speakers with PD and HC from speech
recordings that are altered by two different reverberant scenarios. The method is
tested with recordings of three databases including people speaking three differ-
ent languages (Spanish, German, and Czech). The speech tasks evaluated include
isolated sentences and the rapid repetition of the syllables /pataka/, which is also
called diadochokinetic (DDK) evaluation.

The rest of the paper is organized as follows. Section 2 presents the details
of the experimental setup. In Section 3 the obtained results are presented, and
in Section 4 the conclusions derived from this study are provided.

2 Experimental Setup

The speech recordings are affected with two different reverberant scenarios. The
first one considers a reverberant room that is characterized using a microphone
situated at 60 cm in front of the speaker. The second one considers the impulse
response obtained from several different angles and distances with respect to the
speaker’s position, and two different reverberation times. The original record-
ings, i.e. without any reverberation procedure, are also considered. The unvoiced
frames of the speech recordings are segmented automatically using the software
Praat [8]. Voiced frames are not considered in this study because in previous
experiments we have shown that unvoiced frames are more discriminant than
voiced ones [9]. The energy content of each unvoiced frame is measured con-
sidering 12 mel-frequency cepstral coefficients (MFCCs) and 25 energy bands
distributed according to the Bark scale. The automatic classification of speakers
with PD and HC is performed using a support vector machine with soft margin.
Figure 1 summarizes the process introduced in this paper. The stages of the
process are detailed in the following subsections.

2.1 Databases

Spanish : Recordings of the PC-GITA database [10] are considered. Seven speech
tasks including six isolated sentences, and rapid repetitions of /pataka/ are eval-
uated. The corpus contains recordings of 100 speakers (50 with PD and 50 HC).
The speakers are balanced by gender and age. The age of the 25 male patients
ranges from 33 to 77 (mean 62.2 ± 11.2), and the age of the 25 female patients
ranges from 44 to 75 years (mean 60.1 ± 7.8). For the case of HC, the age of
the 25 male ranges from 31 to 86 (mean 61.2 ± 11.3), and the age of the 25
female ranges from 43 to 76 years (mean 60.7 ± 7.7). The recording sessions
were performed in a sound-proof booth at Cĺınica Noel in Medelĺın, Colombia,
using a dynamic omni-directional microphone and a professional audio card.
The recordings were sampled at 44.1 kHz with a resolution of 16 bits. All of the
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Fig. 1. Stages of the experimental setup

patients were evaluated and diagnosed by a neurologist expert. The mean values
of their neurological evaluation according to the unified Parkinson’s disease rat-
ing scale (UPDRS-III) and Hoehn & Yahr scale [11] are 36.7±18.7 and 2.3±0.8,
respectively. Further details of this database can be found in [10].

German : This corpus consists of 176 native German speakers (88 PD patients
and 88 HC). The set of patients includes 88 people (47 male and 41 female). The
age of the male patients ranges from 44 to 82 (mean 66.7±8.4), while the age of
the female patients ranges from 42 to 84 years (mean 66.2± 9.7). The HC group
contains 88 speakers (44 male and 44 female). The age of the male ranges from 26
to 83 (mean 63.8± 12.7), and the age of the female is from 54 to 79 years (mean
62.6±15.2). The participants were recorded at the Knappschaftskrankenhaus of
Bochum in Germany. The sampling frequency of the recordings is 16 kHz with
a resolution of 16 bits. The speakers read five isolated sentences and performed
the DDK evaluation. The mean values of their neurological evaluation according
to the UPDRS-III and Hoehn & Yahr scales are 22.7 ± 10.9 and 2.4 ± 0.6,
respectively. Further details of this database can be found in [12].

Czech : A total of 33 native Czech speakers were recorded (19 PD patients and
14 HC). All of the participants of this database are male. The age of the patients
ranges from 41 to 60 years (mean 61± 12). The age of the healthy group ranges
from 36 to 80 years (mean 61.8± 13.3). The patients were newly diagnosed with
PD, and none of them had been medicated before or during the recording session.
The participants were recorded in the General University Hospital in Prague,
Czech Republic. The speech tasks considered in this paper include the DDK
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evaluation and three isolated sentences. The signals were sampled at 48 kHz
with a resolution of 16 bits. The mean values of the neurological evaluations
according to the UPDRS-III and Hoehn & Yahr scales are 17.9 ± 7.4 and 2.2 ±
0.5, respectively. Further details of this database can be found in [13].

2.2 Speech Tasks

The speech tasks uttered in Spanish are (1) Mi casa tiene tres cuartos, (2) Omar,
que vive cerca, trajo miel, (3) Laura sube al tren que pasa, (4) Los libros nuevos
no caben en la mesa de la oficina, (5) Rosita Niño, que pinta bien, donó sus
cuadros ayer, and (6) Luisa Rey compra el colchón duro que tanto le gusta, (7)
and the rapid repetition of /pataka/.

The speech tasks uttered in German are (1) Peter und Paul essen gerne Pud-
ding, (2) Das Fest war sehr gut vorbereitet, (3) Seit seiner Hochzeit hat er sich
sehr verändert, (4) Im Inhaltsverzeichnis stand nichts über Lindenblätentee, (5)
Der Kerzenständer fiel gemeinsam mit der Blumenvase auf den Plattenspieler,
and (6) the rapid repetition of /pataka/.

The speech tasks uttered in Czech are questions that differ in a couple of
words among them. The set of questions is (1) Kolik máte ted’ u sebe asi peněz?,
(2) Kolikpak máte ted’ka u sebe asi peněz?, (3) Kolikpak máte ted’ka u sebe asi
tak peněz?, (4) and the rapid repetition of /pataka/. Unfortunately, we did not
had access to sentences with more varied content.

2.3 Reverberation

Testing the robustness of a system for acoustic analysis with respect to dif-
ferent recording scenarios usually means collecting speech data in many rooms
with different impulse responses. Additionally, the microphone(s) should be in
different angles and distances from the speaking people who also have to be
available in every location. Reverberating close-talking speech artificially with
the help of pre-defined room impulse responses can reduce this effort. For this
reason, the method introduced in [14] is applied here. The original audio sam-
ples from all three languages were converted to 16 kHz and 16 bit as a pre-
processing step using SoX v14.3.1. In order to avoid too much clipping due
to over-amplification, the volume of the Czech data is reduced to 0.98 of its
original value. For the Spanish data, the factor 0.99 is used. For the German
data is not necessary to apply such factor because in that case there were not
clippings. Room impulse responses for reverberation were measured in a semi-
nar room with the size 5.8 m× 5.9 m× 3.1 m. The microphone was at position
(2.0 m, 5.2 m, 1.4 m). The reverberation time could be changed from T60 = 250 ms
to T60 = 400 ms by removing sound absorbing carpets and sound absorbing cur-
tains from the room. 12 impulse responses were measured for loudspeaker posi-
tions on three semi-circles in front of the microphone at distances 60 cm, 120 cm,
and 240 cm following the method described in [15] (Fig. 2).

For reverberant scenario 1, the original close-talking speech data were con-
volved with the impulse response measured when the loudspeaker was at 60 cm
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60 cm

120 cm

240 cm

T   = 250 ms60

T   = 400 ms60

Fig. 2. Assumed speaker positions in the virtual recording rooms for artificially rever-
berated data; 12 room impulse responses from different positions and with two rever-
beration times (250 and 400 ms) were used.

distance right in front of the microphone. For reverberant scenario 2, the origi-
nal data were divided into 12 parts; i.e., each part consisted of one twelfth of all
recordings, as far as possible. Each of the parts was convolved with one of the
12 available impulse responses then.

2.4 Preprocessing and Characterization of Unvoiced Frames

In order to avoid possible bias introduced by the channel, i.e. microphone and
sound card, mean cepstral subtraction is performed before the extraction of
features from the recordings i.e., characterization. The energy content of the
unvoiced frames is measured considering 25 Bark band energies (BBEs). 12
MFCCs are also calculated, as in [9]. Four low level descriptors are calculated
over all feature vector, i.e. mean value, standard deviation, skewness, and kur-
tosis, forming a 148-dimensional feature vector per recording.

2.5 Classification

A soft margin support vector machine (SVM) with Gaussian kernel is considered
to discriminate between PD speakers and HC. The complexity of the SVM (C)
and the bandwidth of its kernel (γ) are optimized in a grid search with 10−1 <
C < 104 and 10−1 < γ < 103. The optimization criterion is based on the accuracy
on test, which could lead to slightly optimistic estimates, but considering that
only two parameters are optimized, the bias should be minimal. The classifier is
trained following a 10-fold cross validation strategy for the Spanish and German
recordings. Each fold was chosen randomly but assuring the balance in age,
gender, and the speaker independence. Due to the smaller number of recordings,
leave-one-speaker-out (LOSO) cross-validation was used for the Czech data.

3 Results and Discussion

Table 1 shows the results obtained with the two reverberant scenarios and with
the original recordings of the three databases. The results are presented in terms
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of accuracy, specificity, and sensitivity. Note that the highest accuracies on each
database are obtained with the DDK evaluations. This result is in accordance
with previous studies that highlighted such a task to be appropriate to assess
PD speech [16]. Note also that there is an improvement in the accuracies when
the signals are affected by the reverberant scenarios. This behavior can probably
be explained by the reverberation process which is introducing information from
voiced frames into the unvoiced regions, and thus the method is taking advantage
of such “additional” information. The results reported in this paper indicate that
the method works properly under reverberant conditions, so it could be used in
environments where the acoustic conditions cannot be controlled.

Table 1. Results with recordings affected by two reverberant scenarios. Sent: Sentence.
Rev: Reverberant. Acc: Accuracy (%), Spec: Specificity (%), Sens: Sensitivity (%)

Spanish: Rev. Scenario 1 Rev. Scenario 2 Original Signals
Acc Spec Sens Acc Spec Sens Acc Spec Sens

Sent. 1 98 ± 4 98 ± 6 98 ± 6 94 ± 8 94 ± 14 94 ± 14 90 ± 9 90 ± 14 90 ± 14
Sent. 2 94 ± 7 92 ± 10 96 ± 8 91 ± 11 88 ± 17 94 ± 14 81 ± 7 84 ± 18 78 ± 15
Sent. 3 93 ± 10 100 ± 0 86 ± 19 96 ± 5 94 ± 10 98 ± 6 92 ± 13 94 ± 10 90 ± 19
Sent. 4 97 ± 7 100 ± 0 94 ± 14 99 ± 3 100 ± 0 98 ± 6 97 ± 5 98 ± 6 96 ± 8
Sent. 5 96 ± 8 100 ± 0 92 ± 17 96 ± 8 100 ± 0 92 ± 17 90 ± 9 92 ± 10 88 ± 14
Sent. 6 95 ± 9 94 ± 14 96 ± 8 97 ± 5 98 ± 6 96 ± 8 94 ± 7 94 ± 10 94 ± 14

DDK 96 ± 7 100 ± 0 92 ± 14 99 ± 3 98 ± 6 100 ± 0 99 ± 3 100 ± 0 98 ± 6

German: Rev. Scenario 1 Rev. Scenario 2 Original Signals
Sent. 1 95 ± 6 97 ± 5 93 ± 9 96 ± 5 98 ± 5 94 ± 6 93 ± 5 92 ± 8 94 ± 9
Sent. 2 94 ± 4 94 ± 8 94 ± 9 93 ± 6 93 ± 8 93 ± 9 86 ± 6 84 ± 14 87 ± 14
Sent. 3 91 ± 9 93 ± 8 89 ± 14 96 ± 4 98 ± 5 94 ± 9 96 ± 5 95 ± 6 97 ± 8
Sent. 4 92 ± 4 94 ± 8 90 ± 10 93 ± 7 90 ± 13 97 ± 6 97 ± 6 96 ± 8 98 ± 7
Sent. 5 93 ± 2 90 ± 6 97 ± 6 90 ± 5 92 ± 8 89 ± 9 94 ± 5 98 ± 5 91 ± 11

DDK 97 ± 4 98 ± 7 97 ± 6 97 ± 5 97 ± 6 97 ± 6 98 ± 3 99 ± 4 97 ± 6

Czech: Rev. Scenario 1 Rev. Scenario 2 Original Signals
Sent. 1 93 ± 17 94 ± 25 93 ± 21 90 ± 21 81 ± 41 99 ± 3 93 ± 18 89 ± 32 98 ± 10
Sent. 2 86 ± 23 99 ± 3 72 ± 46 85 ± 23 83 ± 38 88 ± 31 86 ± 23 79 ± 41 93 ± 19
Sent. 3 97 ± 10 100 ± 0 94 ± 20 93 ± 17 100 ± 0 87 ± 33 86 ± 23 88 ± 34 84 ± 37

DDK 93 ± 17 96 ± 13 90 ± 29 98 ± 9 100 ± 0 95 ± 19 94 ± 16 99 ± 3 88 ± 31

In order to show the results more compactly, Figure 3 contains the values
of the Area Under the receiver operating characteristic Curves (AUC) obtained
with the speech tasks of the three databases in the three scenarios (two reverber-
ant and the original recordings). The proposed method shows to be accurate and
robust in reverberant environments. The results indicate that it is possible to dis-
criminate between speakers with PD and HC with accuracies ranging from 85%
to 99% considering recordings captured in non-controlled acoustic conditions.
The results with several speech tasks were higher in the reverberated scenarios.
Our hypothesis is that this behavior is explained by the introduction of supraseg-
mental information from the voiced frames into the unvoiced regions owing to
the reverberation process. Further experiments modeling the voiced/unvoiced
transitions could lead to validate this hypothesis.
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(a) Spanish (b) German

(c) Czech

Fig. 3. AUC values obtained with each speech task of the three languages. Sent: Sen-
tence. Rev. Scenario: Reverberant Scenario.

4 Conclusions

A method to discriminate between speakers with PD and HC is presented in
this paper. The experiments consider speech recordings that are affected by two
reverberant scenarios. The method consists on the automatic segmentation and
characterization of the unvoiced segments. Since speech recordings of three dif-
ferent languages are considered, the method seems to be language-independent.
Additionally, the it shows to be robust against particular plosive sounds of the
considered languages, i.e., in the repetition of /pataka/, the plosive sounds /p/
and /t/ are aspirated in German but not in Czech and Spanish. This work is a
step forward to develop computational tools for the assessment of speech of PD
patients with non-controlled acoustic conditions.
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14. Haderlein, T., Nöth, E., Herbordt, W., Kellermann, W., Niemann, H.: Using
artificially reverberated training data in distant-talking ASR. In: Matoušek, V.,
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Abstract. The impact of speech compression in the automatic classi-
fication of speakers with Parkinson’s disease (PD) and healthy controls
(HC) is tested. The set of codecs considered to compress the speech
recordings includes G.722, G.226, GSM-EFR, AMR-WB, SILK, and
Opus. A total of 100 speakers (50 with PD and 50 HC) are asked to
read a text with 36 words. The recordings are compressed from bit-rates
of 705.6 kbps down to 6.6 kbps. The method addressed to discriminate
between speakers with PD and HC consists on the systematic segmentat
ion of voiced and unvoiced speech frames. Each kind of frame is character-
ized independently. For voiced segments noise, perturbation, and cepstral
features are considered. The unvoiced segments are characterized with
Bark band energies and cepstral features. According to the results the
codecs evaluated in this paper do not affect significantly the accuracy
of the system, indicating that the addressed methodology could be used
for the telemonitoring of PD patients through Internet or through the
mobile communications network.

Keywords: Parkinson’s disease · Speech compression · Speech codec ·
Voiced/unvoiced frames · Internet · Telemonitoring · Mobile communi-
cations network

1 Introduction

PD is the second most prevalent neurological disorder in the world, affecting
about 2% of people older than 65 years [1]. It results as the dead of dopaminer-
gic neurons in the substantia nigra of the mid brain [2]. People with PD develop
several motor problems including bradykinesia, rigidity, postural instability, and
resting tremor, among others. Non-motor deficits are also present in PD patients,
including negative effects in sleep, cognition, and emotion [3]. Typically, the
patients with PD develop dysarthric speech and the set of symptoms observed
includes reduced loudness, monopitch, reduced stress, breathy and hoarse voice,
and imprecise articulation, among others. Although about 90% of PD patients
develop speech impairments, it is estimated that only from 3% to 4% of them
receive speech therapy. The motor problems developed by PD patients make
c© Springer International Publishing Switzerland 2015
P. Král and V. Matoušek (Eds.): TSD 2015, LNAI 9302, pp. 88–95, 2015.
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difficult to attend several clinical appointments, limiting their treatment to neu-
rological revisions mainly focused on update the dose of medicine. The research
community has been interested in solving such difficulties by developing com-
puter aided tools to assess the speech of PD patients at home. In [4] the authors
present a portable device to analyze the speech of PD patients. The device pro-
vides bio-feedback of the speech volume. A signal tone is sent to the patient if
the vocal intensity is below an adjustable threshold. In [5] the authors present
a computer based at-home testing device (AHTD). This device is developed to
assess several symptoms of PD patients such as tremor, small and large bradyki-
nesia, speech, reaction/movement times, among others. According to their find-
ings, the incorporation of the AHTD in larger clinical studies is feasible and
it could be used to follow the progress of the disease. In [6] the author ana-
lyzes the voice of PD patients considering measures such as the fundamental
frequency of the voice, energy, and the sound pressure level. The skin vibrations
are also recorded using an accelerometer. Recently, in [7] the authors present a
portable device to evaluate the phonatory and articulatory capability of patients
with PD. The device records sustained phonations and perform several analysis
including noise content, stability, periodicity, and different articulation measures
such as the triangular vowel space area (tVSA), the formant centralization ratio
(FCR), and the vowel articulation index (VAI). Additionally, there are several
studies that present different methodologies to assess the speech signals in order
to discriminate PD speakers and healthy controls [8–11].

The use of portable devices for the assessment of PD patients at home is
feasible from the technical point of view; however, it could be relatively expensive
either for the patients or the health system. The Information and Communication
Technologies (ICT) allow to think on doing telemonitoring of PD patients using
different communication tools already existing in Internet. Although, there are
several aspects in such new technologies and tools that have to be studied to
analyze the feasibility of using them in real scenarios. For instance, there exist
different communication systems that can be used for the remote evaluation of
speech e.g., the mobile communications network, the Internet, and the land-
line, among others. All of these technologies compress the audio signals in order
to transmit them through the communication channel. The compression rates
depends on the technology and on the bandwidth available in the network.

This paper explores the impact of several codecs in the performance of the
methodology presented in [10] to discriminate between speakers with PD and
HC. Texts read by a total of 100 speakers were recorded, 50 with PD and 50 HC.
The codecs considered in this study were used to compress the speech signals at
different rates depending on the application. The set of codecs includes G.722
[12] which is used in voice over IP (VoIP) land-lines, G.726 [13] which is used
to compress speech signals that are multiplexed into international trunks, GSM-
EFR (Global System for Mobile Communications - Enhanced Full Rate) [14]
which is used in mobile networks, AMR-WB (Adaptive Multi-Rate - Wide Band)
[15] which is a relatively new standard for mobile networks, SILK [16] which is
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the codec used for the Skype� calls, and Opus [17] which is used in VoIP calls
made trough Internet and in several applications with audio streaming.

The rest of the paper is organized as follows. Section 2 provides the details of
the methodology and the experiments addressed in this study. Section 3 includes
the results obtained in the experiments, and finally Section 4 provides the con-
clusions derived from this study.

2 Experimental Setup

The methodology addressed here comprises four steps. (1) The speech record-
ings are compressed with six different codecs. For the sake of comparisons, the
original recordings i.e., without any compression, are also considered. (2) The
signals are preprocessed and the voiced/unvoiced (v/uv) speech frames are seg-
mented. (3) voiced and unvoiced frames are characterized separately, and (4)
the discrimination between speech of PD patients and HC is performed using a
support vector machine (SVM). Further details of each step are provided in the
next subsections.

2.1 Speech Recordings

A total of 100 native Spanish speakers are considered, 50 with PD and 50 HC.
All of the patients were diagnosed a neurologist expert. The age of the patients
ranged from 33 to 77 (mean 61 ± 9) and the age of the healthy speakers ranged
from 31 to 86 (mean 60±9). All of the participants were asked to read a text with
36 words. The sampling frequency was 44.1 kHz with 16 bits of resolution. The
people was recorded in a sound-proof booth, with a dynamic omnidirectional
microphone and a professional audio card. Note that if these recordings would
be transmitted over a network, the bit-rate would be 44.1 × 16 = 705.5 kbps.
Further details of the database can be found in [18].

2.2 Encoding - Compression

The codecs used in this study compress the speech signals in order to reduce
the bit-rate and thus to make a more efficient use of the network resources
e.g., bandwidth. A total of six codecs are considered. G.722 and G.726 are based
on the adaptive differential pulse code modulation (ADPCM) [19] method. While
GSM-FR, AMR-WB, SILK, and Opus are based on the analysis-by-synthesis
concept. A brief description of each codec is provided below.

ADPCM: In this method the difference between the original signal x(n) and the
predicted signal x̃(n) is quantized. The prediction process is based on a linear
prediction (LP) filter, thus the parameters of the LP filter correspond to the
model of the vocal tract. The difference between the predicted signal and the
original (d(n)) corresponds to the excitation. The parameters of the LP filter
and the excitation signal are encoded. This procedure is summarized in Figure
1. A brief description of the G.722 and G.726 codecs is provided below.
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Fig. 1. General process of ADPCM. Q: quantizer, P : LP filter

G.722: This codec is defined by the International Telecommunications Union
(ITU) in [12]. The spectrum of the signal is divided into two parts which are
quantized independently. This codec is used in VoIP calls where high bandwidth
is available e.g., land-lines and local area networks. In this case the recordings
are re-sampled at 8kHz and the quantization is performed with 16 bits, thus the
bit-rate is 64 kbps.

G.726: This codec is defined by the ITU [13]. It is mainly used in interna-
tional trunks. It encodes the speech signal at different bit-rates. This paper only
includes experiments with 16 kbps with a sampling rate of 8 kHz, which means
that only 2 bits are used for the quantization of the difference d(n).

Analysis-by-Synthesis: This method consists on an iterative process where
the error e(n) between the original signal x(n) and the resulting from a synthe-
sis model (x̂(n)) is minimized. The parameters of the synthesis filter and the
excitation signal are coded. This procedure is summarized in Figure 2. A brief
description of the GSM-FR, AMR-WB, SILK, and Opus codecs is provided
below.

Fig. 2. General process of analysis-by-synthesis.

GSM-EFR: This codec is defined by the European Telecommunications Statan-
dards Institute (ETSI) in [14]. It is based on the algebraic code excited liner
prediction (ACELP) encoding scheme. The bit-rate of the signals is decreased
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to 12.2 kbps, indicating a compression rate of 57.8 with respect to the original
recordings of the database used for the experiments. This codec is widely used
in the GSM mobile networks.

AMR-WB: This codec is defined by ETSI and the 3rd Generation Partnership
Project (3GPP) in [15]. The standard allows to change the bit-rate over frames,
however in this study only experiments with 6.6 kbps are performed. The com-
pression rate in this case is 106.9 with respect to the bit-rate of the original
recordings. This codec is being used in new implementations of GSM/UMTS
mobile networks to improve the voice quality.

SILK: This codec was developed by Skype� Limited. It can encode the speech
signal at variable bit-rates ranging from 6 kbps to 40 kbps [16]. For the experi-
ments addressed in this study a sampling frequency of 24 kHz with an average
bit-rate of 25 kbps is used.

Opus: This codec is defined by the Internet Engineering Task Force (IETF) in
its request for comments (RFC) 6716 [17]. It is based on the SILK codec and
also supports variable bit-rates which in this case range from 8 kbps to 40 kbps.
This codec supports variable sampling rates. In this paper only experiments with
bit-rates of 64 kbps are reported. This bit-rate is chosen in the assumption of
applications with high-speed Internet connection.

2.3 Pre-processing and Voiced/Unvoiced Segmentation

The recordings are normalized in amplitude and mean cepstral subtraction is
applied to avoid possible bias introduced by the channel i.e., microphone and
sound card. The segmentation of voiced and unvoiced frames is performed in
Praat [20]. Voiced and unvoiced segments are grouped separately. Each frame
is windowed using Hamming windows with 40 ms length and 20 ms time shift.
Frames shorter than 40 ms were excluded as well as pauses longer than 270 ms.

2.4 Characterization

The Voiced frames are characterized with 12 MFCC along with their first and
second derivatives (Δ and ΔΔ). Perturbation measures such as absolute and rela-
tive values of jitter and shimmer, and the variability of F0 are also included. Addi-
tionally, four noise measures are considered: Harmonic-to-Noise Ratio (HNR),
Glottal-to-Noise Excitation Ratio (GNE), Noise-to-Harmonic Ratio (NHR), and
Normalized Noise Energy (NNE). The Unvoiced features are characterized with
12 MFCC, Δ, and ΔΔ. The energy content of the unvoiced frames is measured
over 25 band scaled according to the Bark scale [21]. The mean value, standard
deviation, kurtosis, and skewness are calculated from each feature vector.

2.5 Classification

A support vector machine (SVM) with soft margin is used to discriminate
between PD and healthy speakers. The margin parameter C and the band-
width of the Gaussian kernel γ are optimized through a grid-search with
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10−3 < C < 104 and 10−1 < γ < 103. The selection criterion was based on
the accuracy obtained in the test set. The SVM is trained following a 10−fold
cross-validation strategy. All of the folds were formed randomly but assuring the
balance in age, gender, and the speaker independence.

3 Results

The results are presented in terms of the accuracy obtained in the classification
process. The standard deviation measured among the 10 folds in the validation
process is also indicated. Table 1 includes the results with the unvoiced frames.
Note that most codecs do not affect significantly the accuracy of the classifier.
Only the results on GSM-EFR and Opus are slightly reduced.

Table 1. Classification results obtained with unvoiced frames (values in %). SR: sam-
pling rate [kHz], BR: bit-rate [kbps], BBE: Bark band scales, All: merging all features.

Codec SR BR MFCC+Δ+ΔΔ BBE All
Original 44.1 705.6 97 ± 7 95 ± 7 97 ± 5
G.722 16 64 97 ± 5 95 ± 7 99 ± 3
G.726 8 16 97 ± 10 94 ± 7 95 ± 10
GSM-EFR 8 12.2 94 ± 7 93 ± 10 96 ± 5
AMR-WB 16 6.6 96 ± 8 98 ± 6 95 ± 9
SILK 24 25 98 ± 4 95 ± 5 96 ± 7
Opus variable 64 93 ± 10 95 ± 10 94 ± 11

The results in Table 2 show that most of the codecs do not affect significantly
the accuracy of the classifier using measures extracted from the voiced segments.
However, when the G.726 or SILK codecs are used, the accuracies of the per-
turbation measures increase with respect to those obtained with the original
recordings. It seems like the modifications of the speech spectrum performed by
these two codecs are affecting the frequencies above 500 Hz, but not modifying
the frequencies around the fundamental frequency, which is the basis to estimate
the perturbation features.

Table 2. Classification results obtained with Voiced frames (values in %). SR: sampling
rate [kHz], BR: bit-rate [kbps], All: merging all features.

Codec SR BR MFCC+Δ+ΔΔ Noise Perturbation All
Original 44.1 705.6 86 ± 8 77 ± 12 76 ± 8 84 ± 11
G.722 16 64 86 ± 11 79 ± 11 77 ± 8 87 ± 8
G.726 8 16 83 ± 12 74 ± 8 80 ± 15 81 ± 11
GSM-EFR 8 12.2 86 ± 8 80 ± 9 82 ± 9 88 ± 6
AMR-WB 16 6.6 81 ± 7 76 ± 10 75 ± 13 79 ± 13
SILK 24 25 84 ± 8 70 ± 13 83 ± 13 82 ± 11
Opus variable 64 88 ± 6 76 ± 7 77 ± 7 86 ± 7
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The results are summarized in Figure 3. Note that the highest accuracies are
obtained with the unvoiced features in all of the cases. It seems that there is
almost no negative impact of the codification methods in the performance of the
system.

Fig. 3. Accuracy for each codec with each set of characteristics.

4 Conclusion

Speech recordings of 50 patients with PD and 50 HC are compressed consider-
ing six speech codecs widely used in different commercial applications through
Internet or through the mobile network. The impact of such codecs in the auto-
matic discrimination of speakers with PD and HC is evaluated in this paper.
According to the results, the impact of the audio-compression in the accuracy
of the system is minimal. Although the results indicate that the methodology
addressed here could be used for telemonitoring PD patients through Internet or
the mobile communications network, it is worthy to note that we did not consider
the effects introduced by the communications channel, i.e., scenarios with loss
of packets during the communication are not considered. Further experiments
with recordings captured through Internet or through the mobile network are
required to obtain more conclusive results.
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Abstract. The speech signals are non-stationary processes with changes
in time and frequency. The structure of a speech signal is also affected
by the presence of several paralinguistics phenomena such as emotions,
pathologies, cognitive impairments, among others. Non-stationarity can
be modeled using several parametric techniques. A novel approach based
on time dependent auto-regressive moving average (TARMA) is proposed
here to model the non-stationarity of speech signals. The model is tested
in the recognition of “fear-type” emotions in speech. The proposed app-
roach is applied to model syllables and unvoiced segments extracted from
recordings of the Berlin and enterface05 databases. The results indicate
that TARMA models can be used for the automatic recognition of emo-
tions in speech.

Keywords: Non-stationary signals · Speech emotion recognition ·
Continuous speech · Time dependent ARMA models

1 Introduction

The affective state of humans can be detected through speech [1]. The applica-
tions of this technology are mostly in learning, entertainment, and dialogues in
call centers [2]. In the last few years the interest of the research community has
been focused on the detection of “fear-type” emotions such as anger, disgust,
and fear, which appear in abnormal situations when the human integrity is at
risk [3].

One of the main challenges in speech emotion recognition is to find suitable
features to represent the affective state of the speaker. The characterization of
emotions in speech has been focused on prosodic, spectral and cepstral features,
and voice quality measures [2]. In [4] the authors apply six different large scale
acoustic feature sets including several prosodic and spectral features to char-
acterize recordings of the Berlin [5], and enterface05 [6] emotional databases.
c© Springer International Publishing Switzerland 2015
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The authors use Support Vector Machines (SVM) with a linear kernel function
for classification, and use Leave One Speaker Out (LOSO) cross validation to
test the system. The best results reported are around 85% in Berlin and 76%
in enterface05 databases. In [7] the authors use Mel-frequency cepstral coeffi-
cients (MFCCS), and their first and second derivatives to characterize emotions
in speech. They use Berlin [5], and enterface05 [6] databases, and classify the
emotions using a Deep Neural Network with a Hidden Markov Model (DNN-
HMM). The reported accuracies are 77.92%, and 53.89% for Berlin, and enter-
face05 databases. In [8] the authors characterize emotional speech using features
related to non-linear dynamics (NLD) to model the non-linear effects produced
in emotional speech. They use recordings of the Berlin database [5]. The clas-
sification is performed with an artificial neural network, and report a global
accuracy of 75.40%.

Besides the modeling approaches reported in the literature, the components
of the phonetic inventory of human languages are characterized by different
non-stationary processes such as word accents, diphthongs, and syllables, which
have particular characteristics in time, and frequency [9]. The speech produc-
tion process involves also several physiological aspects such as turbulent noise,
caused by an air escape through the glottis, and the laryngeal tensions involved
in breathy, and whisper phonation, which may carry important paralinguistic
information related to the emotion of the speaker [10]. These processes produce
a non-stationary behavior in speech signal, which cannot be characterized prop-
erly using the conventional acoustic features derived from cepstral, spectral, and
perturbation measures due to the assumption of local stationarity [11]. In order
to model these phenomena, non-stationary modeling should be applied.

The non-stationary analysis allows both to evaluate the time-dependence,
and to represent the spectral evolution of the signal [12]. Non-stationary models
can be classified as parametric and non-parametric [12]. Non-parametric meth-
ods are based on the representation of energy as a simultaneous function of
time and frequency. These methods include the short time Fourier Transform
(STFT), the Wigner-Ville distribution, and the wavelet based methods, among
others. Parametric methods are based on parameterized representations of the
time dependent auto-regressive moving average (TARMA) models which are able
to represent abrupt changes in the spectral evolution of the signals [12]. Such
methods can be classified into three approaches according to the “structure”
of their parameters, (1) the unstructured parameter evolution methods which
are characterized by low parsimony and slow tracking on the dynamics, (2) the
stochastic parameter evolution methods, which are characterized by slow and
medium tracking of dynamics, and (3) the deterministic parameter evolution
which are characterized by high parsimony and fast or slow tracking depend-
ing on the estimated parameters [12]. Figure 1 summarizes the classification of
parametric and non-parametric methods for non-stationary signal modeling.

TARMA models have been applied on the modeling and simulation of earth-
quake ground motion [13], modeling and detection of damage in mechanical
structures with time-dependent dynamics [12] [14], and modeling of speech and
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Fig. 1. Classification of methods for non-stationary signal modelling. ST-TARMA:
short time TARMA; SP-TARMA: smoothness prior TARMA; FS-TARMA: functional
series TARMA.

other bio-signals [11] [12] [15]. These previous attempts have demonstrated the
usefulness of TARMA models as representations of non-stationary processes, and
makes them very appealing for the automatic classification of emotions in speech.
However, TARMA models have not been used for this particular purpose.

In previous works, the recognition of “fear-type” emotions in speech was
performed using features extracted from voiced and unvoiced segments using
the wavelet packet transform [16]. The present paper is focused on the use of
SP-TARMA to model the transitions between vocal sounds and consonants in
syllables, and to analyze the non-stationary evolution of unvoiced segments in
speech. Voiced segments are not included in this study since they can be consid-
ered quasi-stationary signals. The estimated features include low level descriptors
(LLD) of the coefficients obtained from the non-stationary model, and conven-
tional features of speech such as MFCCs estimated from the model predictions.
The experiments are performed using recordings of the Berlin [5], and enter-
face05 [6] databases. The classification is performed using a Gaussian Mixture
Model (GMM) adapted from a Universal Background Model (GMM-UBM), and
a SVM as a second stage of classification. The rest of paper is as follows: Section 2
contains the description about the non-stationary modeling using SP-TARMA,
the feature estimation, and classification. Section 3 describes the experimental
framework including the databases and the results. Finally section 4 contains
the conclusions derived from this study.

2 Materials and Methods

Figure 2 contains the general scheme of the proposed methodology. It consists of
four stages: (1) Unvoiced segments and syllables are segmented from the speech
recordings. (2) The segmented speech frames are modeled using SP-TARMA. (3)
Two different feature sets are estimated to characterize the emotional content
of speech, the first one includes LLD estimated from the coefficients of the SP-
TARMA model, and the second one contains conventional features as MFCCs



TARMA Modeling for Recognition of Fear-Type Emotions in Speech 99

calculated from the model prediction. (4) A GMM is used to model the emotional
content of the speech signals, and the final decision is taken using a SVM trained
with the posterior probabilities of the GMM.

Fig. 2. General scheme of the methodology

2.1 Segmentation

Two different segmentation processes are considered. (1) The voiced and unvoiced
frames are segmented using Praat [17], and (2) the syllables contained in the
recordings are segmented. For the Berlin database the labels provided in the
database are used, while the syllables of the recordings in the enterface05 database
are segmented using Praat.

2.2 SP-TARMA Modeling

A TARMA(na, nc) model is defined by Equation 1, which includes the auto-
regressive (AR) and the moving average (MA) components. na and nc are the
orders of the AR and MA models. t is the discrete time, x[t] is the non-stationary
signal to be modeled, e[t] is an unobservable “innovations” sequence with zero
mean, and time-dependence variance σ2

e [t], and ai[t], ci[t] are the parameters of
AR, and MA models [12].

x[t] +
na∑

i=1

ai[t] · x[t − i]

︸ ︷︷ ︸
AR part

= e[t] +
nc∑

i=1

ci[t] · e[t − i]

︸ ︷︷ ︸
MA part

(1)

Stochastic parameter evolution TARMA imposes an stochastic structure in
the time-dependence of the parameters. In this case the evolution of the param-
eters ai, ci is subjected to stochastic smoothness constraints. The constraints
are referred to smoothness priors TARMA (SP-TARMA). In this case the model
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is referred to SP-TARMA(na, nc, k). Where k denotes the order of the dif-
ference equations that describe the evolution of the parameters as is shown in
Equations 2 and 3. Where wai[t] and wci[t] are Gaussian sequences with possi-
bly time-dependent variances. B is the back-shift operator, which operates at
Bka[t] = a[t − k].

Δka[t] = (1 − B)ka[t] = wai[t] (2)

Δka[t] = (1 − B)ka[t] = wci[t] (3)

The orders of a SP-TARMA model are determined according to two possible
criteria, the Akaike information criterion (AIC) or the Bayesian information cri-
terion (BIC). Both are based on the superposition of the negative log-likelihood
function of the model and penalize the complexity of the model in order to dis-
courage the over-fitting of the model [12]. The orders of the model are such that
minimize the AIC or BIC. In this work, BIC is used to select na and nc, and the
minimum residual sum squares (RSS) is used to select the parameter k.

2.3 Feature Estimation

Two sets of features are estimated on the speech frames. One set comprises seven
LLD calculated from the AR and MA coefficients of the SP-TARMA model,
i.e. ai[t] and ci[t], respectively. The set of LLD includes mean value, standard
deviation, skewness, kurtosis, maximum, minimum, and the log-energy. Along
with the LLD the set of features contains also the order of the model, i.e. na,
nc, and k. The second set of features includes 12 MFCCs which are calculated
from the signals that are reconstructed using the SP-TARMA model. MFCC
estimated from the model predictions can have reduced noise content, compared
to the estimates obtained from the raw signal. The MFCCs are calculated upon
windows with 40ms length and 20ms time shift.

2.4 Classification

The classification is performed using a GMM-UBM approach. The background
model is adapted using maximum a posteriori (MAP) adaptation process [18]. A
GMM can be defined as a probabilistic model represented by a linear combina-
tion of several multivariate Gaussian components. The UBM is trained using the
Expectation Maximization (EM) algorithm [18] using recordings from all classes,
i.e. emotions. Then the specific GMM for each class is adapted using the MAP
method. Finally, given a sample X = x1,x2, · · · ,xT , where xi is the feature vec-
tor extracted from the segment i, the decision about to which class belongs each
speech recording is taken by evaluating the maximum Log-Likelihood according to
Equation 4, where p(xi|Θ) is the posterior probability of samplexi for the model Θ.

LL(X, Θ) =
T∑

i=1

log(p(xi|Θ)) (4)
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The posterior probabilities obtained from the GMM based on the features
obtained from the coefficients of the model is combined with posterior proba-
bilities obtained from features calculated on the model prediction. The proba-
bilities are used as new features to train a SVM with a Gaussian kernel. The
SVM is tested following a one vs. all strategy. The validation process is per-
formed using leave-one-group-speaker-out cross-validation (LOGSO-CV). For
the GMM-UBM. The number of Gaussians is optimized in a grid-search from 2
to 8. The parameters C and γ of the SVM are optimized also through a grid-
search up to powers of ten with 10−1 < C < 104 and 10−2 < γ < 102. The
selection criterion was based on the accuracy obtained on the test set.

3 Experimental Framework and Results

3.1 Datasets

Berlin emotional database [5]: it contains 534 voice recordings of 10 speakers
who acted 7 different emotions. The recordings were sampled at 16KHz. In this
paper three of the seven emotions of the database are considered: anger, disgust,
and fear.

Enterface05 database [6]: this database contains 1317 audio-visual recordings of
42 speakers. In this paper three of the six emotions included in the database
are considered: anger, disgust, and fear. Each subject was instructed to listen
six short stories. After each story the subject had to react to the situation by
speaking predefined phrases that fit into the short story.

3.2 Experimental Setup

Two different experiments were carried out: (1) several “fear-type” emotions
including anger, disgust, and fear are recognized from speech recordings of the
two databases. (2) Recordings of the Berlin database with neutral emotion are
discriminated from recordings with anger, disgust, or fear. Additionally, posi-
tive and negative emotions are discriminated from recordings of the enterface05
database.

3.3 Results and Discussion

Table 1 shows the accuracy of the classification of the “fear-type” emotions
using different sets of features calculated from the SP-TARMA models. Note
that the best results are obtained using syllables instead of unvoiced segments.
There is an improvement of 17.9% with the fusion of probabilities in the Berlin
database. In enterface05 database the improvement is 5%. Note also that the
second classification stage provides an improvement in the general accuracy rate
relative to the first classification step, specially in the Berlin database.
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Table 1. Global accuracies (%) for features estimated from the SP-TARMA models
on unvoiced (UV) segments and on syllables.

Berlin enterface05
UV Syllables UV Syllables

LLD from TARMA 62 ± 7 70 ± 9 40±4 41 ± 6
MFCC on reconstructed segments 59±11 78 ± 8 55 ± 5 59 ± 5

Fusion of prob. 65 ± 9 82 ± 14 55 ± 5 60 ± 8

Table 2. Confusion Matrixes. GWA: Global Weighted Accuracy.

Berlin enterface05
Fear Disgust Anger Fear Disgust Anger

Fear 80.3 10.1 8.9 58.3 16.2 16.8
Disgust 15.2 76.7 8.9 21.4 59.8 21.6
Anger 4.5 13.3 82.2 20.3 24.0 61.6
GWA 82.0 59.7

Table 2 contains the confusion matrixes with the best results obtained on
the Berlin and enterface05 databases. In both cases, the best result is obtained
with the feature set calculated from syllables with the fusion of probabilities.

Table 3 contains the accuracy of the classification between neutral and the
three “fear-type” emotions of the Berlin database. The results classifying posi-
tive and negative emotions of the enterface05 database are also provided. The
results are presented in terms of accuracy (Acc), sensitivity (Sens), and speci-
ficity (Spec). The highest accuracies are obtained also with the SVM. With the
Berlin database the highest accuracy obtained using the unvoiced segments is
85.6%, and using syllables is 86.3%. In the enterface05 database the highest
accuracy obtained using the unvoiced segments is 68.2%, and using syllables is
67.9%.

Table 3. Results classifying neutral vs. “fear-type” in the Berlin database and positive
vs. negative in the enterface05 database. Syll: syllables. UV: unvoiced.

Berlin enterface05
Frames Acc Sens Spec Acc Sens Spec

LLD from TARMA UV 80.1 82.9 75.3 55.3 55.5 54.8
MFCC on reconstructed segments UV 77.8 80.2 70.6 54.0 62.1 37.5

Fusion of probabilities UV 85.6 86.4 78.2 68.2 68.2 67.9
LLD from TARMA Syll 84.2 85.0 78.2 56.0 60.9 46.2
MFCC on reconstructed segments Syll 76.3 79.2 67.4 53.9 55.0 31.0

Fusion of probabilities Syll 86.3 86.9 81.5 67.9 68.24 63.6
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4 Conclusion

A new method for the characterization of speech signals is presented in this
paper. The method allows to model the non-stationarity structure of the speech
signals. Unvoiced frames extracted from continuous speech along with the vocal
sounds and consonants in syllables are modeled through the proposed approach.
The method is tested in three classification experiments, one multi-class and
two bi-class. The multi-class consisted on the recognition of three different “fear-
type” emotions (fear, disgust, and anger) in speech recordings of two databases,
and the bi-class tasks consisted on the discrimination between neutral and the
“fear-type” emotions and the classification of positive and negative emotions in
speech signals.

The results indicate that the method is more appropriate to model syllables
instead of unvoiced frames. For future work, the combination of features related
to parametric non-stationary analysis, and the classical acoustic features must
be addressed in order to improve the accuracies in emotion recognition and
other speech processing tasks. The extraction of more features from the TARMA
methods seems to be a promising approach to model the non-stationary structure
of the speech.
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Abstract. This paper presents some early results from a comprehen-
sive project, whose goal is to investigate the use of intonation and lex-
ical stress in authorship attribution. We demonstrate how lexical stress
patterns extracted from written text can be used to train a variety of
machine learning algorithms to perform attribution of texts of unknown
or disputed authorship. Specifically, we apply our methodology to a
collection of 18th century American and British political writings, and
demonstrate how combining lexical stress with other lexical features can
significantly improve the attribution results.

Keywords: Lexical stress · Authorship attribution · Machine learning

1 Introduction

Authorship attribution is the problem of determining, with a high degree of
confidence, the identity of the creator(s) of a particular text of unknown or
disputed authorship. Attribution is a challenging, multi-faceted problem with a
long history dating as far back as 15th century [1]. Modern computers and the
development of machine learning, data mining, and natural language processing
have led to a broad interest in authorship attribution in areas as diverse as
literature, digital rights, and forensic linguistics [2].

Historically, establishing the authorship of texts has been done by human
experts with extensive knowledge of the life, literary work, and the socio-economic,
political, and philosophical views of potential authors. Relying on knowledge,
experience, and, sometimes, intuition, these experts examine statements in the
texts, and cross-reference historical, political, or ideological facts to advance or
oppose an authorship hypothesis.

With the rapid development of machine learning methods, the availability
of digitalized texts, and the computational power to perform extensive content
analysis, automated, computer-based authorship attribution has become a pow-
erful alternative / complement to the traditional human expert attribution. The
power of automated authorship attribution comes from its ability to analyze

c© Springer International Publishing Switzerland 2015
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writers’ styles, uncovering features used by authors consistently and without a
conscious thought. Automated authorship attribution is objective and not influ-
enced by the subjective beliefs of the human expert. Automated authorship
attribution techniques have been successfully applied to many texts of uncer-
tain or disputed authorship, including works by William Shakespeare [3,4], Jane
Austen [5], and Greek prose [6]. Perhaps the most well-known authorship attri-
bution work is that of Mosteller and Wallace on the Federalist papers [7]. Other
successful authorship attribution studies of American political writings of the
late 18th century include attribution/de-attribution of works of Thomas Paine,
Anthony Benezet, and other political writers of that time period [8,9].

Despite the power of automated authorship attribution, the most reliable
and convincing results continue to be those obtained through a combination of
computational stylistic analysis and human expert interpretation of the docu-
ments’ contents. This collaborative approach is at the core of our team’s strat-
egy: We have developed a powerful computational methodology for performing
automated authorship attribution, the results of which are cross-validated by
humanities researchers with expertise in 18th century history, literature, and
political science.

The focus of this paper is a new aspect of our methodology - the use of lexical
stress in automated authorship attribution. Lexical stress has been extensively
studied by linguists and psychologists [10–12]. In [13], an attribution methodol-
ogy is considered based partly on lexical stress, but the results are inconclusive
for authorship attribution.

In the remainder of this paper we discuss our approach to extracting lexical
stress patterns from written text and using them for training machine learn-
ing algorithms to recognize author styles. We also explore combining the lexi-
cal stress approach with more traditional attribution methods such as function
words and part-of-speech attribution. The results of our research are presented
and analyzed, pointing out the strengths and weaknesses of lexical stress attribu-
tion. Finally, we present directions for future work, including combining lexical
stress and intonation analysis.

2 Lexical Stress

2.1 Motivation

When analyzing the writings of Thomas Paine, a colleague commented that
“there is a distinct rhythm - almost a melody - to his writing that nobody else
has”. This informal, intuitive observation led to our effort to quantify the notion
of “melody in text” and to use it for authorship attribution. Lexical stress is a
prosodic feature, which describes emphasis placed on syllables in words. Unlike
stress in other languages, lexical stress in English can be placed on different
parts of a word. This variable stress can be used to phonemically distinguish
between words and compound nouns. In speech, stress involves a louder/longer
pronunciation of the stressed syllables, usually accompanied by a change in voice
pitch. By using these vocal aspects of stress, a speaker can express emotions or
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attitudes towards the topic of speech. Lexical stress is, of course, a much weaker
indicator of emotion compared to sentence intonation. However, by selecting
appropriately stressed words, a skillful writer can evoke much emotion in his or
her audience. Therefore, investigating lexical stress as an indicator of authorship
is a reasonable first step in a larger study of the use of prosodic features for
automated authorship attribution.

2.2 Extracting Lexical Stress from Text

To evaluate the effectiveness of lexical stress for authorship attribution, we need
to extract the stress patterns from the selected written texts of known author-
ship, and use them for training machine learning algorithms. Once trained, these
machine learning algorithms can be used to assign an unattributed text to one
of the authors used during training, based on lexical stress patterns extracted
from an unattributed text.

To extract lexical stress patterns from English words, we used the widely pop-
ular Carnegie Mellon University (CMU) pronunciation dictionary. At present,
the dictionary contains 133778 distinct words, each of which is transcribed for
pronunciation into syllables with lexical stress indicated by three numeric values:
0 - no stress, 1 - primary stress, 2 - secondary stress. From the CMU Dictionary
we constructed a map, which associates with each word its lexical stress pattern.
For example, the CMU dictionary word-spelling pair “AARDVARK AA1 R D
V AA2 R K” is converted to a map entry “AARDVARK 12”, whereas the word-
spelling pair “MULTIMEDIA M AH2 L T IY0 M IY1 D IY0 AH0” is converted
to “MULTIMEDIA 20100”. Numerical word patterns such as dates and years
are ignored. The word-stress-pattern map is stored in a file, which is easily and
quickly loaded in memory when processing text.

The text collection we use in our experiments includes 1261 attributed and
50 unattributed documents. The attributed documents have been authored by
the writers in Table 1. In order to train the machine learning algorithms to per-
form attribution, we used the attributed documents to prepare a set of training
and testing files, each consisting of a lexicographically ordered set of pairs of
stress patterns and their relative document frequency, i.e. the number of times
the pattern occurs in the file divided by the total number of words in the file (see
Table 2). The pre-processing program replaces each word in the original text file
with its corresponding lexical stress pattern. If a word is not found in the CMU
pronunciation dictionary, it is replaced by a “-1”. Numerical patterns are elimi-
nated. However, all punctuation is preserved and interpreted as lexical patterns.
The actual pattern-frequency pairs are created either by our pre-processing pro-
gram or, in our later experiments, by the JGAAP [15] software, which we use
in the machine learning phase of the experiments.

1 Multiple Franklin and Jefferson texts are grouped into 9 files.
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Table 1. Authors of Attributed Docu-
ments

Author Num. of Documents

John Adams 10
Anthony Benezet 5
James Boswell 3
James Burgh 7
Edmund Burke 6
Nicolas de Condorcet 2
John Dickinson 4
Phillip Francis 4
Benjamin Franklin 91

Francis Hopkinson 9
Thomas Jefferson 81

Thomas Macaulay 6
William Moore 5
William Ogilvie 4
Thomas Paine 8
Richard Price 7
Joseph Priestley 3
Benjamin Rush 6
John Wilkes 5
John Witherspoon 9
Mary Wollstonecraft 6

Table 2. Sample File with Pat-
terns/Frequencies

Pattern Frequency

“0” 0.1876484561
“01” 0.0485239226
“01020” 0.0003393281
“012” 0.0003393281
“02010” 0.0013573125
“1” 0.4340006787
“10” 0.1598235494
“10020” 0.0003393281
“102” 0.0061079063
“1020” 0.0091618595
“12” 0.0033932813
“1200” 0.0006786563
“20010” 0.0006786563
“201” 0.0006786563
“2010” 0.0057685782
“201020” 0.0003393281
“21” 0.0013573125
“2100” 0.0027146250
“21200” 0.0003393281
“220100” 0.0006786563
............. ........................

3 Machine Learning Algorithms

3.1 Learning Methods

Selecting the proper set of learning algorithms is a critical step in the auto-
mated authorship attribution of text. We use two learning methods: support
vector machines with sequential minimal optimization (SMO) and multi-layer
perceptron neural networks with error backpropagation (MLP).

Support Vector Machines (SVM) seek a hyperplane in the n-dimensional
input space, which best separates points corresponding to different candidate
authors. The best separator is the hyperplane that maximizes the distance to
the closest training data points of different authors. To attribute a disputed doc-
ument, we evaluate on which side of the hyperplane the point corresponding to
that document lies. We used the Platt’s sequential minimal optimization method
(SMO) implemented by Weka [14], as part of the JGAAP [15] software. SVMs
work particularly well on high dimensional vector spaces.

Artificial Neural Networks (ANN) are computational structures, which imi-
tate the way organic neural networks operate. A multi-layer perceptron with
error backpropagation (MLP) is an ANN, which consist of computational ele-
ments called perceptrons, organized into layers: an input layer, which prepro-
cesses the input, an output layer, which produces the output vector, and one or
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more “hidden” layers used to carry out non-linear separation. The output of each
perceptron is thresholded using some activation function - a signmoid function
in our experiments. Our inputs are elements of a vector of lexical stress pattern
frequencies. At each training step, the output vector is compared to a prede-
termined desired output vector, which has a non-zero value only for the vector
element corresponding to the true author of a training document. The difference
between the actual and the desired output - the error vector - is propagated
back through the network, and used to adjust the interconnection weights. The
process of feeding a training input forward and the error backwards is repeated
until the overall computational error is reduced below an acceptable threshold
or a specified number of iterations is completed. At that point training is ter-
minated and the network is ready to be used for attribution. A sample MLP is
shown in Figure 1.

3.2 Features Used

Our initial experiments considered the relative frequencies of patterns in docu-
ments. In further experiments we also studied N-grams of lexical stress patterns.
Pattern N-grams are sequences of N consecutive patterns from a given text. We
experimented with pattern-2-grams, pattern-3-grams, and pattern-4-grams.

In some experiments, we combined lexical stress with several traditional fea-
tures: Function words (fw) express grammatical relationships with other words in
a sentence, including articles, prepositions, pronouns and conjunctions. We used
the 70 function words from the Mosteller-Wallace Federalist Papers study [7].
The part-of-speech feature (pos) identifies words as nouns, verbs, adjectives,
adverbs etc. To tag words in our texts as parts-of-speech, we used the maxent
tagger developed by the Stanford NLP group [16]. We also used word N-grams
and part-of-speech N-grams (N=2, 3, 4).

3.3 Evaluating Performance

In order to check the accuracy of a learning method, the available documents
are divided into training and testing sets. The training set is used to build
the model, and then the model is tested on the remaining documents. In our
work we adopted a “leave-one-out” validation: n-1 of the available n documents
are used for training, and validation is carried out using the remaining one
document. The procedure is repeated n times, so every document is used at some
point for validation. The percentage of correctly classified documents constitutes
the “leave-one-out” accuracy of the method. Two other measures of method
performance are precision and recall. The precision of a method is the fraction
of documents attributed to an author, which are indeed his/her work. The recall
of a method is the fraction of an author’s documents attributed to him/her.

3.4 Weighted Voting

When a human expert attempts to attribute a text of unknown or disputed
authorship, he/she usually examines a broad set of lexical, stylistic, syntactic,
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and content features. It is logical to apply the same strategy in automated attri-
bution: We use a methodology, which combines different learning methods and
features through weighted voting [9].

Each method independently selects and supports one author. The intensity
of support of a method is proportional to its leave-one-out accuracy, so that
methods performing more accurately on the training documents contribute more
in voting for their choice. The overall support for each author is calculated by
adding the supports the author received from methods that choose him/her.
Thus, the accuracy-weighted method selects the author with the highest overall
support. Only methods that have an accuracy higher than a preset threshold in
the leave-one-out validation are considered. In our experiments, the accuracy-
weighted method often outperformed any individual method.

Fig. 1. Multiplayer Perceptron Generated from WEKA [14]

4 Authorship Attribution with Lexical Stress Pattern
Vectors

4.1 Experiments with Lexical Stress Patterns Only

We have carried out a large number of experiments both with subsets as well
as with the entire corpus of 18th century documents available to us. The initial
experiments used only six randomly-selected authors: Adams, Benezet, Dickin-
son, Hopkinson, Jefferson, and Paine. The results were very encouraging: 76%
accuracy of classification and a high average precision and recall (0.791 and 0.767
respectively). However, experiments with the full set of 21 authors and all 126
documents revealed that the method works well only for some authors. This
surprising observation seems to confirm the original intuitive hypothesis of our
colleague, who claimed that some authors have a more “melodic” writing style.
It appears that, whether consciously or subconsciously, some authors tend to
choose words with particular lexical stress patterns much more frequently. While
the true “melody” of text/speech is conveyed through intonation, it appears that
lexical stress does play a role in the emotive expressiveness of text.
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We used a number of different pattern selection strategies - stress patterns
of words, stress pattern 2-grams, 3-grams, and 4-grams. The classification accu-
racy was the highest (67%) for pattern-2-grams learned using SMO. Weighted
combination had 66% accuracy and its recall and precision increased for most
authors. Some authors, like Condorset and Ogilvie scored 100% in both recall
and precision, and several other authors had almost as strong results. However,
a few authors remained problematic: Benezet had a recall of 44%, Witherspoon
- 33%, and Boswell scored 0% on both recall and precision. The reason for this
disparity is unclear. Our initial assumption was that the small number of avail-
able documents is affecting the results for some authors (e.g. Boswell has only 3
documents). However, our corpus contains nine Witherspoon texts and he still
scored pretty low. On the other hand, Priestly scored 100% recall and 75% pre-
cision with only 3 document in the corpus. While the length of the documents
may affect the results of the attribution, it is pretty clear that author predilec-
tion towards words with specific types of lexical patterns undoubtedly affects
the attribution results.

4.2 Combining Stress with Other Lexical Features

Our results demonstrate that the weighted accuracy approach produces much
stronger results compared to using traditional lexical features only or lexical
stress only (Tables 3, 5, 4). The best single traditional feature accuracy achieved
was 75%. Combining traditional methods, we were able to achieve an accuracy
of 82%. By adding lexical-stress, the overall accuracy improved further to 88%.

Table 3. Lexical Stress Accuracy

Lexical Stress Features Accuracy

SMO-pattern-2-gram 67%
SMO-pattern-3-gram 58%
SMO-pattern-4-gram 43%
SMO-single-pattern 50%
MLP-pattern-2-gram 60%
MLP-pattern-3-gram 58%
MLP-pattern-4-gram 46%
MLP-single-pattern 56%

Table 4. Accuracy of Weighted Combina-
tions

Features Accuracy

Lexical Stress Only 66%
Traditional Features Only 82%
Combined 88%

Table 5. Traditional Features Accuracy

Traditional Features Accuracy

SMO-function-words 70%
SMO-single-pos 57%
SMO-pos-2-gram 68%
SMO-pos-3-gram 56%
SMO-pos-4-gram 52%
SMO-word-2-gram 65%
SMO-word-3-gram 50%
SMO-word-4-gram 30%
SMO-single-word 75%
MLP-function-wods 71%
MLP-single-pos 60%
MLP-pos-2-gram 70%
MLP-pos-3-gram 63%
MLP-pos-4-gram 52%
MLP-word-2-gram 65%
MLP-word-3-gram 49%
MLP-word-4-gram 25%
MLP-single-word 75%
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The ability of lexical-stress features to recognize some authors provided a valu-
able contribution: the weighted combination of traditional features improved
accuracy by 7%; the accuracy including lexical stress was 13% higher than the
highest accuracy among individual methods.

5 Conclusion and Future Work

We have clearly demonstrated that lexical stress, in combination with other
lexical features, can produce strong attribution results. There are, however, a
number of limitations to this methodology. The primary limitation is the avail-
ability of an accurate lexical stress dictionary. To the best of our knowledge, the
CMU pronunciation dictionary is the only non-commercial resource available for
extracting lexical stress. While fairly comprehensive, the CMU dictionary lacks
many words, which were in common use in the 18th century, but have since fallen
out of use. Moreover, since the first voice recordings of spoken English did not
appear until the mid-19th century, there is really no way of knowing the histor-
ically accurate lexical stress patterns used during 18th century. Thus, our work
is based on a present-day stress patterns of written words from a much earlier
historical period.

Another issue arises due to fact that some words may have multiple pronun-
ciation patterns with stress placed on different syllables. Our current research
is aimed at finding an approach, which account for multiple word stress pat-
terns when used for attribution. Two other major research directions include
the development of algorithms for extracting intonation and alliteration from
text, and using them in automated authorship attribution. Finally, in collabo-
ration with colleagues from the Humanities, we are applying our methodology
to our ever-growing collection of attributed and unattributed texts in an effort
to determine the authorship of important political documents from the time of
the American and French Revolutions.
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Abstract. The importance of conversation in a second language (L2)
during international collaboration continues to increase, but the features
of non-verbal communications such as eye gaze and gestures in L2 con-
versation have not been clarified to the extent they have in the native lan-
guage (L1). This study provides quantitative analyses of both speakers’
and listeners’ eye gaze activities to examine their differences in interac-
tion structures between L1 and L2. Our analyses clarify that the listeners
gaze more at speakers in conversations in L2 than in L1 and that the
speaker gazes more at the next speaker in conversations in L2 than in L1
when they join small-party conversations. These analyses demonstrate
that interaction structures in L2 are different from those in L1.

Keywords: Eye gaze · Second language conversation · Multimodal
communication

1 Introduction

The rapid development of transportation systems and information technologies
has given people more opportunities for worldwide communications. The impor-
tance of conversation in a second language (L2) has been increasing more than
ever, so analysis of how mutual understanding works in an L2 conversation
has taken on the same importance as its operation in a mother tongue (L1)
conversation.

Language use is a form of joint action carried out by groups of people acting in
coordination. Their joint actions involve not only verbal activities but also non-
verbal ones such as eye gaze, gestures, body posture, and nodding to achieve a
common grounding process, i.e., to form the basis of mutual understanding [1,2].
Eye gaze has particularly important functions such as signaling interpersonal
attitudes, augmenting speech contents, controlling the synchronization of speech,
and distraction through avoiding excess input of information, as well as acquiring
feedback information from conversation partners [3–8]. The studies cited here,
however, have mainly been conducted for conversations in L1.
c© Springer International Publishing Switzerland 2015
P. Král and V. Matoušek (Eds.): TSD 2015, LNAI 9302, pp. 114–121, 2015.
DOI: 10.1007/978-3-319-24033-6 13
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Eye gaze plays an important role in second language conversations as well.
Previous research has reported that eye gaze activities and facial expression play
an important role in monitoring both partners’ understanding in the conversation
repair process [9].

Veinott et al. [10] found that non-native speaker pairs benefited from video
in route-guiding tasks in the field of computer supported collaborative work
(CSCW) while native speaker pairs, in contrast, did not. They argued that this
was because video helped the non-native pairs to negotiate a common ground,
whereas it did not serve this purpose for the native pairs. Their study revealed
that video images of the conversation partners helped them to establish mutual
understanding in their second language conversations, although it was still not
clear which element in the video information contributed to establishing the
common ground. This research suggested that gaze activities in conversations in
L2 had different functions from those in L1.

Our previous research also revealed that the participants gazed more at
speakers in conversations in L2 than in L1 when they joined small-party conver-
sations [11–14]. Several possible reasons have arisen to explain the differences
between eye gaze activities in conversations in L2 and L1, among them: (1) par-
ticipants monitored their understanding of what was being said to make repairs
if necessary, (2) participants used visual information to help in perceiving the
auditory information, and (3) participants gave a polite acknowledgement of the
speakers’ effort in producing speech with difficulty. The actual reason, however,
is still not clear, and it’s reasonable to assume that not a single factor but rather
a combination of several factors causes this phenomenon.

Content analyses of utterances are needed to validate these possibilities. How-
ever, our previous study showed that listeners gazed at the next speaker before
speaking started for more utterances in L2 than in L1 conversations [15]. These
results suggest that the participants could better predict the next speaker in
conversations in L2 than in L1. This might be because the conversational flow in
L2 is simpler than conversations in L1 due the participants’ relatively lower level
of language expertise. Speakers tried to make conversations easier by monitoring
the other participants’ understanding and by using visual information to more
fully perceive the auditory information.

This paper compares eye gaze activities of both speakers and listeners in
detail to examine what factors cause the phenomenon of listeners gazing more
at the speaker in L2 conversations than in L1 conversations.

The paper is structured as follows. In Section 2, we briefly describe the mul-
timodal corpus used in this research. We report our analytical results on eye
gaze in Section 3 and present a discussion in Section 4. We conclude in Section
5 with a brief summary.

2 Mutimodal Corpus

We used a multimodal corpus [14] of conversations by three participants in these
analyses. The main features of the corpus are briefly explained as follows.
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2.1 Participants

A total of 60 university students between the ages of 18 and 24 were recruited
to develop the multimodal corpus. They were divided into twenty groups of
three participants each. All participants were native Japanese speakers who
had learned English as a second language. They were not acquainted with each
other before the meeting held for data collection. The Test of English for Inter-
national Communication (TOEIC) score was used to determine participants’
English communicative skill. Participants’ scores ranged from 450 to 985 (990
being the highest score that could be attained). Each member of a given group
was ranked into one of three degrees of English expertise based on their TOEIC
score, namely, Rank1 (high proficiency), Rank2 (middle) and Rank3 (low).

2.2 Experimental Setup

Three participants sat 1.5 m apart in a triangular formation around a table.
Each participant sat in the same position for all four trials. Three sets of NAC
EMR-9 eye trackers and headsets with microphones recorded their eye gazes and
voices. The participants talked about two predetermined themes in English (as
their L2) and in Japanese (as their L1). Each group had two conversations in
each language.

2.3 Procedure

Two conversational topics were assigned before each trial. The first was a free-
flowing one where participants chatted about their favorite foods or animals.
The second was a goal-oriented task where they collaborated on deciding what
to take to a deserted island or the mountains. The orders of the conversation
topics and the languages were set randomly to counterbalance any order effect.
Each group had six-minute conversations on the free-flowing and goal-oriented
topics in both languages.

2.4 Annotations

The time information of the utterances and the eye gazes were annotated.
Instances of the annotation feature GazeObject were manually annotated based
on the gaze path given by the eye tracker; whose values included Gaze at the
person to the right, Gaze at the person to the left, Gaze to other (gaze to objects
besides the person to the right or left), and NoGaze (gaze was not detected).
Gaze events are defined as gazing at some object, that is, participants focus
their visual attention on a particular object for a certain period of time [16].
The annotation was done using the EUDICO Linguistic Annotator (ELAN) [17]
developed at the Max Planck Institute as an annotation tool. Cohen’s kappa
coefficient of segmenting gaze events was 0.83.
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2.5 Transcription

The transcription of utterances in L2 is a difficult task even for native speakers.
After all conversations had finished, the recorded voices in the conversations in
L2 were transcribed by the participants themselves and checked with a bilingual
assistant. The transcription procedures were specified by the authors. For exam-
ple, when the speaker was laughing or hesitating, the span had to be surrounded
by an exclamation point, as in !laugh!. Words also had to be bound by hash
marks, as in #Tokyo# or #sushi# when speakers uttered a proper noun or a
word in Japanese. We developed a tool for linking annotated tags of utterances
and their transcribed data.

3 Analyses

We quantitatively analyzed the activities of eye gaze in L1 and L2 conversations
from the following perspectives.

3.1 Analysis 1: Listener’s Eye Gaze Activities

Previous research [12–14] has suggested that speakers are gazed at more by
listeners in L2 conversations than in L1 conversations. Based on the definition
described in the previous research [15], we used the listener’s gazing ratio to
analyze the eye gaze activities of listeners while the other participants were
speaking. Listener’s Gazing Ratio is defined as

Listener′sGazingRatio = DLGj(i)/D(i), (1)

where D(i) is the duration of the i-th utterance and DLGj(i) is the duration
when the j-th participant is gazing at the speaker in the i-th utterance. The
average and SD values of the Listener’s Gazing Ratio for each language and
topic are listed in Table 1.

We conducted an ANOVA test with the language difference and the topic dif-
ference being within-subject factors and the difference between Listener’s Gazing
Ratios of participants of higher expertise to participants of lower expertise and
those of participants of lower expertise to participants of higher expertise being
the between-subject factors. A significant main effect of language difference was
found (F(1,117) = 107.75, p < .001). These results show that the speakers were
gazed at more in L2 conversations than in L1 conversations. This phenomenon
was found in both free-flowing and goal-oriented conversations in L2.

3.2 Analysis 2: Speaker’s Eye Gaze Activities

Previous research [12–14] has also suggested that speakers gaze at listeners in
conversations in L2 almost as much as in L1 conversations. We used the speaker’s



118 K. Ijuin et al.

Table 1. Basic statistics of eye gaze activities

Features Average ± standard deviation
in conversation Free(JPN) Free(ENG) Goal(JPN) Goal(ENG)

Listener′sGazingRatio 0.47 ± 0.14 0.58 ± 0.15 0.44 ± 0.16 0.57 ± 0.17

Speaker′sGazingRatio 0.28 ± 0.13 0.28 ± 0.14 0.28 ± 0.16 0.28 ± 0.16

gazing ratio to analyze the eye gaze activities of speakers during speaking.
Speaker’s Gazing Ratio is defined as

Speaker′sGazingRatio = DSGj(i)/D(i), (2)

where D(i) is the duration of the i-th utterance and DSGj(i) is the duration
when the speaker is gazing at the j-th participant in the i-th utterance. The
average and SD values of the Speaker’s Gazing Ratio for each language and
topic are also listed in Table 1.

We conducted an ANOVA test with the language difference and the topic dif-
ference being within-subject factors and the difference between Speaker’s Gazing
Ratios of participants of higher expertise to participants of lower expertise and
those of participants of lower expertise to participants of higher expertise being
the between-subject factors. The results do not show any significant main effect
of language difference (F(1,117) = 0.1).

3.3 Analysis 3: Eye Gaze Activities Among the Participants

In order to investigate the difference of speakers’ and listeners’ gazing activi-
ties in conversations in L1 and L2, we analyzed eye gaze activities among the
participants in line with conversational flow. That is to say, we analyzed gazing
activities between current speakers and next speakers, between current speakers
and listeners (not next speakers), and between next speakers and listeners. Eye
Gazing Ratio among participants is defined as

GazingRatioAmongParticipants = DGjk(i)/D(i), (3)

where D(i) is the duration of the i-th utterance and DGjk(i) is the duration
when participant j is gazing at participant k in the i-th utterance. Participants
j and k can be the current speaker, next speaker, or listener.

Figure 1 shows the average of gazing ratios among participants categorized
by the relation between the gazing and gazed persons. Table 2 lists their averages
and standard deviations.

We conducted an ANOVA test with the language difference, conversation
topic difference and gazing-at-object difference being within-subject factors. The
results show a significant main effect of gazing-at-object difference (F(1,19) =
151.0, p < .01) and a significant first-order interaction between language dif-
ference and gazing-at-object difference (F(1,19) = 22.4, p < .01). We can easily
observe the following phenomena from these analyses:
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Fig. 1. Average of gazing ratios among participants for free-flow and goal-oriented
conversation in L1 and L2. The symbol CtoN represents the condition where the gazing
person is a current speaker and the gazed person is a next speaker. Other categories
represent similar conditions based on notations where the symbols C, N, and L represent
current speakers, next speakers, and listeners, respectively.

Table 2. Basic statistics of mutual eye gaze activities

Gazing person - gazed person Average ± standard deviation
Free(JPN) Free(ENG) Goal(JPN) Goal(ENG)

Current speaker - next speaker 0.32 ± 0.08 0.43 ± 0.07 0.35 ± 0.09 0.39 ± 0.12

Current speaker - listener 0.24 ± 0.11 0.17 ± 0.09 0.22 ± 0.06 0.17 ± 0.09

Next speaker - current speaker 0.55 ± 0.10 0.66 ± 0.08 0.53 ± 0.11 0.66 ± 0.13

Next speaker - listener 0.15 ± 0.10 0.09 ± 0.07 0.14 ± 0.05 0.09 ± 0.06

Listener - current speaker 0.53 ± 0.11 0.58 ± 0.10 0.50 ± 0.11 0.62 ± 0.13

Listener - next speaker 0.18 ± 0.06 0.18 ± 0.05 0.17 ± 0.08 0.13 ± 0.09

1a. Both the next speaker and the listener gazed at the current speaker more
than other participants in both conversations in L1 and L2.

1b. However, the averages of gazing ratios by both the next speakers and the
listener were larger in conversations in L2 than those in L1.

2a. The ratio of current speakers gazing at next speakers was more than that of
gazing at the listener in both conversations in L1 and L2.

2b. However, the average of gazing ratios of current speakers gazing at next
speakers in conversations in L2 was larger than that in L1.
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4 Discussion

As described in previous research [11–14], the listeners gazed more at speakers
in conversations in L2 than in L1 when they joined small-party conversations
and the average of speakers’ gazing ratios was almost the same between conver-
sations in L1 and L2. The results of our analyses showed that the object the
speaker mainly gazed at, however, was different in L2 conversations and in L1
conversations: specifically, the speaker gazed more at the next speaker in the
conversations in L2 than in L1. These results suggest that listeners gazed more
at the speaker in L2 conversations to use visual information to help in perceiving
the auditory information, and also suggest that the speaker gazed more at the
next speaker in L2 conversations to monitor his/her understanding of what was
being said and to make repairs if necessary.

The results also suggest that the interaction structure in L2 may be different
from that in L1. That is to say, speakers in conversations in L2 may have more of
a tendency to speak to a single person than those in L1, where speakers talk to
both other participants equally. A multi-party conversation consists of “ratified
participants” [18], and participants with lower proficiency might be relegated to
“side participant” status. This observation suggests that the participants’ rela-
tively lower language expertise let speakers to choose simpler interaction struc-
ture in conversations in L2 than in L1, although content analyses of utterances
are needed to validate these conjectures.

5 Conclusion

We compared the gazing activities of speakers in small-party conversations in
L1 and L2 and found that the speakers gazed more at the next speaker in
conversations in L2 than in L1. These results suggest a difference between the
interaction structure in L1 and L2, maybe because of the participants’ relatively
lower language proficiency in the latter. We are currently conducting detailed
tagging including discourse tagging to the multimodal corpus to clarify difference
of gazing activities in conversations in L1 and L2.

Acknowledgments. We would like to express our deepest gratitude to Emeritus Pro-
fessor Masuzo Yanagida of Doshisha University for his invaluable comments and helpful
discussion. This research was supported in part by a grant from the Japan Society for
the Promotion of Science (JSPS) (No.15K02738).

References

1. Clark, H., Brennan, S.: Grounding in communication. Perspectives on Socially
Shared Cognition, 222–233 (1991)

2. Clark, H.: Using language. Cambridge University Press (1996)
3. Argyle, M., Dean, J.: Eye-contact, distance and affiliation. Sociometry 28, 289–304

(1965)



Eye Gaze Analyses in L1 and L2 Conversations 121

4. Kendon, A.: Some functions of gaze-direction in social interaction. Acta Psycho-
logica 26, 22–63 (1967)

5. Argyle, M., Lallijee, M., Cook, M.: The effects of visibility on interaction in a dyad.
Human Relations 21, 3–17 (1968)

6. Argyle, M., Ingham, R., Alkema, F., McCalin, M.: The different functions of gaze.
Semiotica 7, 19–327 (1973)

7. Argyle, M., Lefebvre, L.M., Cook, M.: The meaning of five patterns of gaze. Euro-
pean Journal of Social Psychology 4, 125–136 (1974)

8. Kleinke, C.L.: Gaze and eye contact: a research review. Psychological Bulletin 100,
78–100 (1974)

9. Hosoda, Y.: Repair and relevance of differential language expertise in second lan-
guage conversations, pp. 25–50. Oxford University Press (2006)

10. Veinott, E., Olson, J., Olson, G., Fu, X.: Video helps remote work: speakers who
need to negotiate common ground benefit from seeing each other. In: Proceedings
of the Conference on Computer Human Interaction, CHI 1999, pp. 302–309. ACM
Press, PA (1974)

11. Kabashima, K., Jokinen, K., Nishida, M., Yamamoto, S.: Multimodal corpus of
conversations in mother tongue and second language by same interlocutors. In:
Proceedings of the 4th Workshop on Eye Gaze in Intelligent Human Machine Inter-
action, Volume Article No. 9, pp. 302–309 (2012)

12. Yamamoto, S., Taguchi, K., Umata, I., Kabashima, K., Nishida, M.: Differences in
interactional attitudes in native and second language conversations: Quantitative
analyses of multimodal three-party corpus. In: Proceedings of the 35th Annual
Meeting of the Cognitive Science Society, pp. 3823–3828 (2013)

13. Umata, I., Yamamoto, S., Ijuin, K., Nishida, M.: Effects of language proficiency
on eye-gaze in second language conversations: toward supporting second language
collaboration. In: ICMI 2013, pp. 413–420 (2013)

14. Yamamoto, S., Taguchi, K., Ijuin, K., Umata, I., Nishida, M.: Multimodal corpus
of multiparty conversations in l1 and l2 languages and findings obtained from it.
Language Resources and Evaluation (2015). doi:10.1007/s10579-015-9299-2

15. Ijuin, K., Taguhci, K., Umata, I., Yamamoto, S.: Eye gaze analyses in l1 and l2
conversations: From the perspective of listeners’ eye gaze activity. In: Understand-
ing and Modeling Multiparty, Multimodal Interactions - Workshop at ICMI 2014
(2014)

16. Jokinen, K., Furukawa, H., Nishida, M., Yamamoto, S.: Gaze and turn-taking
behavior in casual conversational interaction. ACM Transactions on Interactive
Intelligent Systems 3(2), 12:1–12:30 (2013)

17. ELAN. http://tla.mpi.nl/tools/tla-tools/
18. Goffman, E.: Replies and responses. Language in Society 5(3), 257–313 (1976)

http://dx.doi.org/10.1007/s10579-015-9299-2
http://tla.mpi.nl/tools/tla-tools/


Word Categorization of Corporate Annual
Reports for Bankruptcy Prediction

by Machine Learning Methods
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Abstract. The language of company related documents is recognized as
being an important indicator of future financial performance. This study
aims to extract various word categories from corporate annual reports
and examine their effect on bankruptcy prediction. We show that the
language used by bankrupt companies is characterized by stronger tenac-
ity, accomplishment, familiarity, present concern, exclusion and denial.
Bankrupt companies also use more modal, positive, uncertain and nega-
tive language. We used neural networks, support vector machines, deci-
sion trees and ensembles of decision trees to predict corporate bankruptcy.
The prediction models utilized both financial indicators and word cate-
gorizations as input variables. We show that both general dictionary and
financial dictionary categories can significantly improve the accuracy of
the prediction models.

Keywords: Bankruptcy prediction · Word categorization · Sentiment
analysis · Machine learning · Meta-learning

1 Introduction

Filing for bankruptcy is considered the most serious form of corporate financial
distress. Much research is aimed at elucidating the mechanisms of bankruptcy
prediction using financial determinants such as profitability, liquidity, and debt
ratios. Bankruptcy prediction is realized as a two-class problem, classifying
bankrupt and non-bankrupt companies. These approaches have evolved from
the use of multivariate statistical models to recent use of artificial intelligence
(AI) and machine learning methods, see e.g. [1] for a review. Neural networks
(NNs) [2] and support vector machines (SVMs) [3] represent the most frequent AI
methods applied for corporate bankruptcy prediction. Recently, there have been
attempts to use ensembles of AI methods to improve prediction accuracy [4–6].

Even though AI methods significantly outperformed traditional statistical
methods in previous research [5], they were not capable to fully explain the com-
plex dynamical relations between historical financial determinants and future

c© Springer International Publishing Switzerland 2015
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bankruptcy. Recently, the text analysis of company related documents has gath-
ered increasing interest due to its ability to help better understand various finan-
cial events, such as fraud, stock return and volatility [7]. In related literature, [8]
developed a financial ontology from the extracted concept scores to predict cor-
porate bankruptcy. Shirata et al. [9] report that extracting phrases from annual
reports may be an effective predictor of corporate bankruptcy. Sentiment analysis
of news articles was employed by [10] to demonstrate that topic-specific negative
sentiment is more important for future credit rating changes in comparison with
positive sentiment. Similarly, recent studies [11–13] report that financial perfor-
mance prediction can be improved with sentiment information extracted from
company related documents. Despite this interest, no one as far as we know has
studied the effect of word categories on bankruptcy prediction. The contribution
of our work is to explore the consequences of using both quantitative (i.e. finan-
cial ratios) and qualitative (word categories) information in predicting corporate
bankruptcy. As a source of information on word categories, we use the narrative
texts from annual reports since they are considered one of the most important
external documents that reflect corporate financial performance and strategy.

The remainder of this paper has been organized in the following way. The
next section deals with data collection and their preprocessing. Section 2 also
examines the differences between bankrupt and non-bankrupt companies regard-
ing the chosen word categorizations. Section 3 presents the results of predicting
bankruptcy using NNs, SVMs, classification trees and the ensembles of classifi-
cation trees. Our conclusions are drawn in the final section.

2 Data Preprocessing

First, we used the BankruptcyData.com database to detect bankrupt U.S. com-
panies for the period 2004-2013. Second, we collected financial data for the
bankrupt companies from the Value Line database three years before bankruptcy.
The set of financial indicators was based on extensive literature on corporate
bankruptcy prediction. As a result, we obtained a total set of 386 bankrupt
companies. Third, we collected data for the corresponding set of 386 of non-
bankrupt companies. In the selection process, we attempted to preserve similar
distributions of companies across years, size and industries. Note that the origi-
nal dataset is strongly imbalanced and that this issue can be also addressed by
other sampling methods [14].

In the next step, we collected annual reports (10-Ks filings) for both the
bankrupt and non-bankrupt companies from U.S. Securities and Exchange Com-
mission EDGAR System. More specifically, we extracted only the most impor-
tant textual section from the documents, i.e. Item 7. Management’s Discussion
and Analysis of Financial Condition and Results of Operations. Again, only the
annual reports three years before bankruptcy were involved in the data col-
lection. Tokenization and lemmatization of the documents were performed to
obtain a set of term candidates which were subsequently compared with two
word categorizations: (1) financial dictionary developed by [7] and (2) general
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dictionary Diction 5.0 developed by [15]. The financial dictionary covered the
following word categories: negative, positive, uncertainty, litigious, modal strong
and modal weak. In case of the positive category, negation was detected to give
the category accuracy. Additional thirty categories were obtained using the Dic-
tion 5.0 in order to cover the general tone of language, including ambivalence,
tenacity, satisfaction, inspiration or concreteness. Next, the tf.idf term weight-
ing scheme was applied to each term to obtain its relative frequency. Finally, the
average importance of each word category was calculated.

The list of the word categories together with their average values for each
class (non-bankrupt/bankrupt) is presented in Table 1. Student’s paired t-test
was performed to show significant differences in the frequencies of each word
category. Regarding the Diction 5.0 word categories, the results show that the
language used by bankrupt companies was characterized on one hand by stronger
tenacity (connoting confidence and totality), accomplishment, familiarity (most
common words), present concern, exclusion (sources and effects of social isola-
tion) and denial (negative functions words and terms designating null sets) and,
on the other hand, by weaker blame (social inappropriateness, downright evil
and unfortunate circumstances), hardship (natural disasters and hostile actions),
spatial awareness, concreteness (tangibility and materiality), past concern (past-
tense forms of the verbs), rapport (affinity, assent, deference and identity), diver-
sity and liberation. Bankrupt companies also used more modal (weak modal such
as “almost” or “could” and strong modal such as “always” or “definitely”), pos-
itive, uncertain and negative language. These findings suggest that bankrupt

Table 1. Mean tf.idf values of sentiment attributes.

Attribute Non-Bankr./Bankr. Attribute Non-Bankr./Bankr.

Numerical 0.273/0.281 Present concern 0.230/0.244*

Ambivalence 0.232/0.240 Human interest 0.279/0.275

Tenacity 0.669/0.769*** Concreteness 0.356/0.334**

Levelling 0.251/0.261 Past concern 0.281/0.262**

Collectives 0.332/0.319 Centrality 0.277/0.290

Praise 0.273/0.261 Rapport 0.275/0.256*

Satisfaction 0.236/0.248 Cooperation 0.287/0.298

Inspiration 0.310/0.302 Diversity 0.313/0.288**

Blame 0.252/0.214*** Exclusion 0.260/0.286**

Hardship 0.327/0.301** Liberation 0.291/0.244***

Aggression 0.265/0.267 Denial 0.250/0.294**

Accomplishment 0.290/0.306** Motion 0.318/0.299

Communication 0.303/0.304 Litigious 0.296/0.285

Cognition 0.302/0.318 Strong modal 0.189/0.225***

Passivity 0.266/0.262 Weak modal 0.243/0.275***

Spatial awareness 0.379/0.339*** Positive 0.250/0.290***

Familiarity 0.336/0.361* Uncertainty 0.215/0.232**

Temporal 0.279/0.280 Negative 0.229/0.262***

*** statistically significant differences at p=0.01, ** at p=0.05, * at p=0.1.
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companies attempted to emphasize their persistence and achievements, using
more common and uncertain language.

In addition to word categorizations, we used financial indicators as bankruptcy
predictors. These included profitability ratios (return on equity, return on capital,
effective tax rate), liquidity (cash / total assets), leverage (market debt / total cap-
ital, book debt / total capital), assets structure (fixed assets / total assets, intan-
gible assets / total assets), business situation (effective tax rate, revenue growth
last year) and market value ratios (earnings per share, price to book value, price to
earnings per share (both current and forward), value line beta, high to low stock
price, dividend yield, payout ratio, standard deviation of stock price, institutional
and insiders holdings).

Feature selection was the last step of data preprocessing. We performed this
procedure using correlation-based filter [16] to eliminate the redundant variables.
Thus, the dimensionality of the feature space was reduced and the accuracy
of the algorithms could be improved [17]. Table 2 shows the list of attributes
after feature selection. Again, Student’s paired t-test was performed to show the
differences between non-bankrupt and bankrupt classes.

Table 2. Descriptive statistics (mean±stdev) of selected input attributes.

Attribute Non-bankrupt Bankrupt t-value

x1 Tenacity 0.67±0.50 0.77±0.70 -2.71***

x2 Denial 0.25±0.25 0.29±0.35 -2.46**

x3 Strong modal 0.19±0.15 0.22±0.22 -3.22***

x4 Forward Price / Earnings 12.26±15.32 1.75±6.24 5.31***

x5 Value line beta 1.17±0.34 1.09±0.52 2.80***

x6 Standard deviation of stock price 0.41±0.32 0.93±0.64 -15.31***

x7 Effective tax rate 0.26±0.16 0.10±1.04 3.74***

x8 Cash / Total assets 0.09±0.13 0.08±0.18 1.31

x9 Intangible assets / Total assets 0.19±0.21 0.10±0.19 6.80***

x10 Dividend yield 0.03±0.07 0.01±0.09 4.47***

x11 Insider holdings 0.07±0.12 0.03±0.08 3.08***

N 386 386

*** statistically significant differences at p=0.01, ** at p=0.05, * at p=0.1.

3 Experimental Results

In our experiments, we examined various structures of the following methods for
bankruptcy prediction: multilayer perceptron (MLP), SVM, decision trees (J48),
alternatingdecisiontrees(ADTrees) [18],NäıveBayesdecisiontrees(NBTrees) [19],
random forest (RanFor) [20], and meta (ensemble) algorithms, i.e. rotation for-
est (RFJ48) [21] and random subspace method (RSSJ48) [22]. To avoid overfitting,
all experiments were performed using 10-fold cross-validation. The structures and
parameters of the learning algorithms were found using grid search procedure.
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MLP was trained using the backpropagation algorithm with momentum. The
following parameters of the MLP were examined: the number of neurons in the
hidden layer = (attributes + classes) / 2, learning rate = {0.05, 0.1, 0.2, 0,3},
momentum = {0.05, 0.1, 0.2, 0.3}, and the number of epochs = {5, 10, 20, 100,
... , 800}.

SVMs use kernel functions to separate the hyperplane between two classes
by maximizing the margin between the closest data points. This is done in a
higher-dimensional space where the data become linearly separable. We used
the SVMs trained by the sequential minimal optimization algorithm. The clas-
sification performance of the SVMs was tested for the following user-defined
parameters: kernel functions = polynomial, γ = {0.001, 0.01, 0.1, 0.2}, the level
of polynomial function = {1, 2, 3}, complexity parameter C = {1, 2, 4, 8, 16, 32,
64}, round-off error ε = {1.0E-10, 1.0E-12, 1.0E-14}, and tolerance parameter
= {0.001, 0.01, 0.1}.

The group of J48, ADTree, NBTree and RanForest algorithms uses a tree
representation assigning a class to an object based on its attributes. J48 clas-
sifier uses an error based pruning algorithm. The user can choose a confidence
value to be used when pruning the tree. An attribute with the best value of the
splitting criterion is assigned to each root and intermediate node. The following
parameters of J48 were examined to obtain the best classification performance:
confidence factor = {0.1, 0.15, ... , 0.55}, minimum number of instances per leaf
= {1, 2, ... , 5} and number folds = 3.

ADTrees represents a generalization of decision trees, voted decision trees
and voted decision stumps. The algorithm uses a boosting procedure to produce
predictions based on a majority vote over a number of decision trees. The classi-
fication performance of ADTrees depends on the number of boosting iterations
= {5, 10, 20, ... , 60}. In NBTrees algorithm, root nodes use decision tree classi-
fier and leaf nodes use Näıve Bayes classifier. In RanFor, every tree is prepared
by randomly selected objects from dataset. Thus, the accuracy and prediction
power can be improved because it is less sensitive to outlier objects. For RanFor,
the number of variables to select from at each node is set to log2(n) + 1. The
classification performance of the RanFor depends on the number of trees = {5,
10, 20, 30, 40, 50}.

We also employed a wide range of meta (ensemble) algorithms for bankruptcy
prediction, namely multiboosting, adaboosting, bagging, dagging, RF and RSS,
see e.g. [23] for their comparative review. From this set of algorithms, the highest
accuracy for our bankruptcy prediction problem was achieved by RF and RSS.
RF fixes the number of variables in each subset. The following parameters of
RF were examined: the number of iterations = {5, 10, 20, ... , 60}, max group
= 3, min group = 3. RSS classifier includes a large number of trees generated
systematically using pseudorandom selections of the subsets of variables from
subspace. The following parameters of RSS were examined to achieve the best
classification performance: the number of iterations = {5, 10, 20, ... , 100}, and
subspace size = {0.1, 0.2, ... , 0.9}. Table 3 presents the best settings of the
above mentioned algorithms.
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Table 3. Best setting of learning parameters.

Method Parameters for the best classification performance

MLP The number of neurons in the hidden layer = (attributes + classes) / 2,
learning rate = 0,3, momentum = 0.2, number of epochs = 700.

SVM Kernel functions = polynomial, γ = 0.001, level of polynomial function =
1, complexity C = 64, round-off error ε = 1.0E-12, tolerance parameter =
0.001.

J48 Confidence factor = 0.25, min. number of instances per leaf = 2, number
folds = 3.

ADTree The number of boosting iterations = 20.

NBTree -

RanFor The number of trees = 30.

RFJ48 The number of iterations = 50, max group = 3, min group = 3.

RSSJ48 The number of iterations = 90, subspace size = 0.5.

The quality of prediction was measured by the standard classification per-
formance criteria [24]: accuracy Acc [%], true positives (TP rate), false positives
(FP rate), F-measure (F-m), and the area under the receiver operating char-
acteristic (ROC) curve. Table 4 shows the detailed classification performance
on the bankruptcy prediction dataset (the average values are reported from
the 10-fold cross-validation). NBTree performed best with 95.1 % total accu-
racy. This method achieved high accuracies for individual classes as well (94.1
% for non-bankrupt and 96.9 % for bankrupt class). This finding corroborates

Table 4. Comparison of classification performance over the chosen methods for non-
bankrupt (NB) and bankrupt (B) classes with word categories.

MLP SVM J48 ADTree

Acc. [%] 86.0771 86.6416 91.3452 93.9793

Class NB B NB B NB B NB B

TP rate 0.914 0.767 0.904 0.801 0.932 0.881 0.944 0.933

FP rate 0.233 0.086 0.199 0.096 0.119 0.068 0.067 0.056

F-m 0.893 0.800 0.896 0.813 0.932 0.881 0.952 0.918

ROC 0.885 0.885 0.852 0.852 0.923 0.923 0.981 0.981

NBTree RanFor RFJ48 RSSJ48

Acc. [%] 95.1082 94.2615 92.5682 94.0734

Class NB B NB B NB B NB B

TP rate 0.941 0.969 0.957 0.917 0.944 0.894 0.954 0.917

FP rate 0.031 0.059 0.083 0.043 0.106 0.056 0.083 0.046

F-m 0.961 0.935 0.955 0.921 0.942 0.897 0.954 0.918

ROC 0.989 0.989 0.982 0.982 0.979 0.979 0.985 0.985
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Table 5. Classification performance without word categories.

MLP NN SVM J48 ADTree

Acc. [%] 85.0423 86.5475 91.1571 92.0978*

Class NB B NB B NB B NB B

TP rate 0.905 0.754 0.942 0.731 0.913 0.909 0.938 0.891

FP rate 0.246 0.095 0.269 0.058 0.091 0.087 0.109 0.062

F-m 0.885 0.785 0.899 0.798 0.929 0.882 0.938 0.891

ROC 0.901 0.901 0.836 0.836 0.934 0.934 0.972 0.972

NBTree RanFor RFJ48 RSSJ48

Acc. [%] 92.3801* 92.3801* 91.6275 93.0386

Class NB B NB B NB B NB B

TP rate 0.939 0.896 0.948 0.881 0.935 0.883 0.938 0.917

FP rate 0.104 0.061 0.119 0.052 0.117 0.065 0.083 0.062

F-m 0.940 0.895 0.941 0.894 0.934 0.885 0.945 0.905

ROC 0.975 0.975 0.969 0.969 0.973 0.973 0.979 0.979

* statistically significant drop in accuracy at p=0.05.

those obtained in other studies where ensembles of AI methods outperformed
single methods. To assess the effect of word categorizations on prediction per-
formance, we performed additional experiments using only financial indicators
x4, x5, ..., x11 as input variables (here we do not present the best settings of the
classifiers due to limited space). Table 5 shows that the performance of all classi-
fiers worsened, for ADTree, NBTree and RanFor even significantly. This can be
explained by increase in the variability of ensemble base learners. We employed
Student’s paired t-test at p = 0.05 to test the differences in accuracy.

4 Conclusion

To sum up, our study has argued that the indicators based on word cate-
gories extracted from corporate annual reports can be effectively employed in
bankruptcy prediction models. In this paper we have investigated the differences
in language used by bankrupt and non-bankrupt companies. The evidence from
this study suggests that both general and domain-specific dictionaries provide
important information on imminent bankruptcy. Although the feature selection
procedure led to only three word categories used in the prediction models, it
has to be noted that most of the word categorizations were significantly corre-
lated and, thus, important variables could be discarded in feature selection. It
was also shown that both positive and negative sentiment categories are used by
bankrupt companies more frequently in order to mitigate concerns of stakehold-
ers. At the same time, our results suggest that bankrupt companies attempt to
look confidently and goal-oriented. They also use more common and less concrete
language. Compared to previous studies based solely on financial indicators, the
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results of this research offer a much richer understanding of the role of annual
reports in corporate bankruptcy prediction.

A number of caveats need to be noted regarding the present study. The
present study was focused on the annual reports of U.S. companies and, thus,
the findings might not be transferable to other countries. Therefore, we propose
that further research should be undertaken in other countries. It should also be
directed toward rather specific financial industry [25].
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Abstract. The language of firm-related documents is recognized as
being an important indicator of transparent firm culture and manage-
ment access to stakeholders. This study aims to analyze annual reports
of selected U.S. firms during 2008-2010 from the investor’s perspective.
We examine whether investment indicators correspond to the tone (sen-
timent) of management comments in annual reports. To overcome the
limitations of domain-specific single-word dictionaries, we develop pos-
itive and negative multi-word dictionaries. We present the results sep-
arately for two sectors, manufacturing and services. We show that the
multi-word dictionaries correlate better with the indicators of investment
activity, in particular with those related to long-term investment.

Keywords: Word list · Sentiment analysis · Annual report · Investor

1 Introduction

Long-term firm performance depends on investments necessary for renewal,
upgrading, and expansion of firm assets. The investment should be continu-
ally undertaken by the top management and shareholders. Investment decisions
are reflected not only in economic indicators but also in the perceptions of other
stakeholders, especially potential investors. It is assumed that a growing value of
assets, together with good financial performance, indicates future firm prosper-
ity. From the stakeholders’ point of view, it is therefore essential to be informed
about the investment intentions of firm management. Annual reports represent
an important tool to communicate management’s investment strategy to the
stakeholders. Although several scholars note that managers may be tempted to
manipulate investors’ judgements by excessive positive statements [1], official
releases from insiders are generally considered as a valuable source of internal
knowledge [2].

A social psychology perspective is also important in annual managerial corpo-
rate reporting. Three complementary behaviour scenarios were detected by [3]:
c© Springer International Publishing Switzerland 2015
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self-presentational dissimulation, impression management by means of enhance-
ment, and retrospective sense-making. Firm investment activity is thus reported
not only by numerical financial indicators, but above all by verbal comments
in annual reports. This information enables stakeholders to evaluate both cur-
rent and future investment activity, as well as the management’s attitude to risk.
Consequently, the perceptions of stakeholders may affect firm market value. That
is why increasing attention has recently been given to word categories used not
only in annual reports [4,5], but also in press releases [6,7], news stories [8–
10], or analysts’ reports [11]. Dictionary-based (bag-of-words) approaches have
been predominantly used in the related literature on financial decision making,
for example in financial distress prediction [12–14]. Earlier literature has shown
that general dictionaries such as General Inquirer / Harvard or DICTION are
not appropriate for the analysis of financial texts because terms important in the
context of financial disclosure are often omitted [15]. Therefore, several domain-
specific financial dictionaries have been proposed to address this issue [4,6]. For
example, Loughran and McDonald [4] report that most of the negative terms
listed in the General Inquirer / Harvard dictionary are not negative in a financial
context. The dominance of finance-specific dictionaries have been demonstrated
on various financial decision-making problems [4,16].

One of the major limitations of finance-specific dictionaries is the use of single
terms (unigrams), although it is often the context that determines the correct
word categorization. To bridge this gap, we propose two word lists (positive and
negative) specific for investment decision making. We demonstrate that, when
compared with commonly used domain-specific dictionaries, our dictionary may
better correlate with chosen investment indicators. We show that this finding is
true for firms in both manufacturing and services industries.

The remainder of this paper has been organized as follows. The next section
introduces our research methodology. Section 3 describes data collection and
their preprocessing, and section 4 examines the correlations between the pro-
posed word lists and investment indicators. Our conclusions are drawn in the
final section.

2 Research Methodology

This paper aims to analyze the annual reports of selected U.S. firms listed on the
New York stock exchange or NASDAQ stock exchange, respectively. We focused
on the relationship between firm investment and verbal comments in annual
reports during the period 2008-2010. We assumed that the tone of the textual
information given to stakeholders corresponds to firm investment activity. Invest-
ment indicators were calculated from uniformly structured financial statements.
Investment activity is an important subject of managerial comments in Item 7
(MD&A) of the annual reports.

To ensure comparability of firms, the criteria for selection were established
as follows: (a) firm size (market capitalization greater than $10 million), (b)
classification of economic activity (manufacturing and services), and (c) financial
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performance (Z-score ≥ 1.8). The criteria are important for several reasons. The
firm size determines the range of barriers to business activities, both internal and
external [17]. Moreover, investment activity is specific to each industry and it
also depends on current financial conditions. To evaluate the overall financial
condition, we employed Altman Z-score [18]. This bankruptcy model uses a
combination of financial ratios and provides an assessment of current and future
(medium-term) financial conditions. We discarded those firms with Z < 1.8,
indicating a high risk of bankruptcy. This should ensure that all included firms
have some investment potential and their management is motivated to present its
future investment intentions. We further assume that larger firms have a higher
share of investment assets and that the need for firm investment is associated
with the economic activity, being larger for manufacturing firms investing in
production facilities. Therefore, we hypothesize that manufacturing firms will
use the investment sentiment in annual reports more frequently than those from
the services industry. Taken together, we assume that higher investment activity
is positively correlated with the tone of managerial comments.

To verify our hypotheses, we first performed comparative financial analysis
focused on investment assets. The intensity of using investment assets was cal-
culated as a ratio of long-term (fixed) assets (tangible and intangible) and total
assets. This ratio indicates both percentage weight of investment assets and
the investment policy of the management. To better evaluate the development
of investment activity, we also measured the change in the investment ratios.
Decreasing values of these indicators indicate either disinvestment policy or a
more intensive use of fixed assets and cost-effective renewal investment. The
growing values of these indicators are, in contrast, taken positively, although
related to long-term tied funds.

To evaluate the source of funds, we calculated the ratio of equity to total
assets. From the investment point of view, this leverage ratio is considered pos-
itive in the range 0.4 − 0.7 (a higher share of equity promotes firm access to
funds), but it is industry sensitive. The firms in this study showed average val-
ues between 0.5 and 0.6 in all monitored years. Another indicator of growth
potential is the fixed assets coverage ratio, which is the ratio of operating cash
flow to fixed assets. This indicator is important for manufacturing firms in par-
ticular. The value of the indicator should not be lower than 1, but this may be
excusable given a high growth of investment.

3 Data Collection and Description

Annual reports (Item 7) for the years 2008-2010 were collected for 680 firms
from the U.S. Securities and Exchange Commission EDGAR System. The firms
were selected according to the above mentioned criteria. Given the strong depen-
dency of investment indicators on industry classification, the data set was divided
into manufacturing (430 firms) and services (250 firms). These industries indeed
differed in all measured investment indicators (Table 1). Financial stability (Z-
score) was higher for manufacturing firms, but both industries showed a positive
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trend (despite the financial crisis which is likely to become evident with certain
time lag). As expected, the ratio of fixed assets to total assets was higher for
manufacturing firms. The higher share of equity to total capital of manufactur-
ing firms can be explained as a result of both depreciation policy and efforts to
accumulate profit for further development. Worsening economic conditions, on
the other hand, caused a decrease in cash flow for the manufacturing industry.
The services industry also showed a higher growth of investments between 2008
and 2010, suggesting a higher investment activity in this period.

Further, we performed tokenization and lemmatization of the documents to
obtain a set of term candidates which were subsequently compared with posi-
tive and negative word categorizations. In case of the positive categories, nega-
tion was detected to give the category accuracy. For comparative purposes, we
used two state-of-the-art finance-specific word categorizations developed by [6]
and [4]. The authors in [6] examined the relation between the frequency of word
categories and the stock market reaction (abnormal market returns) to press
releases about earnings. They explain this result by prospect theory, which argues
that positive language in financial reports influences investors’ thinking towards
increases relative to reference points. The latter study shows that general word
lists misclassify common words in financial text [4]. The lists with the most
frequent words from the word categories together with their tf.idf weights are
presented in Table 2 (averages across 2008-2010).

Table 1. Mean values of investment indicators. FA are fixed assets, TA are total assets,
E is equity, CF is cash flow, and growth denotes change between the years 2008 and
2010.

manufacturing services

2008 2009 2010 2008 2009 2010

Z-score 3.29 3.68 3.83 2.57 3.01 3.28

FA/TA .257 .273 .273 .217 .226 .228

E/TA .596 .544 .567 .580 .517 .542

CF/FA .703 .846 .517 1.14 0.75 1.00

FA/TA growth - - .081 - - .177

FA growth - - .077 - - .169

In contrast, our word lists cover both single words (unigrams) and multi-
words (N -grams, where N = 1,2,3) (Table 3). The multi-words lists were cre-
ated in two steps. First, we used a statistical relevance scheme (χ2 statistic) to
test whether the variation of the tf.idf frequency of the given terms is statisti-
cally significant (at p=0.05) between firms with Z-score≥1.8 (included in further
experiments, see Section 2) and firms with Z-score<1.8. Second, we used expert
knowledge to categorize the (multi)-words into positive and negative financial
connotation (we discarded those with unclear tone). In total, our word lists
included 185 positive and 76 negative (multi)-words from the financial invest-
ment domain. Table 3 shows that the crucial investment words (investment and
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Table 2. Top 10 most frequent words (tf.idf frequencies) from [6] and [4].

Henry [6] Loughran and McDonald [4]

positive negative positive negative

1 deliver (0.74) weaken (0.61) allianc (0.72) downgrad (0.77)

2 grew (0.63) threat (0.53) innov (0.69) deficit (0.74)

3 solid (0.62) drop (0.53) leadership (0.62) nonperform (0.73)

4 reward (0.61) worsen (0.52) stabl (0.62) abandon (0.73)

5 leader (0.61) depress (0.50) reward (0.62) hazard (0.72)

6 certanti (0.58) difficulti (0.50) resolv (0.61) unfund (0.69)

7 stronger (0.55) lowest (0.46) collabor (0.61) defect (0.69)

8 accomplish (0.52) unfavor (0.45) superior (0.59) divest (0.69)

9 strengthen (0.52) fall (0.44) satisfact (0.59) crisi (0.68)

10 succeed (0.50) fell (0.41) attain (0.59) refinanc (0.68)

Table 3. Top 15 most frequent (multi)-words (tf.idf frequencies) in our word lists.

positive negative

1 gross profit (1.14) wast (0.77)

2 investment portfolio (0.86) violat (0.56)

3 innov (0.67) lost (0.55)

4 rate of return (0.66) breach (0.53)

5 investment policy (0.52) fall (0.44)

6 reinvest (0.51) losses on securities (0.44)

7 invested capital (0.49) abus (0.43)

8 dividends per share (0.44) investment risk (0.34)

9 paid dividends (0.41) forfeit (0.31)

10 advantag (0.41) accrued dividends (0.29)

11 highly liquid investments (0.39) margin (0.17)

12 dividend yield (0.39) uneven (0.17)

13 long-term investments (0.38) trespass (0.17)

14 expans (0.38) cause losses (0.12)

15 new investments (0.28) cumulative dividend (0.10)

dividend) appear in both lists at the same time. It is only the collocation in the
context that enables a positive or negative tone to be assigned.

4 Relationship Between Word Lists and Investment
Indicators

Despite the differences presented in the previous section, Table 4 shows that our
word lists are strongly correlated with the compared dictionaries. Interestingly,
positive correlations were also obtained between positive and negative word lists.
This may be due to the effort of management to balance the negative (positive)
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Table 4. Pearson’s correlation coefficients between word lists in 2010. All correlation
coefficients are statistically significant at p=0.05, LM is the word list from [4], H is the
word list from [6], and INV is the investor’s multi-word list developed here.

LM-pos LM-neg H-pos H-neg INV-pos

LM-neg .512

H-pos .663 .377

H-neg .462 .493 .429

INV-pos .482 .457 .441 .395

INV-neg .281 .588 .287 .386 .354

Table 5. Pearson’s correl. coefficients between word lists and investment indicators
from 2010. Statistically significant correlation coefficients at p=0.05 are in bold.

Z-score FA/TA E/TA

manuf. serv. manuf. serv. manuf. serv.

LM-pos-2010 .146 .157 .007 .125 -.008 .153

LM-pos-2009 .070 .207 .022 -.007 -.053 .217

LM-pos-2008 .108 .191 -.058 -.048 -.031 .234

LM-neg-2010 -.072 .162 .491 .187 -.090 .127

LM-neg-2009 -.088 .178 .429 .171 -.116 .105

LM-neg-2008 -.101 .210 .379 .111 -.129 .148

H-pos-2010 .219 .179 -.039 -.068 .105 .186

H-pos-2009 .196 .195 -.067 -.167 .064 .169

H-pos-2008 .046 .214 -.040 -.257 -.076 .205

H-neg-2010 .014 .020 .117 .103 -.073 .092

H-neg-2009 .002 -.042 .116 .058 -.048 -.021

H-neg-2008 -.016 -.090 .164 -.034 -.085 -.021

INV-pos-2010 .166 .245 -.135 -.128 .024 .206

INV-pos-2009 .154 .201 -.100 -.178 .040 .190

INV-pos-2008 .158 .196 -.136 -.088 .018 .242

INV-neg-2010 -.130 -.166 .330 .168 -.148 -.042

INV-neg-2009 -.085 -.212 .191 .232 -.152 -.056

INV-neg-2008 -.061 -.161 .190 0̇78 -.093 -.044

tone by the opposite one in order to achieve the objectivity impression, which
may lead to more positive perceptions with stakeholders. However, our word
lists were less correlated between themselves when compared with the other
dictionaries. This suggests that multi-words better captured the tone in the
context of collocated investment terms.

Tables 5 and 6 show the correlation coefficients between word lists and invest-
ment indicators. Our dictionary provides promising results for the Z-score in
particular. This is probably due to the fact that the chosen investment ratios
have lower explanatory power in the year-on-year evaluation. In contrast, the
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Z-score model is assumed to provide a high predicative accuracy for up to three
years. As expected, the correlations were stronger for years near to investment
indicators’ values (2010). What is also striking are the significantly negative cor-
relations between INV-neg and Z-score, suggesting that the negative tone was
also important in predicting financial condition. The higher share of investment
(FA/TA) was associated with a more negative tone, in particular for the man-
ufacturing industry. This result suggests that firms from the services industry
better support their investment achievements with verbal comments. This was
true for all compared dictionaries. Therefore, the assumption that manufactur-
ing firms accompany their investment results and intentions with corresponding
sentiment was not confirmed. However, the comparison of the dictionaries shows
that the investment indicators correlate with the tone of annual reports obtained
by all dictionaries. As expected, both higher shares of equity and fixed assets
coverage were accompanied by more positive tones of annual reports. The find-
ing that investment growth was not taken positively in managerial comments
was also supported by positive correlations between FA/TA and FA growth
and negative tone. Another explanation for this may be the concerns about the
investment risks in worsening economic conditions and decreasing rates of return
of investment in the whole U.S. economy.

Table 6. Pearson’s correl. coefficients between word lists and investment indicators
from 2010. Statistically significant correlation coefficients at p=0.05 are in bold.

CF/TA FA/TA growth FA growth

manuf. serv. manuf. serv. manuf. serv.

LM-pos-2010 .016 .115 -.072 -.023 .111 -.015

LM-pos-2009 -.033 .166 -.031 .027 .058 .058

LM-pos-2008 .014 .073 -.044 -.023 .043 .022

LM-neg-2010 -.162 .107 .116 .165 .329 .117

LM-neg-2009 -.125 .160 .107 .180 .229 .139

LM-neg-2008 -.118 .068 .078 .158 .171 .089

H-pos-2010 .018 .088 -.108 .041 .058 .040

H-pos-2009 -.004 .130 -.100 -.018 .032 .051

H-pos-2008 -.036 .186 -.011 -.066 .019 -.058

H-neg-2010 -.102 -.014 -.045 -.073 .088 .028

H-neg-2009 -.148 .081 -.026 -.044 -.030 .008

H-neg-2008 -.160 .108 -.024 .026 -.047 .027

INV-pos-2010 .043 .195 -.168 .016 -.086 .161

INV-pos-2009 .043 .188 -.125 -.003 -.043 .143

INV-pos-2008 .032 .077 -.072 .031 -.071 .216

INV-neg-2010 -.240 .136 .129 -.043 .046 -.024

INV-neg-2009 -.189 .210 .156 -.050 .028 -.016

INV-neg-2008 -.178 .181 .123 .116 .013 .021
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5 Conclusion

To sum up, our study has argued that positive and negative word categories
extracted from corporate annual reports provide significant information normally
presented in investment indicators. In this paper we have investigated the degree
of positively and negatively colored words when evaluating corporate investments
in manufacturing firms and firms providing services. The evidence from this
study suggests that manufacturing firms insufficiently present their investment
activities. It has to be noted that the word categorizations employed in this study
were significantly correlated. It was also shown that the dictionary developed
for investment in decision-making support helps to evaluate better the financial
results contained in annual reports. Compared with previous studies based solely
on single words, the investor’s multi-word categorization may be more accurate
in predicting future investment activity, in particular for those indicators related
to long-term investment.

However, the present study was focused on the annual reports of U.S. firms
and a rather specific time period, which casts doubt upon the transferability
of its findings to other countries and time periods. Moreover, the applied tf.idf
weighting scheme strongly affected the obtained results. As a result, several
words with the highest weights determined the overall sentiment. Therefore,
we propose that further research should be undertaken considering alternative
weighting schemes.
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Abstract. Using dialog systems to automatize customer services is
becoming a common practice in many business fields. These dialog sys-
tems are often required to relate the users’ issues with a department of
the company, which is especially hard when each department covers a
wide range of topics. This paper proposes an entropy-based classifier to
support the dialog system’s dialog manager in the decision-making. As
the classifier is implemented in a feedback-available scenario, an extra
class has been inserted with which uncertain cases are labeled, in order
to retrieve more information from the user. This way, robust decisions
are always ensured. The classifier’s input is the sequence of semantic
units decoded from the user turn, extracted from technical records in
this paper. This allows the designers to introduce domain specific knowl-
edge and reduce the classifier’s workload. Experiments show that the
classifier achieves a high precision, slightly improving some SVM and
Bayes classifiers.

Keywords: Topic classification · Dialogue systems · Semantic
grammars · Entropy-based classification

1 Introduction

Automation of customer support is an increasingly convenient option for busi-
nesses that have to invest a lot of resources in this service. Dialog Systems (DS)
are often used for this purpose, as they can provide a natural user-machine inter-
action [1,2]. This paper stems from a problem encountered while designing a DS
for a local information technology company’s technical support service, namely,
that the topic of the customer’s problem must be identified with a specific depart-
ment of the company, each covering a wide-range of topics. The solution given
is a DS-embedded topic classifier. Introducing classifiers in DSs has proved suc-
cessful not only in call-routing [3], but in many other tasks as well, such as
c© Springer International Publishing Switzerland 2015
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user intention detection [4–6]. Although a lot of research has been done recently
on statistical classification and DS management [7–10], the nature of the corpus
available in our project does not allow implementing these methods. When facing
a topic classification issue such as that presented in this paper, some commonly
used approaches are tf-idf and/or latent Dirichlet allocation [11], but the need
of using methods that go beyond words and deal with concepts has long been
manifested [12].

The topic classifier proposed here is based on Semantic Units (SUs) decoded
from the user turn with a semantic parser, and works on entropy measurements
of certainty, yielding a classification only when enough information has been
retrieved from the user. Such behavior is possible because it is embedded in a
DS. Classification is carried out as follows:

1. The received user input is processed using a semantic parser. Our current
implementation employs the CMU-Phoenix parser [13]. The SUs extracted
by the parser are referred to as Observed SUs (OSUs), and conform the
classifier’s input, which is forced to base its decision on key-concepts.

2. The classifier finds the combination of the OSUs that minimizes the entropy
of the class set, composed by the different departments of the company.
In order to allow robust decisions, an extra class named No-Understanding
(NU) has been introduced for those cases where the entropy is too high, so
the DS knows it must continue retrieving information from the user.

Section 2 describes the specific task for which the classifier has been designed and
the corpus used for its development. Section 3 is concerned with the generation
and description of the semantic grammars. Section 4 explains how the entropy of
the OSUs has been modeled, and section 5 shows the algorithm of classification.
In section 6 the proposed classifier is compared with SVMs and Bayes classifiers.
Finally, section 7 presents the conclusions reached and suggests some future
guidelines.

2 The Task and Corpus

The task consists in classifying the problem of the customer into one of the
departments of the company. Preliminarily, two departments have been chosen:
Finance and Human Resources. These are class 0 and class I of the classifier,
respectively. 13393 technical records of issues consulted compose the knowledge
source. They include e-mails sent by customers explaining their problems, and
notes taken by the technicians that attended to them. The domain specific lan-
guage contains many shortened forms and numeric expressions that vary greatly
in their phrasing.

Table 1 shows quantitative data of the corpus. The vocabulary consists of
14011 words. 8130 of them (58.03%) can be found in class 0, and 9867 (70.42%) in
class I. 71.55% of the vocabulary is class specific, the remaining 28.45% appears
in both. Records tend to be shorter in class 0, although there is a great variability
in length overall.
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Table 1. A quantitative description of the corpus

Total Class 0 Class I

Records 13393 6430 6963
Running Words 348262 135441 212821
Vocabulary Size 14011 8130 9867

Class Specific Words - 4144 5881
Record Length 27.03 ±849.52 22.07 ±708.79 31.60 ±935.26

3 Semantic Parsing as a Previous Step to Classification

This work is based on the assumption that different words and expressions
can provide equal information within a given domain, provided they have the
same interpretation, i.e. those that do correspond to surface representations or
phrasings of the same SU in a semantic grammar. Thus, different phrasings of
shortened forms and numeric expressions are clustered together in one SU. For
instance: ‘one nine two’, ‘one ninety two’ and ‘a hundred ninety two’ belong to
the SU [192]. Inflected forms of verbs, nouns and adjectives are treated the
same way. This procedure brings two main advantages: a) it reduces the work-
load of the classifier considerably; and, b) it prevents the classifier from modeling
useless data, facilitating the generalization of the domain.

In order to measure the impact of the approach above, we have compared the
performance of the classifier both with a manually crafted Semantic Grammar
(SG) and an automatically generated Word-level Grammar (WG) for the task
domain. The following subsections explain the procedures followed to create each
type of grammar and provide brief quantitative descriptions of each one.

3.1 The Semantic Grammar

Two lists have been used as guidance for the generation of the SG: word fre-
quency lists and lists of class specific words. Based on the observation of the
corpus and these lists, a set of 557 key-concepts of the domain has been derived
manually by a linguist. This is the SG’s set of SUs. Then, different phrasings have
been grouped in each SU: those found in the corpus, and others that potential
users might employ. Overall, 554 of the SUs of the grammar have been observed,
of which 41.70% are class specific OSUs (see Table 2). 584 records are null, i.e.,
they have zero OSUs.

3.2 Word-Level Grammars

WGs have been generated automatically by a program developed specifically
for this task. The program does not cluster words according to their semantic
proximity; hence, WGS do not have SUs but words, as many as words are in
the vocabulary of the given corpus after discarding digits, single characters, and
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stop-words, each word containing itself as unique surface representation. Two
types of WGs have been developed: a) a Closed WG (CWG) made out of the
whole corpus, in order to examine what is modeled, and what is not; and b) a set
of 10 Open WGs (OWG) developed with 85% of the corpus in order to be able
to measure the generalizability of the classifier trained with a WG in a 10-fold
cross validation scenario.

The CWG has 11288 different words, 20 times the SUs in the SG. 2270 words
are typographic errors or useless combinations of digits and characters, at least
639 are proper names and place names, and 245 are words in languages other
than Spanish. This amounts for the 28.38% of the whole grammar. Consequently,
a lot of noise is modeled when training the classifier with WGs, which could lead
to overfitting and unreliable classification. Table 2 shows the results of parsing
the corpus the CWG. 11110 words have been observed, of which 71.65% are class
specific words.

Table 2. Results of parsing the corpus with the SG and the CWG

Parsing with the SG Parsing with the CWG
Total Class 0 Class I Total Class 0 Class I

Null Records 584 301 283 17 12 5
OSUs / Words 554 441 436 11110 6410 7850

Class Specific OSUs / Words - 118 113 - 3260 4700
OSUs / Words per Record 5.01 4.58 5.40 10.48 9.41 11.47

The OWGs have an average of 10223 words. Table 3 shows the average results
of parsing both the training and the test sets with each of the OWGs. Notice
that the amount of null records is much lower with WGs than with the SG. This
is hardly surprising, since, as has been explained, WGs contain almost every
word of the corpus from which they are created, and the SGs only contain those
relevant for classification.

Table 3. Average results of parsing the training dataset and the testing dataset with
the OWGs

Parse of the Training Set Parse of the Testing Set
Total Class 0 Class I Total Class 0 Class I

Records 11385 5466 5919 2008 964 1044
Null Records 14 10 4 4 3 1

Words Observed 10223 5876 7207 3869 1762 2106
Class Specific Words - 3016 4347 - 880 1223

Words per Record 10.50 9.41 11.50 9.88 8.92 10.77
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4 Entropy Modeling

The process explained in this section applies indifferently to WGs and the SG,
so both words and OSUs will be referred to as concepts.

Given a dataset S with a total of n observed concepts and k classes, C =
{c1, c2, · · · , cn} is defined as the set of all our concepts and Ω = {ω1, · · · , ωk} as
our class set.

Being S our training set, each record of our task si i = 1, · · · , |S| is repre-
sented as a vector of c ∈ C si = (ci1 , ci2 , ..., ci|si|

) where cij j = 1, · · · , |si| are the
observed concepts in the record si, and S = (s1, s2, · · · , s|S|).This representation
is done under the assumption that the information obtained by each concept is
not modified by its frequency in the sample, so repetitions are not taken into
account. Each si ∈ S, has its corresponding class ω ∈ Ω.

The entropy of each ci ∈ C is calculated according to our class set Ω. Previ-
ously, we need the conditional probability of the concept given the class. Then,
for each ωj ∈ Ω and ci ∈ C we estimate:

P̂ (ci|ωj) =
N(ci, ωj)

∑k
s=1 N(ci, ωs)

j = 1, . . . , k

Where P̂ (ci|ωj) is the estimation of the conditional probability of ci given the
class ωj . For each ci we have P̂i = [P̂ (ci|ω1), . . . , P̂ (ci|ωk)] a set of estimated
conditional probabilities from which the entropy of the concept ci regarding to
our class set is obtained using the logarithm of base k.

Hi = H(ci) = −
k∑

j=1

P̂ (ci|ωj)logk(P̂ (ci|ωj))

In this stage of the algorithm the first thresholding is done. The threshold θ1
is set manually and the entropy of each concept is compared to it. Those whose
entropy is below θ1 are considered discriminant, while the other concepts are
labeled as non-discriminants. We denote Cdisc the subset of discriminant con-
cepts and Cnodisc the subset of non-discriminant ones. It is important to notice
that the combination of two non-discriminant concepts can result in a discrimi-
nant one. For each c′

i ∈ Cnodisc we estimate:

P̂ (c′
i, c

′
m|ωj) =

N((c′
i, c

′
m) ∈ ωj)

∑k
s=1 N((c′

i, c
′
m) ∈ ωs)

j = 1, . . . , k ; m = i + 1, . . . , |Cnodisc|

These are the estimated joint probabilities of the concept c′
i with the rest of con-

cepts one by one according to the given class ωj . For each (c′
i, c

′
m) we have a set

of estimated conditional probabilities P̂ ′
i,m = [P̂ (c′

i, c
′
m|ω1), . . . , P̂ (c′

i, c
′
m|ωk)].

For each probability vector P̂ ′
i,m we can obtain its entropy H ′

i,m, which gives
us the entropy of both joint variables according to the class set.

With this, the symmetric Information Gain Matrix (IGM) is defined. This
matrix has value one in the position (i, j) if H ′

i,j is lower than H(ci), zero
otherwise.
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So, with the probabilities of the variables, the partition of the set C of dis-
criminants and non-discriminants and the IGM, our model is fixed.

5 Classification

When a new parsed input y = (cy1 , cy2 , · · · cy|y|) is observed, where cyj
j =

1, · · · , |y| are the concepts observed in y. The classification is done in three
steps:

– Step 1: If any ci ∈ y is in the discriminant set Cdisc and being the value of
minimum entropy:

H(ck) = min{H(ci) : ci ∈ y ∧ ci ∈ Cdisc }
The class assigned to the observation y is the ωj ∈ Ω which satisfies:

ω̂ = arg maxωj∈Ω P (ck|ωj)

– Step 2: If all ci ∈ y belongs to Cnodisc a vector of combinations of these
concepts is generated with length two to five. The number of possible com-
binations is: (|y|

2

)

+
(|y|

3

)

+
(|y|

4

)

+
(|y|

5

)

All the combinations which grant no information are ignored using the IGM.

Algorithm 1. Use of the Information Gain Matrix
1: procedure Pick a new combination of length 2 (cyi , cyj )
2: Set p1 = cyi and p2 = cyj .
3: Check in the IGM intersection of the concepts p1 and p2.
4: If zero then Delete all combinations which contains these concepts

and goto 1.

5: Else:

6: Calculate the entropy of the combination and store it.

7: Append the next concept to the combination: cyk.

8: Set p1 = cyj and p2 = cyk

9: If the combination length is 5 then store its entropy and goto

1.

10: goto 3.

11: Repeat until all combinations are evaluated or deleted.

If the combination with lowest entropy is below a manually defined non-
understanding threshold θ2, the initial observation y is classified in the class
ωk which maximizes the conditional probability of the sample given the class.

– Step 3: If there is no class assigned in the previous steps, a NU value is
returned.



146 M. Serras et al.

6 Experiments and Results

In order to evaluate the performance of the classification algorithm, Cross Val-
idation tests have been performed both on the SG and OWGs, using 10 folds
and leaving the 15% of the records out for test. The behavior of the classifier is
determined by in which step each record was classified. As the grammars used
have a direct impact in the classification, information about the observed con-
cepts, model generation time and classifier behavior is shown in Table 4 for the
SG and OWGs.

Table 4. Comparison between grammars and classifier behavior

Concepts Generation
time

% of records classified
Total % discriminant Step 1 Step 2 Step 3

SG 554 75.27 t 88.5 3.6 7.9
OWG 10223 76.80 18.36t 91.5 5.2 3.3

The observed behavior and the percentage of discriminant concepts are nearly
the same, but the OWGs are slower than the SG, as they contain more concepts.

The performance of the proposed classifier has been compared to that of other
standard classifiers in Cross Validation test. For this purpose, SVM classifiers
with Linear and RBF kernel functions (SVM-L and SVM-RBF) and Naive Bayes
classifiers with Gaussian and Multinomial distributions (G-NB and M-NB) have
been chosen. The metrics used are precision, accuracy and recall. Both, classifiers
and metrics are fully implemented in the Scikit-learn Python library [14]. To
perform these comparisons, all the null records have been excluded.

Taking into account that an extra class (the NU class) is only generated in
the proposed classifier for those records which grants insufficient information,
the initial results (CrossV) are not fully comparable to the rest of the classifiers.
To compensate this, the proposed classifier has been forced to classify all the
records in a class different than the NU, even if the decision taken is not robust
enough (Forced CrossV). The results obtained both with the SG and OWGs are
shown in Table 5. The proposed classifier slightly improves the accuracy and
recall compared to the other algorithms.

Using OWG the best results are obtained using the M-NB classifier but the
overall results are worse than using SG. In addition, when OWGs are used, a vast
amount of unnecessary information is taken into account, reducing the quality
of our model.
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Table 5. Metrics of the proposed classifier vs standard classifiers

Using the SG
CrossV Forced CrossV SVM-L SVM-RBF G-NB M-NB

Precision 0.97 ± 4 · 10−4 0.93 ± 0.001 0.95 ± 0.001 0.97 ± 0.001 0.95 ± 0.004 0.95 ± 0.001
Accuracy 0.88 ± 0.001 0.94 ± 0.001 0.93 ± 0.001 0.86 ± 0.002 0.93 ± 0.001 0.94 ± 0.001
Recall 0.88 ± 0.001 0.96 ± 0.001 0.93 ± 0.001 0.75 ± 0.004 0.9 ± 0.003 0.93 ± 0.001
F1 0.92 ± 6 · 10−4 0.94 ± 0.001 0.94 ± 0.001 0.84 ± 0.002 0.93 ± 0.001 0.93 ± 0.001
NU 0.09 ± 0.01 – – – – –

Using the CWGs
CrossV Forced CrossV SVM-L SVM-RBF G-NB M-NB

Precision 0.93 ± 0.001 0.91 ± 8 · 10−4 0.93 ± 0.001 0.52 ± 8 · 10−4 0.91 ± 0.002 0.94 ± 0.001
Accuracy 0.89 ± 0.001 0.91 ± 0.001 0.92 ± 0.001 0.52 ± 8 · 10−4 0.72 ± 0.001 0.93 ± 0.001
Recall 0.89 ± 0.001 0.91 ± 0.001 0.92 ± 0.001 1 ± 0.0 0.51 ± 0.003 0.94 ± 0.001
F1 0.91 ± 0.001 0.91 ± 0.001 0.92 ± 0.001 0.68 ± 7 · 10−4 0.66 ± 0.002 0.94 ± 0.001
NU 0.04 – – – – –

7 Conclusions and Future Work

The proposed algorithm slightly improves the performance of the actual standard
classifiers, is better-suited for qualitative variable domains, and has real time
decision making capabilities. Moreover, it provides a good measure unit to know
whether we need to retrieve more information from the user in feedback-available
scenarios. When seeking the highest precision possible, the classifier is not forced
to make a decision, at the expense of accuracy and recall; when seeking the
highest accuracy and recall, the classifier is forced to make a decision, at the
expense of precision.

As for the SG, using key-concepts instead of words as input of the classifier
yields improved performance and avoids overfitting. Moreover, the time taken
to generate the model of the classifier is far shorter than that needed with WGs.
However, writing SGs does require a considerable amount of work. The worthi-
ness of expending this effort should be weighed according to the needs of each
situation.

As future work, we aim to test this classification algorithm in higher entropy
domains, with different decision making criteria, still based on the entropy
regarding to the class set. It would be interesting to test other probabilistic
distributions in our modeling, such as the Multinomial Naive Bayes, which is
the one that got the best results among the tested standard classifiers.
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Abstract. Unit selection speech synthesis systems generally rely on tar-
get and concatenation costs for selecting a best unit sequence. These
costs, though often considering contextual features, mainly include local
distances that are accumulated afterwards. In this paper, we describe
a new duration target cost that takes a whole sequence into account.
It aims at selecting a sequence globally good, instead of a very good
sequence almost everywhere but having a few local duration cost leaps
that are counter-balanced by other units. The problem of weighting this
new duration cost with other sub-costs is also investigated. Experiments
showed this new measure performed well on sentences featuring duration
artefacts, while not deteriorating others.

Keywords: Target cost · Cost function · Neural networks ·
Corpus-based TTS · Unit selection

1 Introduction

While new Statistical Parametric Speech Synthesis based TTS techniques are
currently emerging, like DNN-based TTS, unit selection and HSMM-based syn-
thesis remain the two most influential methods investigated so far, along with
hybrid techniques that try to get the best from both worlds. HMM-based para-
metric approaches, for which HTS [1] is the main system, are quite recent and
have been the framework for many academic work in recent years. These methods
offer advanced control on the signal and produces extremely intelligible speech
but generated voice lacks naturalness. The historical approach, unit selection, is
a refinement of concatenative synthesis [2–7].

In the formulation of the unit selection problem, a unit is a list of contigu-
ous segments (from a speech corpus) fitting a portion of the target sequence of
phonemes to synthesize. To discriminate units that fit requirements expressed
via the target sequence, the usual method [3] is to search a unit graph with a
search algorithm, evaluating the context matching degree (target cost) and the
risk of creating an artefact if concatenating the unit (concatenation cost) via
balanced cost functions. Alternative ways exist though. For instance, one can
also achieve unit selection with genetic algorithms and selection and crossover
operators are used along with fitness measures [8].
c© Springer International Publishing Switzerland 2015
P. Král and V. Matoušek (Eds.): TSD 2015, LNAI 9302, pp. 149–157, 2015.
DOI: 10.1007/978-3-319-24033-6 17
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Speech created using unit selection features naturalness and prosodic quality
unmatched by other methods, as it basically concatenate speech actually pro-
duced by a human being. For this reason, most industrial TTS systems mainly
use either pure unit selection approaches or hybrid ones. However, unit selection
offers less control than statistical parametric methods, especially over prosody.
Moreover, artefacts may appear in the synthesized signal and penalize intelligi-
bility. While obtaining good speech output with neutral voice is (almost) a solved
problem with unit selection, getting prosody right for natural and expressiveness
is entirely another matter. Prosody modification methods after selection - like
TD-PSOLA for adapting duration - are an option, but for now none has been
convincing. The possibility of influencing selection to choose units that are the
closest to the required prosody remains. A good state of the art for expressive
speech synthesis is made in [9]. As phonetic durations are subject to a lot of
changes when considering voices with different levels of expressiveness, control-
ling duration gets particularly important. Lastly, decision trees have been the
most widely used method to predict duration, for instance, in systems like HTS,
with only a few mentions to using a target duration cost (e.g. in [10]) within
unit selection cost function. Recent approaches where DNNs replace HTS deci-
sion tree can also be mentioned [11].

In this article, we propose a new way of computing duration target cost, not
only based on the assumption that we want to get units as close as possible
to a predicted duration. Thus, we try to find the units that stay the closest to
requested duration by optimizing the mean duration error with respect to the
previous units. Hence, it prevents inadequate units in terms of duration from
being selected if other units are available while not forcing a path with homoge-
neous durations. The main idea is that it is better to have units globally longer
or shorter than to have only one or two units with a big duration error in the
synthesized speech. The paper is organized as follows. The TTS system used
as a basis for experimentation is presented in section 2. Proposed target cost,
along with the underlying duration model are presented in section 3. Experi-
mental evaluation on french corpora including both objective assessments of the
model and the target cost (4.2) and subjective evaluation by listeners (4.3) are
presented in section 4. Conclusions and future work are presented in section 5.

2 The TTS System

In this work, we use the IRISA corpus-based TTS system[12] as a basis for our
experiments. The cost function is built following the traditional equation [3]:

U∗ = argmin
U

(Wtc

card(U)∑

n=1

wnCt(un)

+ Wcc

card(U)∑

n=2

vnCc(un−1, un)) (1)
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where U∗ is the best unit sequence according to the cost function and un the
candidate unit trying to match the nth target unit in the candidate sequence U .
In this work, the considered unit size is the diphoneme. Ct(un) is the target cost
and Cc(un−1, un) is the concatenation cost. Wtc, Wcc, wn and vn are weights
for adjusting magnitude for all the parameters. Sub-costs are weighted using
corresponding mean cost values in the TTS corpus to compensate magnitudes of
all sub-costs. Our concatenation cost is composed of amplitude, MFCC and F0
distances. Current target cost is composed of the new duration cost alone. The
algorithm accesses the corpus via a set of preselection filters, preventing units
that do not match them to be added to the graph. Their purpose is twofold.
First, it considerably prunes the graph explored by the unit selection algorithm,
making selection process faster. Second, it serves as a set of binary target cost
functions relying on the assumption that if a unit doesn’t respect the required
set of features, it cannot be used for selection. The preselection filters should
therefore be seen as part of the cost for a node. In our system, when no corpus
unit respects a given set of preselection filters, the set is relaxed (removing
features that seem the least helpfull one by one) until units are found. This
mechanism ensures finding a path in all cases provided that the corpus has a full
covering of diphonemes. The set of preselection filters we use in this work is the
following:

1. Unit label (cannot be relaxed).
2. Is the unit a Non Speech Sound (cannot be relaxed)?
3. Is the phone in the last syllable of its sentence?
4. Is the phone in the last syllable of its breath group?
5. Is the current syllable in word end?

3 An Adaptive Duration Target Cost

3.1 Neural Network

Prediction of phoneme duration has a long history in the TTS field. It was
first performed by creating expert hand-made rules that were integrated in
rules-based (formant synthesis) and concatenation synthesizers. Over last years,
decision trees have been the most widely used method to predict duration, for
instance, in systems like HTS. In particular, the use of neural networks for
phoneme duration prediction starts in the early ’90s. A TTS system using a set
of ANNs (one for each phoneme) trained on cepstral coefficients can be cited [13].
A TDNN (Time Delay Neural Network) has also proven to be very efficient for
predicting duration, though the learning set was small [14]. In following years,
major improvements in the technique were obtained mainly by increasing the
number of input features and the size of the learning corpus. The advantage of
neural networks is that, contrary to decision trees, they do not cluster predicted
values (at least when properly trained). When the network faces an unknown
set of features, the predicted value is not the assimilated result for the closest
feature set, which can result in much better results [15]. Recent work in speech
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synthesis is now focusing on deep approaches (DNNs, DBNs, DRNs). For dura-
tion prediction, we did not think such deep approaches were necessary. Thus, we
use a MLP (Multi-Layer Perceptron) with batch gradient descent. Input data
is composed of a set of 50 features by phoneme, mainly phonetic and linguistic
parameters. We also take into account the contextual information for the two
preceding and following phonemes. Thus, the network has a topology of 250
input neurons, 1 rectified linear hidden layer of 512 neurons and one output
linear Gaussian neuron (directly predicting durations in ms as other measures
like log ms were not performing better). These parameters were the best among
the different configurations tested.

3.2 Duration Target Cost

The proposed duration target cost aims at influencing selection so that selected
units are, on average, at the same distance of the predicted unit durations.
Defining the cost that way means we prefer a sequence moderately close to
predicted values, but homogeneous in the repartition of the duration distance
among units, to a sequence of perfect elements featuring one unit with dramatic
cost. The cost for target unit n in the sequence U (see eq. 1) is as follows:

De = |Dt(un) − D(un)| (2)
Cd(un) = |Δ(un−1) − De| (3)

Δ(un) =
Δ(un−1) ∗ (n − 1) + De

n
(4)

with Δun
being the mean distance to predicted duration for previous target units

in the sequence (from u1 to un), Dt(un) the target duration for unit un, D(un)
the duration of un and Cd(un) the target duration cost for unit un.

Equation (2) computes the local cost between the target duration and the
current unit. This cost is then used to compute the duration target cost in
equation (3), which takes into account the mean distance to predicted duration
for all the previous units. Finally, the mean duration error is updated using
equation (4). Thus, the quality of the current unit depends on the quality of
previous units. In other words, it means that if un is longer (resp. shorter)
that desired, the target cost will be low if the previous units are also longer
(resp. shorter). This way, we want to keep the consistency between the different
units which might be better than inconsistency and perhaps produce a credible
speaking rate slow-down or speed-up.

4 Experiments

We have conducted experiments aiming at (i) testing the accuracy of our ANN,
(ii) measuring the impact of the new target cost on the unit selection algorithm
and (iii) subjectively assessing the improvement in produced speech.
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4.1 Corpus Description

Two corpora were used, both as learning sets for ANNs and TTS voices. All are in
french language. The first one, Audiobook, is extracted from an highly expressive
audiobook. The speaker is a male and the mean F0 value for voiced segments
is low, at only 87Hz in the corpus. Data was automatically annotated using
the process described in [16]. Audiobook learning has 353, 691 phonemes and
22, 727 Non Speech Sounds and is 10 hours long. Its diphoneme covering is not
full (78%) but all the most commonly used diphonemes are present. The second
corpus, named IVS, was recorded for TTS purposes within an Interactive Vocal
System with a hand-made recording script which aim was to cover all diphonemes
present in French and comprises most used words in the telecommunications
field. It features a neutral Female voice sampled at 16kHz (lossless encoding, 1
channel) with a mean F0 at 163Hz for voiced segments. The corpus is composed
of 7, 662 utterances, 239, 260 phonemes and 20, 424 Non Speech Sounds for 7h05’
speech and is manually annotated. Both corpora are managed using the Roots
toolkit [17].

200 utterances were removed from each corpus to create four 100 utterances
corpora: Audiobook test, Audiobook validation, IVS test and IVS validation. Test
corpora are used during the train process on ANNs to control training quality at
each epoch. Validation sets were used to verify the efficiency of the model after
training.

Finally, we used 100 french sentences (i.e. sometimes featuring more than 1
utterance) corpus extracted from a wide variety of audiobooks, featuring very
different styles, many being far from IVS and Audiobook ’s styles. It served as our
TTS test corpus. All TTS generations in our experiments used these as target
sentences. In the following, it will be referred to as TTS test corpus.

4.2 Objective Analysis

Neural Network. The mean RMS error for IVS voice is slightly better
(RMS=24.24, std=9.07) than for Audiobook (RMS=26.58, std=6.61). Pearson
scores show that predictions are strongly correlated to real values, and the prob-
ability of error on the Pearson score is extremely weak. A detailed analysis on
a per phoneme basis shows that the worst phonemes are those having very few
representations in the learning corpus, for each voice. For instance, /ñ/ has only
2 realizations in the Audiobook corpus, and only one in Audiobook validation.
Finally, when looking at real and predicted centroids for each phoneme, most
of them are very close, if not identical. Given these results, which we consider
as fair, and knowing we do not need extremely accurate predictions as they are
solely used to influence selection, these models have been kept as is.

Behavior of the Cost Function. To evaluate the impact of duration cost and
its interactions with concatenation costs, we considered all {Wtc,Wcc} couples
in the [0, 100] interval with a pace of 10. For each weight configuration, we
generated the 100 sentences in our TTS test corpus. Sentence (not utterance)
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based measures were extracted for each configuration. In this section, we will
only discuss these measures on IVS voice, but exactly the same patterns are
observed on Audiobook voice. Only small variation in magnitudes are observed
between the two voices. It is important to point out that costs presented here
are obtained without applying Wtc and Wcc weights. Magnitudes due to these
weights have been removed to get raw costs.

Fig. 1. Duration delta between model predictions and synthesized durations evolution
when target and concatenation costs vary. Distance, per phoneme, is given in ms. Data
computed using synthesis from TTS test corpus.

Figure (1) shows the evolution of the mean delta per phoneme in ms between
predictions by the network and final produced durations in relation to target and
concatenation costs magnitudes. As it can be seen, the general trend is that dis-
tance increases when the target cost increases, which shows a good functioning
of our target cost. Moreover, when getting the worst target cost, the delta largely
increases. An unexpected result is the relation between the delta and concatena-
tion cost when target cost is high which seems to suggest that concatenation cost
excludes units with worst duration, improving the delta. When concatenation
cost increases again, the delta dramatically increases again too. We can further
note that duration delta at high target costs and low concatenation costs, while
being good, remains much higher than the delta we get at lower target costs
(this time independently of concatenation cost).

This result led us to think it would be worth investigating the behavior of
a system where the duration target cost would be activated only on certain
conditions, like for high concatenation cost or when confronted to a drastic
relaxation of preselection filters.
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4.3 Subjective Evaluation

Based on precedent measures, we selected the configuration {Wtc = 30,Wcc =
70} for listening tests. This choice was motivated by the low variability in terms
of duration costs when getting over Wtc = 30 and the fact that concatenation
cost alteration at this level is low. The same reasoning led us to Wcc = 70.
In consequence, listening tests were performed using two system configurations:
the baseline system, with weight configuration {Wtc = 0,Wcc = 100} which
we call Uncontrolled ; and the configuration incorporating our duration distance,
{Wtc = 30,Wcc = 70}, called Controlled.

We performed two AB tests involving 13 testers for the first and 11 for the
second (half of which were experts) on the Uncontrolled and Controlled systems.
Tests follow recommendations in [18]. Three answers were proposed to the lis-
teners: A, B and “Indifferent”. Both Audiobook and IVS voices were mixed in
each test.

The first test presented 20 stimuli for each voice, taken randomly in the
TTS test set. The testers were asked to assess the rhythm of speech and select
the best system. On raw results, systems were getting almost as much votes
(43% for Uncontrolled and 38% for Controlled with overlapping intervals). We
spotted extremely different scales of notation among testers, with none seeming
to have the same way of performing the test. Thus, no hard conclusion can be
derived from this test. Nonetheless, it suggests the two systems are on par. It is
important to underline that post-analysis of the stimuli presented for this test
showed that very few samples had strong duration incoherences.

An important point is that IVS corpus featuring only neutral voice, duration
artefacts are less serious and less frequent. On the contrary, Audiobook, being
very expressive, features much more minor duration issues. Major duration prob-
lems are also much more frequent.

Fig. 2. AB test results. Uncontrolled featuring duration artefacts is opposed to Con-
trolled system. First and second row are a decomposition of the third one. Controlled is
clearly preferred.
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The second test was focused on sentences having audible duration artefacts.
22 different sentences featuring duration artefacts (of various amplitudes but all
being audible) were extracted from Uncontrolled synthesis (11 for each voice).
They were confronted to their equivalent with Controlled system. The testers
were asked to say which system has the most natural voice. The testers were
also asked to pay particular attention to rhythm (but not exclusively).

Results for this second test are presented on figure 2. First row shows results
for Audiobook voice only, second for IVS only while the third one is the global
result. In this test, Controlled is strongly preferred by testers, especially for
Audiobook voice which is normal as it is the voice the most likely to generate
artefacts. It was also interesting to see that testers all followed the same trend,
placing Controlled ahead with different levels of preference. Experts especially
had a strong preference for Controlled when using expressive voice Audiobook,
and less for IVS.

Given these results, it can be derived that our target costs behaves well in
enhancing durations when needed and only when needed, while not deteriorating
synthesis on other aspects.

5 Conclusion

In this paper, we presented a new duration target cost for unit selection. This
cost aims at selecting the whole unit sequence that best minimizes duration dis-
tance with predicted values rather than choosing the sequence containing units
that individually minimize a duration distance. This is intended to avoid cases
like excellent synthesis penalized by few very bad units. Experiments showed
that this new measure performs well on speech samples that feature durations
issues, especially on expressive voices. Furthermore, the new measure does not
seem to affect synthesized samples that have good durations from the beginning.
An extension of this work we are investigating is to test activating the duration
cost only on some sub-parts of the target sequence, under particular conditions
suggesting the target cost is needed like a strong relaxation of preselection filters
or high concatenation cost. A distinct pause duration model, which could use
the same specifications as presented in this paper should also be added. Imple-
menting an intonation target cost relying on a F0 contour prediction model is
also part of our next work.
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Abstract. In this paper, we show how adaptive modeling within the sta-
tistical parametric speech synthesis framework can be applied to Alba-
nian dialects. We develop speaker dependent voices for the Tosk and
Gheg dialect and adapt models for the Gheg dialect from the Tosk mod-
els. We show that the adapted Gheg models outperform the speaker
dependent Gheg model on an intelligibility and dialect classification task.
Furthermore we show that the speaker dependent Tosk model outper-
forms a formant based synthesizer on an intelligibility, dialect classifi-
cation and pair-wise comparison task. This formant based synthesizer
is the only publicly available synthesizer for Albanian at the moment.
We also show that our Gheg and Tosk synthesizers are as intelligible
as natural speech. The method where one dialect is modeled through
adaptation of a closely related other dialect can be applied to language
varieties in general, where the background variety and adapted variety
can be chosen based on pragmatic considerations like speaker or data
resource availability.

Keywords: Speech synthesis · Albanian · Adaptation · Dialect

1 Introduction

Adaptive parametric HMM-based speech synthesis [1,2] allows for the usage of a
background model or average model to improve synthetic voice quality with small
amounts of adaptation data. The authors of [3] applied the adaptive framework
to the synthesis of Austrian German dialects. In this paper, we use an Albanian
Tosk dialect background model to improve an Albanian Gheg dialect adapted
voice.

The adaptive approach that works with small amounts of data is especially
interesting for languages such as Albanian where not so many language resources
are available. Today the only open-source available synthesizer for Albanian is a
formant-based synthesizer that is still in a “provisional” development stage [4].
The synthesizers developed for this study are based on open-source compo-
nents [4,5] and we plan to release open-source synthesizers for Albanian.
c© Springer International Publishing Switzerland 2015
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The method we use here can be used for any variety pairs of phonetically
closely related varieties (dialects, sociolects, and accents). We can use the variety
were it is easier to collect a larger amount of data to train a background model.
Then we can adapt the variety where it is more difficult to obtain large amounts
of data. It can be difficult to obtain data when speakers are difficult to find, or
language resources like lexica, grapheme-to-phoneme rules, or texts for recording
scripts are not available. In our case we choose the Tosk dialect, which is also the
basis for Standard Albanian, as background model since it was easier to obtain
the large amount of text data that is needed to select a recording script by solving
the respective set-cover problem. Furthermore, we could use a slightly modified
grapheme-to-phoneme conversion from an existing synthesizer for Tosk [4].

2 The Albanian Language

The Albanian language belongs to the family of Indo-European languages. In the
tree of languages, the Albanian language does not share any descent connection
with other member languages of this family and is presented as a separate branch
that grows from the root of the tree. This classification is based on phonological,
morphological and other features [6].

There are two basic dialect forms of the Albanian language: Gheg and Tosk
[7,8]. Furthermore there are also mixtures between Gheg and Tosk dialects,
like Arbëresh and Arvanitika [7]. In countries where Albanian is spoken the
official language is Standard Albanian, based on the Tosk dialect [9]. It is used
in institutions, newspapers, and books. Gheg is spoken in more informal settings.
For these reasons we adapted Gheg from Tosk, using the Tosk language in our
background model. The Tosk dialect has 7 vowels and 29 consonants. The Gheg
dialect uses long and nasal vowels, which are absent in Tosk [7].

Albanian almost has a one-to-one correspondence between letters and phones,
which make grapheme-to-phoneme conversion easier, compared to some other
languages.

3 Grapheme-to-Phoneme Conversion

Grapheme-to-phoneme (G2P) rules for the Tosk dialect were taken from an
existing speech synthesizer [4]. Some errors of the G2P rules had to be corrected
for Tosk and additional rules had to be introduced for Gheg as shown in Table 1.
In general the G2P problem is relatively simple to solve for Albanian since there
is an almost one-to-one mapping between letters and phones.

The additional rules for Tosk and Gheg shown in Table 1 are context inde-
pendent, i.e. the characters “dh” are replaced everywhere by “D”. Table 1 also
shows the International Phonetic Alphabet (IPA) symbols in brackets. Due to
phonological differences between Tosk and Gheg we need to introduce additional
rules for Gheg. The Gheg dialect has the nasal vowels “ê” and “â”. These nasal
vowels are mapped to “nA” and “nE” in our phone set.
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Table 1. Additional G2P rules for Tosk and Gheg (left) and Gheg (right).

4 Recording Script

First we collected a large amount of sentences from books, newspapers and other
sources to have a database from which we can select a set of sentences that ful-
fills specific phonetic criteria. Sentences with proper nouns were removed from
the corpus to avoid any problems with irregular pronunciation in the training
data. Furthermore, we excluded sentences that are longer than 20 words, which
would make the reading during the recordings too difficult. This corpus with-
out sentences containing proper nouns and long sentences consisted of 16041
sentences.
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Fig. 1. Selected sentences for different minimum number of diphones for Tosk.

For selecting the recording script from the collected corpus we used the mod-
ified G2P rules from Section 3 to phonetically transcribe the selected 16041
sentences. Then we used a greedy algorithm to select the smallest set that con-
tains all diphones N times, where N was in the range of 1 − 6. Figure 1 shows
the number of selected sentences for different number of N for the Tosk dialect.
This algorithm always adds the sentences to the set that contains the largest
number of new diphones. We used a greedy algorithm for this, since the set-
cover problem is known to be NP-complete [10]. Our greedy algorithm will not
necessarily find the smallest set of sentences containing all diphones N times.

5 Recording

The recording was done in a semi-professional soundproof recording room. We
recorded 3010 sentences from one female Tosk speaker (containing all Tosk
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diphones 6 times) and 412 sentences from one female Gheg speaker (containing
all Gheg diphones 1 time). We recorded more material from the Tosk speaker
since we wanted to use Tosk as background language. To have good quality
recordings, we recorded a small amount of the corpus every day for three weeks.
The microphone used was a vocal Sennheiser microphone with a pop filter. After
recording, low frequency noise was removed. The recording of a whole recording
session was automatically split into utterance size audio files.

6 Voice Building

We built a speaker dependent model from the data of a Tosk female speaker
and a Gheg female speaker. Adapted models for the Gheg speaker were trained
through adaptation from the Tosk model. For the speaker dependent and adap-
tive training we used the training scripts from HTS 2.3-alpha [5]. Clustering
questions included phone identity, phonetic, and articulatory features for cur-
rent, previous two, and following two phones as well as word features. A flat-start
model was used for forced alignment of the training data. The overall quality
of the adapted voice could be improved by using more speakers in the back-
ground/average voice model [1,2,11].

7 Evaluation

We evaluated the different synthetic and natural voices through a subjective
listening test that consisted of an intelligibility test and a pair-wise comparison
to evaluate the quality of the voices.

7.1 Design

For the evaluation we compared the methods for Tosk synthesis and the methods
for Gheg synthesis. All used voices are shown in Table 2. For each of the dialects
we had one speaker.

10 listeners participated in the evaluation with age between 19 and 23. We
had 5 male and 5 female listeners.

Table 2. Voices used in the evaluation.

Dialect / Method Recorded Speaker-dependent Adapted Formant-based

Tosk � � �
Gheg � � �

In the first part of the evaluation each listener had to listen to each of the 20
prompts for Tosk and 20 prompts for Gheg (40 samples in total). Listeners were
asked to write down what they have heard (intelligibility test) and if they think
it was the Tosk or Gheg dialect. Figure 2 shows a screenshot of the application
that was used for this part of the evaluation.

In the second part of the evaluation listeners had to listen to pairs of prompts
and had to judge which one of the prompts is better in terms of overall quality.
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Fig. 2. Application used for evaluation of Word-Error-Rate (WER) and dialect rating.

7.2 Results

Word-Error-Rate (WER): Table 3 shows the Word-Error-Rate results for
the different methods that were computed by finding the minimum number of
edit operations that are necessary to convert the correct transcript into the tran-
scribed version divided by the total number of words in the correct transcript.

Table 3. Word-Error-Rate (WER) for the different methods in %.

Error / Method Tosk rec. Tosk spk. dep. Tosk formant Gheg rec. Gheg spk. dep. Gheg adapt.

WER 4.7 7.8 23.5 8.2 9.9 11.9

For the Tosk synthesizers we can see that the formant based synthesizer is
worse than the HMM-based synthesizer and that there is only a small differ-
ence between HMM-based synthesizer and recorded speech. This shows that the
HMM-based synthesizer outperforms the formant synthesizer on the intelligibil-
ity task.

For the Gheg synthesizers there are only small differences between the speaker
dependent and adapted version.

Dialect Rating: Table 4 shows the Dialect Classification Error (DCE) that
was computed as the ratio of wrongly classified samples and total samples.

For the Tosk dialect we can see that the formant based synthesizer had the
worst performance in terms of modeling the dialect accurately. 16.1% of the
samples were wrongly classified as Gheg dialect samples. The speaker dependent
HMM-based voice has similar performance to the recorded samples.

For Gheg the Dialect Classification Error (DCE) was in general higher than
for Tosk, which might be related to our listeners’ competence. Here we can
see that the adapted HMM-based voice has the lowest error followed by the
recordings and the speaker dependent voice.
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Table 4. Dialect classification error (DCE) for the different methods in %.

Error / Method Tosk rec. Tosk spk. dep. Tosk formant Gheg rec. Gheg spk. dep. Gheg adapt.

DCE 4.6 4.4 16.1 14.7 19.4 10.7

Interestingly the speaker-adapted voice is more often found to produce Gheg
samples than the original Gheg samples. This result shows that there is a dif-
ficulty with classifying the Gheg dialect, which either comes from the language
competence of our Gheg speakers or from the Gheg classification competence of
our listeners.

Pair-Wise Comparison: Figure 3 shows the results for the pair-wise com-
parison task. For Tosk the HMM-based speaker dependent voice is significantly
better than the formant voice (p < 0.05 according to a paired T-test). The
recordings are not surprisingly significantly better than both synthetic voices.
Thereby we can show that the HMM-based method outperforms the formant-
based method also for this task.
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Fig. 3. Results of pair-wise comparison between different methods for Tosk (left) and
Gheg (right).

For the Gheg voices we can see no significant differences between the synthetic
voices. Only the recorded voice is significantly better in terms of overall quality.

8 Conclusion

We have developed a state-of-the-art HMM-based synthesizer for the Albanian
Tosk and Gheg dialects. We showed that our speaker dependent Tosk model out-
performs an existing formant-based synthesizer on an intelligibility, dialect clas-
sification and pair-wise comparison task. We also saw that the speaker-adapted
Gheg model outperformed the Tosk model on a dialect classification and pair-
wise comparison task, while there was no performance difference for the pair-wise
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comparison task. We also showed that the synthesizers are as intelligible as nat-
ural speech, which makes them usable in many application scenarios such as
spoken dialog systems, web readers, and speech output for blind users.
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Abstract. Language-independent and alignment-free phonological and
phonemic features were applied for automatic age estimation based on
voice and speech properties. 110 persons (average: 75.7 years) read the
German version of the text “The North Wind and the Sun”. For compar-
ison with the automatic approach, five listeners estimated the speakers’
age perceptually. Support Vector Regression and feature selection were
used to compute the best model of aging. This model was found to use
the following features: (a) the percentage of voiced frames, (b) eight
phonological features, representing vowel height, nasality in consonants,
turbulence, and position of the lips, and finally, (c) seven phonemic fea-
tures. The latter features might be relevant due to altered articulation
because of dentures. The mean absolute error between computed and
chronological age was 5.2 years (RMSE: 7.0). It was 7.7 years (RMSE:
9.6) for an optimistic trivial estimator and 10.5 years (RMSE: 11.9) for
the average listener.

Keywords: Age estimation · Phonological features · Phonemic
features · SVR

1 Introduction

In speech science, increasing attention is given to age-dependent characteris-
tics of speech, as life expectancy and the percentage of elderly population are
growing fast, especially in Europe and North America. Better understanding of
aging effects on speech performance will provide better insight into models of the
anatomical, physiological, and linguistic consequences of aging. The accuracy of
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a model for vocal aging can be tested by classifying a speaker’s age automat-
ically. A person with a large discrepancy between chronological and perceived
or computed age should be examined more in detail in order to reveal possible
symptoms of beginning diseases. The analysis of healthy speech may provide
key contributions to the early diagnosis of neurodegenerative disorders, such as
shown for Parkinson’s disease [1]. In other scenarios, age-specific recognition sys-
tems can be applied, when the user’s age has been estimated automatically, for
instance by choosing specific speed, volume, or music for system prompts.

The focus of many papers in that field is on the disambiguation of only a few
age classes of practical relevance. Our work concentrates on the development of
a large feature vector that allows to estimate an adult speaker’s age as precisely
as possible.

Phonological and phonemic features capture many voice and also speech
properties. They were successfully used for language-independent detection of
voice quality and speech intelligibility and can even be used to visualize these
aspects [2–4]. Hence, we regarded them also suitable for automatic estimation
of a person’s age from speech.

This paper is organized as follows: Section 2 introduces the speech data used
for the experiments, Sect. 3 describes the features computed from the data and
the Support Vector Regression for creating the aging model. The results will be
discussed in Sect. 4.

2 Test Data and Subjective Evaluation

110 German persons (31 men, 79 women) without voice or speech problems
and between 50 and 94 years of age participated in this study. The average age
was 75.7 years with a standard deviation of 9.6 years (Fig. 1, Table 2). They
were recruited from senior community centers, senior meetings, and assisted
living facilities. Persons receiving voice-related medical treatment, in need of
skilled nursing care and/or with relevant cognitive limitations (e.g. dementia)
were excluded from the study [5]. Each person read the phonetically rich text
“Der Nordwind und die Sonne” (“The North Wind and the Sun”, [6]), which
is frequently used in medical speech evaluation in German-speaking countries.
It contains 108 words (71 distinct) with 172 syllables. The data were recorded
with a sampling frequency of 16 kHz and 16 bit amplitude resolution. The study
respected the World Medical Association (WMA) Declaration of Helsinki on
ethical principles for medical research involving human subjects and has been
approved by the ethics committee of the University Erlangen-Nürnberg (FAU).

One female and four male raters evaluated the audio data perceptually by
assigning the age to each speaker after listening to the respective audio sample.
One male rater was speaking German as a second language, the others were
native German speakers. They did not know about the distribution and the
range of age in the data in advance.
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Fig. 1. Distribution of age and dentures among the 31 male and 79 female speakers;
for one woman, no information about the dental status was available.

3 Features Computed from the Speech Data

Since it is expected that speech of elderly persons is not only affected by voice
aging but also by changes in articulation, we use phonological and phonemic fea-
tures to capture these effects. They were designed for Flemish, but in recent stud-
ies [2,4] they have been also successfully used for German. The pre-processing
stage returns 12 Mel-frequency cepstral coefficients (MFCCs) and an energy
value for each 25 ms speech frame (frame shift: 10 ms). From this spectro-temporal
representation of the acoustic signal, speaker features are extracted which consti-
tute a compact characterization of the speech of the tested person. Based on the
stream of MFCCs, two text-independent feature extraction methods, focusing
on phonological and phonemic aspects, have been explored.

Alignment-free phonological features (ALF-PLFs): First described in [7], these
features follow from a tracking of the temporal evolutions of the individual out-
puts of an artificial neural network that was trained (see [3,7] for more details)
to generate 14 phonological properties per frame. These properties describe:

– vocal source: voicing
– manner of articulation: silence, consonant-nasality, vowel-nasality, turbu-

lence (referring to fricative and plosive sounds)
– place of consonant articulation: labial, labio-dental, alveolar, velar, glottal,

palatal
– vowel features: vowel height, vowel place, vowel rounding

Every phonological property is analyzed by two sub-networks. One of them
determines whether the property is relevant at a given time (e.g. it is not rele-
vant to investigate vowel place during utterance of a consonant); the other one
determines whether the characteristic (e.g. “labial”) is actually present or not.
The hypothesis is that temporal fluctuations in the network outputs can reveal
articulatory deficiencies, regardless of the exact phonetic content of the text that
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was read, at least as long as this text is sufficiently rich in phonetic content. The
temporal analysis of each network output generates a set of parameters, such as
the mean and standard deviation, the percentage of the time the output is high
(above 0.66), intermediate or low (below 0.33), respectively, the mean height of
the peaks (maxima), and the mean time it takes to make a transition from low
to high. The overall number of output features is 504, and it is acknowledged
that several of them may carry similar information. These speaker features are
computed without knowledge of the text that was read. Hence, we expect them
to be text-independent.

Alignment-free phonemic features (ALF-PMFs): The features, introduced in [3],
were originally based on the hypothesis that intelligibility degradation is corre-
lated with problems in realizing a certain combination of phonological classes
that is needed for the production of a certain phone. Therefore, the ALF-PMFs
follow from a plain analysis of posterior phone probabilities. Considering all
frames for which the maximal probability is assigned to a particular phone, one
computes the mean and standard deviation of that probability, and the mean
of the peaks (maxima) and the valleys (minima) found in its temporal evolu-
tion. In addition, the percentage of the time a frame is assigned to the phone,
and the mean probability of this phone over all frames are computed. Clearly,
these features are computed without any knowledge of the text that was read
and can therefore be expected to be text-independent. There are 495 different
ALF-PMFs.

All the neural networks for the computation of ALF-PLFs and ALF-PMFs
had been trained with Flemish speech data and were now used with German test
data. Their general independence of the language had been shown before [2,4].

Prosodic features (AMPEX): They originate from a holistic analysis of the frame-
level volume, fundamental frequency, and voicing evidences. This analysis can
be conducted on arbitrary speech, irrespective of the language that is spoken.
The frame-level prosodic features are converted into 8 AMPEX features [8].
The voicing evidence and the signal loudness (see [9,10]) are used to label the
frames as voiced/unvoiced and as speech/silence, and to locate pauses, defined as
intervals of more than 200 ms long. Based on these classifications, the AMPEX
feature extractor computes the features listed in Table 1. They can be grouped
into voicing-related parameters (e.g. the percentage of speech frames classified as
voiced) and F0-related features (e.g. average jitter of the fundamental frequency
F0 in voiced frames). They were computed for the whole length of each speech
sample. In earlier studies, supplementing phonological features with these F0-
and-voicing related speaker characteristics enhanced intelligibility prediction [3].
We assumed that they may also support automatic age estimation.

Support Vector Regression (SVR): In order to determine the best subset of all
phonological, phonemic, and prosodic features to model the chronological age,
Support Vector Regression (SVR, [11]) was used. The underlying SVM used a
linear kernel. The complexity constant C for the SVR was set to 0.01 after a
short series of experiments with heuristic changes to C by powers of 10. Each
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Table 1. The AMPEX features (for details, see [10])

feature description

PVF percentage of all frames in the recording that were labeled voiced

PVS percentage of speech frames that were labeled voiced

AVE average voicing evidence in voiced frames

PVFU percentage of voiced frames with an unreliable F0

Jit average F0-jitter in voiced frames

Jc average F0-jitter in voiced frames with a reliable F0

VL90 90th percentile (in seconds) of the voiced fragment durations

Tmax duration (in seconds) of the longest speech fragment (not interrupted by a pause)

training example for the regression consisted of a set of features (the inputs) and
a chronological age (the target output). The sequential minimal optimization
algorithm (SMO, [11]) of the Weka toolbox [12] was applied in a 10-fold cross-
validation manner.

For the selection of the attributes, the Greedy Stepwise algorithm was applied.
The standard settings were not changed. All input features were standardized
(mean value: μ=0, standard deviation: σ=1) for the analysis. For the final regres-
sion, the most relevant features were used, precisely those who had been selected
between 7 and 10 times during the 10 folds of the process.

4 Results and Discussion

For the final set of the aging model (Table 3), one AMPEX feature (PVF) was
selected. Eight phonological features were in the best feature set. The most
relevant (selected 9 and 10 times) are:

– highlow presence meanmin: the mean minimum probability of the vowel height
throughout all vowels in the text

– highlow presence tneg: the mean duration (in number of frames) of a segment
in which a low vowel is present

– consonantnasality presence meanneg: the mean probability of nasality in a
consonant that sounds non-nasal

– consonantnasality relevance negdelta1: the time needed to do a transition
from consonant to vowel

Concerning the vowel height, or the vowel trapezium in general, there is
no proof that the measured effects are caused by anatomical changes due to
aging. Instead of the voice, altered articulation may be the reason. Earlier studies
reported that the pronunciation of phones can change during time due to changes
in the language, or in the way one speaker uses a language [13,14]. Hence, also
the vowel space, i.e. the area enclosed by the vowel trapezium, can change. Older
speakers of English were reported to undergo a shift in the speaker space roughly
along a diagonal in the phonetic height × backness plane [15]. It is not sure so far
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Table 2. Chronological age, perceived age for single raters and their average, and
automatically determined age (SVR); µ(|e|) denotes mean absolute error, min/max
e denotes minimal/maximal error; perceptual ratings were given in integer numbers
(without decimal places)

all speakers women men
Age µ(age) µ(|e|) min e max e µ(age) µ(|e|) min e max e µ(age) µ(|e|) min e max e

75.7 — — — 76.3 — — — 74.0 — — —

rater 1 72.9 7.2 –34 27 73.0 7.1 –34 18 72.8 7.6 –14 27

rater 2 74.5 6.6 –22 22 75.6 6.6 –22 20 71.9 6.7 –15 22

rater 3 57.3 19.1 –42 11 57.9 18.9 –42 11 55.9 19.7 –39 11

rater 4 63.5 13.3 –34 25 63.0 13.9 –34 9 64.7 12.0 –24 25

rater 5 63.4 13.9 –31 24 63.7 14.1 –31 15 62.6 13.5 –25 24

rater avg. 66.3 10.5 –24.0 19.2 66.6 10.4 –24.0 7.4 65.6 10.7 –19.2 18.4

SVR 76.0 5.2 –24.8 14.8 76.2 5.4 –19.0 14.0 76.5 5.8 –24.4 7.2

that these findings can be generalized to other languages, however. Nevertheless,
we regard our results important for age estimation from speech – as opposed to
age estimation from voice which uses less information.

Transitions, as represented by consonantnasality relevance negdelta1, might
in older people be slower. The negative sign in the regression weight (Table 3)
supports this assumption. The weights are very low, however. Different weights
for men and women in the formulae, especially for highlow presence meanmin,
might be related to the different F0 or to a more rapidly falling F0 in women as
result of aging processes.

One feature in the set is related to the position of the lips in vowels (mean of
negative relevance of roundedspread). Three features are related to turbulence
in the voice.

The most relevant phonemic features (Table 3) refer to minimal, maximal,
and mean probabilities of some phones. The mean and maximum probabilities
of /s/ over all frames where it was recognized, and the percentage of positive
presence values for /Z/ (as in French ‘journal’; SAMPA notation) may indicate
altered articulation due to dentures. This is an important aspect to consider
when estimating age from speech. The same reason may hold for the occurrence
of /n/, /v/, and /l/ (l meanpos is the mean positive value for the presence of
/l/). /Y/ denotes the short u-umlaut. Its role in the set is currently unclear.

The absolute error between the automatically estimated and the chronological
age was 5.2 years for all speakers together (root mean square error RMSE: 7.0), for
men and women separately, it was slightly higher (Table 3). A trivial estimator
optimizing with respect to the mean absolute error would have had an error of
7.7 years (RMSE: 9.6). Hence, our results show an error which is lower by more
than two years. The average human rater estimated with an absolute error of
10.5 years (RMSE: 11.9). The greatest mismatch occurred for a woman who was
estimated 42 years younger by rater 3.
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Table 3. Regression weights for the best feature set when applied to all speakers,
to women and men separately, respectively. The human-machine correlation and the
respective errors between computed and chronological age are given in the lower part
of the table

feature type chosen all women men

PVF AMPEX 7 –0.097 –0.121 –0.009

Y min ALF-PMF 7 –0.097 –0.052 –0.019

l meanpos ALF-PMF 7 –0.175 –0.118 –0.090

n min ALF-PMF 8 –0.169 –0.163 –0.054

s mean ALF-PMF 8 –0.066 –0.060 –0.071

s max ALF-PMF 9 –0.131 –0.127 –0.069

v min ALF-PMF 7 –0.055 –0.074 –0.050

Z posperc ALF-PMF 9 0.138 0.147 0.088

consonantnasality relevance negdelta1 ALF-PLF 10 –0.048 –0.034 –0.023

consonantnasality presence meanneg ALF-PLF 10 0.177 0.154 0.066

highlow presence tneg ALF-PLF 9 –0.114 –0.106 –0.027

highlow presence meanmin ALF-PLF 10 0.173 0.183 0.016

roundedspread relevance meanneg ALF-PLF 7 0.129 0.149 0.050

turbulence relevance meanmax ALF-PLF 7 –0.076 –0.033 –0.088

turbulence presence mean ALF-PLF 7 –0.024 –0.044 –0.051

turbulence presence tneg ALF-PLF 8 0.099 0.101 0.061

correlation r to chronological age — — 0.72 0.73 0.69

mean abs. error to chronological age — — 5.2 5.4 5.8

RMSE to chronological age — — 7.0 7.0 8.2

The correlation of the automatically estimated and the chronological age
was r=0.72 for all speakers, r=0.73 for men, and r=0.69 for women only. The
average human rating showed a correlation of r=0.65 to the ‘real’ age of the
whole speaker group. No single rater performed as good as the machine (rater 1:
r=0.41; 2: r=0.66; 3: r=0.59; 4: r=0.43; 5: r=0.30). The inter-rater agreement
on all the data, i.e. the correlation of one rater against the average of the others,
was r=0.69 for three of the raters, r=0.62 for rater 1, and r=0.48 for rater 5. The
chronological, perceived, and computed age are also shown in Fig. 2. The smaller
range of the computed values is caused by the error minimization during the SVR
training. Without the somewhat optimistic feature selection, the human-machine
correlation was r=0.52 (mean error: 6.5 years, RMSE: 8.6) for all speakers.

Studies on age estimation have been presented before. For instance, Schötz [16]
used prosodic and spectral features, such as F0, formants, energy, jitter, shim-
mer, and duration, for age estimation by Classification And Regression Trees
(CARTs). The average error in the classified age was above 15 years on 24 speak-
ers from two age classes (18 to 31 and 60 to 82 years). F0, the formants F1 to F4,
and prosodic features were also used together with MFCCs on the University
of Florida Vocal Aging Database [17]. The mean absolute error of listeners was
6.4 years, and the error of the machine was 10.0 years for gender-independent
classification. Different years of age were not represented continuously in the
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Fig. 2. Average chronological vs. perceived (left graphics) and computed age (right
graphics)

data, however, but in three separate age groups with gaps between them. This
may also be the reason why the humans were better in their evaluation than the
machine. In our experiments, there was a monomodal distribution of age.

Minematsu et al. [18] reported correlations between perceived and computed
age of up to r=0.88, but on audio data showing a clear trimodal age distribution.
Their approach was based on Gaussian Mixture Models (GMMs). In a study of
Bocklet et al. with children in preschool and primary school age (average: 8.3
years), a system based on GMMs and SVR showed a mean absolute error of 0.8
years and a maximal error of 3 years [19]. The ratio of error and average age was
smaller in our system; however.

This study showed the potential of the presented features for language- and
gender-independent estimation of age from speech data. The method may be
helpful for clinical screening tests and for applications based on automatic speech
recognition in general.
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acoustic ASR-free features for pathological speech intelligibility assessment. In:
Proc. Interspeech, ISCA, pp. 3005–3008 (2011)

3. Middag, C.: Automatic Analysis of Pathological Speech. PhD thesis, Ghent
University, Ghent, Belgium (2012)



Age Estimation with Phonological and Phonemic Features 173

4. Haderlein, T., Middag, C., Maier, A., Martens, J.-P., Döllinger, M., Nöth, E.:
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Abstract. A dialog state tracker is an important component in modern
spoken dialog systems. We present the first trainable incremental dialog
state tracker that directly uses automatic speech recognition hypotheses
to track the state. It is based on a long short-term memory recurrent
neural network, and it is fully trainable from annotated data. The tracker
achieves promising performance on the Method and Requested tracking
sub-tasks in DSTC2.

Keywords: Dialog systems · Recurrent neural network · Dialog state
tracking

1 Introduction

A dialog state tracker is an essential component of modern spoken dialog systems.
It maintains the user’s goals throughout the dialog by looking at the automatic
speech recognition (ASR) results of her utterances. For example, in the restau-
rant information domain, the dialog state tracker tracks what kind of food the
user wants and which price range is she looking for, and provides this informa-
tion as a probability distribution over food and price range: P(food,price range)
The dialog state tracker also needs to deal with speech recognition errors and
tries to reduce their impact on the dialog [1].

The state-of-the-art dialog state trackers [2–6] achieve their performance by
learning from annotated data, and they were shown to work well in the restaurant
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information domain in the dialog state tracking challenge DSTC2 [7]. However,
they possess several undesirable traits. First, they can only track the dialog state
turn-by-turn (as opposed to a more complicated word-by-word approach), which
limits the responsivity of the dialog system. Second, some of the trackers rely on
the results from a spoken language understanding (SLU) component [8], which
brings an additional component into the dialog system that needs to be trained
and tuned. Third, elaborate and complicated tracking models of the trackers are
difficult to reproduce and maintain. We aim to address these problems in the
model proposed in this paper.

The contribution of this paper is our novel dialog state tracker, which we refer
to as LecTrack1. This paper aims towards building more responsive and simpler
dialog systems by proposing the first trainable dialog state tracker which nat-
urally operates incrementally, word-by-word, and can directly learn from anno-
tated dialogs, removing the need for an SLU unit. The word-by-word mode of
tracking allows the dialog manager to be more responsive with the users. Sim-
plicity comes from the fact that the whole dialog state tracker can be automat-
ically optimized from data by a standard backpropagation algorithm, without
requiring the user to manually tune opaque hyper-parameters or task-specific
pre-processing.

Our LecTrack tracker is based on the long-short term memory recurrent
neural network (LSTM RNN) [9]. We have chosen this approach due to several
reasons: First, LSTMs were shown to be effective for learning sequence mappings
in automatic speech recognition [10], machine translation [11], protein structure
prediction [12], and many other sequence classification tasks. The length of the
sequences successfully modelled by LSTMs is comparable to the length of the
word sequences in the spoken dialog systems. Second, the sequential nature of the
dialog naturally fits the LSTM’s recurrent mode of operation. And finally, as the
tracker processes the input, it incrementally builds an intermediate representa-
tion of the dialog. It has been shown that good intermediate representations help
generalization [13]. The success of LSTM on multiple complicated and diverse
tasks promises to be exploitable also in dialog state tracking.

The paper is organized as follows. First, we give a basic description of the task
(Section 2). In Section 3, the model of the LSTM dialog state tracker is described
with its training procedure. Section 4 shows how it performs in the benchmarks.
Then, in Section 5, we discuss the results and qualities of the LSTM dialog state
tracker. Finally we discuss some related work from the literature (Section 6) and
conclude with Section 7.

2 Dialog State Tracking

The task of dialog state tracking is to monitor progress in the dialog and pro-
vide a compact representation of the dialog history in the form of a dialog
state [7,14]. Because of uncertainty in the user input, statistical dialog trackers
maintain a probability distribution over all dialog states, called the belief state.
1 (L)STM R(ec)urrent Neural Network Dialog State (Track)er.
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As the dialog progresses, the dialog state tracker updates this distribution given
new observations.

In this paper, we define the dialog state at time t as a vector st ∈ C1× ...×Ck

of k dialog state components, sometimes called slots in the literature. Each
component ci ∈ Ci = {v1, ..., vni

} takes one of the ni values. Our dialog state
tracker maintains a probability distribution over st factorized by the dialog state
components:

P (st|w1, ..., wt) =
∏

i

p(ci|w1, ..., wt; θ)

Note that all models p(ci|·) share a substantial portion of the parameters, as
detailed in the next section, so despite the fact that the predictions are factor-
ized and thus independent, they were optimized to minimize a joint objective
function and therefore naturally model the dependence between the dialog state
components.

3 LSTM Dialog State Tracker

Here we define our novel LSTM dialog state tracking model. Its task is to map a
sequence of words in the dialog w1, ..., wt to predictions for each of the k dialog
state components (p(1)t , ..., p

(k)
t ). Each p

(i)
t is a vector corresponding to a probabil-

ity distribution over the values of the i-th dialog state component. For example,
p
(area)
t is a probability distribution over values {north, south, east, west} at the

time t.

3.1 Model

Our dialog state tracking model can be seen as an encoder-classifier model,
where an LSTM is used to encode the information from the input word sequence
into a fixed-length vector representation. Given this representation, the classi-
fier predicts a value for each of the dialog state components (as a probability
distribution).

Formally we have an encoder that maps an input word and a previous hidden
state to a new hidden state, Enc(w, qt−1) = qt, and a classifier that maps a
hidden state to a prediction, C(ht) = pt. To encode the whole dialog, the encoder
is applied sequentially on the input sequence of words. In our system, we have
one encoder Enc and multiple classifiers C, one for each dialog state component
(e.g. C(food), C(area), ...).

LecTrack tracker is composed of two major components: the encoder Enc
and the classifier C:

LecTrack : a1, ..., an → p1, ..., pk

∀i ∈ 1, ..., k : pi = Ci(Enc(E · a1, ..., E · an, h0, c0))

Here, n is the length of the input sequence, k the number of the dialog state com-
ponents, a1, ..., an is the input word sequence encoded in a one-hot encoding, E
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is a word embedding matrix, and h0 = c0 = 0 are zero vectors. As shown, each
token ai is mapped to its corresponding embedding vector through the embed-
ding matrix E, wi = E · ai. The model of the encoder Enc is a standard LSTM
RNN [9]. In case of a recursive application of Enc, we write Enc(w1, ..., wn, h, c)
instead of Enc(wn, ...Enc(w1, h, c)) to simplify the notation. The model of the
classifier C is a neural network with a single layer composed of rectified linear
units and a softmax output layer

Fig. 1. A demonstration of the LSTM Dialog State Tracker applied to a user utterance
“looking for chinese food”. The encoding LSTM model Enc is sequentially applied to
each input word and at the end, its hidden state is used to feed to the state component
classifiers.

3.2 Training

The model is trained using the standard cross-entropy criterion [15] in the vanilla
stochastic gradient descent scenario:

l(a1, ..., an, y1, ..., yk; θ) = −
k∑

i=0

log LecTrack(a1, ..., an)iyi

Here, LecTrack(.)mn denotes the probability of the n-th value in the m-th
dialog state component.

After each optimization epoch, we monitor the performance2 of the model on
a held-out set D. When the performance stops increasing for several iterations,
we terminate the training and select the best-performing model.

4 Experiments

4.1 Dataset

To train and evaluate our model, we use the DSTC2 [7] data, which is a common
data set for dialog state tracking evaluation. The DSTC2 data consists of about
2 See the experiments section for the description of the featured metrics.
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3,000 dialogs from the restaurant information domain, each dialog is 10 turns
long on average. The data is split into training, development and test sets. This
data allows us to measure the performance of our tracker on turn-based dialogs.
Ideally we would run the evaluation on a data set where we could also measure
the incremental capabilities of the tracker, but to the best of our knowledge, no
such data set is publicly available yet, and we shall address this in our future
work.

4.2 Baseline

A baseline system for this domain has been provided by the DSTC2 organizers.
It uses the SLU results and confidence to rank hypotheses for the values of the
individual dialog state components. There were several baselines described in [7]
and we report the results of the focus baseline, which was the best among them.

4.3 Data Preprocessing

Each dialog turn contains the system utterance and the user utterances, which
we need to serialize into a stream of words as the input to our model. The sys-
tem utterance undergoes a simple preprocessing detailed below, and the user
utterance is directly fed to the model word-by-word without any further prepro-
cessing. There is no difference between the system and user utterance in the eyes
of our model, both are seen together as one long sequence of words.

System Input: To get the the system input, we perform a simple preprocessing.
We flatten the system dialog acts of the form act type(slot name=slot value)
into a sequence of two tokens t1, t2, where t1 = (act type, slot name) and t2 =
slot value. For example request(slot=food) is flattened as (request, slot), food,
which the model then sees as a word sequence of length two.

User Input: For the sake of simplicity, we use only the best live-ASR3 hypoth-
esis and ignore the rest of the n-best list. We plan to extend our model for
processing multiple ASR hypotheses in the near future.

Out-of-Vocabulary Words are randomly mixed into the training data to give
the model a chance to cope with unseen words: At training time, a word in the
user input word is replaced by a special out-of-vocabulary token with probability
α. At test time, this token is used for all unknown words.

3 There are batch and live ASR results in the DSTC2 data. We use the live ones and
refer to them as live-ASR.
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4.4 Experimental Methodology

We follow the DSTC2 methodology [7] and measure the accuracy and L2 norm
of the joint slot predictions. The joint predictions are grouped into the following
groups, and the results of each group is reported separately: Goals, Requested,
Method. For each dialog state component in each dialog the measurements are
taken at the end of each dialog turn, provided the component has already been
mentioned in some of the SLU n-best lists in the dialog4

4.5 Results

The results of LecTrack on the DSTC2 data are summarized in Table 1. For the
groups Method and Requested LecTrack’s accuracy is better than the baseline
and comes closer to the state-of-the-art. Within these groups the handcrafted
preprocessing present in the baseline and the state-of-the-art models is not as
effective as for the Goal group.

We hypothesize that the accuracy on the Goal group does not achieve the
state of the art because of two reasons. First, LecTrack needs to see examples for
each value of each dialog state component. But the distribution of the individual
values in the data has a heavy tail, and thus the baseline method and the state-
of-the-art methods that use various kinds of hand-crafted abstraction to make
the data denser beat LecTrack. Second, our model does not fully utilize the
information in the n-best lists, thus loses useful information in the uncertain
cases where more hypotheses than the first one are useful.

For the frequently seen values from the group Goal the performance of Lec-
Track is much better than the baseline, as is shown in Table 2. We looked at the
sub-goal food and compared the classification accuracy of its individual values.
The top of the table contains 9 values, which occur more than 100 times in the
test set, as the representatives of the classes that are well-represented in the data;
the bottom of the table contains the representatives of the under-represented
classes, and we selected values which occur at least 10 times in the test set to
get meaningful accuracy estimates. For the well-represented classes, LecTrack’s
performance is stable and usually beats the baseline by a large margin, however
for the under-represented classes LecTrack’s performance is much worse than the
baseline. This suggests that some form of abstraction should improve the results
for the under-represented cases and improve the overall performance.

To keep the model simple we did not use any form abstraction, such as
gazetteers to preprocess our data, and only used 1-best hypothesis as an input.
Gazetteers offer a cheap solution to data sparsity for English but are difficult to
gather and maintain for other languages where one word can have many forms.
In our future experiments we plan to introduce some form of abstraction. Also,
it is not obvious from the machine learning literature how an n-best list could
be used in our model to improve the performance. This is another aspect that
will be addressed in our future experiments.
4 Note we do not use the SLU n-best list in our model at all, but we adapt this metric
to be able to compare to the other trackers in DSTC2.
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Table 1. Performance on the DSTC2 data.

Dev Test

Goal Method Requested Goal Method Requested

model Acc. L2 Acc. L2 Acc. L2 Acc. L2 Acc. L2 Acc. L2

baseline 0.61 0.63 0.83 0.27 0.89 0.17 0.72 0.46 0.90 0.16 0.88 0.20

LecTrack 0.62 0.79 0.87 0.24 0.95 0.09 0.60 0.79 0.91 0.17 0.96 0.07

state-of-the-art [2] 0.71 0.74 0.91 0.13 0.97 0.05 0.78 0.35 0.95 0.08 0.98 0.04

Table 2. Accuracy for the most frequent values for the food dialog state component
which have at least 100 test examples in the test set, and for some that contain between
10 to 20 examples in the test set.
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baseline 0.53 0.49 0.67 0.54 0.98 0.61 0.41 0.69 0.14 0.17 0.14 0.35 0.28

LecTrack 0.82 0.79 0.93 0.86 0.88 0.80 0.79 0.73 0.64 0.17 0.07 0.21 0.07

5 Discussion

Our LSTM dialog state tracker is capable of learning from raw dialog text, anno-
tated with true dialog state component values at some time-steps. No spoken
language understanding unit is needed to pre-process the input for our model.
In addition, the model performance does not suffer if the input word sequences
are long, which is in accordance with other LSTM applications [11].

Our model naturally handles the inter-slot dependence by projecting the
input sequence into a fixed-length vector from which all the dialog state compo-
nent predictions are made. However, the predictions are made independently for
all of the state components and the joint distribution is not explicitly modelled.

In noisy conditions, waiting for silence is very limiting for the dialog system.
The tracker’s ability to process the input incrementally can overcome this issue
and signal to the dialog manager when the incoming speech starts to make sense.
This can lead to more human-like and interactive dialogs and simpler dialog
managers. Our model was designed to be able to predict at arbitrary time in the
dialog the full distribution over the dialog state components, and this mode of
operation costs no additional computation as opposed to other trackers.

6 Related Work

The only incremental dialog system in the literature that we are aware of is [16].
In this paper, the authors describe an incremental dialog system for number
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dictation as a specific instance of their incremental dialog processing framework.
To track the dialog state, they use a discourse modelling system, which keeps
track of the confidence scores from the semantic parses of the input. The semantic
parses are produced by a grammar-based semantic interpreter with a hand-coded
context-free grammar. While their system is mostly handcrafted, ours is trained
using annotated dialog data, so we do not need the handcrafted grammar and
an explicit semantic representation of the input.

Using RNN for dialog state tracking has been proposed before [3,17]. The
dialog state tracker in [3] uses an RNN, with a very elaborate architecture, to
track the dialog state turn-by-turn. Similarly to our model, their model does
not need an explicit semantic representation of the input. However, unlike our
model, they use tagged n-gram features, which allows them to perform better
generalization on rare but well-recognized values. Our model is capable of such
generalization, too, but it needs more data. We refrain from using the tagged
features because they introduce a preprocessing effort, and we are interested
in a model that can learn from the data directly without assuming any corre-
spondence between the names and values of the dialog state components and
their surface forms that occur in the dialog (e.g. that value “chinese” of the
dialog state component “food” will typically be represented as “chinese food” in
the dialog). In English dialog systems, it might be perceived as an unnecessary
complication not to leverage these tagged features, but when we consider other
languages, where a word often has a lot of forms, it pays off, because the effort
spent on producing good quality tagged features is non-trivial.

7 Conclusion

We presented a first trainable incremental dialog state tracker that directly uses
automatic speech recognition hypotheses to track the state. It is based on a long
short-term memory recurrent neural network and fully trainable from the dialog
utterances annotated at certain points in time by the dialog state information. It
represents the history of the whole dialog as a low-dimensional real vector, which
is on its own used for the prediction of the whole dialog state. We evaluated
our dialog state tracker on the data from Dialog State Tracking Challenge 2,
where we showed that it achieves a promising performance on the Method and
Requested tracking sub-tasks. We believe that the simplicity, ease of use, and
the incremental tracking capability of LecTrack make it a first good step on the
way towards more responsive dialog systems.
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Abstract. Sentiment analysis has become an actively researched area
recently, which aims to detect positive and negative opinions in texts.
A good indicator for the polarity of a given text is the number of words
in it that have positive or negative meanings. The so called sentiment
lexicons are lists containing words together with their polarities. In this
paper we present methods for creating sentiment lexicons automatically.
We use these lexicons in sentiment analysis tasks on general and domain-
specific Hungarian corpora. We compare the efficiency of sentiment lex-
icons from different domains and show the importance of using domain-
specific sentiment lexicons for different sentiment analysis tasks.

Keywords: Sentiment analysis · Sentiment lexicon · Natural language
processing

1 Introduction

People have the opportunity to share their thoughts with others thanks to the
increased popularity of social media. A big amount of data is created daily
which contains people’s opinions about various topics like products, celebrities
and companies. In the past few years sentiment analysis has become popular
not only in scientific research but also in economy as well. The task of sentiment
analysis is to determine the polarity of an opinion in a given document.

The task can be considered as a classification problem in which documents
have to be classified into positive or negative classes according to the opinions
they contain. When a big amount of annotated data is available, a good method is
to create supervised machine learning based classifiers which rely on words from
the documents. But this method can be inaccurate if the size of the annotated
corpus is insufficient because word types have low frequency in it. To overcome
the lexical sparsity problem, sentiment lexicons can be useful, which contain
a predefined set of positive and negative words. This knowledge can be used
to extract various features besides n-grams. Many general purpose sentiment
lexicons are available for English [1,2] but there are much fewer for Hungarian.

A simple method for creating lexicons is to translate one from a foreign lan-
guage. However, this method has some disadvantages. First, the process can be
c© Springer International Publishing Switzerland 2015
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time consuming and expensive. Furthermore, polysemous words can have differ-
ent polarities in different text domains, thus domain-specific lexicons are needed.
Most of the available foreign lexicons are for general use. In this paper, we show
that domain-specific lexicons are more useful for sentiment analysis on domain-
specific corpora. Furthermore, we propose language independent techniques for
creating lexicons automatically. By incorporating texts from a given domain we
created lexicons from scratch which are useful for extracting features for senti-
ment analysis tasks. We also created semi-automatic methods which can extend
a given seed lexicon by using word similarity.

We evaluated lexicons by employing them in sentiment analysis tasks. For
this we used two Hungarian text databases, one is a domain specific corpus
which contains reviews about IT products, the other contains texts from news
[3] related to various topics, like sports, politics, etc. We show that it is important
to use lexicons from the same domain as the texts which we classify into polarity
classes.

2 Sentiment Lexica

The most important indicators of sentiments are sentiment words, which can
express positive and negative opinions. Three main approaches exist for creating
sentiment lexicons: manual, dictionary-based and corpus-based [4]. The man-
ual approach is time-consuming thus expensive. Dictionaries contains synonym
and antonym sets for words. Dictionary-based approaches use this knowledge
to automatically collect sentiment words starting from a manually created seed
lexicon. The goal of the corpus-based approaches is to employ knowledge which
can be found in a set of documents. Seed lexicons can be extended by using
rules, e.g. adjectives on both sides of a conjunction in a sentence have the same
polarity. If the documents are also labeled with positive and negative labels,
statistical methods can be used to create lexicons from scratch. In this work, we
propose new methods from all three main approaches.

An important fact in using sentiment lexicons is the domain from which the
texts come from because some words can have different polarities in different
domains. Consider the following example:

– The usage of this mixer is easy and it is very silent.
– For this price it’s too silent for me, I thought it will be louder.

The first example is from the domain of kitchen devices, where silent has a
positive meaning. In contrast, the second example is from the speakers domain,
where silent is a negative quality. From this, it can be seen that in a sentiment
analysis task choosing lexicons from the appropriate domain is important. There
is a need for an automatic method which can create domain-specific lexicons,
because there are no lexicons for every domain and creating them manually is
expensive and requires an expert in that domain.

In the following we present methods for creating and adapting sentiment
lexicons and also highlight their positive and negative aspects.
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2.1 Translating a Foreign Lexicon

In our experiments we used a manually translated lexicon for comparison reasons.
In English there are many general purpose lexicons, i.e. SentiWordNet [1] or
MPQA [2]. We had access to an English lexicon already used by a reputation
monitoring system, which we translated to Hungarian. The translated lexicon
contained 3322 word forms each with its polarity level from the [−5, 5] interval,
where -5 is the most negative value and 5 is the most positive. The translation
was carried out manually and we used all of the possible Hungarian translations
of a given word.

The method has some disadvantages. First, translation can be time-consum-
ing thus expensive especially if the original lexicon is big. Translating polyse-
mous words can be difficult too, because it is unclear which meaning to use. For
example, the word terrific (awesome, horrible) has two meanings with opposite
polarities. By using the polarity value from the original lexicon the correct mean-
ing can be guessed, but not in all cases. The word cool (cold, awesome) can have
two meanings both with positive polarity but not with the same intensity. Most
of the existing lexicons are for general use, so during the translation process we
had to consider the domain in which the translated lexicon will be used and in
the case of some words the original polarity value should be altered.

2.2 Bootstrapping Sentiment Lexicon

To overcome the above mentioned problems we implemented methods which
can automatically create sentiment lexicons. The first method is a corpus-based
which exploits a document set which is annotated with polarity labels. The
annotation can be done in various ways. The most accurate one is by annotating
it by hand. It can be done automatically as well, using an existing sentiment
analysis system. For example, this system can be a simple n-gram based model
trained on text from another genre. The automatic method can yield a noisy
annotation but a large amount of data filters noise. The polarity of a given
word can be computed using pointwise mutual information [5]. The method
gives a polarity value for all words in the corpus which reflects the positiveness
and negativeness of the given word in that domain. Additionally, we scale these
values into the [−5, 5] interval. In the following we will refer to lexicons created
with this method with the name pmi.

2.3 Extending Lexicons

In this section we propose dictionary-based methods for extending seed lexicons.
The input seed lexicon contains only a low number of words with their polarity
values. The extension is based on similarity measures between words, more pre-
cisely we add words to the extended lexicons which are similar to those which
are already in the seed lexicon. By using a similarity measure which reflects the
aspects of a domain we not only extend the input lexicon, but also adapt it to
the given domain.
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To assemble the input seed lexicon we created a semi-automated method.
We trained an n-gram based sentiment analysis system with maximum entropy
classifier on the training portion of the given corpus. Using the trained model
it is possible to extract those words that are most likely to occur in positive
and negative texts, respectively. From these we used 20 words for both polarity
classes in the seed lexicon. Again we scaled the polarity values into the [−5, 5]
interval.

WordNet. The input of the first extension method is a seed lexicon and a
wordnet in a given language. WordNets are large lexical databases which contain
words grouped into sets of synonyms (synsets). Synsets are linked by means
of conceptual-semantic and lexical relations. Our first similarity measure over
words is based on wordnets. Our hypothesis is that the polarity of a word and
all of its synonyms is equal. The extension process is as follows. Initially each
synset has a polarity value of 0. We iterate over all words in the seed lexicon
and assign the actual seed word’s polarity value to those synsets in which it
appears. Additionally, we used the relation between synsets, namely which sets
have similar or opposite meanings. For this we used the similar to and hyponym
relations in the wordnet. We assign the polarity value or its inverse of a synonym
set to all related synsets depending on the relation type. If a synset is related
to multiple synsets with non 0 polarity value, we calculate their average. In
the last step, we add all the words with the appropriate value to the extended
lexicon which are in a synset with a polarity value different than 0. A word type
can be in multiple synsets with different polarity values. For example the word
terrific is included in the following positive and negative synsets {wonderful,
terrific, fantastic} and {terrifying, terrific}, where the seed words are wonderful
and terrifying. In such cases we calculated the average of these polarity values.

The method can be run iteratively, the output of a step can be used as the
input of the next one further expanding the lexicon in each step. An important
fact is that some words can be added to the extended lexicon with wrong polarity
values in an iteration step. For example, in the IT domain if the silent word is
used as a positive seed word, the uncommunicative will be added as positive to
the extended lexicon which does not have any polarity in this domain. Because
of this, after some iteration step the extended lexicon becomes too noisy. Fur-
thermore, wordnets are general lexical resources, thus the extracted word simi-
larities are not domain dependent. For this reason it is important to start with
a seed lexicon which is already domain-specific, this way the extension is aware
of the specifics of a given domain. For our experiments we used the Hungarian
WordNet [6].

Word Clusters. We developed another word similarity measure which is more
aware of the specifics of the given domain. For this we used the Brown clustering
algorithm [7]. It is a hierarchical clustering of words based on the context in
which they occur. The input of this method is a seed lexicon as before and
an unlabeled corpus from a given domain. Similar to the previous method, our
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hypothesis is that the polarities of words in the same cluster are equal. We build
clusters on the unlabeled dataset. The initial step of the algorithm is to assign
0 polarity value to all clusters. The next step is to iterate over all words in the
seed lexicon and assign the polarity value of the actual seed word to the cluster
which contains it. If a cluster contains multiple seed words, we calculate their
average value. Lastly, we add words with the appropriate polarity value to the
extended lexicon which are in a cluster with not 0 value. The method has one
parameter which is the number of clusters to use. If we use a small number of
clusters, words which are not similar can be in the same cluster, which causes
that the extension assigns wrong polarity values to some words. Inversely, if we
use too many clusters, just a small number of new words will be added to the
new lexicon. The main advantage of this method in contrast with the wordnet
based one is that the clustering algorithm which uses domain-specific texts can
capture word similarities which are specific to the given domain. This way it is
capable of domain-adapting the input lexicon.

3 Data

In this section we present the used corpora. For our experiments we used two
databases: one with texts from news sites and one with IT related product
reviews.

The OpinHuBank [3] is a corpus created directly for sentiment analysis tasks
and contains texts from a general domain using various Hungarian news sites,
blogs and forums about sports, politics, economics, etc. Each text instance is an
at least 7 token long sentence. The sentences were annotated by 5 annotators
with positive, negative or neutral labels. We only used the ones with polarity,
more precisely those which were annotated at least by three positive or three
negative labels. This way we got 882 positive and 1629 negative sentences in the
opinhu corpus.

We created a domain specific corpus out of IT product reviews. For this we
used the content of a Hungarian site called árukereső1. This site contains reviews
about a wide range of products from which we only used the ones from the PC
and electronic products (TV, digital cameras, etc.) categories. The reviewers on
this site have to provide pros and cons when writing a review. We used these
as positive and negative texts respectfully. Furthermore, we applied filtering on
the texts in such a way that we only kept reviews that are one sentence long.
The resulting prodrev database consists of 3573 positive and 3149 negative
sentences.

4 Results

The goal of this work was to create methods to automatically assemble sentiment
lexicons which are useful in sentiment analysis tasks. To comparatively evaluate

1 www.arukereso.hu

www.arukereso.hu
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lexicons, we defined a sentiment analysis task in which we classify sentences
into positive and negative classes and the system was strongly built upon the
lexicons. We used a maximum entropy classifier with lemmatized unigrams and
lexicon based features. We define the usefulness of a lexicon given a corpus with
the accuracy of the classifier system which uses that lexicon. The higher the
accuracy, the more useful the lexicon is. In the following we consider a word
as sentiment word if it is included in the given lexicon and its absolute polarity
value is at least 1. A sentiment word is positive or negative depending on the sign
of its polarity value. The lexicon based features are the following (an example
can be seen in Table 1):

– the sentiment words in the text (in their original form)
– the overall values of positive and negative words respectively
– the overall values of sentiment words
– pairs made of the polarity of a sentiment word and its preceding or following

lexical neighbor

Table 1. An example sentence and the features extracted from it. The sentiment word
in the sentence is better, which has 5.0 polarity value.

Sentence: The laptop’s display has better parameters!

Lemmatized unigrams: the, laptop, display, have, good, parameter, !

sentiment words: better
Overall values: POSITIVE=5.0, NEGATIVE=0.0, POLARITY=5.0
Neighbors: has POSITIVE, POSITIVE parameter

Table 2. Extension of seed lexicon with wordnet (wn) and cluster based methods. The
accuracies on opinhu and prodrev corpora were measured using 10-fold cross-validation.

opinhu-seed 86.2

opinhu-seed-wn-1 86.4
opinhu-seed-wn-2 85.9
opinhu-seed-wn-3 86.3
opinhu-seed-wn-4 86.0

opinhu-seed-cluster-15 86.7
opinhu-seed-cluster-15-t3 86.8

prodrev-seed 90.7

prodrev-seed-wn-1 90.8
prodrev-seed-wn-2 90.5
prodrev-seed-wn-3 90.8
prodrev-seed-wn-4 90.9

prodrev-seed-cluster-18 90.8
prodrev-seed-cluster-19-t3 90.8

The result of the systems using the lexicon extending techniques can be seen in
Table 2. In the case of both the opinhu and prodrev databases, we created a seed
lexicon with the semi-automatic method which was presented earlier. The tables
show the accuracy of the sentiment analysis systems, which was calculated using
10-fold cross-validation. The notation wn indicates the usage of the wordnet based
word similarities and the number after that gives the number of iterations we ran.
In the case of the opinhu corpus we achieved the highest increase in accuracy with 1
iteration while in the case of prodrev 4 iterations was the best. In both cases, after
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the 5th iteration the lexicons became too noisy and the results begun to decrease. In
the last two rows of the tables, the results of the clustering based extension can be
seen. The number at the end of the lines shows the level where the cluster hierarchy
was cut and t3 indicates that we filtered out words from the lexicon which have a
frequency of at most 3 in the corpus. This technique was better in the case of the
opinhu corpus, and slightly worse in the case of prodrev.

Table 3. Achieved accuracies using different lexicons on opinhu and prodrev.

opinhu prodrev

baseline-opinhu 86.1 70.1
baseline-prodrev 61.6 90.0

opinhu-seed-cluster-15-t3 86.8 90.1
prodrev-seed-wn-4 86.2 90.9
translated 88.4 90.2

opinhu-pmi 96.3 90.0
prodrev-pmi 84.3 91.9
prodrev2-pmi - 91.0

In Table 3, the results of the baseline systems which used only lemmatized
unigrams as features can be seen for both corpora, along with the best extended
lexicons, the bootstrapped (pmi) lexicons and the manually translated lexicon
(Section 2.1). Two baseline systems had been created, the first was trained on
the opinhu corpus and the second on prodrev. The results show that the system
not being trained on the same domain as the test corpus resulted in a signifi-
cantly lower accuracy score. Furthermore, it can be seen that an increase can
be achieved with the extending techniques comparing with the baselines if the
lexicon is in the appropriate domain. If not, this increase is much smaller. The
translated lexicon caused 2.3% increase in the opinhu corpus and only 0.2% in
the prodrev database, which is less than the effect of the extended lexicons.
The reason for this is that opinhu is not domain-specific and the lexicon which
was translated was assembled for a similar text genre. The prodrev corpus is IT
specific thus needs a lexicon from the same domain.

The bottom 3 rows of Table 3 shows the results for the bootstrapped lexicons.
The prefix of each line indicates the annotated corpus which was used to create
the lexicon. In those cases where the corpus used for the creation of the lexicon
is the same as the corpus on which the sentiment analysis system was evaluated,
the results show a theoretical maximum. This maximum shows the accuracy
which can be achieved if we have a perfect lexicon for that corpus. It can be seen
that these lexicons are not useful for the other domains as they can even decrease
the results as well (prodrev-pmi lexicon on the opinhu corpus). We also tried to
create a lexicon using texts from the domain of prodrev. For this we created the
prodrev2 corpus, which consists of those positive and negative reviews from the
árukereső site that are not one sentence long (shorter and longer). Using this we
managed to outperform the lexicons based on the extension methods.
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5 Conclusions

In this work we focused on how to create sentiment lexicons automatically, which
are useful in sentiment analysis tasks. We presented a technique to create lexicons
from scratch by using annotated texts. We also gave methods for extending and
adapting lexicons by using two types of word similarity measures. The input
of these methods is a small seed lexicon (which we created semi-automatically)
and/or (un)labeled domain-specific texts. Our results empirically underpin that
it is important to use lexicons which are aware of the specificities of the domain
on which the sentiment analysis system operates and by using a lexicon from
a different domain the results can even be decreased. Although we achieved
an increase in accuracy with the automatically created lexicons on the opinhu
corpus, the best results were given by the manually assembled (and translated)
lexicon. From this we can conclude that the manually created lexicons are better,
but they are much more expensive and it is hard to create one for all domains,
thus automatic methods are needed. In the IT specific domain we managed
to reduce the errors by 10%. The results show that the proposed automatic
methods are useful for increasing the performance of sentiment analysis systems
in all domains.
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Abstract. Word sense induction is an important method to identify
possible meanings of words. Word co-occurrences can group word con-
texts into semantically related topics. Besides the pure words, temporal
information provide another dimension to further investigate the devel-
opment of the word meanings over time. Large digital corpora of written
language, such as those that are held by the CLARIN-D centers, provide
excellent possibilities for such kind of linguistic research on authentic
language data. In this paper, we investigate the evolution of meanings of
words with topic models over time using large digital text corpora.

Keywords: Word sense induction · Topic models · Time · Linguistic
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1 Introduction

Finding polysemy of words is an important linguistic analysis. For instance the
word bank has multiple meanings in English. It can be used in the context of
a credit institute or a river bank. Identifying these meanings not only helps
understanding language better, it also can be used to filter out words in certain
meanings from given contexts. The latter for instance is important to investigate
usage of certain words in certain meanings.

Word sense induction (WSI) is a technique to find possible meanings of words
based on automatic analysis methods. The most prominent methods in WSI are
clustering of words, contexts of words or finding groups based on co-occurrence
statistics. To automatically find possible meanings, large textual data set are usu-
ally used. In this paper, we investigate how good linguistic corpora are suited for
WSI. We use Latent Dirichlet Allocation as introduced by Blei et al. [1] (LDA)
for WSI on so called key words in context (KWIC) lists. A KWIC list contains
snippets, usually some sentences, that contain a word for which we want to iden-
tify possible meanings. For convenience, throughout the paper we use the term
document for the snippets in the KWIC lists. Linguistic infrastructure projects
like Clarin-D provide excellent linguistic resources to retrieve such KWIC lists
and to perform such linguistic research, see for instance McEnery et al. [8].
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Besides the pure identification of different meanings of words, the investi-
gation of the development of these meanings over time is also an important
linguistic task. For instance the English word cloud has recently got the new
semantic context of cloud computing. Such emergences of new word meanings
appear often over time. Interesting questions in this context are whether the
meaning becomes the dominant meaning of the word or do several meanings
coexist. Further in lexicography, the evolution of word meanings is important
to construct descriptive examples to update existing dictionary entries as in
Engelbert and Lemnitzer [4]. We use the continuous time topic model by Wang
and McCallum [12] which is an extension of LDA to model also the temporal
dimension of the word meanings.

In this paper, we investigate the development of meanings over time for
the German language on the dictionary of the German language: “Wörterbuch
der deutschen Sprache” (DWDS). The DWDS core corpus of the 20th century
(DWDS-KK), constructed at the Berlin-Brandenburg Academy of Sciences and
Humanities (BBAW), contains approximately 100 million running words, bal-
anced chronologically (over the decades of the 20th century) and by text genre
(belles-lettres, newspaper, scientific and functional texts). The newspaper cor-
pus Die ZEIT (ZEIT) covers all the issues of the German weekly newspaper Die
ZEIT from 1946 to 2009, approximately 460 million running words (see [5] by
Geyken; [7] by Klein and Geyken).

2 Related Work

The induction of semantic meaning by usage patterns in the area of automatic
analysis for linguistics is already well researched. An early statistical approach
was completed by Brown et al. [3], Navigili [9] provides a comprehensive overview
on the current research. Brody and Lapata [2] have shown, that they obtained
the best results with the help of Latent Dirichlet Allocation [1]. In addition,
they expanded their method to take into consideration various other context
features besides the pure word occurrences (e.g. part of speech tags, syntax,
etc.). Originally, LDA was used for thematic clustering of document collections.
Navigli and Crisafulli [10] have already shown this to also be useful for the
disambiguation of small text snippets, for example when clustering the search
results from a web search engine. Rohrdantz et al. [11] showed the benefits of
this method as a basis for the visualization of semantic change of example words
from an English newspaper corpus, allowing them to observe the emergence of
new meanings and reconstruct their development over time.

3 Topic Models

Topic models are statistical models that group documents and words from a
document collection into so called topics. The words and documents that are
associated with a topic are statistically related based on co-occurrences of words.
Latent Dirichlet Allocation (LDA) as introduced by Blei et al. [1] has been



Investigation of Word Senses over Time Using Linguistic Corpora 193

successfully used for the estimation of such topics. In LDA, it is assumed that the
words in a document are drawn from a Multinominal distribution that depends
on latent factors, later interpreted as topics. We briefly summaries the generative
process of document as the following:

1. For each topic z:
(a) Draw θz ∼ Dir(β)

2. For each document d:
(a) Draw φd ∼ Dir(α)
(b) For each word i:

i. Draw zi ∼ Mult(φd)
ii. Draw wi ∼ Mult(θzi

)

Assuming a number of topics, we draw for each of them a Multinominal
distribution of the words in this topic from a Dirichlet distribution Dir(β) with
metaparameter β. For each document we draw a Multinominal distribution of the
topics in this document from a Dirichlet distribution Dir(α) with metaparameter
α. Finally, for each word in the document we draw a topic with respect to the
topic distribution in the document and a word based on the word distribution
for the drawn topic. The metaparameter α and β are prior probabilities of the
Multinominal distributions drawn from the Dirichlet distribution. These priors
are the expected word probabilities in a topic before we have seen any data.

The generation of the LDA Topic Model is usually done by Variational Infer-
ence, as in the original work by Blei et al. [1], or via Gibbs samplers, as for
proposed by Griffiths et al. [6]. We use Gibbs sampler to sample topics directly
from the topic distribution. Integrating θ and φ out, we get for the probability
of a topic zi, given a word w in a document d and all other topic assignments:

p(zi|w, d, z1, · · · zi−1, zi+1, · · · zT )

∝ Nw,zi
− 1 + β

Nzi
− 1 + W · β

· (Nd,zi
+ α)

(1)

We denote Nw,z the number of times topic z has been assigned to word w,
Nd,z the number of times topic z has been assigned to any word in document d,
Nz the number of times topic z has been assigned to any word, W the number
of words in the document collection and T the number of topics.

After a sufficient number of samples from the Gibbs sampler we get esti-
mates of the word distributions for the topics and the topic distributions for the
documents:

θw|t =
Nw,t + β

Nt + W · β
(2)

φd|t =
Nd,t + α

Nd + T · α
(3)
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4 Topic Models over Time

While the standard topic models group only words and documents in semanti-
cally related topics, we are further interested in the distribution of the topics over
time. In order to extract the distribution of word senses over time, we use topic
models that consider temporal information about the documents. Each docu-
ment has a time stamp. These time stamps are assumed to be Beta distributed.
This Beta distribution is integrated in an LDA topic model. Wang and McCal-
lum [12] introduced this model to investigate topics over time. Throughout this
paper we call this method topics over time LDA. The generative process given by
the Enumeration 2 is extended such that for each word wi in each document, we
also draw a time stamp ti ∼ Beta(ψzi

) with ψzi
= (α, β) the shape parameters

of the Beta distribution. The shape parameters are estimated by the method of
moments. After each Gibbs iterations the parameters are estimated in the fol-
lowing way: For each topic z we estimate the mean m̂ and sample variance s2 of
all time stamps from the documents that have been assigned this topic. By the
method of moments, we set α = m̂ ·( m̂·(1−m̂)

s2 −1) and β = (1−m̂) ·( m̂·(1−m̂)
s2 −1)

for each topic. Integrating the time stamp as Beta distributed random variable,
we get for the probability of a topic zi, given a word w in a document d with
time stamp t and all other topic assignments:

p(zi|w, d, t, z1, · · · zi−1, zi+1, · · · zT )

∝ Nw,zi
− 1 + β

Nzi
− 1 + W · β

· (Nd,zi
+ α) · (1 − td)α−1 · tβ−1

d

Beta(α, β)

(4)

where the last term comes from the density of the Beta distribution at time
stamp td and Beta(α, β) the Beta function.

5 Experiments

We perform experiments on the DWDS corpus for two German words with
multiple meanings over time. The words “Platte” (with meanings board / disc
/ hard disc / plate / conductor), and “Ampel” (with meanings traffic light /
a coalition of German parties (the social democrats (red), the liberals (yellow)
and the green party).

In the first experiment, we investigate how good possible different meanings
can be found with respect to time. We compare the standard LDA with topics
over time LDA. We use 10 topics and performed 2000 Gibbs iterations. In Figure
1 we plot the distribution of the extracted topics over time for both methods.
We use the DWDS core corpus in the experiment to retrieve KWIC lists from
the documents from 1900 till 2000. Standard LDA does not consider time, but
we can accumulate the probability proportions of the documents for the topics
grouped by time periods and plot them.

From the two distributions we see that using topics over time LDA, we get
a much clearer distinction of the topics over time. We can directly read off
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Fig. 1. The distribution of 10 topics extracted from the KWIC lists of the word “Platte”
(board/disc/hard disc/plate/conductor). Left: Standard LDA; Right: LDA with topics
over time.

the topics and the temporal period when this topic was prominent. From the
standard LDA, we get a much more diffuse distribution of the topics over the
time. The results indicate three possible main meanings that clearly separate over
time. These topics are summarize in Figure 5. There we show the most likeliest
words for the topic and the distributions of the time stamps as histogram. First,
in topic 1 we find computer related words as most likely. The distribution of the
time stamps shows a peak between 1990 and 2000. Before this period, this topic
has not appeared. For topic 7, the most probable words indicate the meaning
of a photographic plate for the word “Platte”. The two most likeliest words
are “Abb” which is short for “Abbildung” (Engl. picture) and “zeigt” (Engl. to
show). The distribution of the time stamps shows a major usage of this meaning

BIOS 0.034
EIDE 0.024
DOS 0.024
MByte 0.023
SCSI 0.022
IDE 0.019
Partition 0.018
Sektoren 0.017
Windows 0.017
Daten 0.016

Abb 0.014
zeigt 0.011
Negativ 0.010
Hintergrund 0.009
Hand 0.008
Aufnahme 0.007
läßt 0.007
Stelle 0.007
Person 0.007
Licht 0.007

Elektronen 0.022
Strom 0.017
Abb 0.016
Achse 0.012
Stromquelle 0.011
Hand 0.010
Strahlen 0.010
parallel 0.009
senkrecht 0.009
Röhre 0.009

Fig. 2. Three topics extracted from the KWIC lists for the word “Platte” using topics
over time LDA. Top: histograms of the time stamps in the topics. Bottom: most likely
words in the topics.
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till the 50. Topic 10 is associated with the meaning conductor that has most of
its usage in 1920 and 1930. The two most likeliest words are “Elektronen” (Engl.
electrons) and “Strom” (Engl. current). From the time stamps in the topic it
seems that the “Platte” is no longer used with this meaning. On the other hand,
from standard LDA we seem that this “Platte” is still used with this meaning.
Here we see the clear limitation of the topics over time LDA: the separation into
the time spans absorbs all probability mass. This mean, the density of the Beta
distribution overwhelms the remaining parts of the topic probabilities.

The results from the first experiment show that the density of the Beta dis-
tribution of the time stamps tends to put to much of weight on the single topics.
This gets worse the more topics we have since than we have less different time
stamps per topic and hence the density of the corresponding Beta distribution
gets very large at these time stamps.

To investigate this further, we perform another experiment with only 2 top-
ics. On the Zeit corpus, we investigate the development of possible meanings
from the word “Ampel”. Figure 3 shows the distribution over time for the two
topics. Compared to the previous experiment, we still get a very strict separation
between the topics with respect to time. In Figure 4 we further investigate the
distribution of the time stamps in the two topics. Additional to the histograms
of the time stamps, we also show the fitted Beta distributions from each of the
topics and the histogram of the time stamps over all topics.

Fig. 3. The distribution of 2 topics extracted from the KWIC lists of the word “Ampel”
(traffic light/a coalition of German parties (the social democrats (red), the liberals
(yellow) and the green party)). Left: Standard LDA; Right: LDA with topics over
time.

The histograms show also a strict separation of topic 1 and topic 2. Only a
look on the curve of the fitted Beta distribution indicates that topic 2 is still
present today. Investigating the number of documents respectively time stamps
per year, we see that from 2000 on we have much more documents. This means,
for topic 2, we have a much larger variance in the time stamp that makes the
density of the Beta distribution smaller for individual time stamps for this topic.
In topic 1 on the other hand, there are many times stamps from a small time
period. This makes the Beta density much larger for those time stamps compared
to the time stamps from topic 1.
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FDP 0.011
SPD 0.011
Rot 0.009
Koalition 0.008
Grn 0.007
Grnen 0.007
Schwarz 0.004
Strae 0.004
CDU 0.004
Union 0.003

Rot 0.006
Grün 0.005
Auto 0.004
Strae 0.004
Verkehr 0.004
Stadt 0.003
Fahrer 0.003
Wagen 0.003
Autos 0.003
Kreuzung 0.002

Fig. 4. Two topics extracted from the KWIC lists for the word “Ampel” using topics
over time LDA. Top: histograms of the time stamps in the topics. Bottom: most likely
words in the topics. Right top: fitted Beta distributions in the topics. Right bottom:
histogram of time stamps over all topics.

Fig. 5. The distribution of 2 topics extracted from the KWIC lists from 2000 till 2014
of the word “Ampel” (traffic light/a coalition of German parties (the social democrats
(red), the liberals (yellow) and the green party)). Left: Standard LDA; Right: LDA
with topics over time.

In Figure 5, we show the results of LDA and topic over time LDA on the
same date as before but we filter out all KWIC list entries that have a time
stamp from before 1999. Both figures show that the topic 2 still is present after
year 2000. Topic 1 is very prominent from 2008 to 2010. Due to election periods
and coalition talks between parties, these times make sense. Further, it also is
clear that “Ampel” in the meaning of traffic light will no get lost. Topics over
time LDA separates the topics still better and now also keeps topic 2 over the
time.

To conclude, standard LDA can be used to identify the emergence of new
topics to a certain degree. Topics over time LDA on the other hand separates
topics over time quite quite, but sometimes to strict.
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6 Conclusion and Future Work

In this paper, we proposed to use topic models that model also time for the
investigation of evolution of meanings of words. In such a setting, time is mod-
elled as addition random variable that is Beta distributed. We performed two
extensive experiments on large linguistic corpora to test standard LDA and top-
ics over time LDA for word sense induction over time. The results are promising
but leave also some questions. In the future, we want to further investigate how
to handle imbalances in the number of documents and words over the time.
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Abstract. Capturing knowledge from customer reviews about products
is an important object of interest for a company. This paper describes an
approach to target extraction from user reviews of products. In contrast
to other works, based on machine learning approaches, our system is
defined by syntactic and semantic connections between possible targets
and problem indicators. We present an approach where domain-specific
targets are extracted using a problem phrase structure with dependency
trees and semantic knowledge from a lexical database. The algorithm
achieves an average F1-measure of 77%, evaluated on reviews from four
different domains (reviews of electronic products, automobiles, home
tools, and baby products). The F1-measure ranges from 76% for the
reviews about baby products to 79% for automobile reviews.

Keywords: Opinion mining · Text classification · Information
extraction · Mining defects with products

1 Introduction

Sentiment analysis of customer feedback has many possible benefits for a com-
pany that provides a service or a product; discovering problems from reviews
covers an important case of opinion mining.

Problem extraction can be divided into two basic steps: (i) extraction of
problem trigger (or problem indicator) and (ii) extraction of target for a given
problem trigger. We define problem triggers as words and phrases that contain
explicit links to a problem (words such as problem, issue, etc.) or implicit links to
a problem (words such as after, sometimes, etc.). Targets are common entities,
problems discussed by users in reviews of a particular domain.

Problem trigger detection and extraction of problem phrases have been stud-
ied in several papers ([1], [2], [3]). Recent studies on problem phrase extraction
proposed different approaches to identify problem phrases: using a supervised
classifier based on lexical and syntactic patterns [1], other works used unsuper-
vised approaches based on the analysis of sentences’ clauses, manually created
dictionaries, and other heuristics.

In this study, we propose a method for the target extraction, discovering
connections between a product description (the target of a problem phrase) and
c© Springer International Publishing Switzerland 2015
P. Král and V. Matoušek (Eds.): TSD 2015, LNAI 9302, pp. 199–206, 2015.
DOI: 10.1007/978-3-319-24033-6 23



200 E. Tutubalina

a trigger that describe a problem. The task is to identify which noun phrases
(NPs) referred to a problem target in a sentence that contains at least one
problem trigger. The target can be a product (laptop, printer, etc.) or part of
a product (display, SD card, etc.). Nevertheless, we suppose that each problem
trigger has a connection with a target. In contrast to other works, we propose
a straightforward approach using syntactic and semantic connections between a
problem trigger and mentions of a target.

Our contributions in this work can be summarized as follows: (i) we propose
an unsupervised method for extracting problem phrases and targets that has
been applied in different domains; (ii) we explore the use of a lexical resource to
detect targets that are highly related with the review domain and use them to
improve problem phrase classification.

2 Related Work

Extracting information from unstructured text has received much attention in
sentiment analysis ([4], [5], [6], [7]), event detection, subjectivity detection ([8],
[9]) and public sentiment tracking. Traditional approaches in opinion mining
are based on extracting phrases containing adjectives or adverbs and on high-
frequency noun phrases to detect product aspects [4]. These approaches are lim-
ited due to lower results on extracting low-frequency aspects. Another group
of related work explore extracting information about subjectivity, based on
dependency relations to classify deeply nested clauses [8]. State-of-the-art papers
have implemented probabilistic topic models, such as Latent Dirichlet Allocation
(LDA), for fine-grained multiaspect analysis tasks [10]. However, topic models
achieve lower performance on multiaspect sentence classification than Support
Vector Machine model in different domains [10].

Problem detection and extraction of problem phrases from texts are less stud-
ied. Ivanov and Tutubalina [2] used a clause-based approach to problem-phrase
extraction from user reviews of products. They achieved a recall of 77% and a
precision of 74% for user reviews about electronic products. The authors reported
that clause-based approach performed well compared to the simple baseline given
by supervised machine-learning algorithms. However, error analysis has shown
that there are cases where authors classify sentences to a problem class when
they are not related to any problem with particular products. The current task of
our research is identifying the targets of problem phrases to reduce classification
errors. Gupta [1] studied the extraction of problems only with AT&T products
and services from English tweets using a maximum entropy classifier. Gupta
reported F-measure of 75% for identification of the target phrase. Our method
is based on grammatical domain-independent relationships in a sentence.

3 Target Phrase Extraction

In this section, we describe our method for extracting problem phrases, related to
the targets, from customer reviews. The approach is composed of two steps. The
first step is related to problem-phrase identification and consists of the following:
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– collecting problem indicators (i.e., words or phrases that indicate a problem).
– extracting from a parse tree of a sentence1 a problem phrase that contains

problem indicators from manually created dictionaries.

The second step of our method relates to the classification step. It consists of
the following:

– generating a set of possible targets by combining problem indicators with
mentions about products in given problem phrases. In this step, we use
dependencies with the problem indicator in the same problem phrase.

– detecting domain-specific targets from the set using WordNet-based semantic
relatedness measure.

– classifying the sentence as a problem sentence if the approach finds at least
one combination of the problem indicator with the domain-specific target.

3.1 Dependency Relations for Target Extraction

The second step uses sentence dependencies to determine connections between
possible targets and problem indicators. We propose that existing phrase depen-
dencies contain common contextual information from the indicator. The phrase
describing the problem is a combination of the target and the problem indicators.
The rationale behind dependency-based extraction of targets is that only syn-
tactically and semantically rich mentions of targets are extracted, thus reducing
noise in the extracted set of nouns.

To identify connections between the problem indicator and the targets of
problem phrase, we use direct and indirect dependency relations between two
words that are defined in [7]. A direct dependency indicates that one word
directly depends on another word. Indirect dependency indicates that one word
depends on another word through some additional words, which we call succes-
sors. A successor is an additional word that connects to a problem indicator
and replaces a problem indicator in relation with a target. Sentences 1–2 show
examples with indirect dependency relations of the selected types, taken from
the review sentences. PW refers to a problem indicator, and T refers to a target
of a problem phrase, and S refers to a successor of a problem indicator.

1. They still don’t allow︸ ︷︷ ︸
PW

xcomp

��
you to unwind︸ ︷︷ ︸

S

dobj

��
the cord︸︷︷︸

T

while it’s plugged in the cord.

2. I installed the two new printheads from the HP home and office
store and immediately received the error code “The following

printhead
︸ ︷︷ ︸

T

has︸︷︷︸
S

nsubj

��
dobj

��
a problem

︸ ︷︷ ︸
PW

”.

1 For parsing we use the Stanford parser (http://nlp.stanford.edu/software/lex-parser.
shtml).

http://nlp.stanford.edu/software/lex-parser.shtml
http://nlp.stanford.edu/software/lex-parser.shtml
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3.2 Calculating Semantic Relatedness of Problem Targets

In general, a product review is a set of those product parts with which a cus-
tomer has problems. We use semantic information from WordNet to find the
domain-specific target of a problem. Domain-specific targets are objects that
have important meanings in a particular domain. We decide to use Wordnet as
a standard lexical semantic resource due to synsets’ fine-grained definitions.

We consider several relations such as hyponymy, hypernymy, meronymy and
holonymy between the target and the WordNet term to find semantic relatedness
between the product review domain and the target. Semantic relatedness is used
to determine how much two targets are semantically connected by using the rela-
tions between them. We use an adapted Lesk algorithm according to the synset
hierarchies provided in WordNet (i.e., type-of and part-of relations). The com-
mon idea of the Lesk algorithm is that related senses can be identified by finding
overlapping words in their definitions ([11]). For example, user reviews about
electronic products clearly relates the words button and computer, but WordNet
doesn’t have a direct link between their synsets. The glosses of these two synsets
have similar words and synsets explicitly related to button are also related to
computer’s synsets. The synset of electric switch (which is the hypernym synset
of button) is related to the synset of peripheral (which is the meronym synset of
computer).

We briefly describe relatedness calculation. The overlap score overlap(g1, g2)
is calculated as

∑
n m

2 for n phrasal m-word overlaps, where g1 and g2 are
definitions for the words w1 and w2, respectively.

3.3 Dependency-Based Approach

We suppose, that the domain-specific problem phrase is a combination of the
target and the indicators. The method may be briefly described as follows:

Step 1. In this step, the algorithm looks for verb phrases headed by an action
verb with a negation or looks for problem words from manually created
dictionaries (without related negations)2.

Step 2. Given a set of the found problem indicators, the method looks for
possible targets for each problem indicator.
2.1 In this step, the algorithm uses the direct and indirect dependencies

between words in the sentence and extracts nouns or gerunds that are
related to the indicator.

2.2 The adapted Lesk measure is used to find the relatedness between a
domain and the extracted noun. If the noun relates to the domain more
than to general word product, we mark the noun as the domain-specific
target and extract a pair (indicator, target). We describe the algorithm
in algorithm 1.

Step 3. The algorithm marks the sentence as a problem sentence if at least one
pair (indicator, target) is extracted in step 2.

2 The ProblemWord dictionaries are previously described in [2].
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Algorithm 1. Pseudo-code for extracting domain-specific targets accord-
ing to the problem indicators in the sentence
1 Function lookupForProblemsWithTargets(s, domain term)

Input: s – the input sentence, domain term – the common domain-specific
term

Output: PWTs – set of pairs (problem indicator, target)
2 PWTs ← ∅

/* detecting the problem indicators in the sentence */

3 PWs = lookupForPW(s);
/* get the typed dependencies of the sentence */

4 DRs = (getGrammStructure(s)).typedDependenciesCollapsed(true)
foreach pw in PWs do

5 targets=lookupForRelatedTargets(pw, DRs)
6 foreach ti in targets do

/* calculate semantic relatedness of the target to the

common domain term and to the domain term product */

7 if relScore(domain term, ti) ≥ relScore(domain term, ”product”)
then

8 PWTs = PWTs ∪ {pair(pw, ti)}

9 return PWTs

4 Evaluation and Experiments

For our experiments, we collected a testing corpus from [3] and annotated sen-
tences from Amazon reviews3 for three categories of products in a similar way.
The distribution of sentence classification in the corpus is presented in Table 1.
Each sentence does not have any particular label for targets and contains at
least one problem indicator that the approach can find. We propose that the
problem phrase with the problem indicator always has targets, but not necessar-
ily domain-specific targets. The approach identifies problem phrases correctly if
targets are extracted in connection with the problem indicators. We view this
as text classification for our performance metrics.

Table 2 presents domain-specific targets for each domain from the sentences,
that have the highest or lowest scores, based on the semantic relatedness mea-
sure. These results suggest that there is no a single common dictionary for detect-
ing targets from different reviews about products. For example, words such as
sheet and Internet can be associated with products from baby and electronic
domains, respectively, though they are not the targets in the reviews about
tools.

We used rule-based methods to compare the performance metrics, as follows:

1. We consider the targets extracted by direct dependencies (we did not use
any lexical knowledge).

3 The dataset is available at https://snap.stanford.edu/data/web-Amazon.html

https://snap.stanford.edu/data/web-Amazon.html
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Table 1. Summary of customer review dataset after three MTurk runs.

Product domain No. of
sentences

No. of sentences
in problem class

No. of sentences in
no-problem class

Electronics 720 498 222

Car 998 827 171

Home improvement tools 850 611 239

Baby 1,143 780 363

Table 2. Domain-specific targets, that have highest or lowest scores.

Domain
Domain Targets, extracted using our approach
term with highest scores with lowest scores

Electronics computer
computer cables printer toner corner purchase
windows program discs ribbon doubt requirement
hardware driver router future magenta description

Car car
car auto gas tech fun reviewer

motorcycle shifter truck logo laptop diagnosis
accelerator wiper bike xenon laser sunlight

Home tools tools
equipment drill shaft coupon fuses Internet
controller hook tap site window sheet

switch grip knife veneer wheel strobe

Baby
stroller or stroller device wheel guide mobile clue
carriage mechanism fabric cloth coffee drawer sunshade

material seat toy piano stairs technolody

2. We consider all targets extracted by direct and indirect dependencies as
problem domain-specific targets.

3. We consider domain-specific targets extracted by direct and indirect depen-
dencies and calculate the WordNet semantic relatedness of the targets. We
extract the targets if the selected target does not have a lexical meaning
such as time or person and relates to the domain more than to the general
word product.

4. In addition to domain-specific targets, extracted using WordNet and seman-
tic relatedness with the domain, we consider compound targets, that do not
have related synsets in WordNet. These targets are also extracted by direct
and indirect dependencies.

For the binary classification, we computed precision, recall, and F1-measure.
Performance metrics are calculated on the dataset that contains sentences from
four product types (domains): computer electronics, cars, home tools, and baby
products. The performance metrics are provided in Table 3.

The average recall and the average precision of problem-phrase extraction,
related to domain-specific targets, are 0.78 and 0.77, respectively. The best F1-
measure is 0.79 for domain-specific targets in the car review dataset, based on
direct and indirect dependencies, WordNet synsets, and the Lesk measure of lex-
ical semantic relatedness. We compare our results with the clause-based method
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Table 3. Performance metrics of the dependency-based approach.

Method name
Electronics Cars Home tools Baby
P R F1 P R F1 P R F1 P R F1

Direct Dependencies (DD) .73 .70 .71 .83 .67 .74 .75 .68 .71 .67 .62 .65

DD+Indirect Dependencies (ID) .73 .93 .82 .83 .92 .87 .72 .93 .81 .66 .92 .77

DD+ID+Semantic relatedness (SR) .74 .77 .76 .86 .69 .77 .78 .70 .74 .70 .77 .74

DD+ID+SR+Targets without synsets .75 .82 .78 .85 .74 .79 .78 .73 .76 .69 .84 .76

Clause-based approach .96 .71 .81 .91 .83 .86 .87 .72 .79 .91 .68 .78

that used to detect whether a sentence contains a problem mention or not [2]. As
shown in Table 3, the performance metrics of the rule-based method based on
direct and indirect dependencies are very close to those that have been shown
by the clause-based approach. However, the dependency-based approach that
incorporates domain knowledge from WordNet and computes semantic relat-
edness between synsets, does not show any significant improvement over the
baseline due to difficult notion of a problem with domain-specific targes.

4.1 Difficulties in Evaluation

After the analysis of errors, we define four types of problem phrases about prod-
ucts depending how users denote the target. A problem sentence about products
from user reviews includes the problem indicator and:

– the product target, which is indicated by the problem phrase in the text.
3. These drill bits do not perform as advertised on TV.

– the product target as a key component that makes the product functional
(keyboard, hard drive, etc.).
4. Windows 8 also does not allow us to install a HP 4000 laser printer.

– the product target, which is well-known according to the problem indicator.
The following sentence is directed to a problem with a printer.
5. I could not print after one month of use.

– the product target, which is not established as a particular object and is an
undetermined problem.
6. Even though our baby was light, it was still hard to carry around the baby.

Example 5 requires knowledge from a domain to determine, whether I could
not print means printer does not work. In example 6, the sentence, describing
a problem, corresponds to a car seat. Our result analysis indicates that users
describe the whole situation, not only reporting about a problem with the prod-
uct. While humans can understand which product causes the difficult situation
in example 6, our approach marks these sentences as sentences without the tar-
gets about baby products. These types of problem phrases decrease the recall
(from 92% to 84% in the baby domain).

Another group of errors is connected with the WordNet knowledge. WordNet is
limited and does not include many proper nouns (e.g., Macbook, Honda) related
to a particular domain (e.g., computer electronics, automobile) in contrast with
domain-specific dictionaries. Our approach does not determine the proper targets,
that do not have Wordnet synsets, and these errors decrease the recall.
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5 Conclusion

In this paper, we propose an unsupervised method for extracting a problem
phrase and its target from user reviews of products. Without using domain-
specific knowledge about products, we focus our attention on dependency-based
syntactic information between the target and the problem indicators in the text.
We use the adapted Lesk algorithm to reduce targets that are not semantically
related to a product domain. Our approach performs well in different domains
(from an F1-measure of 76% to 79%); the average value of F1-measure is about
77%. The results indicate that the proposed approach could improve the perfor-
mance of the problem classification of user reviews about products. For future
works, we plan to use our approach for texts in the Russian language.

Acknowledgments. This work was supported by Russian Science Foundation
(Project 15-11-10019).
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Abstract. Compounding is widespread in highly inflectional languages
with a quarter of all nouns created by composition. In our field of study,
the German medical language, the amount of compounds significantly
outnumbers this figure with 64 %. Thus, their correct splitting is a high-
impact preprocessing step for any NLP-based application. In this work
we address two challenges of medical decomposition: First, we introduce
the consideration of unknown constituents in order to split compounds
that were not recognized as such so far. Second, our approach builds
on the corpus-based approach of Koehn and Knight and adds semantic
knowledge from domain ontologies to increase the accuracy during disam-
biguation of the various split options. Using this first-of-a-kind semantic
approach in a study on decomposition of German medical compounds,
we outperform the existing approaches by far.

Keywords: Compound splitting · Medical NLP · Semantics · Ontology

1 Introduction

In languages used in technical domains such as the medical language, the split-
ting of compound terms (also known as decomposition) is a major issue in text
preprocessing. Compounds are words that are built by concatenating single base
forms to a new, single word [1], like compounding krank (Eng.: ill) andHaus (Eng.:
house) to Krankenhaus (Eng.: hospital). It is necessary to split a language’s com-
pounds into its single constituents in order to build Machine Translation (MT),
Information Retrieval (IR) or Information Extraction (IE) applications on top of
the preprocessed text.

In languages that are rich in morphological forms, such as German, Swedish
or Dutch, a huge amount of compounds is used – about 25 % of the nouns
used are compounds [2]. In domains such as medicine compounding is even more
widespread: Our study shows that in a medical corpus 63.69 % of all nouns
are compounds, because of the long tradition of compounding in the medical
language with its Greek roots [3].
c© Springer International Publishing Switzerland 2015
P. Král and V. Matoušek (Eds.): TSD 2015, LNAI 9302, pp. 207–215, 2015.
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Current state-of-the-art approaches either rely on statistical information from
corpora or make use of lexicon information or linguistic knowledge in order to
find constituents and the correct splitting option for a given compound. How-
ever, for technical domains like medicine, these approaches are only partially
applicable. This is because the corpus or standard lexicons used do not contain
such special sublanguage vocabulary as single constituents for compound split-
ting. Furthermore, relevant domain ontologies for non-English vocabularies are
only partially translated, e.g. the RadLex ontology relevant for our study only
contains German translations for 25 % of the terms.

At the same time, Langer [1] demands that the decomposition should include
a disambiguation of different splitting options that results in the semantically
most reasonable one. However, the currently available approaches ignore this
semantic disambiguation completely and, e.g. split Dünndarmschlingen (Eng.:
slings in small intestine) to Dünn–darm–schlingen (Eng.: small – slings – in
intestine) instead of Dünndarm–schlingen (Eng.: small intestine – slings). While
the first option leads to a semantic misinterpretation, the second one is more
reasonable for the medical world.

Hence, we propose a decomposition approach that integrates the semantics
from domain ontologies into the existing corpus-based compound splitting algo-
rithm to choose the most appropriate splitting option. This leads to an approach
that is applicable for any technical domain that requires semantic information
for improved compound splitting.

The paper’s contribution is fourfold: First, we describe how we generate
splitting options based on Koehn and Knight’s approach (Section 3). Second,
we introduce unknown constituents to decomposition, which enables splitting
of compounds that remained unsplit so far (Section 3.4). Third, we show how
domain-specific knowledge can be incorporated for disambiguation (Section 3.5).
Fourth, we evaluate our approach using German medical nouns using precision
and recall measures (Section 4).

2 Related Work

Langer [1] is the first one to recognize the importance of compound splitting
for correct semantic analysis and considers the semantic class of the head term
when selecting the semantically most reasonable splitting option. Brown [4] con-
ducted a first, but rather simplistic approach to medical compound splitting
by comparing terms of parallel corpora using the Levenshtein distance. Hence,
German compounds are split when the corresponding (English) multi-word terms
are similar.

By splitting compounds into its constituents, an improved performance can
be observed for IR and MT tasks. Several papers have investigated the effective-
ness of compound splitting in comparison to stemming for IR: Braschler et al. [5]
split based on lexical base forms and observe an increase in precision to up 20%.
They stress that decomposition contributes more to performance than stem-
ming, but requires a far more sophisticated method. Monz et al. [2] observe the
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same effect on Dutch, Italian and German with their greedy approach of split-
ting a compound to the smallest units possible. In MT tasks, the importance of
decomposition has been research with highly inflectional languages: The most
popular approach by Koehn and Knight [6] is based on corpus terms and their
frequencies to find split options and disambiguate the most probable. Stymne
[7] transfers the approach for translating German and English parallel corpora.
Popovic et al. [8] compare linguistic and corpus-based approaches and conclude
that linguistic approaches tend to oversplit because of the missing frequencies.
Fritzinger et al. [9] combine the linguistic and corpus-driven approach into a
hybrid that outperforms the isolated approaches.

3 Semantic Compound Splitting Approach

Our compound splitting approach operates in five steps and relies on two
resources: The corpus serves as basis for extracting constituent candidates and
generating split options. For their disambiguation we rely on the semantic knowl-
edge of domain ontologies. We adapt the compound splitting algorithm of Koehn
and Knights’s [6], but optimize major steps such as the generation of split options
and and their disambiguation.

3.1 Extract Constituent Candidates from Corpus

In the first step, we create a list of possible constituents from a given corpus.
First, the text is tokenized in order to acquire valid constituents to generate
splitting options. We use spaces and hyphens for tokenization. Thus, all com-
pounds written with hyphens such as Abdomen-CT are already split and its
parts are regarded as individual tokens. Second, as in the original approach,
statistical indicators for later disambiguation are gathered. Therefore, the fre-
quency of each previously extracted token with length three or longer is counted.
In further processing these tokens are regarded as known constituents and are
used for creation of all probable split options.

3.2 Generate Corpus-Based Split Options

The generation of likely splitting candidates makes use of the known constituents
from the previous step combined with additional filler morphs. At this point,
each combination of known constituents and fillers that fully covers the term is
regarded as a valid split option. One candidate represents the input term remain-
ing unsplit. The original algorithm limits the fillers to +s and +es, which are
presumed to be the most common ones. In order to overcome the shortcoming
that some compounds are not split, we expand the fillers used by those intro-
duced by Langer [1] shown in Table 1. Furthermore, the medical language as a
derivative of the Latin and Greek language uses additional fillers, such as +a
and +o, that need to be integrated (shown in Table 2).
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Table 1. Fillers cited from Langer [1]

Type Suffixes

Additions +s +n +en +nen
+e +es +er +ien

Truncations -e -en
Umlaute +”/+e +”/+er
Combinations -us/+en -um/+en -um/+a

-a/+en -on/+en -on/+a -e/+i

Table 2. Additional, medical language
specific fillers used in the domain-
specific compound splitting process

Type Suffixes

Addition +ial
Combinations -um/+o -um/+al

-a/+o -o/+a
-al/+a -eus/+id

3.3 Dismiss Split Options Based on POS Tags and Suffixed

In order to avoid nonsensical splittings like splitting folgenden (Eng.: following)
to folgen (Eng.: consequences) + den (Eng.: the), each constituent of the proba-
ble splittings is POS tagged. We use the TreeTagger [10] for POS tagging and use
the resulting tags for validating splitting options that contain only content words
such as nouns, adverbs, adjectives, and verbs; others that include prepositions
or determiners are dismissed. Hence, split options containing constituents with
POS tags other than ADJA, ADJD, ADV, NN, NE, PTKNEG, VVFIN, VVINF,
VVIZU, VVPP, VAFIN, VAIMP, VAINF, VAPP, VMFIN, VMINF, VMPP are
no longer regarded as valid. In the example folgenden is not split as the con-
stituents include a determiner, which is not a valid constituent. Furthermore, as
the tagger does not tag suffixes with a dedicated tag, we include the recognition
of the German nominalization suffixes -keit , -heit , -ung , -nis and define them
also as excluded constituents. That is why splitting Krank–heit (Eng.: ill–ness)
to an adjective and a suffix constituent is regarded as irregular.

3.4 Generate Split Options that Include Unknown Constituents

If an input term cannot be fully decomposed by combining known constituents
and fillers, the whole term remains unsplit. This can happen even though the
input term is a compound. E.g. the compound Herzthoraxrelation cannot be
subdivided into its constituents Herz–Thorax–Relation, even though Herz and
thorax are recognized as known constituents, because the word Relation is not
used in the given corpus. We introduce a handling for these cases: If at least one
starting constituent is known from the corpus, the remaining but unrecognized
tail part is assumed to be an unknown constituent. We introduce the notion
of unknown constituents to address valid constituents that do not appear as
distinct terms in the corpus but are part of a compound. With their consideration
additional, so far unrecognized split options of a compound are created.

3.5 Disambiguation of Split Options

For the disambiguation of the most appropriate split option from the previ-
ously created set, we introduce semantic information about the constituents.The
consideration of this knowledge is novel and has not been taken into account
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Table 3. Three split options sn for the
compound Beckenbodenmuskel. The number
in parenthesis indicates the constituent’s fre-
quency. Underlined constituents are RadLex
terms with indicated RIDs.

s1 Beckenbodenmuskel(2)
RID378

s2 Beckenboden(1) muskel(2)
RID377 RID13196

s3 Becken(568) boden(38) muskel(2)
RID2507 RID5959 RID13196

Table 4. Hierarchical relations from
the RadLex ontology used for dis-
ambiguation. A denotes the superior
ontology concept to sub-concept B.

A Has Part, Has Constitutional Part,
Has Subtype, Has Regional Part

B

B Part Of, Regional Part Of, Consti-
tutional Part Of, Is A, Anatomi-
cal Site, subClassOf

A

for the decomposition task so far. In particular for domains such as medicine,
whose vocabulary is tightly associated with its semantics, this approach is of
special interest. We implement a 3-step process that compares existing split
options pairwise. Details are explained using the split options of the compound
Beckenbodenmuskel (pelvic floor muscle) shown in Table 3.

Step #1 – Disambiguate using Semantic Relations. We disambiguate splitting
options based on the semantic relations between constituents. These relations
are taken from domain ontologies and describe hierarchies between the con-
stituents. For our study on medical compounds we use the relations from the
RadLex ontology that define any kind of hierarchical relation (see Table 4). For
the example, we extracted the constituent relations shown in Figure 1. If the
constituents of compounds are semantically related, we use this information for
their disambiguation. Constituents are related if (1) one constituent is a sub-
string of the other and (2) they relate via the defined ontology relations (with
an edge length of up to three). We define that the split option with the super-

Beckenboden
“pelvic floor”

Beckenbodenmuskel
“pelvic floor muscle”

Muskel
“muscle organ”

Has Part

Part Of

Is A

Has Subtype

no relation

Becken
“pelvis”

Boden
“floor”

Fig. 1. RadLex relations of constituents in Beckenbodenmuskel. Superclass concepts in
gray.

argmaxS
|cv|
|c|

Fig. 2. Formula to calculate the preferred
splitswithhighestamountofvocabularycon-
stituents cv compared to all constituents c

argmaxS

∏

c∈S

(count(ci) + 1)
1
n

Fig. 3. Smoothed formula to calculate
the geometric mean of a given com-
pound based on constituent counts ci
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class constituent is the preferred one, because the subclass concept is much too
specific to remain compound. When disambiguating s1 and s2, we recognize that
all superclass concepts are constituents of s2, so that this split option is preferred
to s1; from s1 and s3, the split option that contains the more general constituent
(s3) is preferred.

Step #2 – Disambiguate using Domain Vocabulary. However, if the constituents
of two split options do not semantically relate (as s2 and s3), the second disam-
biguation step needs to include vocabulary information: If a constituent is part
of the given vocabulary, it is assumed to be more important than constituents
that are out of vocabulary. The compound with the higher amount of vocab-
ulary constituents is preferred (see formula in Figure 2). Since both s2 and s3
have the same amount of RadLex vocabulary constituents (1.0), the usage of a
third disambiguation step is necessary.

Step #3 – Disambiguate using Geometric Mean. Our fall back is the algorithm
described by Koehn. It has proven to be valid to find the statistically most appro-
priate splitting option by calculating the geometric mean of the constituents’
frequencies. However, with the consideration of unknown constituents, whose
frequency is zero, the formula needs adjustment. Therefore, add-one smooth-
ing is applied (see Figure 3). For the disambiguation of s2 and s3 we calculate
their mean scores. As a result, s3 (40.53) is preferred to s2 (2.45). Finally, the
disambiguation prefers s3 to s2 to s1 and determines s3 as most semantically
reasonable option to split the compound to Becken–boden–muskel.

4 Evaluation

4.1 Evaluation Resources

We evaluate the approach by using all nouns from a medical corpus. This corpus
contains 2,713 German radiology reports of lymphoma patients and was provided
by our clinical partner, the University Hospital Erlangen. The semantic medi-
cal knowledge to disambiguate the split options delivers the RadLex ontology.
RadLex [11] is published to deliver a uniform controlled vocabulary for index-
ing and retrieval of radiology information sources. The current English version
3.11 contains 34,446 terms, which are integrated in the ontology with numerous
hierarchical relations (a selection of relevant relations is listed in Table 4).

4.2 Evaluation Technique

Each of the 7,332 nouns from the corpus is annotated by a human annotator with
the information whether it is a compound or not. If the noun is a compound, the
valid split option is provided in addition. The percentage of compounds 63.8 %
(4,675 nouns) exceeds the generally assumed amount of compounds of 25 % in
German texts by far. We evaluate the results using precision, recall and accu-
racy metrics as defined in Table 5. The baseline is built using Koehn’s original
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approach. We compile different versions of (1) fillers, (2) unknown constituents
and (3) semantic disambiguation applied for compound splitting (Table 6). The
additional challenge of handling a German corpus and its associated German
ontology version is described as (4)th case.

Table 5. Definition of evaluation metrics: Precision, recall and accuracy

correct
split:
wrong
split:
wrong not:
wrong
faulty:

is compound and was split

correctly

is base form but was split

is compound but was not split

is compound but was split

wrongly

precision:
correct split

correct split + wrong faulty + wrong split

recall:
correct split

correct split + wrong faulty + wrong not

accuracy:
correct split

correct split + wrong

Table 6. Overview of the evaluation steps and measures clustered by (1) fillers applied,
(2) unknown constituents, (3) disambiguation step and (4) translated vocabulary

Filler Unknown Disambiguation indicator Precision Recall Accuracy

(1) K+K Koehn – geometric mean 0.7895 0.0032 0.0032
Langer Langer – geometric mean 0.8626 0.3170 0.3129
Medical Medical – geometric mean 0.8641 0.3251 0.3207

(2) Unknown Medical yes geometric mean 0.8910 0.6473 0.6315

(3) Known Medical yes domain vocabulary 0.8161 0.7889 0.7344
Semantic Medical yes semantic relations 0.8153 0.7976 0.7397

(4) Translated Medical yes semantic relations 0.8294 0.7924 0.7444

4.3 Evaluation Results

In order to see whether Koehn’s hypothesis holds that most filler usage can be
covered by the suffixes +s and +es, we first test the effect adding Langer’s and
later the medical fillers. The fillers additionally integrated into the decomposition
process significantly increase the recall, i.e. more constituents are successfully
recognized and correctly split. Although additional (medical) fillers boost the
measures only to a small extend, we recommend to use them if available, as only
little effort is needed to add these.

In a next step, also unknown constituents are considered in the decompo-
sition process. The splitting of compounds with unknown tailing constituents
delivers a significant increase in recall. At the same time, precision slightly
increases. Other approaches so far ignored these options because the respective
constituents are not included in the resource they use (corpus or lexicon). In
this work, we proved that the splitting of compound that also include unknown
constituents can be integrated and is beneficial even though there are still open
issues in this technique.

As a third step, we evaluate how the different disambiguation steps per-
form for the medical corpus. We integrate domain semantics using ontologies and
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increased the number of recognized and successfully split compounds by more
than 14 %. However, this increase comes along with the tradeoff of decreasing
precision.

Finally, dealing with German compounds we have to consider a special chal-
lenge: Most domain ontologies are developed for the English language and trans-
lations are only partially introduced as non-English ontology concept labels. The
RadLex ontology also contains German labels for the concepts, but the number
of translations reaches a mere 25 %. In another work, this lack of terminology
was targeted with a corpus-based translation approach for ontologies and inte-
grates additional 558 translations into the RadLex ontology as additional vocabu-
lary [12]. We assumed that additional translations lead to an increase in successful
splitting, because more splitting options can be successfully disambiguated. The
numbers show that there is indeed an increase, but the significance of a complete
translated ontology can only be assumed because the additional translations only
account for additional translation coverage of 1.6 % (558/34,446).

4.4 Discussion and Future Work

The analysis of the evaluation results reveals two major issues, whose implemen-
tation brings additional increase in compound splitting, but are left as future
work. First, even though the recognition of compounds with unknown (tailing)
constituents is introduced, still the whole compound remains unsplit if the head
constituent is not known from the corpus. Hence, we plan to integrate an addi-
tional feature that considers unknown starting and known tail constituents, when
splitting compounds. Second, for the semantic disambiguation of the splitting
options, the coverage of the ontology is of upmost importance. E.g., the correct
splitting of Bauch–wand depends on the availability of both concepts Bauch and
Bauchwand and their relation within the ontology. However, as the term Bauch
is not translated in RadLex 3.11, 32 compounds of our study are split wrong or
are not split at all – just for one translation missing in the ontology.

Finally, we show in our study that the proposed approach is applicable for
the medical domain, however the approach can be adapted for any other given
domain. The only requirement imposed is that semantic information on the
domain terminology is available in form of hierarchical knowledge. As future work
we want to show that even general language semantic compound splitting can
be conducted, e.g. by incorporating WordNet’s hypernym/hyponym relations.

5 Conclusion

We introduce a technique for compound splitting in technical domains. There-
fore, we uncover and resolve the main obstacle of currently used statistical
approaches by integrating two further steps: consideration of unknown con-
stituents in the splitting options generation and their semantic disambigua-
tion. By integrating unknown constituents, we are able to split compounds that
remained unsplit so far. I.e. we overcome the limitation of the lexical coverage in
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the corpus, which results in decomposition of only compounds, whose full set of
constituents is included in the corpus. Further, we optimize the disambiguation
of the correct split option. By resolving the semantic relation of the constituents,
we satisfy the requirement to include semantic information into the decomposi-
tion. Compared to pure statistical compound splitting, our approach increases
the accuracy by more than 74 % and shows that the integration of the previ-
ously mentioned steps are a necessity for successful domain-specific compound
splitting.
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1 University of Primorska, IAM, Muzejski trg 2, 6000 Koper, Slovenia
jernej.vicic@upr.si

2 Faculty of Mathematics and Physics, UFAL,
Charles University in Prague, Prague, Czech Republic

vk@ufal.mff.cuni.cz

Abstract. This paper describes an experiment comparing results of
machine translation between two pairs of related Slavic languages. Two
language pairs on three different translation platforms were observed in
the experiment. One pair represents really very close languages (Czech
and Slovak), the other pair are slightly less similar languages (Slove-
nian and Croatian). The comparison is performed by means of three MT
systems, one for each pair representing rule-based approach, the other
one representing statistical (same system for both language pairs) app-
roach to the task. Both sets of results are manually evaluated by native
speakers of the target languages.

Keywords: Machine translation · Related languages · Comparison

1 Introduction

Machine translation (MT) for related languages presents a special field of MT
where systems exploit lexical, morphological and syntactic similarity of related
languages to (possibly) balance the lack of good quality language data. Two
MT paradigms are mostly used in the production of MT systems for related
languages: One of the methods, which guarantees relatively good results for the
translation of closely related languages is the method of a rule-based shallow-
transfer approach. It has a long tradition and it has been successfully used in a
number of MT systems such as Apertium [1] for Romance languages, Čeśılko [2],
for language pairs with Czech as a source, Guat [3] for Slavic languages, mostly
language pairs with Slovene. Statistical Machine Translation (SMT) with the
most known ”players” Google Translate, Microsoft Bing and SMT toolkit Moses
[4]. The existence of Google Translate which nowadays enables the automatic
translation even between relatively small languages made it possible to investi-
gate advantages and disadvantages of both approaches. This paper introduces
c© Springer International Publishing Switzerland 2015
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the next step in this direction - the comparison of results of three different sys-
tems for two different language pairs - one pair of really very closely related
languages(Czech (CES) and Slovak (SLK)) and the other pair of related, but
slightly less similar languages (Slovenian (SLV) and Croatian (HRV)). The rule
based systems used are different for each language pair, the representative of
data-driven systems is Google Translate in both cases. There have been many
debates as to which machine translation paradigm is most suitable for the MT
for related languages, one of the first steps into answering this question is [5].

2 State of the Art

There has already been a lot of research in Machine Translation evaluation.
There are quite a few conferences and shared tasks devoted entirely to this
problem such as NIST Machine Translation Evaluation [6] or Workshop on Sta-
tistical Machine Translation [7]. [8] presents a research on how systems from
two different MT paradigms cope with a new domain. [9] presents a research
on how relatedness of languages influences the translation quality of an SMT
system. The presented research is based on the methods presented in [5], but it
introduces a new language pair of not-so closely related languages (Croatian –
Slovenian) to the original pair (Czech – Slovak). The novelty of the presented
paper is in the focus on machine translation for closely related languages and
in the comparison of the two mostly used paradigms for this task: shallow parse
and transfer RBMT and SMT paradigms.

3 Methodology

Two language pairs were selected for the experiment: one pair (Czech to Slo-
vak) with very high degree of similarity at all levels (morphological, syntactic,
semantic) and the other one (Croatian to Slovenian) exhibiting more differences
but still closely related languages. This choice allows to compare not only the
results of the basic paradigms (rule-based and stochastic), but also adds a kind
of second dimension, aiming at the question whether the results are influenced
by the similarity or not, whether any of the paradigms can naturally profit from
the similarity more than the other. We are of course aware that for a complete
answer to this question it would be necessary to test more systems and more
language pairs, but in this phase of our experiments we do not aim at obtaining
a complete answer, our main goal is to develop a methodology and to perform
a pivot testing showing the possible directions of future research.

The second important decision concerned the method of evaluation. Our
primary goal was to set up a method which would be relatively simple and
fast, thus allowing to manually (the reasons for manual evaluation are given in
Section 3.1) process reasonable volume of results. The second goal concerned the
endeavor to estimate evaluator’s confidence in their judgments. The third goal
was to adapt or exploit state-of-the art methods of human evaluation of machine
translation results.
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3.1 Experiment Outline

The aim of the experiment was to test the applicability of two most used Machine
Translation paradigms to a task of machine translation of related languages. The
evaluation relied on the methodology similar to that used in the 2013 Workshop
on Statistical Machine Translation [7]. We conducted manual evaluation of all
system outputs for all language pairs consisting of ranking individual trans-
lated sentences according to the translation quality (the evaluators had access
to the original sentence). Unlike the ranking of the SMT Workshop which worked
always with 5 translations, our task was much simpler and the ranking natu-
rally consisted of ranking translated sentences of both systems for each language
pair. The evaluator indicated which of the two systems is better, having also
the chance to indicate that the translation quality does not differ or that both
translations are identical (this was mostly used in the case of the Czech to Slovak
systems which produced relatively large number of identical results - see section
4). The evaluation was done by comparing the output of both systems using the
original sentence as reference. The evaluators were presented a list of 200 test
sentences with translations in random order and they selected the best transla-
tion (ties were allowed). The reason why we didn’t use any automatic measure of
translation quality was quite natural. After a period of wide acceptance of auto-
matic measures like BLEU or NIST, recent experiments seem to prefer manual
evaluation methods. Many papers such as [10] and authors of workshops such as
WMT 2013 [7] contend that automatic measures of machine translation quality
are an imperfect substitute for human assessments, especially when it is neces-
sary to compare different systems (or, even worse, the systems based on different
paradigms). Three translation systems were selected for the experiment: Google
Translate was selected as the most used SMT translation system; Ceśılko [2]
was used for the Czech – Slovak language pair, the translation direction was
defined by the system as this is the only direction this system supports. HBS –
SLV translation system [3] based on Apertium [1] was used for the Croatian lan-
guage – Slovenian language language pair, the translation direction was selected
pragmatically, this direction yields better translation results as reported by the
system maintainers [11]. The on-line publicly available versions of the systems
were used in the experiment to ensure the reproducibility of the experiment.

3.2 Test Data

In this section, we describe how we collected test data and computed the results.
Our evaluation is based upon a small, yet relevant, test corpus. Because one
of the systems undergoing the evaluation has been developed by Google, the
creation of the test set required special attention. We could not use any already
existing online corpus as Google regularly enhances language models with new
language data. Any online available corpus could have already been included in
the training data of Google Translate, thus the results of the evaluation would
have been biased towards the SMT system. Therefore we have decided to use
fresh newspaper texts.
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We have selected 200 sentences from the newspaper articles of the biggest
daily newspapers for each source language. For Croatian we have used a single
newspaper, namely ”Jutarnji list” http://www.jutarnji.hr/, the test examples
were collected on . Several headline news were selected in order to avoid author
bias although the domain remained daily news. For Czech we have selected
articles from a wider variety of online newspapers, namely ”iDnes” http://
www.idnes.cz/, ”Lidovky” http://www.lidovky.cz/ and ”Novinky” http://www.
novinky.cz/. The test set has been created from randomly selected articles from
the issues in the week between 14.7.2014 and 18.7.2014. The test data is publicly
available for further experiments and to test the results of our experiment at the
University of Primorska language technologies server1.

4 Results

The results are divided into two sections each covering one language pair as each
language pair was tested using a different translation system and also the relat-
edness between languages in each language pair is different (Czech and Slovak
are much closer than Croatian and Slovenian). The results of the evaluations
are presented in two forms: the count of the decisions for all the evaluators for
every translation pair (the possible outcomes: all evaluators agree that one of
the systems is better, some of the evaluators prefer one system over the other,
it is impossible to determine the agreement of the evaluators). The evaluators
were asked to mark which translation they consider to be better. Ties were not
allowed, but the evaluators were also asked to mark identical sentences. This
requirement served also as a kind of thoroughness check, too many unrecognized
identical sentences could indicate that the evaluator lost concentration during
the task; The proportions of the count of the clear wins for each evaluator for
every translation pair are presented in separate tables showing another view on
the same evaluation results. The Kruskal-Wallis [12] test was used because the
evaluated values are presented as ordinal variable. The null hypothesis H0: The
samples come from populations with equal medians.

4.1 Czech – Slovak

The evaluation has been performed by 6 native speakers of Slovak, the sentences
have been randomized so that no evaluator could know which of the two systems
produced which translation. The results of the CES – SLK counting evaluation
part of the experiment are summarized in the Table 1, the results show a big
difference in the number of wins by the SMT system.

The rows of Table 1 marked as Clear win of one of the systems represent the
sentences where none of the evaluators marked the other system as the better
one. Win by voting does not distinguish how many evaluators were against the
system marked by the majority as being the better of the two.

1 http://jt.upr.si/research projects/related languages/

http://www.jutarnji.hr/
http://www.idnes.cz/
http://www.idnes.cz/
http://www.lidovky.cz/
http://www.novinky.cz/
http://www.novinky.cz/
http://jt.upr.si/research_projects/related_languages/
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The results clearly indicate that the quality of Google Translate is better,
although it clearly dominates in less than one third of translations. The large
number of identical sentences also means that although Ceśılko produced only 5%
of translations which were clearly better than those of Google, it reached abso-
lutely identical quality of translation in yet another 21.5%. This actually means
that the top quality translations have been achieved in 26.5% by Ceśılko and in
51% by Google Translate. According to our opinion, this ratio (approximately
2:1 in favor of the SMT approach) more realistically describes the difference in
quality that the ratio of clear wins (approx. 6:1 for Google Translate).

Table 2 shows the same evaluations presented as proportions of wins by each
system summarised for each rater. The p-value calculated using the Kruskal-
Wallis test and the significance level α = 0.01 is p = 0.0008, and since p =
0.0008 < α = 0.01, the null hypothesis is rejected. Hence the translation quality
of the SMT system is better.

Table 1. Evaluation of results for the CES – SLK counting evaluation.

Sent. count Percentage

Identical sentences 43 21.5%

Clear win of RBMT 10 5%

Clear win of SMT 59 29.5%

Win by voting - RBMT 23 11.5%

Win by voting - SMT 62 31%

Draw 3 1.5%

Total 200 100%

Table 2. The evaluations of each evaluator for the CES – SLK language pair. The
proportion of wins for each system, the draws were eliminated. The proportion of wins
of the SMT system is bigger than the RBMT, the Kruskal-Wallis test suggests that
the systems are different – Null hypothesis(the systems are not different) was rejected
(significance level α = 0.01 and p-value p = 0.0008.

Value Rater 1 Rater 2 Rater 3 Rater 4 Rater 5 Rater 6

COUNT (Google) 112,00 70,00 80,00 81,00 83,00 59,00

COUNT (Ceśılko) 41,00 73,00 72,00 74,00 65,00 10,00

Proportion (Google) 73,20 48,95 52,63 52,26 56,08 85,51

Proportion (Ceśılko) 26,80 51,05 47,37 47,74 43,92 14,49

4.2 Croatian – Slovenian

Two evaluation experiments were done for this language pair:

1. The results were evaluated by 4 evaluators. All evaluators were native speak-
ers of the target language (Slovenian) with a good knowledge of the source
language. Three of them came from the computer science field with a strong
interest in language technologies (pragmatically), one of the evaluators was
linguist.
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2. The RBMT system’s vocabulary was populated with the most frequent out-
of-vocabulary words. The test data was re-translated and evaluated by a
mixed set of evaluators (6 evaluators, 2 from the first experiment and 4 new
evaluators, 3 linguists and 1 computer science student). The set of evaluators
was chosen pragmatically, not all the original evaluators were available at
the second evaluation.

At first the experiment involving 4 evaluators was done, but the results indi-
cated that a new evaluation should be done to prove the findings of the first
evaluation: all the evaluators of the first experiment suggested that the most fre-
quent errors of the RBMT system were all connected to the the out-of-vocabulary
errors. These errors further escalated with the impossibility of using the local
agreement rules (unknown words). The evaluation methodology was the same
in both experiments and it is described in Section 3.1. The evaluators were pre-
sented with a portion of the same test set (unfortunately we did not have time
to populate the whole dictionary, we covered only the first 63 sentences) and
graded the translations with 4 possible outcomes as in the experiment presented
in Section 4.1. The results of the HRV – SLV counting evaluation part of the
experiment for the original RBMT system are summarized in the Table 3, the
results show a big difference in the number of wins by the RBMT system and
an evene bigger for the enhanced RBMT system.

Table 4 shows the same evaluations presented as proportions of wins by each
system summarised for each rater. The p-value calculated using the Kruskal-
Wallis test and the significance level α = 0.01 is p = 0.0, and since p = 0.0021 <
α = 0.01, the null hypothesis is rejected. Hence the translation quality of the
RBMT system is better.

Table 3. Evaluation of results for the HRV – SLV, original and enhanced RBMT
system counting evaluation.

System: Original RBMT Enhanced RBMT

Sent. count Percentage Sent. count Percentage

Identical sentences 0 0% 0 0%

Clear win of RBMT 69 34.5% 32 51%

Clear win of SMT 47 23.5% 7 11%

Win by voting - RBMT 30 15% 11 17.5%

Win by voting - SMT 18 9% 7 11%

Draw 36 18% 6 9.5%

Total 200 100% 63 100%

4.3 Inter-rater Agreement

The inter-rater agreement was also calculated using the Fleiss’ Kappa [13] which
is an extension of the Cohen Kappa for multiple raters. The results are presented
in Table 6 and show the κ values for all experiments, the column agreement shows
the range the κ value belongs to according to the tables presented by [14].
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Table 4. The evaluations of each evaluator for the HRV – SLV language pair, for
the original RBMT system. The proportion of wins for each system, the draws were
eliminated. The proportion of wins of the RBMT system is bigger than the SMT,
the Kruskal-Wallis test suggests that the systems are different – Null hypothesis(the
systems are not different) was rejected (significance level α = 0.01 and p-value p =
0.0021.

Value Rater 1 Rater 2 Rater 3 Rater 4

COUNT 1 (Google) 85 88 74 81

COUNT 2 (Apertium) 108 103 113 110

Proportion (Google) 44% 46% 39.5% 42.5%

Proportion (Apertium) 56% 54% 60.5% 57.5%

Table 5. The evaluations of each evaluator for the HRV – SLV language pair, for
the enhanced RBMT system. The proportion of wins for each system, the draws were
eliminated. The proportion of wins of the RBMT system is bigger than the SMT,
the Kruskal-Wallis test suggests that the systems are different – Null hypothesis(the
systems are not different) was rejected (significance level α = 0.01 and p-value p = 0.0.

Value Rater 1 Rater 2 Rater 3 Rater 4 Rater 5 Rater 6

COUNT (Google) 12 11 12 6 9 21

COUNT (Apertium) 38 34 43 35 31 32

Proportion (Google) 24% 24.5% 22% 14.5% 22.5% 39.5%

Proportion (Apertium) 76% 75.5% 78% 85.5% 77.5% 60.5%

Table 6. The inter-rater agreement for all experiments.

Experiment Nr. of cases Nr. of raters Kappa value Agreement

CES – SLK 200 5 0.6069 Substantial

HRV – SLV original 200 4 0.4040 Moderate

HRV – SLV enhanced 63 6 0.2766 Fair

5 Conclusions and Further Work

One of the main reasons for the experiment described in the paper was to fully
confirm the preliminary findings presented in [5] where the clear winner of the
head-to-head comparison between a representative of the SMT paradigm (Google
translate) and a representative of the shallow transfer RBMT paradigm (Ceśılko)
was the SMT system. Parts of the comparison were redone, but the new results
only further confirm the results of the first part of the experiment. The second
part of the experiment involved a new language pair: Croatian – Slovenian, using
a different toolkit with a similar architecture to the first part of the experiment.
The RBMT system came out as a clear winner although the inter-rater agree-
ment was quite low. A cursory examination of the results could rise doubts in the
quality of implementation of the experiment, but closer inspection of errors and
basic operation of the Google translation system still allows the interpretation
of conflicting results. The Google translate system translates between Croatian
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and Slovenian language through a pivot language – English (first translating
from Croatian to English and then from English to Slovenian). English language
does not support all the features of the language pair and it is also not a related
language to the pair. Hence a big difference in translation quality. The Google
system translates directly between the Czech and Slovak languages. Some of the
translated passages even suggest that Google uses a set of rules in the translation
of this language pair although this fact still needs to be further examined and
confirmed. Although our experiment represents only the first step in systematic
evaluation of machine translation results between closely related languages, it
has already brought very interesting results. It has shown that contrary to a
popular belief that RBMT methods are more suitable for MT of closely related
languages, Google Translate outperforms the RBMT system Ceśılko. The sim-
ilarity of source and target language apparently not only allows much simpler
architecture of the RBMT system, it also improves the chances of SMT systems
to generate good quality translation, although this results need further examina-
tion. The most surprising result of our experiment is the high number of identical
translations produced by both systems not only for short simple sentences, but
also for some of the long ones, as well as very similar results produced for the
rest of the test corpus. In the future, we would like to develop phrase-based SMT
system based on Moses [4] and to investigate its behavior on the same language
pairs. Inclusion of a new language pair from a different language group with a
good RBMT system already available, such as Catalan – Spanish and a direct
translation in Google translate should further confirm our findings.
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Abstract. During online speaker diarization, a situation may occur
where a single speaker is being represented by several different mod-
els. Such situation leads to worsened diarization results, because the
diarization system considers every change of a model to be a change of
speakers. In the article we describe a method for detecting this situa-
tion and propose several ways of solving it. Experiments show that the
most suitable option is treating multiple GMMs as belonging to a single
speaker, i.e. updating all of them with the same data every time one
of them is assigned a new segment. In that case, there was a relative
improvement in Diarization Error Rate of 30.69% in comparison with
the baseline system.

Keywords: Speaker clustering · Speaker diarization · Speaker segmen-
tation

1 Introduction

In automatic speech processing, speaker diarization is the task of distinguishing
between different speakers within an audio recording and identifying the intervals
in which they are active. Or in other words, determining “Who spoke when?”.
This is generally done without any prior knowledge about the actual identities
and number of speakers [1].

In a previous paper [2], we used our diarization system, which was itself
based on ideas proposed in [3,4]. The main property of the system is that it
creates models of new speakers online. During this process, a single speaker may
be assigned two or more models. In this paper, we detect such situations and
explore ideas for resolving them by creating a single model out of all the models
that belong to a single speaker. We will refer to this process as clustering.

The paper is organized as follows. Section 2 describes the base diarization
system. In Sect. 3, an offline algorithm for model clustering is described, and
in Sect. 4 several approaches to online model clustering are proposed. They are
evaluated in Sect. 5 and Sect. 6 gives some conclusions.
c© Springer International Publishing Switzerland 2015
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2 The Diarization System

The online diarization system uses Gaussian Mixture Models (GMMs) to repre-
sent the individual speakers. The basic principle is as follows [2]:

The system starts with only two GMMs, one for each gender, which are
trained in advance. The audio stream is divided into short segments and for
each of them, the system decides if the segment corresponds to an already known
speaker or a new one by comparing the likelihoods of the gender dependent and
speaker models. In the case of a new speaker, a new model is created by copying
one of the gender dependent models. Otherwise, one of the existing models is
selected. The assigned model is then adapted using the data from the segment.

The online system for audio speaker diarization consists of several modules:

1. Feature extraction and voice activity detection
2. Speech segmentation
3. Speaker identification and novelty detection
4. Online GMM learning

Feature Extraction and Voice Activity Detection. For feature extraction,
we used the LFCC with 25 filters in range from 50 Hz to 8 kHz based on 25 ms
FFT window with 10 ms shift. 20 cepstral coefficients were computed without
the energy coefficient. No cepstral normalization was performed.

This module also performs an energy-based voice activity detection (VAD),
with every frame being labeled as speech or silence based on a threshold.

Speech Segmentation. Using the information obtained from the VAD and
parameters such as the minimum and maximum segment length and the max-
imum pause length in a segment, the speech is divided into short segments.
Of each segment, only the frames labeled as speech are used in the subsequent
steps. In our experiments, this has lead to both reduced computation time and
improved performance.

Speaker Identification and Novelty Detection. For each speech segment
the system uses a maximum-likelihood classification to determine both the
speaker’s gender (using the gender dependent models) and their most likely
identity out of the existing speaker-model candidates. Afterwards, a likelihood
ratio test is used to decide whether the segment belongs to the chosen identity,
or represents an entirely new speaker.

The likelihood ratio is as follows:

L(x, λsp) =
Pλsp

Pλgen

, (1)

where x is a speech segment and Pλsp
and Pλgen

are the likelihoods of the winning
speaker and the appropriate gender dependent model, respectively.

If log L(x, λsp) ≥ θ, the segment x belongs to the speaker represented by the
model λsp. Otherwise it belongs to an entirely new speaker.

The optimal value of decision threshold θ was found experimentally.
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Online GMM Learning. For the adaptation of GMMs we use an online vari-
ant of the Expectation-Maximization algorithm, as described in [6], with values
of the parameters as proposed in [4].

One of the most problematic areas of the diarization system is the selection of the
data-dependent decision threshold θ, which is used to decide whether a speech
segment belongs to a new speaker or an already known one. If this threshold is
set too low, multiple speakers may be assigned the same model. Conversely, if
it is too high, speech belonging to a single real speaker may be divided between
several different models.

Figure 1 illustrates a situation that commonly arises in the latter case: the
similarity of two models which in reality represent the same speaker causes the
system to frequently switch between the two, giving the illusion of an exchange
between two speakers where there is in fact only one.

Both types of error can dramatically reduce the overall performance of the
system, yet it may not be possible to completely eliminate them by the suitable
selection of the threshold θ alone. The presence of background noise such as
cough in the audio seems to be especially problematic in this matter, making it
likely that both types of error will occur to some smaller degree no matter how
well we choose θ.

Fig. 1. Logarithm of the likelihood ratio L(XS , λi) from (1) calculated for three dif-
ferent speaker models GMMs in a part of one recording. Highest value of log L(XS , λi)
represents the winning speaker for the given speech segment. Models λ2 and λ3 repre-
sent the same speaker.
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To combat this issue, we propose the following solution: we select a higher
decision threshold, so that an excess number of speaker models is created, but
then we implement an additional algorithm that identifies any models that are
likely to correspond to the same speaker and cluster them all into one.

In [2], we simplified the task by performing an offline clustering after the
whole audio recording had been processed. Here, we apply a similar method to
perform the clustering online, as part of the main diarization system.

First, we will describe a modified version of the original offline variant, which
serves for comparison. Then we will explain the online method.

3 Offline Clustering

For offline clustering, we first perform the basic diarization of the whole audio
recording. Then we use the cross-likelihood ratio (CLR, [5]) to compute distances
between all pairs of models and identify groups of models which likely correspond
to the same real speakers.

The distance between two models λi and λj is defined as

CLR(λi, λj) = D(i, j) + D(j, i) , (2)

where

D(i, j) =
1
Ni

· log
(

max(P (Xi|λm), P (Xi|λf ))
P (Xi|λj)

)

, (3)

Xi represents all the speech data assigned to the speaker model λi, Ni is the
number of frames in Xi, and λm and λf are the gender dependent models.

The clustering is performed as follows:

1. Let Λ = {λ1, λ2, . . . , λN} be the set of speaker models obtained from the
online diarization.

2. Find model λi ∈ Λ which had the lowest number of speech frames assigned
to it during the online part of the diarization.

3. Set Λ = Λ − {λi}.
4. Find model λj ∈ Λ such that CLR(λi, λj) is minimal
5. If CLR(λi, λj) < φ, where φ is a data-dependent threshold, consider λi and

λj to represent the same speaker and reassign speech from λi to λj . However,
do not update λj or its distances to other models.

6. Repeat steps 2–5 until Λ only contains one model.

As with the novelty detection threshold θ, φ is found experimentally.

4 Online Clustering

To identify similarities between models online, we used a method based on the
offline variant. It has the benefit of requiring very little additional computation
time, as most of the necessary calculations, namely the likelihoods of speaker
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models for each speech segment, are already being performed as part of the base
system.

To find the distance between models λi and λj at time t, we use the following
modification of the CLR distance:

d(λi, λj , t) = min (D(i, j, t),D(j, i, t)) , (4)

D(i, j, t) =
1

Ni(j, t)
·

∑

x∈Si(j,t)

log
(

max(P (x|λm), P (x|λf ))
P (x|λj)

)

. (5)

Here, Si(j, t) represents a set of all the speech segments which were assigned to
speaker model λi between the creation of λj and the current time t (and for
which we thus have calculated the likelihood of λj), Ni(j, t) is the total number
of frames of the speech segments contained in Si(j, t).

A notable change from (2–3) is the replacement of the sum which was in (2)
with a minimum of the two values in (4). This has shown in our experiments to
lead to a slightly better performance of the online clustering.

Once the system decides that several of the models represent the same
speaker, there are two possible approaches to clustering, apart from simply dis-
carding all of the models except one. We can either use a suitable method to
transform all of the similar models into a single GMM, or we can retain all of
them while treating them as a single speaker.

4.1 Merging Multiple GMMs into a Single One

The simplest choice we have considered to merge several models into a single
one is to obtain a weighted sum of the original Gaussian mixtures. This is com-
putationally very simple and thus causes no immediate delay for the system. Yet
the increased number of Gaussian components causes redundancy in the model
and will also slow down future calculations.

As an alternative which preserves the original number of Gaussian compo-
nents, we chose to replace all of the models to be merged with a single new GMM
trained using all the data originally assigned to all. This causes a significant delay
in the whole process, so it is not suitable for use in practical applications where
online diarization is required. However, we can consider this approach to be the
best way to merge the models together and we will use it for comparison in our
experiments.

4.2 Treating Multiple GMMs as Belonging to a Single Speaker

In this approach to dealing with similarities of speaker models, the system retains
all of the models. However, the models are treated as belonging to the same
speaker. It means that all of them are being updated with the same data every
time one of them is assigned a new segment.
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Fig. 2. Logarithm of the likelihood ratio L(XS , λi) from (1) calculated for three dif-
ferent speaker models GMMs in a part of one recording. Highest value of log L(XS , λi)
represents the winning speaker for the given speech segment. Models λ2 and λ3 repre-
sent the same speaker and both are being updated with the same date starting with
speech segment 2008.

Because of this, after a certain number of updates these models should
become nearly identical, as illustrated by Fig. 2. At that point, it may be possi-
ble to discard all of them except one. The choice of which of the models to keep
is not a clear one, however. We will deal with this issue later in Sect. 5.

Similarly to the weighted sum of GMMs described in Section 4.1, this app-
roach also causes no immediate delay for the system, but the additional GMM
updates will slow down the calculations for future speech segments.

5 Experiments

Experiments were done on a set of 8 recordings from Czech parliament meetings
with a total of 30 hours of labeled audio. Gender dependent models were trained
using 30 seconds of speech from each of 16 women and 70 men. For audio seg-
mentation, the minimum and maximum segment lengths were chosen as 1 and
5 seconds, respectively.

For performance evaluation, the Diarization Error Rate (DER) was used,
as described in [7]. It is defined as the fraction of time that is not correctly
assigned to a speaker or to non-speech and is the sum of three types of error
rates: missed speech (miss, speech incorrectly labeled as silence), false alarm
(FA, silence incorrectly labeled as speech) and speaker error (SE, speech labeled
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Table 1. Diarization performance in terms of Speaker Error (SE) and DER [%] for
different numbers of updates (Nupd) after which one of the original models is deleted.

keep the more trained model keep the less trained model

Nupd SE DER SE DER

0 4.23 6.84 3.52 6.13
10 4.18 6.78 3.40 5.99
20 4.13 6.73 3.39 5.98
30 4.10 6.70 3.35 5.94
50 4.04 6.63 3.36 5.95

∞ 3.46 6.05 3.46 6.05

as a wrong speaker). A forgiveness collar of 0.25 seconds around the reference
speaker boundaries was used.

In our experiments, we have examined the three approaches to online speaker
clustering which were described in Sect. 4. They were:

1. Weighted GMM summation
2. GMM retraining
3. Treating multiple GMMs as belonging to a single speaker

Before we evaluate the results of all approaches, we need to look at approach
3 and explore the option of discarding all but one of the original models after a
set number of updates. Without loss of generality, we assume from this moment
on that we are deciding between only two models.

As shown in Table 1, we have found that discarding the model which was
trained using a greater amount of data while keeping the other one leads to a
lower DER than the alternative. This may be caused by two factors: the “bigger”
model could be more “polluted” by noise and misclassified speech or there is a
change in the acoustics, such as a change in the speaker’s voice during a longer
speech or a change in the background noise.

The results in Table 1 show that the best results were obtained when dis-
carding one of the models after 30 updates and therefore we will use this number
of updates for the final comparison.

Having selected which of the original models in approach 3 to discard and
when, we can compare the achieved results with the other approaches, as well as
with the offline clustering and the base system without clustering. The results
are shown in Table 2.

In addition to the evaluation of the immediate decisions, which are obtained
after a segment is processed (column online), the table also contains the final val-
ues which can be achieved by retroactively relabeling previous speech whenever
two models are found to represent the same speaker (column final).

Results in column online show that rather than attempting to create a new
model by merging two similar ones, it is better to treat them as belonging to
the same speaker and discard one of them after some time. Best results were
obtained when discarding the model which was trained using the greater amount
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Table 2. Comparison of the diarization performance on test data in terms of DER
(%). The slight differences in missed speech rates and also in false alarm rates among
different variants are caused by the removal of very short pauses within the speech of
a single speaker.

online final

miss FA SE DER miss FA SE DER

Without clustering 1.56 1.05 5.96 8.57 — — — —
Offline clustering — — — — 1.51 1.05 2.184.75

Weighted GMM summation 1.55 1.07 4.94 7.55 1.50 1.06 3.90 6.46
GMM retraining 1.51 1.06 4.08 6.66 1.47 1.06 3.66 6.19
Deleting one GMM immediately (Nupd = 0) 1.55 1.06 3.52 6.13 1.50 1.06 3.00 5.57
Multiple GMMs for a speaker, Nupd = 30 1.52 1.07 3.355.94 1.49 1.06 2.99 5.54
Multiple GMMs for a speaker, Nupd = ∞ 1.52 1.07 3.46 6.05 1.48 1.06 3.00 5.54

of speech after 30 updates. In this case, there was a relative improvement in DER
of 30.69% in comparison with the base system.

Even better results can be achieved with the offline clustering, but this
method cannot be used for online diarization.

6 Conclusion

In the paper we have dealt with a situation where during online speaker diariza-
tion a single speaker is being represented by several models. We have proposed
several different methods of creating a single model out of them. Although the
results of none of the online methods reach the results of the offline method, the
relative improvement is more than 30% compared to the baseline system.
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Abstract. This paper demonstrates how standard feature extraction
methods such as PLP can be successfully replaced by a neural network
and methods such as mean normalization, variance normalization and
delta coefficients can be simultaneously utilized in a neural-network-based
acoustic model. Our experiments show that this replacement is signifi-
cantly beneficial. Moreover, in our experiments, also a neural-network-
based voice activity detector was employed and trained simultaneously
with a neural-network-based feature extraction and a neural-network-
based acoustic model. The system performance was evaluated on the
British English speech corpus WSJCAM0.

Keywords: Neural networks · Speech recognition · Feature extraction

1 Introduction

This paper describes an application of Neural Networks (NN) in miscellaneous
parts of a speech recognition system. Namely, we have focused on acoustic models
(AM), a feature extraction (FE) and a voice activity detection (VAD). Our main
goal was to replace all these techniques with NNs. There are still only sparse
attempts to apply NNs as the FE for speech recognition [1] [2] [3] [4] [5] [6]
and there are even some papers which report a slightly higher error for the raw
signal. [7].

This paper describes our experiments where a NN representing an AM and
also a NN representing a feature extraction (also called front-end) were success-
fully applied. In our experiments, the standard PLP [8] was more or less directly
approximated by a NN. Usually, convolutional neural networks are applied [9].
But, standard neural networks are sufficient for this task. Some simple techniques
well known in image processing were applied. Our experiments demonstrate that
NNs can be successfully used in all mentioned cases. Moreover, we have made
efforts to build an efficient small (i.e. fast) NN. The novelty of this paper is
the demonstration how methods such as mean or variance normalization, delta
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coefficients and even a NN-based voice activity detector can be utilized in a NN-
based FE. The system performance was evaluated on the British English speech
corpus.

This paper is organised as follows: Section 2 deals with NNs for approximat-
ing the PLP method. The role of a mean normalization and some other tech-
niques is disputed in Section 3. Section 4 describes our NN-based AM. Results
of our experiments where the NNs are combined are shown in Section 5.

2 Neural-Network-Based Feature Extraction

In this paper, as an input of each FE we took always the absolute spectrum
|FFT|. The used Hamming window and FFT are linear transforms that a NN can
perform without a hitch. Operations that are necessary for |FFT| computation
(i.e. square and square root) can be provided by particular activation functions
or can be approximated adequately by a relatively small NN. Hence, using |FFT|
is very similar to using a “raw” signal.

Our preliminary experiments demonstrate that to start a training process
with a NN trained as a PLP approximation is much more efficient than to ini-
tialize a NN randomly and train the NN-based FE together with a NN-based
AM (also randomly initialized or even trained using PLP and then fixed as one
complex NN). Especially, results of experiments with both NNs randomly initial-
ized are poor [7]. For that reason, we decided to (less or more directly) initialize
the NN-based FE as an approximation of PLP.
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Fig. 1. The proposed alternative approach for a NN-based AM training.

Both parts (i.e. FE and AM) could be trained separately with satisfactory
results but, in this paper, another approach was also investigated. Because
the composition of a NN-based FE and a NN-based AM forms a deep neural
network, well known approach for deep neural networks training was adopted.
This approach is shown in Figure 1. The NN-based FE and the NN-based AM
were connected together before the training. Two gradients were computed: gra-
dient for the FE part (with parameters θ) is computed by means of Mean Square
Error (MSE) criterion (εMSE) and gradient for the whole system is computed
by means of Cross-Entropy (XENT) criterion (εXENT ). Naturally, the resultant
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gradient is the sum ∂ε
∂θ = ∂εMSE

∂θ + ∂εXENT

∂θ . The motivation behind this app-
roach is an assumption that even though the approximation of PLP is still not
precise this approach leads to a more precise AM (in comparison with the app-
roach where both parts are trained separately) for a posteriors estimate. When
mean or variance normalization use an NN-based VAD, the third gradient is
computed. In this case, the criterion is MSE. All these additional gradients were
applied until the performance of an investigated system exceeded some chosen
threshold. After that, only XENT gradient was applied on the complex NN.
This approach could put the training in the following unwanted situation: PLP
features might be so well designed that every minor change of the NN which
simulates PLP can decrease the performance. Our experiments showed that this
concern unnecessary.

In this paper, each NN-based FE has two layers. Activation functions are
standard sigmoid functions in the hidden layer and linear functions in the output
layer. Each NN-based FE has only 256 neurons in its hidden layer. |FFT| has
256 features and these NNs for FE have a dozen neurons in their output layers.
Therefore, a structure of a NN for FE is always 256 × 256 × 12.

In the input of each NN-based AM, eleven subsequent vectors were concate-
nated and time-shifted where time-shift was from −5 to 5. A NN can be copied
eleven times and these NNs can be formed into one single NN which can be
simply concatenated with a NN-based AM. The resultant NN would be still
relatively small and thus usable for further training.

3 Mean Normalization, Variance Normalization
and Delta Coefficients

Mean normalization (MN), variance normalization (VN) and delta coefficients
(Δ) are standard FE methods with significant benefits. Thereby, it is indis-
putable that implementation of these methods cannot be ignored. A common
NN-based AM could not perform MN or/and VN even if long temporal features
are applied but it could use their approximation. However, this approximation is
highly inaccurate. Therefore, in this paper, MN, VN and Δ modules were added
between the layers of the NN.

MN transforms an input sequence X = (x1, . . . , xT ) into an output sequence
Y = (y1, . . . , yt) according to the formula

Y = MN(X), yt = xt − 1
T

T∑

τ=1

xτ . (1)

During the backpropagation, it is necessary to compute ∂ε
∂X , where ε is a crite-

rion. MN is a linear transform therefore ∂ε
∂X can be computed by a linear trans-

form too. After a short and simple derivation, the following surprisingly plain
equation can be obtained: ∂ε

∂X = MN
(

∂ε
∂Y

)
. A bias b in the layer just before

MN can be omitted because obviously MN(x + b) = MN(x). Delta coefficients
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computation is also a linear transform hence ∂ε
∂X computation is a very simple

operation.
From the point of view of techniques such as cepstral normalization, usage

of Weighted Mean Normalization (WMN) is more reasonable. The output Y is
computed according to the equation

Y = WMN(X,W ), yt = xt −
∑T

τ=1 wτxτ
∑T

τ=1 wτ

, (2)

where W = (w1, . . . , wT ) is a sequence of weights, wt ≥ 0 for each t = 1, . . . , T ,
and

∑T
τ=1 wτ > 0. It is easy to deduce that ∂ε

∂X = WMN
(

∂ε
∂Y ,W

)
holds. Usually,

some VAD determines weights as 1 when a speaker is speaking and as 0 otherwise.
In this paper, a NN was employed as a VAD. This NN has one single neuron in its
output layer and the activation function of this neuron gives non-negative values.
In this paper, standard sigmoid function was applied. For training, gradient ∂ε

∂wt

is computed according to the following formula

∂ε

∂wt
= −

∑T
τ=1

∂ε
∂yτ

∑T
τ=1 wτ

yt. (3)

VN is computed as follows:

yt =
xt

σ
, σ =

√
√
√
√ 1

T

T∑

τ=1

(xτ − μ)2, μ =
1
T

T∑

τ=1

xτ . (4)

Although gradient ∂ε
∂xt

is much less straightforward, with a little effort, one can
see that the following equation holds:

∂ε

∂xt
=

1
σ

∂ε

∂yt
− 1

T

xt − μ

σ2

T∑

τ=1

∂ε

∂yτ
yτ . (5)

4 Neural-Network-Based Acoustic Model

A NN-based AM computes posteriors probabilities from its input features.
Because there is a threat of overtraining due to a relatively small corpus, each
NN has only two layers. In our experiments, standard sigma functions were acti-
vation functions in the hidden layers with 1024 neurons and the softmax function
was the activation function in the output layers. Posteriors were computed for
context-independent units. Used phonetic alphabet has 43 phonemes. Because
each phoneme is modeled as a three state unit, the output layer provides esti-
mates of 129 posterior probabilities.

In our previous works, a special long temporal spectral pattern feature pro-
cessing technique was used in the hybrid NN/HMM systems. However in this
paper, these features were replaced with a sequence of PLP vectors (or theirs NN
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substitutes) constituting one large vector. The sequence of PLP vectors needs
several operations for time-shifting applied before the posteriors computation.
Formally, the time-shift operation output is computed with regard to a recording
border in the following way: yt = xt′ where t′ = max{min{t + s, T}, 1} where s
is the time-shift. Obviously, the time-shift operation is a linear transform thus
computing gradient ∂ε

∂X is also a linear transform and furthermore it is trivial:
The time-shift only must be reversed except boundaries where relevant gradients
must be added up.

In this paper, the XENT criterion was always a criterion of optimality during
each AM training. The employed training algorithm was a momentum method.
The NN training was stochastic, i.e. a subset was selected from a training set.
Because we use the time-shifting, MN, VN, and delta operation, entire recording
must be processed. A relatively high bunch size was chosen to prevent a biased gra-
dient because in a short bunch all vectors would be probably from one recording.

5 Experiments and Results

The British English speech corpus WSJCAM0 [10] was used for the system
performance evaluation in the following experiments. This corpus includes 7861
utterances (i.e. approximately 15 hours of speech) in the training set. Phonetic
alphabet consists of 43 phones (including silence and inhale). The experiments
were performed on the development sets si dt5a and si dt5b. In the corpus,
A particular trigram language model for both sets is prescribed. The set si dt5a
was used to find the optimal word insertion penalty and language model weight.
The set si dt5b was used strictly as an evaluation set. Our proprietary real-time
LVSCR decoder [11] [12] was applied.

Neither MN nor VN was performed in the first experiment. The results (i.e.
word accuracies) are shown in Table 1. The results for standard PLP features
(with delta and delta-delta coefficients) and a standard GMM-based AM (with
16 components per state) are in the first row. The results for a standard hybrid
NN/HMM are in the second row. The third row contains the results for the NN-
based FE trained separately by means of the MSE criterion as a PLP approx-
imator. The training process was stopped when the accuracy reached almost
the result from the previous row (on the development set si dt5a). On the test
set si dt5b, accuracy significantly decreased but, naturally, we had to ignore this
fact during the training process. The AM was the same model as the AM used in
the second row and thus the AM was constant. In this experiment, the influence
of the NN-based AM training must be distinguished from the influence of the NN-
based FE training. Therefore, in the third and the fourth rows, the results for
the fixed parameters of the NN-based AM are presented. The results of simple
joining of both NNs are in the third row and the results of the NN-based FE
training are in the fourth row. The fifth row contains the results where both NNs
were properly trained together. The first experiment has proved that the stan-
dard PLP features can be beneficially replaced with the NN. Figure 2 shows this
basic AMs with PLP or the NN-based FE.
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Table 1. The Recognition accuracies without MN, VN and delta coefficients.

Feature Extraction Ac. Model si dt5a (dev.) si dt5b (test)

PLP + Δ + ΔΔ GMM 83.7% 82.2%

PLP NN 87.1% 85.9%

init. NN fixed NN 87.1% 85.1%

NN fixed NN 88.0% 86.7%

NN NN 88.6% 87.6%
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Fig. 2. An AM which uses PLP or NN-based FE.

In the second experiment, the benefit of MN/WMN was investigated. Figure 3
shows how AMs with PLP or NN-based FE use MN or WMN with the NN-based
VAD. The baseline system was a NN-based AM that estimates posteriors from
PLP with mean normalization, delta and delta-delta coefficients. This system is
denoted as MN(PLP)+Δ+ΔΔ in Table 2. The second system was the baseline
system modified by WMN and by the NN-based VAD (see Figure 3). The NN-
based VAD had 1024 neurons in its hidden layer. This system is denoted as
WMN(PLP)+Δ+ΔΔ. In the next system, the NN-based FE and MN are used.
This system is denoted as MN(NN)+Δ+ΔΔ. The fourth system is the third
system modified by WMN and the NN-based VAD. This system is denoted as
WMN(NN)+Δ+ΔΔ. The results are shown in Table 2. This experiments shown
that methods such as MN can be applied beneficially. Also, strictly separated
training of the NN-based FE is not necessary. No significant difference between
MN and WMN was noticed.
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Fig. 3. An AM which uses PLP or NN-based FE with MN or WMN.

In the last experiment, a benefit of VN was investigated. In comparison
with MN/WMN that does not change delta coefficients, there are two different
possibilities how the delta coefficients could be computed. Because we did not
want to chose one way or double the number of investigated AMs, we simply
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Table 2. The recognition accuracies obtained when MN and delta coefficients were
employed.

System si dt5a (dev.) si dt5b (test)

MN(PLP)+Δ+ΔΔ 87.5% 86.5%

WMN(PLP)+Δ+ΔΔ 87.9% 86.4%

MN(NN)+Δ+ΔΔ 89.6% 89.6%

WMN(NN)+Δ+ΔΔ 89.9% 89.9%

use both ways. Moreover, MN/WMN could be applied or it could be omitted.
So, features with and without MN/WMN were both included in the resultant
features. Figure 4 shows how the resultant features were computed. Results were
computed for PLP and NN-based FE systems as in the previous experiment.
The results are in Table 3. The option “No” in the column “WMN” means that
MN was applied instead of WMN. These results significantly exceeded the results
in both previous experiments. Again, no significant difference between MN and
WMN was noticed. In contrary to this fact, using the NN-based FE increases
accuracy significantly not only in this experiment but also in both previous
experiments.
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Fig. 4. An AM which uses PLP or NN-based FE with VN and MN or WMN.

Table 3. The recognition accuracies obtained when MN, VN and delta coefficients
were employed.

Features Extraction Mean norm. si dt5a (dev.) si dt5b (test)

PLP MN 89.5% 88.7%

PLP WMN 89.8% 88.8%

NN MN 91.6% 90.9%

NN WMN 91.7% 90.9%
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6 Conclusion and Future Work

In this paper, the NN-based FEs for automatic speech recognition system were
investigated. We focused on combination of the NN-based FE and the NN/HMM
hybrids. Our experiments showed that the NN-based FE can sufficiently approx-
imate standard method such as PLP and it can lead to more accurate results
in speech recognition when a machine learning is simultaneously applied on
the NN-based FE and the NN-based AM. Moreover, this paper demonstrates
that methods mean or variance normalization and delta coefficients and even
an NN-based VAD can be utilized successfully in a NN-based AM.

In the future, some experiments described in this paper will be done for
context-dependent units. Also some NN-based speaker normalization or speaker
adaptation techniques will be integrated in the described system. Beside this
we are going to make some experiments with the NN-based FE in non-hybrid
speech recognition systems.

Acknowledgments. This research was supported by the Ministry of Culture Czech
Republic, project No.DF12P01OVV022.
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1. Grézl, F., Karafiát, M.: Semi-supervised bootstrapping approach for neural network
feature extractor training. In: ASRU, pp. 470–475. IEEE (2013)

2. Sainath, T.N., Kingsbury, B., Mohamed, A.R, Ramabhadran, B.: Learning filter
banks within a deep neural network framework. In: ASRU, pp. 297–302. IEEE
(2013)

3. Narayanan, A., Wang, D.: Ideal ratio mask estimation using deep neural networks
for robust speech recognition. In: 2013 IEEE International Conference on Acous-
tics, Speech and Signal Processing (ICASSP), pp. 7092–7096, May 2013

4. Fernandez Astudillo, R., Abad, A., Trancoso, I.: Accounting for the residual uncer-
tainty of multi-layer perceptron based features. In: 2014 IEEE International Con-
ference on Acoustics, Speech and Signal Processing (ICASSP), pp. 6859–6863, May
2014
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Abstract. This paper presents a pioneering work on building a Named
Entity Recognition system for the Mongolian language, with an agglu-
tinative morphology and a subject-object-verb word order. Our work
explores the fittest feature set from a wide range of features and a
method that refines machine learning approach using gazetteers with
approximate string matching, in an effort for robust handling of out-of-
vocabulary words. As well as we tried to apply various existing machine
learning methods and find optimal ensemble of classifiers based on
genetic algorithm. The classifiers uses different feature representations.
The resulting system constitutes the first-ever usable software package
for Mongolian NER, while our experimental evaluation will also serve as
a much-needed basis of comparison for further research.

Keywords: Mongolian named entity recognition · Genetic algorithm ·
Machine learning · String matching

1 Introduction

The volume of textual information made available every day exceeds by far the
human ability to understand and process it. As a consequence, automated infor-
mation extraction has become an essential and pervasive task in computing. One
particular component of such systems is Named Entity Recognition (NER) that
consists of identifying personal names, organization names, and location names
within sentences of natural language text. NER is an extensively researched
topic. However, In less-studied and resource lack languages such as Mongolian,
there is not enough research.

While the general problem of NER has been approached from widely vary-
ing perspectives, methods tend to follow 1) dictionary-based, 2) rule-based, 3)
stochastic machine learning-based approaches or 4) combinations of these. If
applied directly to text, these approaches are not considered robust as they
cannot tackle spelling mistakes, orthographic variations, or out-of-vocabulary
names, the latter being a very common phenomenon as the set of commonly used
c© Springer International Publishing Switzerland 2015
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named entities (people and things) is open and constantly evolving. It is in great
part for these reasons that statistical machine learning-based methods, based on
manually pre-annotated text corpora, have become the basis of most NER sys-
tems. State-of-the-art results have been obtained using Maximum Entropy [1],
Hidden Markov Models, Support Vector Machines [2], and Conditional Random
Fields [3].

However, for agglutinative languages such as Mongolian, supervised learning
methods tend to produce weaker results. This is due to the morphology, char-
acterized by an almost unbound number of word forms. As a result, machine
learning is hindered by frequent occurrences of word forms rarely or never seen
during training.

Ensembling several NER classifiers that each one is based on different fea-
ture representation and different classification approach improves general per-
formance accuracy [4] [5] [6]. This general improvement depends on a diversity
of classifiers that see the NER task from different aspects. However, explor-
ing the fittest-feature set and selecting appropriate classifier for constructing an
ensemble classifier are a difficult problem.

This paper describes what we believe to be the first serious attempt at design-
ing a supervised NER system for Mongolian. The system implements an ensem-
ble approach consisting of supervised machine learners with a corresponding
new annotated corpus, newly created gazetteers, as well as a simple rule-based
matcher. A genetic algorithm is applied to find optimal classifier ensemble. Fur-
thermore, to tackle the out-of-vocabulary word form problem, we took inspi-
ration from studies showing how approximate string distance metrics can be
used for robust name-matching tasks [7] [8], for taking into account inflectional
variations of names.

2 Mongolian Names

Mongolian is an agglutinative language that a word is inflected by rich suffix
chains in the verbal and nominal domains. It is often considered part of Altaic
language family that includes Turkic languages, Korean and Japanese. As Hun-
garian is also agglutinative, from a computational linguistic point of view very
similar problems need to be solved in the two languages [9].

Most personal names are compounds of two or more simple names or common
words (that can themselves serve as names). For example, (Ganbold)
joins two common nouns: (Gan-steel) and (Bold-alloy).

The full personal name is written in the reverse order with respect to the
Western convention: either a patronymic or a matronymic (roughly equivalent
to the surname) comes first and a given name (equivalent to the first name)
comes second. In general, the surname is inflected in a genitive case, depending
on vowel harmony and on several other morphological factors. Because of the
usage of patronymic/matronymic as surnames instead of distinct family names,
the order of the surname and the given name is never inversed. The full name also
consists of abbreviation of surname, which ends with period, and given name.
This is commonly used in newswire domain.
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In general, organization and location names are capitalized. For names of
international organizations, countries, councils, ministries and associations con-
sisting of several words, all of the words have to be capitalized. For other typical
multi-word names—such as industry branches, provinces, districts, scientific and
cultural organizations—the head word is capitalized and the others remain in
lowercase.

If a proper name of any kind is a composite of two names and the second
name starts with a vowel, a hyphen is placed between two names and the second
word is capitalized: (Baruun-Urt: city name).

Another feature that makes NER more difficult for Mongolian is the subject-
object-verb word order: boundaries between named entities are easy to miss
when the subject and the object are both proper names.

3 The NER System

A range of machine learning algorithms are successfully applied to the task of
NER. To effectively solve classification problem, we hypothesized that ensemble
of a diverse set of classifiers would benefit the performance, assuming different
methods lies in tackling the problem from different angles. Depending on the
various feature combinations, a classifier produces various results, too. Thus we
tried to find the most optimal combination of features sets using a brute force
method. The building blocks of our system are shown in Fig 1.

Fig. 1. Outline of building complex NER model. FSet: feature set that is a subset of
5 group feature sets; C: classifier that trained on particular subset.
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3.1 Preprocessing

From the point of NER, feature of context/trigger words and sentence position
is one of common clues to determine NEs. Thus we should involve a sentence
detector. The Mongolian proper name writing rules such as surname abbrevi-
ation and hyphenation is leading to consider one word as two or more tokens.
Further, we hope that tokenization before classification is more suitable for the
sequence of instance (feature vector of token) tracking algorithms (ME, SVM,
CRF, HMM). As well as part-of-speech (POS) tag is commonly used for a sta-
tistical NE classifier as a feature [10] [11].

3.2 Feature Generation

We experimented with a rich set of features, describing the characteristic of the
token with its context (a moving window of size five), many of which are used
in related works [5], [6], [12] and [9].

1. Orthographic properties of the word form: is first letter capitalized,
is entire word uppercased, is entire word lowercased, does it contain any
hyphen, does token only consist of punctuation marks, does token contain
at least one punctuation mark except hyphen and word length.

2. Word Shape: long pattern (maps all uppercase characters to ”X”, all low-
ercase ones to ”x”, and the rest to ” ”), and short pattern (consecutive char-
acter types are not repeated: ”X x”) and a symbolic feature outputting one
of following labels: allLowerCase, allCaps, firstCap, capPeriod, onlyDigit,
onlyPunct, hyphened or other.

3. Affix information: the first 4 characters of token and character 3-grams.
We validated 3-, 4- and 5-character prefixes one by one, the 4-character prefix
reaches best result, as well as 2-, 3- and 4-grams are tested, 3-gram gives the
best result.

4. Morphological and Contextual information: full part-of-speech (POS)
tag, high and low-level POS tag (with and without information about inflec-
tion, resp.), position in the sentence (start, mid or end) and is the word
between quotes.

5. Gazetteer information: if the token is included in one of the gazetteers,
it receives a feature containing the name of the category.

Feature Set Selection. To measure the strength of the above five groups of
features we trained all of classifiers, which we involved, for all possible sub set
of the five groups (31 models per classifier). Between 15 and 20 best performing
models achieved very similar results better than the others, in each classifier.
We used the top 5 models of each classifier, and then recombined the models in
a voting scheme.
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Grammar- and Edit Distance-Based Matching. To complement the sta-
tistical classifier by making use of existing Mongolian name resources, we imple-
mented a simple pattern-based and a gazetteer-based recognizer. The former is a
regex-based matcher using simple grammatical rules while the latter uses fuzzy
string matching on name lists.

A simple rule set representing an intentionally rough (and, by consequence,
easy-to-implement and fast-to-apply) grammatical model of Mongolian proper
names is created. The rules, given below, are optimized for recall rather than
precision, since their main purpose is to extract candidate named entities that
will be further verified using string distance metrics and gazetteers.

1. Personal name: a) capitalized word in genitive + capitalized word; b) capi-
talized word + period + capitalized word.

2. Organization name: a) sequence of capitalized words + organization designa-
tor (e.g., “Co. Ltd.”, “association”, and “company”);
b) capitalized word + sequence of lowercased words + organization designa-
tor; all-capital word (e.g., ).

3. Location name: a) capitalized word + location designator (e.g.,
“street”, “square”, “city”).

Edit Distance Metrics. In order to robustly match inflectional form or naming
variations, we validated using the main string similarity measures used in [7] and
[8]. A token based metrics are Levenshtein, Smith-Waterman (SW) [13] (gap cost
is 1, the mismatch cost is -1 and the match cost is 2 ), Jaro and Jaro-Winkler
(JW)[14]. The multi-token based metrics are Jaccard similarity, Fleggi-Shunter
[15], Monge-Elkan [16] and SoftTFIDF [7].

In [8], considering the declension paradigm of Polish, approved a basic and
time efficient metric based on the longest common prefix information, which
would intuitively perform well in the case of single-token names. We have been
inspired by this method and modified the declension paradigm to agglutinative
feature. It is defined as CPb = (|lcp(s, t)| + b)2/(|s| ∗ |t|). b is set to 0 . If s ends
in common suffix inflection such as “ ” (genitive case), “ ” (genitive case
+ locative case), b is set to 1.

3.3 Classifiers

For the statistical classifer, we used the ME (OpenNLP v1.5.3), CRF (CRF++
v0.53) and SVM (Yamcha v0.33).

3.4 Ensembling

A Genetic algorithm (GA) [17] is a search method of an optimal solution, inspired
by biological evaluation processes.

In our experiments, the genome for optimal ensembles from a set of n = 15
classifiers (5 models for each 3 classifiers), can be a binary string of length n, in
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which every bit represents a classifier. A bit value 1 means the classifier is selected
and 0 is vice versa. For instance the chromosome 101010101010101 represents
an ensemble in which every first classifier is used. Our implementation follows
specific parameters and methods described in [6] and [5].

To combine the outputs of classifiers we use majority voting mechanism. We
implemented and tested the following decision function: each classifier’s output
tag votes for a NE class for each token, and the tag that has highest score wins.

4 Resource Building

We manually annotated a Mongolian POS-tagged corpus [11] from the Newswire
domain with NE tags. The corpus consists of 310 articles, about 277,000 tokens,
14,837 sentences, 4,382 personal names, 4,932 location names, and 3,366 orga-
nization names.

This corpus is equivalently created to English corpora used on the CoNLL02
and CoNLL03 conferences, in format, annotation style and the number of NEs.

To guarantee the accuracy of tagging we set up a three-stage annotation
procedure: first, linguists manually labeled the corpus with NE tags using clearly
established guidelines; secondly, a reviewer validated the annotations, and finally,
the linguist and reviewer discussed borderline cases. The agreement of linguist
and reviewer F-measure was 98.56% (using conlleval script).

For gazetteers, we had access to a free-to-use 170,000-entry list of Mongolian
personal names and to a 80,000-entry list of Mongolian company names.

For locations, we used Geonames.org that contains 4,151 names of moun-
tains, rivers, landmarks, and localities of Mongolia. However, these names were
in various Latin transcriptions because of crowdsourcing; we therefore had to
convert 2,410 names from Latin transcriptions to Mongolian Cyrillic. We also
extracted about 3,500 location names from Wikipedia.

5 Experimental Results and Discussion

A randomly selected 10% segment of the NE corpus was used as a test set
and rest of 90% was used as a training set. We used the CoNLL03 evaluation
methodology [10].

5.1 Results in Edit Distance Functions

To validate efficiency of each string distance metrics, we compared 4,382 real-
world names of the corpus to the non-inflected 176,343 person names (com-
parison pairs are 770 million). Table 1 shows results for each metrics that we
involved. The SW based metrics achieved the best recall score, whereas Leven-
shtein was the worst metric. However, the SW based metrics matched irrelevant
pairs. For example, “ ” ( (person name) + (ablative case))
is matched to “ ” and scored those as 1.0. The JW and the combination of
Monge-Elkan with JW achieved the best F1-score 94.1% and 91.6%. We therefore
chose it as default string matching method.
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Table 1. The experimental results for edit distance metrics.

Metrics Pre Re F1 Metrics Pre Re F1

On a token On multiple tokens

Levenshtein 73.4 71.9 72.6 MEl & SW 82.4 94.7 88.1

SmithWaterman (SW) 85.1 97.5 90.8 MEl & JW 89.3 93.8 91.6

Jaro 93.2 88.9 90.1 Jaccard & DM 79.3 67.5 72.9

JaroWinkler (JW) 95.5 92.8 94.1 Fleggi-Shunter 75.6 70.1 72.7

Common prefix 84.5 83.1 83.8 SoftTFIDF & JW 92.2 90.2 91.2

SoftTFIDF & SW 86.8 94.8 90.6

5.2 Results in Feature Selection Experiments

We built 31 models for each 3 classifier methods (totally 93) from the avail-
able NE features. Table 2 presents the top 15 models that achieved the best
F-measure for each classifier. The best individual classifier shows F-measure
values 86.94%. One interesting thing is that ME reached its best performance
without orthographic feature. The gazetteer feature was frequently involved in
the best performing classifiers. The first observation that can be made about
applying gazette feature with robust string matching method is its good impact
to the fine grained classifier. It can be also observed that CRF achieves the
best-performance for the Mongolian NER task.

5.3 Results in the Classifier Ensemble

We tested the ensemble of different classifiers that are trained using one kind of
classification method and 5 different feature set. As shown in Table 3, the scores
of the ensemble of the best 5 models of ME, the F-measure is decreased by
0.97% from best individual ME. For CRF ensemble; the F-measure is improved
by 0.42%. Finally, for it also decreased from best individual performance. We
gathered the optimal genome 00001 10011 11111. The first 5 bits represents
the ME classifiers, ordered per the best F1-accuracy rank (according to Table
2), followed by 5 CRFs and 5 SVMs. The optimal ensemble reached to 90.59%
precision, 85.88% recall and 88.17% F1 score.

Table 2. The top five feature sets for each classifier.

ME CRF SVM

Fgroups F1 Fgroups F1 Fgroups F1

2,4,5 83.69 1,2,3,4,5 86.94 1,2,3,4,5 86.66

2,4 83.04 1,3,4,5 86.91 1,2,3,4 86.57

1,2,4 82.92 1,2,3,4 86.75 1,3,4 86.56

1,2,4,5 82.82 2,3,4,5 86.75 2,3,4 86.16

1,2,3,4 82.81 2,3,4 86.62 1,2,4,5 86.11
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Table 3. Result of ensemble on feature set.

Classifier Pre Re F1

Ensemble of MEs 88.86 77.38 82.72

Ensemble of CRFs 90.83 84.14 87.36

Ensemble of SVMs 88.19 84.75 86.43

We seriously tried to apply existing machine learning and string matching
methods into NER, as well as created the NER corpus and gazettee for Mon-
golian language. The experimental results confirm that genetic algorithm can
be successfully applied to the task of finding a classifier ensemble that outper-
forms the best individual classifier and simple ensemble method. However, the
performance improvement measured in our experiments is not satisfactory, since
running many classifiers that are trained on different feature sets took more CPU
time than one classifier.

We nevertheless consider these as promising first results, especially taking
into account the difficulties of Mongolian grammar. They will also be useful as
a quantitative basis for comparison for further research in Mongolian NER.
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Abstract. The main focus of this paper is the examination of semantic
modelling in the context of automatic document summarization and its
evaluation. The main area of our research is extractive summarization,
more specifically, contrastive opinion summarization. And as it is with all
summarization tasks, the evaluation of their performance is a challeng-
ing problem on its own. Nowadays, the most commonly used evaluation
technique is ROUGE (Recall-Oriented Understudy for Gisting Evalua-
tion). It includes measures (such as the count of overlapping n-grams
or word sequences) for automatically determining the quality of sum-
maries by comparing them to ideal human-made summaries. However,
these measures do not take into account the semantics of words and thus,
for example, synonyms are not treated as equal. We explore this issue
by experimenting with various language models, examining their perfor-
mance in the task of computing document similarity. In particular, we
chose four semantic models (LSA, LDA, Word2Vec and Doc2Vec) and
one frequency-based model (TfIdf), for extracting document features.
The experiments were then performed on our custom dataset and the
results of each model are then compared to the similarity values assessed
by human annotators. We also compare these values with the ROUGE
scores and observe the correlations between them. The aim of our exper-
iments is to find a model, which can best imitate a human estimate of
document similarity.

Keywords: Contrastive opinion summarization · Summarization
evaluation · ROUGE · Semantic models · TfIdf · LSA · LDA ·
Word2Vec · Doc2Vec · Document similarity

1 Introduction

In recent years, with rapid growth of information available online, the research
area of automatic summarization has been attracting very much attention. Auto-
matic document summarization aims to transform an input text into a condensed
form, in order to present the most important information to the user. Summa-
rization is a very challenging problem, because the algorithm needs to understand
the text and this requires some form of semantic analysis and grouping of the
c© Springer International Publishing Switzerland 2015
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content using world knowledge. Therefore, attempts at performing true abstrac-
tion (generating the summary from scratch) have not been very successful so
far. Fortunately, an approximation called extraction exists and is more feasible
for the vast majority of current summarization systems, which simply need to
identify the most important passages of the text to produce an extract. The
output text is often not coherent but the reader can still form an opinion of the
original content.

A very challenging problem, which arises, is the evaluation of summarization
quality. There are dozens of possible ways for the evaluation of summarization
systems, and these methods can be classified basically into two categories [1].
Extrinsic techniques judge the summary quality on the basis of how helpful
summaries are for a given task, such as classification or searching. On the other
hand, intrinsic evaluation is directly based on analysis of the summary, which
can involve a comparison with the source document, measuring how many main
ideas from it are covered by the summary, or with an abstract written by a
human.

Recently, one particular method has become very popular for the evalua-
tion of automatic summarization. ROUGE [2] (Recall-Oriented Understudy for
Gisting Evaluation) includes measures for automatically determining the qual-
ity of system summaries by comparing them to ideal human-made summaries.
These measures count the number of overlapping units such as n-grams, word
sequences, or word pairs between the system summary and the ideal summaries
created by humans.

Since the evaluation of automatic summarization is based on a comparison
between the system summary and a human-made one, we wondered if it is possi-
ble to utilize other NLP (Natural Language Processing) methods for evaluating
the system summaries. In this paper, we examine some of the most popular NLP
models and their performances in the task of assessing document similarity.

This paper firstly describes, what data we used for evaluating these models
and how we annotated them. Then, we describe the models which we used in
our experiments, each in its own section. Lastly, we provide the results and
performances of chosen models in computing document similarities, and their
comparison to human annotators.

2 Dataset

Our current research is focused on a specific variation of automatic summariza-
tion: contrastive opinion summarization. The main goal is to analyze the input
documents, in our case restaurant reviews, and construct two summaries, one
depicting the most important positive information and the other providing nega-
tive information. For this task, we constructed a collection from czech restaurant
reviews downloaded from www.fajnsmekr.cz, in total of 6008 reviews for 1242
restaurants. For human annotation, however, this is too much, so we manually
selected 50 restaurants, each with several reviews, so that their combined length
is at least 1000 words. Three annotators then independently created two sum-
maries for each restaurant, each with approximately 100 words.
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This collection of gold summaries can already be used for evaluating our
system summaries using the ROUGE metrics. However, we wondered, whether
any other method could be utilized for this task, so we enhanced our collection
in such a way, that it can be used for experimenting with document similarity.
The main idea is to utilize the manually created summaries for finding the best
algorithm for summarization evaluation. We will be investigating the similarity
between those gold summaries the same way as if we were comparing the system
summaries with the human-made ones. The process of additional annotation of
our collection is described in the following subsection.

2.1 Data Annotation

We presented three annotators with 150 pairs of summaries, three positive sum-
maries for each of the 50 restaurants. Each annotator was asked to assign a
similarity score between them. The most obvious problem here is, how a human
can come up with such a value after reading the texts. We devised a process of
acquiring this score based on SCUs (Summary Content Units) used in the so
called Pyramid evaluation [3] and combined it with a technique of annotation
used in [4].

We asked our annotators to find pairs of facts which can be assigned the
highest possible similarity score, according to our scale. Some can be pretty
straightforward, such as those that praise the quality of service or food (assigned
a value between 4 to 2), but other facts, that are missing or redundant in any
of the summaries would be assigned with 0 or 1. These values are then averaged
and thus the final score is assigned to the summary pair.

4 - Completely equivalent
3 - Mostly equivalent, differs in unimportant details
2 - Roughly equivalent, discussing the same topic, but important information
differs
1 - Not equivalent, but roughly discussing a similar topic
0 - Different topics

3 Examined Language Models

In order to algorithmically perform a comparison of two documents, it is nec-
essary to transform the original documents (plain text) into a representation,
which a computer can understand, i.e a vector of features. The main prob-
lem is, what type of features to use. It is worth noting, that a common step
for all models mentioned here is a preprocessing step, where the input string
is tokenized into words and each word is lemmatized. The result is a set of
terms corresponding to the input document. These terms can be used in several
ways for constructing a model of the document. Among some of the more basic
models are:
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– Boolean model - equals to 1 if a term t occurs in document d and 0 otherwise
– Term frequency tf(t, d) - raw number of times that term t is in the document
– Logarithmically scaled term frequency log(tf(t, d) + 1)
– Augmented frequency - to prevent a bias towards longer documents, e.g.

raw frequency divided by the maximum raw frequency of any term in the
document

Besides those, there are more, however we decided to utilize only the most
widely used and recognized models. In addition, we added to our experiments
two relatively new ones, which are lately gaining much popularity (Word2Vec
and Doc2Vec). Models used in our experiments are TfIdf, LSA, LDA, Word2Vec,
Doc2Vec, and each one is briefly described in the following sections.

There is also the possibility of utilizing external linguistic resources, such as
WordNet [5], for processing synonyms or other semantic information. However,
our intention is to minimize the dependency of our methods on any language-
specific tool. Also, we found a variety of colloquial expressions, which are not
present in WordNet, and thus we decided not to use any such tool.

We should note beforehand, that (if not specified otherwise) the similarity
score for each pair of documents is computed as the cosine similarity between
two feature vectors v1 and v2:

sim(v1, v2) =
∑m

i=1 v1[i] ∗ v2[i]
√∑n

i=1 v1[i]2 ∗ √∑n
i=1 v2[i]2

, (1)

3.1 TfIdf

The TfIdf (Term frequency - Inverse document frequency) weight of a term is a
statistical measure used to evaluate how important a word is to a document in
a collection or a corpus. Its importance increases proportionally to the number
of times the term appears in the document, but is offset by its frequency in the
corpus. The TfIdf weight of a term is a product of its frequency tf(t, s) and
inverse document frequency:

idf (t,D) = log
N

|d ∈ D : t ∈ d| , (2)

where D is the document set, N is the size of set D and |d ∈ D : t ∈ s| is the
number of documents from D where the term t appears. The final value is then
computed as:

tfidf (t, d,D) = tf(t, d) · idf(t,D). (3)

3.2 LSA

Latent Semantic Analysis (LSA) [6], also known as Latent Semantic Indexing
(LSI), is a method for extracting and representing the contextual meaning of
words by statistical computations performed on a corpus of documents. The
underlying idea is that the totality of information about all the word contexts, in
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which a given word does and does not appear, provides a set of mutual constraints
that largely determines the similarity of meaning of words. The adequacy of
LSA’s reflection of human knowledge has been established in a variety of ways.

The creation of an LSA model starts with building a m × n matrix A, where
n is the number of documents in the corpus and m is the total number of terms
that appear in all documents. Each column of A represents a document d and
each row represents term t.

There are several methods on how to compute the elements atd of matrix A
representing term frequencies, and among the most common are: Term frequency,
TfIdf or Entropy. In our experiments, we present only models based on TfIdf,
because they provided the best results.

With the matrix A built, LSA applies Singular Value Decomposition (SVD),
which is defined as A = UΣV T , where U = [uij ] is an m × n matrix and its
column vectors are called left singular vectors. Σ is a square diagonal n × n
matrix and contains the singular values. V T = [vij ] is an n × n matrix and its
columns are called right singular vectors. This decomposition provides latent
semantic structure of the input documents, which means, that it provides a
decomposition of documents into n linearly independent vectors, which represent
the main topics of the documents. If a specific combination of terms is often
present within the document set, it is represented by one of the singular vectors.

3.3 LDA

Latent Dirichlet Allocation (LDA) [7] can be basically viewed as a model which
breaks down the collection of documents into topics by representing the docu-
ment as a mixture of topics with their probability distributions. The topics are
represented as a mixture of words with a probability representing the importance
of the word for each topic.

Since LDA provides probability distributions of topics, it is possible to use
statistical measures for quantifying the similarity between two documents. There
are many such measures, like KL-divergence, Hellinger distance or Wasserstein
metric to name just a few. In our experiments, we chose to use the Hellinger dis-
tance (further denoted as LDA-h in the results) along with the cosine similarity
to see, how those methods differ.

3.4 Word2Vec

Briefly, Word2vec is a two-layer neural net published by Google in 2013. It
implements continuous bag-of-words and skip-gram architectures for computing
vector representations of words, including their context. The skip-gram repre-
sentation popularized by Mikolov [8], [9], [10] has proven to be more accurate
than other models due to the more generalizable contexts generated. The output
of Word2Vec is a vocabulary of words, which appear in the original document,
along with their vector representations in an n-dimensional vector space. Related
words and/or groups of words appear next to each other in this space.
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Since Word2Vec provides vector representations only for words, we need to
combine them in some way to get a representation of the whole document. This
can be done by averaging all the word vectors for the given document, and thus
creating just one document vector, which can be compared to another by cosine
similarity (model designated as ‘Word2Vec’). We also experimented with an
n-gram analogy (denoted as ‘W2V-pn’), i.e. combining word vectors for phrases
with n words and then computing similarities between these phrase-vectors from
both input documents.

In our experiments, we utilized the Word2Vec implementation (as well as
Doc2Vec) in Python, called gensim, by Radim Řeh̊uřek [11].

3.5 Doc2Vec

Googles Word2Vec project has created lots of interests in the text mining com-
munity. It provides high quality word vectors, however there is still no clear way
to combine them into a high quality document vector. Doc2vec (Paragraph2Vec)
modifies the Word2Vec model into unsupervised learning of continuous repre-
sentations for larger blocks of text, such as sentences, paragraphs or entire doc-
uments. In [12], an algorithm called Paragraph Vector is used on the IMDB
dataset to produce some of the most state-of-the-art results to date. In part, it
performs better than other approaches, because vector averaging or clustering
lose the order of words, whereas Paragraph Vectors preserve this information.
Because of this, we also experimented with an n-gram analogy, i.e. computing
Paragraph Vectors for phrases of length n and then comparing those phrases
from both input document. The original model, which computes vectors for the
whole documents is denoted as ‘Doc2Vec’ and the n-gram analogies are denoted
as ‘D2V-pn’.

4 Evaluation

As was described in section 2.1, we manually annotated 150 pairs of summaries
with their similarity score, resulting in a total 450 human-made assumptions.
Our main goal is to find such a model, that would provide the best correlation
with human intuition. The annotated scores are based on a score scale with
values ranging between 0 to 4, however in all the following texts and figures,
they are converted into a 0-1 scale in order to be comparable with the models’
scores. The average Pearson correlation coefficient between annotators is 0.8988.

Our results regarding the performance on document similarity assessment
show, that the tested models can be basically divided into two groups:

1. models with no apparent correlation with human ratings
2. models showing significant correlation

The first group contains models: TfIdf, LSA, LDA and LDA-h. Figure 1 shows
all these models in comparison to the averaged human-made values (dashed line).
It is clear, that these models do not show any significant correlation, see Table 1
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for exact values. This behaviour is most likely caused by the models’ tendency
to over-generalize the features, and by the fact, that they all work on the bag-
of-words basis, effectively disregarding the word order. The Figure 1 shows, that
these models compute very high values in all cases and do not provide scores
from the full scale between 0 to 1, as are the human-made scores.

Fig. 1. Correlations of TfIdf, LSA, LDA and LDA-h models with average annotator
scores (dashed line).

The second group of models contains: Word2Vec, Doc2Vec and their varia-
tions. These models show higher values of Pearson correlation with annotated
data, see Table 1. Although Word2Vec does not show a very high correlation
value (0.4009), it is apparent that it is able to capture a more sophisticated
document structure. The same applies to Doc2Vec. Its base correlation (0.5523)
with average annotated data shows, that its ability to take the word order into
account provides a better document latent structure.

An interesting observation is, that methods comparing phrase-vectors (3.4)
show a significant improvement over the base models. The best being W2V-p2
(0.4626) and D2V-p2 (0.6614).

Fig. 2. Correlations of Word2Vec (higher values) and Doc2Vec models with average
annotator scores (dashed line).

The last set of results was obtained using the ROUGE measures: ROUGE-
1, ROUGE-2 and ROUGE-SU4. These measures are nowadays frequently used
for summarization evaluation. From Figure 3 and Table 1 is apparent that these
metrics provide the best overall correlations with annotated data, where the best
one is 0.7276 for ROUGE-1.
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Fig. 3. Correlations of ROUGE metrics with average annotator scores.

Table 1. Pearson correlations between models and annotators. The ‘avg’ model score
is computed against averaged scores from annotators.

TfIdf LSA LDA LDA-h Word2Vec Doc2Vec ROUGE-1 ROUGE-2 ROUGE-SU4

a1 0.0430 0.0249 0.0890 0.0601 0.4111 0.4289 0.6376 0.5503 0.5237
a2 0.1152 0.0582 0.1651 0.1133 0.3777 0.5380 0.7248 0.6083 0.5814
a3 0.1287 0.0675 0.1678 0.1091 0.2742 0.5031 0.5633 0.5460 0.5271

avg 0.1103 0.0580 0.1613 0.1077 0.4009 0.5523 0.7276 0.6481 0.6209

W2V-p1 W2V-p2 W2V-p3 W2V-p4 W2V-p5 D2V-p1 D2V-p2 D2V-p3 D2V-p4 D2V-p5

a1 0.3823 0.4042 0.3875 0.3912 0.3925 0.5491 0.5760 0.5330 0.5027 0.4759
a2 0.4623 0.4821 0.4707 0.4736 0.4785 0.6285 0.6585 0.6122 0.5724 0.5474
a3 0.3276 0.3430 0.3357 0.3361 0.3523 0.4368 0.5155 0.5195 0.4943 0.4859

avg 0.4410 0.4626 0.4493 0.4519 0.4420 0.6071 0.6614 0.6311 0.5954 0.5735

5 Conclusion

We explored performances of five language models (plus their variants) for com-
puting document similarity. We aimed to find a model, which would best imitate
the human estimates and, if successful, we could use this model for evaluation
of automatic summarization along with the ROUGE measures. The best model
proved to be the Doc2Vec (specifically D2V-p2) with score 0.6614. However,
the best overall score was provided by the ROUGE-1 metric (0.7276), showing
us, that there is still more research needed for semantic models to be able to
outperform today’s standard measures. Nevertheless, the Doc2Vec model shows
promising results and we intend to conduct more experiments in this area.
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Abstract. The events in natural language texts and the detection and
analysis of the semantic relationships or semantic roles of these events
play an important role in several natural language processing (NLP)
applications such as summarization and question answering. In this study
we introduce a machine learning-based approach that can automatically
label semantic roles in Hungarian texts by applying a dependency parser.
In our study we dealt with the areas of purchases of companies and news
from stock markets. For the tasks we applied binary classifiers based
on rich feature sets. In this study we introduce new methods for this
application area. According to our best knowledge, this is the first result
for automatic labeling of semantic roles with a dependency parser in
Hungarian texts, for domain specific roles. Having evaluated them on
test databases, our algorithms achieve competitive results as compared
to the current English results.

Keywords: Information extraction · Event detection · Semantic role
labeling

1 Introduction

One of the main tasks of Information extraction besides named entity detection
is event detection [8]. Finding and analyzing events in a text, the way they
relate to each other in time, is crucial to extracting a more complete picture
of the contents of a text. Besides event detection, the labeling of the semantic
relations of these events is an important task (Semantic Role Labeling, SRL).
The detection of the events and their semantic roles can be utilized in several
fields of natural language processing, for example, in the fields of summarization,
machine translation and question answering.

In this paper we deal with semantic role labeling. This means the identifi-
cation of semantic relations within a semantic frame. A frame is a schematic
representation of situations involving various participants, props, and other
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conceptual roles. In our study we dealt with the frames of purchases of com-
panies and news from stock markets.

Semantic role labeling is one of the most progressive areas in natural lan-
guage processing (NLP) nowadays. For English texts constituency-based syntac-
tic parsers are used for preprocessing, because English language is strongly con-
figurational, where most of the sentence level syntactical information is expressed
by word order. Conversely, Hungarian is a morphologically rich language with
free word order. Dependency parsers are very useful for morphologically rich
languages with free word order, like Hungarian, because they facilitate the con-
nection of non-neighboring but coherent words. Therefore, we used a dependency
parser for our Hungarian texts.

In the simplest cases but not always, the roles were the syntactic relation-
ships of the target word. Often, the sought-after role was located far from the
target word in the dependency tree, many times in the other part of the sen-
tence. In some other cases, at the position expected on the basis of the syntactic
relationship we did not find the sought-after role. This was, quite often, due to
the fault of the syntactic parser, so we had to find the roles farther away from
the target word in the tree and to filter the closer, false positive candidates.

2 Related Work

Initially, SRL research focused solely on verbs, the verbs were examined inde-
pendently, and general roles were being looked for (e.g. Agent, Patient, and
Instrument). The texts of the PropBank corpus [11] were used, in which selected
verbs and associated semantic roles are annotated for English texts. CoNLL-2004
and CoNLL-2005 Shared Tasks dealt with this subject [2].

Later, the verbs were not examined independently any more but were grouped
into thematic categories (frames). Besides the general roles, domain-dependent
roles were investigated. For this tasks the texts of the FrameNet corpus were
used, in which semantic roles are annotated for English texts. These also deal
with verbs primarily but look for nonverbal target words too. An important
basic study was made by D. Gildea and D. Jurafsky [7] in the SRL theme. The
Senseval-3 task [9] and the ACE program [1], besides other NLP tasks, were also
concerned with the SRL theme.

Some studies for semantic role labeling for Hungarian language have already
been created. Farkas et al. [5] used a rule-based method for semantic role label-
ing. We applied a machine learning method for the same problem. In contrast
with the rule based method, the machine learning method doesn’t require so
many resources and preprocessing, and can be applied automatically also for
other domains. Ehmann et al. [4] look for only two general roles (Agent, Patient)
in Hungarian psychological texts for semantic role labeling. We have labeled not
only the two most frequent general roles but more domain-dependent roles too.
We investigated five roles for the company purchase frame and eight roles for the
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news from stock markets frame. We looked for roles of only verbal and infiniti-
val target words. In our system we applied the Hungarian WordNet [10] for the
semantic characterization of the examined words. Since several meanings may
belong to one word form in the WordNet, we performed word sense disambigua-
tion (WSD) between the particular senses with the Lesk algorithm. [8]

Subecz et al. [13] also analyzed texts with a dependency parser for semantic
role labeling for Hungarian texts but their methods and results were simpler,
not very well worked-out, and were published only in Hungarian. For English
texts constituency-based syntactic parsers are used usually. For Hungarian texts
we used a dependency parser. According to our best knowledge, ours is the first
result for semantic role labeling with a dependency parser for domain-specific
rules for Hungarian texts which is published in English.

3 Semantic Frames and Semantic Roles

Nowadays many information extraction systems work with domain specific
frames. It is practical to investigate the events of one domain within one frame
since the same roles belong to each event that we grouped into one frame. If
target words are processed independently, we can only work with fewer train-
ing data. Grouping the target words within frames significantly decreases this
problem since the training data of more target words are cumulative.

We looked for roles for verbal and infinitival target words. In the first part
of our study we dealt with the frame of purchases of companies. The following
target word lemmas were examined in the given frame: ad (give), árul (sell),
bekebelez (incorporate), beruház (invest), elad (sale), értékeśıt (market), gyaraṕıt
(thrive), kap (receive), kereskedik (trade), szerez (get), vásárol (purchase), vesz
(buy). For the target words the next roles were looked for: Vevő (Customer),
Eladó (Seller), Árúcikk (Item), Ár (Price), Dátum (Date).

Next we tested our model on the news from the stock markets domain. The
follow-ing target word lemmas were examined: befejez (end), csökken (slip),
csúszik (slide), emelkedik (advance), esik (drop), gyengül (decline), kezd (begin),
növel (increase), nő (grow), nyer (gain), nyit (open), szerez (earn), ugrik (jump),
változik (change), vesźıt (lose), zár (close). For the target words the following
roles were looked for: Instrumentum (Instrument), Ár (Price), Elmozdulás-irány
(Shift-direction), Elmozduls-érték (Shift-value), Piac (Market), Dátum (Date),
Idő (Time), Mennyiség (Volume).

We performed the most measurements on the purchases of companies
domain. Only the basic configurations were used to test our model on the news
from the stock markets domain.

Examples for the roles in the two domains: In the examples target words are
highlighted in bold and roles can be found in [square bracket]. Types of the
given roles are indicated in subscripts.
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According to the examples, a role often consists of several words and the
sentences don’t usually contain all the roles.

4 Corpus, Programs

To test our application we applied that version of the short news section of
Szeged Corpus [3], where semantic roles are annotated. 1000-1000 sentences of
this corpus were used for the two domains. We used 10-fold cross-validation for
training and evaluation.

We applied binary classification for the problems. For this the C4.5 Decision
Tree classifier of the Mallet machine learning package1 was used. For linguistic
preprocessing segmentation, morphological analysis, POS-tagging and depen-
dency parsing we applied the Magyarlanc 2.0 program package [14].

4.1 The Syntactic Parse Tree

Sentences make up a dependency tree on the basis of the syntactic relations
between words. The tree’s topmost element is the Root. The sentence’s words are
in the tree’s nodes, the syntactic relationships between the words are represented
by the branches. If the role consists of several words, then these words compose
a sub-tree within the main tree. The sub-tree is attached to the main tree by its
head word. The closer the headword is to the target word in the parse-tree or
the sentence, the greater the possibility of identifying the role is.

The semantic role doesn’t follow from the type of syntactic relationship. So,
be-sides the syntactic relations several other features should be investigated in
the sentence. The task is complicated by the fact that the syntactic parser also
makes mistakes, so these mistakes and the false decisions made on the basis of
these mistakes also appear in our results. We would have got better results if
our texts had been hand-annotated.
1 http://mallet.cs.umass.edu/

http://mallet.cs.umass.edu/
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5 Classification

The target word was given for each input sentence. The task was to lookup the
given role. The candidates in classification were the nodes of the dependency
tree. One node in the sentence is the head word of the requested role. These are
the true cases in classification; the other nodes are the false cases. The classifier
labels the requested role in the given sentence. We didn’t give the classifier the
information whether the sentence contains the particular role or not. We applied
rigid rules in evaluation: only that decision was accepted which labels exactly
the annotated node. Neither the trees that contain this node, nor the sub-trees
of this node were accepted as positive decision. We would get better results if
we applied more flexible rules.

5.1 Feature Set

We assigned features for the candidates on the training and evaluation set. We
used the common features of the SRL tasks [7] too. Besides them our feature
set was extended with new ones. The new features were selected according to
the characteristics of the Hungarian language. To do this, we also applied the
dependency tree, the relationship of the candidate and the target word in the
dependency tree because it’s often an important attribute of the roles.

The following features were defined for each event candidate:
Surface features: Bigrams and Trigrams: The character bigrams and tri-

grams of the end of the examined words. Position: simply indicates whether
the constituent to be labeled occurs before or after the predicate. Distance-in-
sentence: The distance between the candidate and target in the sentence.

Morphological features: Since the Hungarian language has rich morphol-
ogy, several morphology-based features were defined. We defined the MSD codes
(morpho-logical coding system) of the event candidates using the following mor-
phological features: type, mood, case, tense, person of possessor, number, defi-
niteness. The following features were also defined: POS-code, Lemma: the POS
code and lemma of the candidate and the target.

Dependency tree features-1: These features are usually applied for SRL
tasks [7]. The relationship of the candidate and the target in the dependency
tree was investigated. POS-code-path: the POS codes of the nodes between the
candidate and the target were recorded sequentially. We also indicated the up
or down direction of the particular connection in the dependency tree. Example:
C↑S↑V↑C↑V↑V↓V↓N↓N↓A. The-POS-code-of-the governing-category : The POS
code of the topmost node in the path between the candidate and the target.
Direct-syntactic-relationship: The type of the syntactic relationship between the
candidate and target, if exist.

Dependency tree features-2: These new features were designed on the
basis of the dependency tree and were fine-tuned in accordance with the char-
acteristics of Hungarian language. Distance-in-dependency-tree: The number of
nodes between the candidate and target. Lemma-path: Just as in the case of
the POS-code-path feature but the lemmas of the node between the candidate
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and the target were recorded sequentially. Example: Budapesti↑Értéktőzsde↑
honlap↑közöl↓megvásárol (Budapest↑Exchange↑website↑announce↓purchase).
Syntactic-relationship-path: similarly to the previous one, the syntactic relation-
ships between the nodes were recorded on the path from the candidate to the
target. Example: ↑COORD↑SUBJ↓ATT↓INF↓OBJ↓ATT. Named-entity-under-
candidate: indicates whether the candidate or the candidate’s sub-tree contains a
named entity. Some roles usually contain named entities. Named-entity-distance:
the distance between the named entity and the candidate in the candidate’s
sub-tree, if exist. Lemma-above-candidate: the lemma of the node above the
candidate.

Bag of words features: We applied the following methods, which are new
com-pared to the previous studies. These features were also designed on the basis
of the dependency tree and were fine-tuned in accordance with the characteris-
tics of Hungarian language. Candidate-sub-tree-lemmas-average: Each candidate
designates a sub-tree. This feature characterizes not only the headword but also
the other words of the sub-tree. The lemmas of the sub-tree were investigated
with the bag of words model. First, the probability of the particular lemma that
belongs to the sub-tree of a positive candidate was calculated for each lemma in
the training set. Second, the average of the previous probabilities that belong to
the lemmas of candidate’s sub-tree was calculated for the particular candidate.
With this average, the lemmas of the candidate’s sub-tree are well characterized
as bag of words. Candidate-sub-tree-lemmas-max : Similar to the previous fea-
ture but here, instead of the average, the largest probability was selected from
the probabilities that belong to the lemmas of candidate’s sub-tree. This feature
helps to recognize the most significant word of the candidate’s sub-tree since the
sub-trees of the positive candidates often have a significant word that usually
belongs to the sub-trees of other positive candidates. Lemma-path-BagOfWords-
average and Lemma-path-BagOfWords-max : Similar to the Lemma-path feature,
but the Lemma-path feature characterizes the lemmas between the candidate
and the target with a fixed lemma sequence, so it strongly depends on the
sequence of the lemmas. It treats two sequences of lemmas as different even
if they differ only in one element. It’s only suitable for recognizing identical
Lemma-paths. In the case of the feature defined actually the lemmas were char-
acterized with bag of words, which is independent of the lemma sequence so it
also indicates the similarities of the paths. Similarly to the Candidate-sub-tree-
lemmas-average and the Candidate-sub-tree-lemmas-max features we created
the bag-of-words-average and the bag-of-words-max features for the lemmas of
the Lemma-path. InSentence-environment-N-lemmas-BagOfWords-average and
InSentence-environment-N-lemmas-BagOfWords-max : In the sentence, the N-
distance lemma environment of the candidate was characterized with bag of
words in the cases of N=3 and N=5. Similarly to the previous features, we
created the bag-of-words-average and the bag-of-words-max features for this N-
distance lemma environment.

WordNet features: These new features were also designed on the basis of
the dependency tree and the Hungarian WordNet [10], and were fine-tuned in
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accordance with the characteristics of Hungarian language. The semantic rela-
tions of the Word-Net hypernym hierarchy were used. We applied the following
method, which is new compared to the previous studies. Candidate-WordNet-
BagOfWords-average and Candidate-WordNet-BagOfWords-max : With bag of
words model we collected the synsets above the lemma in the WordNet hierar-
chy for all lemmas of the candidate’s sub-tree in the training set. Since several
meanings may belong to a word form in the WordNet, we performed word sense
disambiguation (WSD) between the particular senses with the Lesk algorithm.
[8]: Synsets in the WordNet contain definition and illustrative sentences. In the
case of polysemic event candidates, we counted how many words from the syn-
tactic environment of the event candidate can be found in the definition and
illustrative sentences of the particular WordNet synset (neglecting stop words).
That sense was chosen which contained the highest number of common words.
After disambiguation we counted the probability of the particular synset to
belong to a positive candidate for all the synsets collected from the training
set. Based on this, all these synsets were characterized with a probability. Sim-
ilarly to the Bag of words features: all candidates were characterized with the
BagOfWords-average and the BagOfWords-max features.

5.2 Using the Probabilities of the Base Features

The features for the candidates were selected using two main methods. In the
first method we used the base features introduced in the previous section. In the
second method, instead of the base features, we applied probabilities calculated
from the base features. In the case of each feature instance, we calculated on the
basis of the training set how many times it occurred and how many times the
candidate was positive. For example, if the Candidate-lemma = Corp. instance
occurs in 11 cases, and in 7 cases it belongs to a positive candidate, then the
probability is 0.64. In this case, we didn’t give the base feature to the classifier,
but instead we used its probability. In the previous example: Candidate-lemma-
probability = 0.64. With this method the size of the classifier’s vector space and
thus the running time were significantly reduced. It was useful in the development
phase. In the third method, the features of the previous two methods were applied
together.

Having compared the three methods we can see that, in most cases, the
second (probability) method used independently produces the best results.

5.3 Reducing the Number of Feature-occurrences

The size of the vector space was reduced with the following technique: only
those feature-occurrences were treated that appeared at least three times in
the training set. With this method the running time was significantly reduced,
and only the unimportant feature-occurrences from the point of view of the
classification were left out.
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5.4 Grouping Target Words

In this section we wanted to find the answer for the following question: can we
get better results by grouping target words within a domain or by treating them
together? In the purchases of companies domain, the selection of the customer
and the seller roles is facilitated by the fact that the subject of the particular
target word is usually customer or seller. Therefore, we sorted out the targets
into two groups with the following simple technique: Those targets were put
in the customer-centric group, where the subject is usually customer. Example:
vesz (buy), vásárol (purchase), szerez (get). Those targets were put in the seller-
centric group, where the subject is usually seller. Example: elad (sell), értékeśıt
(market). In a third case the targets were not put in categories. We have found
that grouping only helps in detecting the Customer role but produces worse
results in all other cases. This is illustrated in Table 2-4.

5.5 Baseline Methods

Baseline methods were investigated on the purchases of companies domain. The
following candidates were judged positive:

In the Item role: the objects of the target.
In the Price role: which were included in a previously made currency list.
In the Date role: which were included in the following list: years 1990-2014,

month names, days of the week, numbers from 1 to 31.
In the customer-centric targets at the Customer role and in the seller-centric

targets at the Seller role: the subjects of the target.
In the customer-centric targets at the Seller role: which ends with the fol-

lowing character trigrams:-tól, -től, -ból, -ből (Hungarian suffixes).
In the seller-centric targets at the Customer role: dative case relation to the

target verb.

5.6 Statistical Data

On the purchases of companies domain:
Number of sentences: 1000
Sentences containing the given role:
Customer: 783, Seller: 579, Item: 1025, Price: 299, Date: 312
(The number of Item role is greater than the number of sentences because

there are sentences, which contain more than one item.)
On the news from stock markets domain:
Number of sentences: 1000
Sentences containing the given role: Instrument: 787, Price: 530, Shift-

direction: 431, Shift-value: 683, Market: 485: Date: 436, Time: 109, Volume:
302
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Table 1. Results for baseline methods

Role Precision Recall F-measure

Customer-
centric
targets

Customer 48.24 59.73 53.37
Seller 54.77 72.13 62.26
Item 73.25 73.25 73.25
Price 67.33 96.02 79.16
Date 34.74 57.89 43.42

Seller-
centric
targets

Customer 78.18 44.10 56.39
Seller 42.63 47.50 44.93
Item 77.47 72.97 75.15
Price 62.64 93.44 75.00
Date 23.95 46.51 31.62

6 Results

6.1 Results for Baseline Methods

In the course of evaluation the precision (P), recall (R) and F-measure (F) met-
rics were used. According to the following results, our machine learning model
by far outperformed the Baseline methods.

6.2 Results for Grouping the Target Words

The model in the case of Customer-centric targets achieved the best results in
the Price and Item roles and the worst results in the Customer role. It in the
case of Seller-centric targets achieved the best results in the Item and Price roles
and the worst results in the Seller role. The model without grouping the targets
achieved the best results in the Price and Item roles, and the worst results in
the Seller role.

According to the results in Tables 2, grouping of the targets helped only in
labeling the Customer role and produced worse results in the other roles.

Table 2. Results for Grouping the Target Words (F-measure)

Role
Customer-
centric
targets

Seller-
centric
targets

Without
grouping the
targets

Customer 65.55 67.89 63.73

Seller 68.65 56.36 59.10

Item 77.59 79.69 81.77

Price 83.94 76.69 84.83

Date 70.26 60.20 71.72

Average 73.20 68.17 72.23
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6.3 Results for Ablation Analysis

We examined the efficiency of the particular feature groups with ablation analysis
for all of the five roles when the target words were not grouped. In this case the
particular feature groups were left out from the whole feature set, and we trained
on the basis of the features that had remained. The results can be found in
Table 3. The figures of the table show how the results changed after leaving out
the particular feature group. The negative figure indicates that the investigated
feature group has positive influence on the labeling of the particular role.

Table 3. Results for ablation analysis

Role
Customer Seller Item Price Date

Ablated
features

Surface -1.99 -4.31 -2.3 0,64 -0.13
Morpho-logical 0.16 -4.54 -0.66 -2.12 -0.51
Dependency tree-1 -0.83 -1.25 -2.71 -0.17 -0.34
Dependency tree-2 -2.15 -2.72 -0.38 -1.25 -1.12
Bag of words 0.39 -1.06 -0.45 1.07 -3.19
WordNet 0.17 -0.53 -0.03 -1.63 -0.58

According to the results, the best performers were the Dependency tree-1 and
the Dependency tree-2 feature groups. Their impact was positive in all role cases.
The following feature groups have positive impact on four roles: Surface, Mor-
phological and WordNet. The Bag of words feature group had positive impact
on three roles only.

6.4 Results for the News from Stock Markets Domain

The model, introduced in the previous chapters, was tested on labeling the eight
roles of the news from stock markets domain. The results can be found in Table
4. According to the results, the model performed well on this domain too.

Table 4. Results for the news from stock markets domain

Role Precision Recall F-measure

Instrument 74.28 68.54 71.03

Price 88.38 84.82 86.47

Shift-direction 82.04 81.9 81.7

Shift-value 72.71 67.28 69.56

Market 77.92 69.25 71.99

Date 80.46 69.25 72.39

Time 82.78 75.09 78.06

Volume 82.08 72.24 76.07

Average 80.08 73.55 75.91
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6.5 The Comparison of the Results with the Related Works

For English texts D. Gildea and D. Jurafsky [7] performed the task for many
frames and many roles within the frames. They primarily dealt with verbal
targets but also labeled roles for nonverbal targets. As an average they achieved
an F-measure of 63. Our algorithms achieved competitive results (F-measure of
72.23 and 75.91) even though we investigated only two frames and five and eight
roles for each, and dealt with only verbal and infinitival target words.

7 Discussion, Conclusions

In this paper, we introduced our machine learning approach based upon a rich
feature set, which can label semantic roles in Hungarian texts automatically with
a dependency parser. We dealt with the purchases of companies and news from
stock markets frames. Within these frames 1000-1000 annotated sentences were
processed. In the purchases of companies domain five, in the news from stock
markets eight domain specific roles were labeled. In our rich feature set the
Surface, Morphological, Dependency tree, Bag of words and WordNet features
were applied. The efficiency of the feature groups was tested with an ablation
analysis. The base features were expanded with probabilities calculated from
the base features. Although the texts we examined cover fewer topics than the
works presented for English texts, our algorithms achieved competitive results
as compared to the current results for English.
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Váradi, T.: Methods and results of the hungarian wordnet project. In: Tanács, A.,
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Abstract. In this paper, significance of unvoiced segments and fun-
damental frequency (F0) in infant cry analysis is investigated. To find
out the unvoiced segments from the infant cry F0 contour is used. For
extraction of F0 contour, Teager Energy operator (TEO) based pitch
extraction algorithm is used. TEO gives the running estimate of the sig-
nal energy in terms of its amplitude and instantaneous frequency. To
quantify the importance of proposed features in infant cry analysis of
variance (ANOVA) method is applied. It has been found that quantifica-
tion of unvoiced segments and fundamental frequency in the cry, deliver
information about the maturation of cry production system. In infant cry
analysis, presence of high unvoicing ratio in a cry cannot be attributed
to presence of pathology, like adult vocal fold pathological sounds.

Keywords: Fundamental frequency · Phonation · Dysphonation ·
Unvoicing · ANOVA

1 Introduction

Research in infant cry analysis was started with spectrographic analysis. Spec-
trographic analysis is a time- frequency analysis method [1,2]. In spectrogram,
various cry modes are defined, viz., falling, rising, flat melody, phonation, hyper-
phonation, etc. These modes have been used to identify the pathologies [2]. Infant
cry is also studied from infant developmental perspective and for understanding
the cry production mechanism and related neurological developments. In last
two decades, this area of research has been explored and a little work is done
towards cry classification, pathology identification and analysis of infant cry.

Cries that are rhythmic are easier for parents to understand and make infant
more predictable. Shorter periodicities are evident within the cry itself, as in
the regularity of phonation. More accurately, cry phonation occurs during the
expiratory phase of the respiratory cycle. We (especially parents) detect the
pain cry because of the unusually long respiratory phase that upsets the normal
cycle. Even shorter periodicities are found in the pitch of the cry. The vocal
c© Springer International Publishing Switzerland 2015
P. Král and V. Matoušek (Eds.): TSD 2015, LNAI 9302, pp. 273–281, 2015.
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folds oscillate to produce the cry, and the frequency of vibration of vocal folds
is called the fundamental frequency (F0) as the neural control of vocal folds
changes. Periodicities in F0 over time can be expected under normal conditions
of vagal input. A constantly varying tension on the laryngeal musculature should
produce inherent cycles in the pitch of an infants cry (as vocal folds oscillate
around the mean position), again describing relaxation or oscillation system [3].

Recent work on infant cry analysis includes classification of normal vs. hear-
ing impaired infants cry classification using Mel Frequency Cepstral Coefficients
(MFCC), classification of pain vs. hunger cries using MFCC as feature with
neural networks, classification of normal vs. pathological cries using MFCC and
extraction of fundamental frequency of infant cry [4–7].

This paper serves two purposes: 1.Algorithm for fundamental frequency (F0)
estimation of infant cry is proposed. Because of large range of F0 values (250 Hz-
1 kHz), conventional F0 extraction algorithms do not perform well for infant cry
signals. The estimated fundamental frequency contour and its harmonic struc-
ture can be used to extract prosodic features for cry analysis. 2. From this F0

contour, unvoiced regions are extracted. The ratio of unvoicing frames to total
number of frames in a cry is verified for its importance using ANOVA (ANalysis
Of VAriance) method. Results show that unvoicing percentage in a cry is an
important parameter for analysis of infant cry.

2 Teager Energy Operator (TEO) Based F0 Estimation

In this section, F0 estimation from speech signals [8] is explained. In the pre-
processing stage, signal is passed through a 4th order lowpass Butterworth filter
with cutoff frequency of 1 kHz (because highest F0 in infant is 1 kHz ). From
the filtered signal, TEO profile of the signal is calculated. Computation of TEO
requires three consecutive samples of speech. TEO of a signal is defined as:

xteo(n) = x2(n) − x(n − 1) ∗ x(n + 1) (1)

The TEO profile of a signal gives the running estimate of its energy. From the
TEO profile of the signal, the peaks of TEO signal are identified. The difference
in peak location gives a rough estimate of pitch values. The pitch for a speech
frame from peak differences is calculated as follows:

– Calculate the number of peaks in a frame. If the number of peaks is more
than three, then take median of the value as pitch of the frame, else take
the frame as unvoiced segment. Median of the pitch values is considered to
ignore effect of outlier pitch values (due to unvoicing effect) instead of mean
as proposed in [8].

– After getting the pitch values for each of the frame, calculate fundamental
frequency (F0) by dividing the pitch value from sampling frequency.

From Fig. 1, it can be seen that TEO signal is able to pick the peaks in the voiced
signals. The unvoiced segments are considered as the segments for which the F0
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Fig. 1. Extraction of pitch values from TEO profile, (a) cry signal and (b) TEO profile
of (a).
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Fig. 2. Extraction of pitch values from TEO profile (unvoiced signal), (a) cry signal
and (b)

0 0.2 0.4 0.6 0.8 1 1.2 1.4 1.6 1.8 2

x 10
5

−1

0

1

Sample Index

A
m

pl
itu

de

(a)

Frames
100 200 300 400 500 600 700 800 900 1000

120
100

80
60
40
20

(b)

Fig. 3. Spectrogram of infant cry. (a) infant cry signal and (b) spectrogram and F0 con-
tour extracted from (a), Y-axis represents NFFT bins which corresponds to frequency
in Hz).
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is zero (algorithm cannot find 3 consecutive peaks) as shown in Fig. 2. Other
algorithms of pitch estimation do not perform well in peak picking because of
high variability in pitch values and selection of threshold for peak picking. This
algorithm has already been tested for adult speech signal [8].In the proposed
algorithm threshold for peak picking is taken as 50% of maximum amplitude of
TEO profile of the frame.

Because of unavailability of ground truth for verification pitch extraction
algorithm, F0 contour and its harmonics are plotted on spectrogram as shown
in Fig. 3. The percentage of unvoiced segments is found over the complete cry
utterance. In this paper, significance of such unvoiced sections is elaborated for
infant cry analysis.

3 Experimental Results

Database: In our experiments, infant cry data was collected from the NICU units
of King George Hospital (K.G.H), Visakhapatnam and Child Clinic, Visakhap-
atnam, India [9]. The duration of recorded infant cry varied from 30 s to 2 min.
Data was collected with a Cenix digital voice recorder at a sampling rate of 12
kHz and 12-bits quantization [9]. The recorder was kept at a distance of 6-10
cms away from the infants mouth. The cries were recorded during vaccination
and while infants were crying due to inconvenience during medical examination,
wet diaper or hunger. Consent from parents of the participating infants has been
taken and parents were informed about the purpose of data collection. Per infant,
one cry was collected and the details of number of cries for normal, newborns
and pathological cries are given in Table 1.

Table 1. Number of infant cries for different classes

No. of infant cries Average duration of cries

Normal 90 43 sec

New born 40 42.6 sec

Asthma 7 41.7 sec

HIE 16 28.25 sec

Meningitis 4 29 sec

Fits (epilepsy) 4 51.25 sec

Misc. 10 43.8 sec

Data Analysis: In the pre-processing stage, the infant cry signal is passed
through a 4th order Butterworth lowpass filter with cutoff frequency of 1 kHz.
After the signal is being filtered, the filtered signal is divided in the frames of
30 ms duration with 15 ms of overlapping. For each of the frame pitch value is
found using TEO based F0 extraction algorithm. After finding the percentage of
unvoiced frames, which corresponds to the frames where minimum three peaks
are not available.

The unvoiced segments are tested for their significance in infant cry analysis
using ANOVA (Analysis of Variance) analysis [10]. Results are shown below in
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Table 2. ANOVA analysis of infant cry signal for significance of unvoiced frames

S. NO. Case F-Ratio Probability

1 Normal vs. HIE 5.64 0.0194

2 Normal vs. fits 11.67 0.001

3. Normal vs. pathology 7.39 0.0076
HIE/meningitis/fits

4 Normal vs. Newborn 84.04 1.22E-15

5 Normal vs. Asthma 4.78 0.0313

6 All 22.81 4.89E-17

Table 3. Mean values of unvoiced frames in a cry episode

S. NO. Infant class Mean UV Standard Deviation

1 HIE 0.3467 0.0848

2 meningitis 0.2518 0.0443

3 Fits 0.4396 0.081

4 Normal 0.292 0.0846

5 New born 0.4224 0.0444

6 Asthma 0.2212 0.039

Table 2. It can be seen that the value of F-ratio is much higher than 1 hence
it suggests the rejection of null hypothesis that all infants came from the same
group. This implies that relative amount of unvoiced regions is a significant
feature in analysis of infant cry. From Table 2, we can see that the F ratio
of unvoiced frames in a cry is higher in pathological infants cries compared
to normal infant cries. It shows the change in the unvoicing-to-voicing ratio in
infant due to presence of pathology. Same results are obtained for normal infants
and newborn (birth cry) analysis. In neonates as well, percentage of the unvoiced
segments are different than the normal infants. Further details of unvoiced frames
to total cry frames ratio is given in Table 3.

The mean values and standard deviation of the unvoiced ratio given in Table
3, indicates that fits and HIE cries have higher number of unvoiced frames.
Asthma and meningitis have comparatively higher voiced frames. This obser-
vation suggests that asthma cry is similar to a normal cry. Normal infant cries
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Fig. 4. Boxplot of unvoicing ratio in infant cries
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have a wide range of unvoicing ratio because it consists of all cries of infants
of all age groups from neonatal to 1 year old. Moreover, it has many pain cries
also. In pain cries researchers have reported higher values of unvoiced regions in
spectrograms of the cry. In neonates, the percentage of unvoiced frames is much
higher than normal ones and it is even higher than pathological infant cries.

It has already been observed that in adult voice pathological speech, the
unvoiced segments are higher compared to healthy adult speech. A feature which
can capture this unvoicing information may perform better in pathological and
healthy speech classification.

Table 4. ANOVA analysis of infant cry signal for significance of F0

S. NO. Case F-Ratio Probability

1 Normal vs. asthma 15.82 0.0001

2 Normal vs. fits 2.93 0.09

3 Normal vs. pathology 0.08 0.782
HIE/meningitis/fits

4 Normal vs. Newborn 21.96 7.22E-06

Table 4 shows the F-ratio values for ANOVA analysis carried out for find-
ing significance of F0 in infant cry analysis. It can be observed that for 95%
confidence interval the mean fundamental frequency feature does not work well
for normal and pathological infant cry analysis. The F-ratio values are higher
for normal and newborn birth cries and normal and asthma infant cries, i.e.,
asthma infants and newborns have different values of F0 or different function-
ing/ anatomy of vocal folds.

4 Discussion

For an infant, crying is a way to express his emotions and needs. Production
of cry requires coordinated functioning of respiratory, laryngeal and supralaryn-
geal network and neurophysiological coordination. Early research work on infant
cry analysis is based on spectrographic analysis of infant cry. Researchers have
reported many cry modes from these spectrographic modes. The primarily used
modes are phonation, hyperphonation, dysphonation, double harmonic breaks
and glide. Identifying these modes from the spectrogram requires expertise and
experience. To identify the phonation and dysphonation in the spectrogram, pro-
posed work can be used. It can be seen from Fig. 3 that the proposed method
coincides with the harmonic present in the spectrogram and also able to iden-
tify dysphonation regions. These regions are addressed in this paper as unvoiced
frames. The presence of dysphonation or unvoiced frames indicates presence of
noise and non-linearity in the cry production system. In adult voice pathology,
the presence of this noise represents dysfunction of vocal folds. Similarly, in
infants higher percentage of unvoicing in cry represents less coordination among
cry production organs or neural integration.
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Table 5. Mean values of F0 in a cry episode

S. NO. Infant class Mean F0 Std

1 HIE 331.04 53.15

2 Meningitis 397.42 19.54

3 Fits 333.33 0

4 Normal 354.07 65.58

5 New born 280.8 24.8

6 Asthma 443.75 46.1

On the other side, higher unvoicing in newborn birth cry indicates less inte-
gration of cry production mechanism. In newborns, vocal folds are not fully
developed hence the newborn birth cry lack phonation in its spectrogram as
shown in Fig. 5. Integration of vocal system and development of vocal folds in
the first three months of infant life has been reported in [11]. The paper, quan-
tifies the noise reduction in cry production with infant age in initial 3 months
of age.
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Fig. 5. Spectrogram of newborn infant cry

Apart from percentage of unvoicing in the cry, analysis of F0 using ANOVA
is shown in Table 4. It can be seen that mean F0 does not carry significant role
in normal and pathological cry classification except in classifying normal and
fits (epilepsy) infant cries. The mean values and standard deviation of the F0

vales are shown in Table 5. From Table 4 and Table 5, we can observe that the
mean F0 of normal and newborn cries are significantly different. This observation
also suggest the same result mentioned earlier, that with growing age infant
vocal folds are developed and cry production mechanism becomes comparatively
mature. In fits which is a neurological disorder, can be a cause of change in F0

compared to normal infants and presence of high unvoiced regions in entire cry
episode.

5 Summary and Conclusions

In this paper, F0 extraction algorithm using TEO is proposed for infant cry
pitch extraction. This algorithm works well for infant cries. This can also be
used for defining spectrographic modes from pitch contours, automatically. It



280 A. Chittora and H.A. Patil

was shown that higher unvoicing percentage (dysphonation) cannot guarantee
pathological state of an infant, as it is also visible in newborn birth cries and
neonatal cries. The F0 values also changes with the maturation of cry production
system as evidenced from normal and newborn cry analysis. Significant changes
in pitch values from normal infant cries are indicators of some pathological state
of an infant. It is observed in some genetic diseases, e.g., cri-du-chat, where F0

is different from normal infant cries.
In future, we would like to define various spectrographic modes from F0

contours. We would like to analyze infant cry from developmental perspective of
infant with growing age.
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Abstract. This paper focuses on voice banking and creating person-
alised speech synthesis of laryngectomised patients who lose their voice
after this radical surgery. Specific aspects of voice banking are discussed
in the paper, including a description of the adjustments of the generic
methods. The main attention is paid to the speech corpus building since
the quality of synthesised speech depends a lot on the speech units vari-
ability and the number of their occurrences. Also some statistics and
characteristics of the first experimental voices are presented and the
possibility of using different speech synthesis methods depending on the
voice quality and speech corpus size is pointed out.

Keywords: Voice banking · Personalised speech synthesis · Speech
unit · Greedy algorithm · Text corpus building · Corpus recording

1 Introduction

Total laryngectomy, i.e. surgical removal of a larynx with all its parts including
vocal cords, is a radical treatment procedure which is often unavoidable to safe
life of patients who were diagnosed with severe laryngeal cancer. In spite of being
very effective with respect to the primary treatment, it significantly handicaps
the patients due to the permanent loss of their ability to use voice and produce
speech.

Methods and applications of computer text-to-speech (TTS) synthesis can
be utilized to improve the patients quality of life after he/she loses the ability
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to speak naturally using his/her own voice. We have discussed and analysed in
more detail various aspects of TTS for laryngectomised patients (including usage
scenarios) in [1] and [2] where we emphasize that it is very important to endorse
effective mutual interaction and cooperation between primary medical treatment
processes and ongoing advances in TTS research and development, because this
offers a possibility for “digital conservation” of patients original voice for his/her
future speech communication – a procedure hereafter called voice banking (or
voice conservation).

Voice banking in this sense means that the patient records his/her voice
before the planned laryngectomy and a personalized TTS system modeling this
voice is then created. Our feedback from several laryngectomised patients who
underwent voice banking before the surgery shows that it brings them significant
improvement to their quality of life. However, as with any clinical practice, formal
empirical evidence is needed, and therefore we are now in the process of Quality
of Life Study (QoLS) with the patients of Department of Otorhinolaryngology
and Head and Neck Surgery, University Hospital Motol in Prague (within the
HCENAT project).

This paper thus focuses on one particular technical aspect essential for QoLS
and voice banking in general: how to design and organize the speech recording
process so that the patients prior to total laryngectomy are able to record speech
data suitable enough for a personalized TTS system with a reasonable level of
quality.

A typical interval between diagnosis of laryngeal cancer, its staging and indi-
cation for total laryngectomy and surgery itself is approximately 2 weeks and
because the surgery is live-saving, any delay might have severe consequences.
Therefore, the speech recording task here is very challenging, giving us very lit-
tle time and hard limits for the size of the corpus, not to mention the quality of
the speaker who is most likely a very distressed person freshly diagnosed with
a potentially fatal disease, facing permanent loss of voice in couple of days and
being absolutely non-trained in speech recording (and quite often even in using
a computer).

2 Building of the Speech Corpus

Given the aforementioned, our task is to prepare such a (smaller) text corpus
for the recording which would achieve the quality and naturalness of the final
synthesis as high as possible. Since we do not know in advance how many sen-
tences each patient will be able to record, the corpus must be prepared so that
it ensures maximum possible coverage of speech units no matter the number of
recorded sentences.

When building a phonetically and prosodically rich corpus for this purpose,
we have adapted the process of sentence selection introduced in [3,4], described
further.
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2.1 Greedy Algorithm for Sentences Selection

The algorithm ensures that the selected sentences contain a desired number of
occurrences of every speech unit k. At the beginning of every step j, we have
a set of already selected sentences R̄ and a set R containing sentences from
which to select. D, the desired number of occurrences of each unit is also set.
Finally, let us denote by N j

k a number of occurrences of the unit k in the set R̄.
All sentences s from R are evaluated by a score rjs according to the following
formula 1:

rjs =
K∑

k=1

min[ max [0,D −N j
k ], Ss

k] (1)

where Ss
k represents the number of speech units k in the sentence s. The sentence

s∗ with the highest score rjs is chosen in this step j and transferred from R to the
set of chosen sentences R̄. The process can be stopped by a maximum number
of chosen sentences or if all speech units are contained in the selected set at least
D-times.

Since the list of all speech units used in the greedy algorithm is obtained from
the available texts, it is not guaranteed that all theoretically possible units are
included. Nevertheless, a probability of such a unit appearance in the process of
speech synthesis is very small.

2.2 Optimal Sentence Length Preselection

As in a general synthesizer, a large collection of Czech newspapers texts covering
various domains like news, culture, economy, sport, etc. was used. These texts
contain 524,472 sentences of various word length. Both indicative and interrog-
ative sentences were included to ensure a sufficient diphone coverage in the two
fundamental terminating prosodic contexts.

First, only the sentences of the length from 5 to 8 words were taken into
account for a few following steps, since longer sentences would be difficult for
the patients to concentrate on (in comparison, a generic corpus recorded by
a professional speaker contains sentences of up to 15 or 18 words). This should
be a good compromise between the number of words patients are able to read
fluently and the need to keep the usually longer natural sentence structure (an
average sentence length in the source texts is 14 words). Also sentences contain-
ing some very long, usually foreign-like words difficult for reading, were excluded.
The number of available sentences thus, after described preselection, decreases
to |R| = 97,033, approx. one fifth of which are questions. And since the algo-
rithm below works on phonetic level, grapheme-to-phoneme rules (like in [5])
were employed to convert textual sentences to their phonetic form.

2.3 Step-by-Step Sentence Selection Procedure

At the beginning of each step, the numbers of units’ occurrences in the sentences
selected so far (|R̄|) are evaluated. After that, greedy algorithm from 2.1 is used
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to choose sentences to be moved from R to R̄ until the required number of units
is achieved. Once a sentence is stored to R̄, it will remain there forever.

1. In the first step of our proposed algorithm, we consider a raw phoneme as
a speech unit and we require at least 15 occurrences of every phoneme in the
selected sentences. The algorithm ends with |R̄| = 96 sentences.

2. However, a requirement on a prosodically (not only phonetically) rich speech
corpus was also given, so the phonetic transcription was enriched with one
of the four types of the prosodeme, a symbolic prosodic feature (0 - “null”
prosodeme, 1 - declarative, 2 - interrogative, 3 - non-terminating, [6]).
Therefore, a speech unit is now a phone-in-prosodeme. We demanded once
again the number of occurrences equal to 15. The algorithm selected 380
additional sentences to meet the requirement, |R̄| = 476 in total.

3. Since the unit-selection synthesizer ARTIC ([7]) developed at the authors’
department works with diphones, the third step is focused on diphones’
coverage; the requirement of at least 2 occurrences of each diphone in R̄ was
set. The total number of selected sentences stopped at |R̄| = 1,040.

4. Having selected more than 1,000 sentences so far, we have changed the
paradigm of the corpus preparation. Until this point, the input texts were
chosen with respect to the patients, however when a patient is able and will-
ing to record this number of sentences, we can start to optimize the corpus
with respect to the speech synthesis method we use. To the input set of
sentences, additional almost 1,500 sentences, manually created to cover rare
Czech diphones, were added and used together.
Therefore, still the same algorithm but with extended R was used to select
sentences with at least 5 occurrences of each diphone in R̄, after that |R̄| =
2,317.

5. The last step applied the greedy algorithm to diphones-in-prosodemes with
the requirement of at least 3 occurrences. However, the meeting of the
requirement will enlarge the set to almost 7,000 sentences which is impos-
sible to record in this case. Therefore, the process was stopped when the
number 2,500 was achieved.

6. Finally, the algorithm balanced the distribution of diphones-in-prosodemes
([3], formula 2) until reaching 3,500 selected sentences. When balancing, a
sentence with the highest score S is moved from R to R̄,

S = −
I∑

i=1

ni + n′
i

n
log2

ni + n′
i

n
, (2)

where I is the number of different diphones-in-prosodemes, ni is the fre-
quency of i-th diphone in R̄, n′

i is the frequency of i-th diphone in R, n is a
sum of all diphones in both sets and 0 log2 0 is set to 0.

Based on our experiences, no patient have managed to record the whole prepared
corpus yet, nevertheless, the number 3,500 was chosen to be sure that the text
corpus is well prepared and large enough even for a very capable speaker with
more time.
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2.4 Text Corpus Statistics

The selected text corpus contains 3,500 sentences, both declarative and inter-
rogative (approx. 6 : 1). The sequential selection process described above should
guarantee the widest possible coverage of speech units (phonemes, diphones in
different prosodemes) in the group of sentences selected in the particular step.
Some more detailed statistics of the corpus are shown in Table 1, as well as the
comparison with the original sentence set and one of the generic text corpora
recorded by a professional speaker.1

Table 1. Text corpus statistics (Px means a prosodeme X, #-symbol means “number
of”). The second part of the table contains information about percentages of units
appearing at least k-times in the text.

statistics text collection created corpus generic corpus

# sentences 98,498 3,500 12,241
# phones 3,662,031 132,161 631,719
# diphones 3,563,533 128,661 605,663

units k

phones
15x 100.00 % 100.00 % 100.00 %

1000x 92.86 % 80.95 % 80.95 %

diphones
2x 96.10 % 96.10 % 97.20 %

10x 80.09 % 61.10 % 79.69 %

phones 15x 100.00 % 100.00 % 100.00 %
in P0 100x 100.00 % 97.62 % 95.24 %

phones 15x 100.00 % 100.00 % 97.62 %
in P1 100x 92.86 % 88.10 % 95.24 %

phones 15x 88.10 % 88.10 % 88.10 %
in P2 100x 83.33 % 33.33 % 57.14 %

phones 15x 92.86 % 92.86 % 97.62 %
in P3 100x 88.10 % 85.71 % 95.24 %

diphones 1x 99.01 % 98.94 % 95.88 %
in P0 3x 89.16 % 87.10 % 86.72 %

diphones 1x 85.61 % 79.59 % 86.26 %
in P1 3x 76.90 % 56.77 % 72.44 %

diphones 1x 58.82 % 45.36 % 61.07 %
in P2 3x 44.86 % 24.73 % 41.98 %

diphones 1x 73.21 % 64.78 % 90.23 %
in P3 3x 61.87 % 46.78 % 76.49 %

As follows from the table, not all required minimum occurrences were met in
the process of sentence selection. E.g. the requirement of at least 15 occurrences
of all phones-in-prosodemes was set in the step 2 but the collection of sentences
used for the selection does not contain enough units in prosodemes 2 and 3

1 Generic corpora were selected from a broad collection of Czech newspapers texts
containing more than 500,000 sentences.
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(interrogative and non-terminating prosodic features). So the greedy algorithm
selected such sentences to have as many units as available. A similar situation
occurred in the next steps because the texts do not contain even 2 occurrences
of all diphones.

2.5 Recording

The process of corpus recording for the purposes of speech synthesis is analogous
to the process of usual “big” corpus recording. The recording management and
controlling policy is described in [8,9].

The best way is to record the sentences in a soundproof studio; neverthe-
less, due to little time available, we have often accepted an alternative way –
a recording in a quiet room in a hospital which is usually more comfortable
for the patients. In both cases, a special recording tool is used for displaying
the sentences and checking the loudness of the audio and sufficient lengths of
pauses at the beginning/end of every sentence. The recording runs in a sentence-
by-sentence manner in order to prevent speakers from reading any sentence in
the context of the previous. The speech corpus should be read naturally but
with no emotions and expressiveness, so all the speakers are instructed to try
to keep consistent news-reading-like speech rate, pitch and prosody style during
the entire recording while keeping their normal, innate style of speaking. While
professional speakers have no problems with that, it was sometimes difficult for
the patients to meet our requirements because of their inexperience and health
problems.

Although the patient can read the whole sentence before pressing the record
button and the sentence length was intentionally lowered a lot, relatively sig-
nificant number of mistakes have often been noticed. Also many breaths were
recorded in the middle of sentences in spite of instructing the speakers to take
always a breath before the recording itself. As written in Section 1, the patients
are often absolutely non-trained in speech recording and speaking aloud longer
time, so the speech corpus is usually inconsistent. Besides the problem with
extra breaths and mistakes in reading, they sometimes stammer when read-
ing a longer, usually foreign-like word, or even repeat a syllable. The recording
process enables a rerecording when a speaker makes a mistake, but we have
recommended the patients to continue with another sentence so that more sen-
tences are recorded. Also little practice at using computers makes the recording
more difficult. Despite frequent pauses for relaxing, the patients’ voice becomes
more and more tired and the differences between the first and the last sentences
recorded in one day are evident.

Because of many non-speech events like breathing and clicking, mispronun-
ciations and unintelligible pronunciations, the careful orthographic annotation
of all recorded sentences is necessary. It is very important to know the right
correspondence between the speech signals and their representations on ortho-
graphic level (which is later converted to phonetic level). Due to a high number
of non-speech events and misannotations, the annotators’s work was much more
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difficult compared to the generic corpus. However, the precise corpus annota-
tion is, in this case, all the more important since much fewer units are available
during the synthesis.

3 First Observations

The very first (pilot) voice was recorded based on the generic text corpus
(a special text corpus described in the previous section had not been prepared
yet at the time of the recording). That corpus contains longer sentences and
it was sometimes difficult for the patient to read the whole sentence fluently.
Furthermore, the recording was not done in a professional recording studio and
the patient could spend only one day recording due to the imminent surgery.
He managed to read almost 700 sentences but his voice was tired a lot at the
end of the day which resulted in an audible difference between the first and the
last sentences. Although the speech corpus contains quite a lot of phonemes and
diphones, the variability of speech units is far from being complete and many
units for the unit selection method, being considered the most natural, are miss-
ing (the corpus was not prepared with respect to this issue). Nevertheless, the
other two approaches of speech synthesis – single-unit-instance syntehsis (SUI)
and HMM synthesis [10] – were tested, the better one for this patient seems to
be the first.

Other patients have already recorded sentences from the new text corpus
described above. Several patients were recorded up to now (i.e. before the dead-
line of this paper) and the personalised TTS system was created and tested for
all of them. According to our observations, the patients can be divided into two
groups by the number of sentences and the overall speech quality. Table 2 shows
some corpora statistics for one representative patient per each group, the pilot
voice and the representative professional speaker.

Table 2. Speech corpora statistics

speaker pilot voice group 1 group 2 semi-professional professional

# sentences 694 469 1,038 2,014 12,241
# recording hours 6 6 8 10 60
# recording days 1 2 2 2 20
corpus length (min) 73.3 46.2 62.8 116.6 886.2
# phones in total 36,686 18,649 39,731 80,639 631,719
# different diphones 1,008 898 1,189 1,324 1,310
percentage of diphones 71.44 % 63.64 % 84.27 % 93.83 % 95.84 %

speech synthesis method SUI SUI/HMM unit selection unit selection unit selection

The patients in the first group usually have (almost) all the problems
described in Section 2.5 like extra breaths, mispronunciations, unintelligible pro-
nunciations, inconsistent recording, problems with using a computer etc. They
record only a few hundred sentences, so utilization of the unit selection method is
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not possible because there is generally an insufficient number of units for selec-
tion. The other two approaches of speech synthesis are applied and the TTS
systems are created and offered to patients (the quality of each of them depends
a lot on a specific patient’s voice).

The second group comprises the patients who record relatively quite a lot of
sentences given the non-typical conditions of the recording. Those people have
usually no (or just a little) problems with the recording itself and controlling the
recording process on a computer. Since more than 1,000 sentences are recorded,
the speech corpus contains all the sentences selected in the first three steps of
the selection algorithm and thus the units’ coverage is quite high, so a synthesis
utilising the unit selection method can be used. For any missing diphone in the
corpora, the replacements were manually defined as in the generic TTS.

The patient denoted as “semi-professional” in Table 2 is a special case of the
second group. This patient had been used to speaking aloud and had also had
experience with speech recording before, so he managed to record more than
2,000 sentences in two days with not many stumbles and breaths. Despite his
voice tiredness at the end of both days, the unit selection synthesis is fluent and
not much worse than the generic voices, in the authors’ subjective view.

Out of the total number of 1,411 diphones in the prepared text corpus, not
all of them are contained in the speech corpora. First, the patients (group 1 espe-
cially) did not record that many sentences. Second, some diphones are missing
due to pauses and breaths in the middle of sentences or an incorrect reading of
some foreign-like words.

4 Conclusions

We have shown that we are able to create a reasonable personalised TTS for
almost any patient prior to total laryngectomy, even in cases when the patient’s
voice quality is already very low, he/she has no prior experience with voice
recording and there are quite hard time constraints. Such a flexibility is crucial
for future implementation of this procedure to the clinical practice.

Indeed, the resulting TTS speech quality very strongly depends on the quality
of the recorded speech corpus, but there is almost always a backup solution in
a form of a SUI or HMM synthesis for worst case scenarios (too few sentences
recorded, dramatic problems in the patient’s voice quality etc.). We have also
shown that for the unit selection method (generally considered as delivering the
most natural synthetic speech), it is usually enough to record just slightly more
than 1,000 sentences from a patient in order to produce a personalised TTS of
a reasonable quality.

The most important aspect of the situation described by this paper is to
make the recording process as smooth and easy as possible for the patients in
order to help them in their extremely complicated situation and not to dis-
courage them from entering the voice banking procedure. We have successfully
achieved the first stage of this and now we can move on to a full-blown Quality
of Life Study involving more patients and giving us valuable feedback for further
improvements.
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8. Matoušek, J., Romportl, J.: Recording and annotation of speech corpus for czech
unit selection speech synthesis. In: Matoušek, V., Mautner, P. (eds.) TSD 2007.
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Abstract. This paper describes a software framework for HMM-based
speech synthesis that we have developed and released to the public. The
framework is compatible to the well-known HTS toolkit by incorporating
hts engine and Flite. It enables HTS voices to be used as Microsoft Win-
dows system voices and to be integrated into Android and iOS apps. Non-
English languages are supported through the capability to load Festival
format pronunciation dictionaries and letter to sound rules. The release
also includes an Austrian German voice model of a male, professional
speaker recorded in studio quality as well as pronunciation dictionary,
letter to sound rules and basic text preprocessing procedures for Austrian
German. The framework is available under an MIT-style license.

Keywords: Speech synthesis · HTS · Hidden Markov Model · Fron-
tend · Software

1 Introduction

Hidden-Markov Model (HMM) based speech synthesis provides a methodology
for flexible speech synthesis while keeping a low memory footprint [1]. It also
enables speaker adaptation from average voice models, allowing the creation of
new voice models from sparse voice data [2], as well as techniques like interpola-
tion [3][4] and transformation [5][6] of voices. A well-known toolkit for creating
HMM-based voice models is HTS [7]. Separate software toolkits are available
to actually synthesize speech waveforms from HTS models. A popular, freely
available framework is hts engine [8]. Speech synthesis frontends on the other
hand provide means for analyzing and processing text, producing the necessary
input for the synthesizer. In HTS this input is a set of labels where usually each
label represents a single phone and contextual information, including surround-
ing phones, position in utterance, prosodic information etc. While not exclusively
being frontends and not specifically targeted for HTS, popular choices are Festi-
val [9] or Flite [10]. Festival is a complex software framework for building speech
synthesis systems focusing Unix-based operating systems. Flite was built as a
lightweight alternative to Festival with low memory footprint and fast runtime
in mind.
c© Springer International Publishing Switzerland 2015
P. Král and V. Matoušek (Eds.): TSD 2015, LNAI 9302, pp. 291–298, 2015.
DOI: 10.1007/978-3-319-24033-6 33
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Our main goal when creating the presented frontend framework was to easily
allow HTS voices to be used with the Speech Application Programming Interface
5 (SAPI5). This allows the framework to be installed on different versions of the
Microsoft Windows operation system as speech synthesis engine, making HTS
voice models available as system voices to applications like screen readers, e-
book creators etc. The second goal was simple integration of new languages and
phone sets. The third goal was portability to mobile devices. The framework is
available under an MIT-style license at http://m-toman.github.io/SALB/.

Flite has been adapted for HTS in the Flite+hts engine software [8] and due
to its small and portable nature it seemed like a good fit to our requirements. The
structure of Flite makes integrating new languages rather cumbersome.1 There-
fore our framework integrates Flite for text analysis of English while additionally
providing a second text analysis module that can utilize Festival style pronuncia-
tion dictionaries and letter to sound trees. Text preprocessing tasks (e.g. number
and date conversion) can be added to the module in C++. Adding a completely
new text processing module is also possible. The framework includes hts engine
for speech waveform synthesis and can be extended by other synthesizers. The
framework also includes a free voice model of a male, professional speaker for
Standard Austrian German.

2 Voice Model “Leo”

With the framework we provide a free voice model of a male, professional speaker
for Standard Austrian German called “Leo”. The model is built from 3,700
utterances recorded in studio quality using a phonetically balanced corpus. The
phone set used in the voice can be seen in Table 1. A pronunciation dictionary
with 14,000 entries, letter to sound rules and procedures for number conversion
are also included.

3 Framework Architecture

The general architecture of the SALB framework is shown in Figure 1. Fron-
tend modules provide means to communicate with the user or other applications
through different channels. For example the user can directly trigger speech syn-
thesis tasks by the Command-Line-Interface (CLI), other applications can use
the SAPI5 interface to use the framework in a uniformly manner together with
other synthesis engines that implement SAPI5. The frontend modules use the
C++ Application Programming Interface (API) of the core module manager,
which in turn coordinates the backend modules, performing text processing and
the actual speech synthesis task. The C++ API can be used directly to embed
the framework in other applications.

1 We have published instructions on adding a new language to Flite: http://
sourceforge.net/p/at-flite/wiki/AddingNewLanguage/

http://m-toman.github.io/SALB/
http://sourceforge.net/p/at-flite/wiki/AddingNewLanguage/
http://sourceforge.net/p/at-flite/wiki/AddingNewLanguage/
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Table 1. Phone set used for Austrian German voice “Leo”.

Category Phones (IPA)
Vowels A A: 6 6: 5 e E e:
(monoph.) i I i: O o o: ø: æ: 5

œ œ: @ u U u: Y y y:
Vowels 6̃: Õ: æ̃: œ̃:
(monoph.)
nasalized
Diphthongs aI

“
6:5

“
A:5

“
6I
“

AU
“

E5
“

E:5
“

I5
“

i5
“

i:5
“

O5
“

O:5
“

o:5
“

OY
“

ø:5
“

œ5
“

U5
“

u:5
“

U:5
“

Y5
“

y:5
“

Plosives (stops) b
˚

d
˚

g
˚

k P p t

Nasal stops m n N
Fricatives ç x f h s S v z Z
Approximants j
Trill r
Lateral approx. l

3.1 Manager Module and API

The core of the framework is the manager module which provides a uniform API
for frontend modules or other applications. It provides abstractions for different
elements of the speech synthesis process. This API is provided by the TTSManager
class. A TextFragment is a piece of text in a given language. Each TextFragment
has FragmentProperties associated which control synthesis parameters (e.g.
voice, speaking rate) for this text fragment. Multiple TextFragment objects can
form a Text object. This can be used to synthesize a text consisting of fragments
with different synthesis parameters (e.g. a text read by different voices). A Text
or TextFragment object with associated FragmentProperties can be passed to
a TTSManager object which executes the speech synthesis process and returns
a TTSResult object. This process is depicted in Figure 2. The TTSManager
object first selects an adequate TextAnalyzer object based on the value in
FragmentProperties specifying the text analyzer to use or a value specifying
the language of the text. The TextFragment is then passed to the TextAnalyzer
object which returns a series of Label objects in a container called Labels. A
Label represents the basic unit for synthesis, usually being a single phone with
contextual information. The TTSManager then selects an adequate Synthesizer
implementation, again based on FragmentProperties, and passes the Label to
it. The Label class is responsible for providing the desired format. Currently the
only available format is the HTS label format, which can easily be stored as spe-
cial character delimited string. The Synthesizer returns a TTSResult object
containing the synthesized waveform as vector of discrete samples as well as
meta information.
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SAPI CLI JNI (Android)

Manager

Text Analysis Synthesis

flite Internal Text
Analysis hts_engine

Frontend

API Calls

Engine

Fig. 1. General framework architecture

TextFragment Labels TTSResultTextAnalyzer Synthesizer

TTSManager

Fig. 2. Data flow in synthesis process

3.2 Frontend Interfaces

The following sections describe the frontend interfaces currently included in the
framework.

Speech Application Programming Interface (SAPI). The framework pro-
vides a frontend implementing the SAPI5. This allows the registration of the
framework as speech synthesis engine on Microsoft Windows platforms, therefore
enabling HTS voices to be registered as system voices. We provide a Microsoft
Visual Studio project [11] to compile a SAPI-enabled dynamic link library for
32-bit and 64-bit systems that can be registered with the operating system.
Subsequently, voices can be added using the register voice tool that comes
with the framework. Lastly a script, that allows to create installer packages that
install or uninstall the engine and associated voice models, is bundled with the
framework.
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Command Line Interface. The distribution also contains a simple command
line tool which, given all necessary input for the text analysis and synthesis
modules, produces RIFF wav output files from textual input.

Android. Integration in Android apps is possible through the Java Native Inter-
face (JNI) and the Android Native Development Kit (NDK) [12]. The framework
comes with Android make files, a JNI wrapper and a Java class for demonstration
purposes.

3.3 Text Analysis Modules

The following sections describe the text analysis modules currently included in
the framework.

Flite. For converting English text to a series of labels for synthesis, we integrated
Flite. The class FliteTextAnalyzer (derived from TextAnalyzer) is a wrapper
converting input and output data for and from Flite.

Internal Text Analyzer. The distribution also comes with an internal text
analysis module InternalTextAnalyzer (derived from TextAnalyzer). This
module reads a specific rules file consisting of a pronunciation dictionary and
letter to sound rules in Festival style format. Preprocessing of text (e.g. for
numbers and dates) can be added by extending the Normalizer class which
delegates to different implementations based on the chosen language. We pro-
vide a simple Normalizer for Austrian German (AustrianGermanNormalizer)
as well as a comprehensive rules file which can be used as an example to integrate
new languages. This module uses an utterance structure which consists of the
classes Phrase, Word, Syllable and Phone. The PhraseIterator class is used
to navigate in this structure to build the resulting Label object.

3.4 Synthesis Modules

The following section describes the currently available synthesis module in the
framework.

hts engine. This module provides a wrapper around hts engine and is imple-
mented by the class HTSEngineSynthesizer (derived from Synthesizer). The
Label objects provide strings in HTS label format which are the input to
hts engine. The resulting waveform is then converted and encapsulated in a
TTSResult object and returned to the TTSManager and subsequently to the
caller. We have changed the algorithm for changing the speaking rate to linear
scaling due to the results in [4].
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4 Adding New Languages

One main goal when developing the framework was the possibility to easily
integrate voice models of other languages than English. As literature aiding this
process is scarce, we present some basic guidelines in the following sections.

4.1 Gathering Data

Before creating a recording script, a defined phone set is needed. These already
exist for many languages. If not, the inventory of all relevant phones of a language
should be defined in cooperation with phoneticians. One possibility is to gather
conversational speech data in the target language and then produce manual
transcriptions. The granularity of the transcription is very important and has a
direct impact on the quality of the final voice models. For example, diphthongs
can be modeled as separate phone symbols or split into two symbols. When a
phone set is defined, recording scripts can be generated either through manual
transcription or by using orthographic text (e.g. from newspapers) and a letter to
sound system. The recording script should contain all phones in as many triphone
contexts, better quinphone contexts, as possible. In any case each phone should
occur multiple times (preferably at least 10 times, considering that a set set will
also be split off the training data). Given a data set of phonetically transcribed
sentences, algorithms to solve the set cover problem can be employed to produce
a final recording script. From this data set, a test set can be selected by the
same procedure (e.g. select the smallest set that contains each phone at least 2
times). Speakers should be recorded in studio setting and with neutral prosody.
The output of this step is a phone set, recording scripts and a corpus of recorded
utterances in waveforms and transcriptions.

4.2 Integration

The internal text analyzer reads rules for text processing from an input
stream. These rules consist of a lexicon and a letter to sound tree. A word
is first looked up in the lexicon. If it can not be found there, the letter
to sound rules are used to create the phonetic transcription. A voice model
and the text processing rules are sufficient for bassic speech synthesis and
building SAPI5 voice packages using the framework. Extending the source
code is necessary if more sophisticated text processing is required, the C++
class AustrianGermanNormalizer can be used as an example for this. The
method InternalTextAnalyzer::TextFragmentToPhrase can be adapted to
implement alternatives to the Festival lexica and letter to sound rules.

Lexicon. The lexicon (or pronunciation dictionary) part of the text rules is a
set of mappings from orthography to phonetics. The framework uses Festival
style lexica in Scheme syntax.2 A lexicon can be derived from the data corpus
used for the recording or from publicly available pronunciation dictionaries.
2 Festival lexicon definition: http://www.cstr.ed.ac.uk/projects/festival/manual/
festival 13.html

http://www.cstr.ed.ac.uk/projects/festival/manual/festival_13.html
http://www.cstr.ed.ac.uk/projects/festival/manual/festival_13.html
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Fig. 3. Questions in decision tree based clustering

Letter-to-sound Rules. The internal text analyzer is able to read Festival
style letter to sound rules.3 A method for building letter to sound rules from an
existing lexicon can be found in [13]. For languages with an orthography very
close to the phonetics, the letter to sound rules can also be hand-crafted.

4.3 Training Voice Models

Voice models to be used with the SALB framework can be trained using the HTS
toolkit. Available demonstration scripts for speaker dependent voices can be
adapted for this purpose. When using the demonstration scripts, it is necessary
to replace raw sound files, labels and question files. Label files can be produced
using the SALB framework once at least a lexicon containing all words from the
training set is available. The question files contain questions used in the decision
tree based clustering [14]. An illustrative example of the usage of the phone
questions in a decision tree can be seen in Figure 3. A minimal question file
should at least contain all phone identity questions (e.g. for a phone “oh” and
quinphone models, at least the following questions should be defined: “LL-oh”,
“L-oh”, “C-oh”, “R-oh”, “RR-oh”). When all parameters (e.g. sampling rate)
have been set, the training process can be started to produce an “htsvoice”
model file that can be used with the SALB framework.

5 Conclusion

We have presented an open source speech synthesis framework, a software that
bridges existing tools for HTS-based synthesis like hts engine and Flite with
SAPI5 to enable HTS voices to be used as Windows system voices. It allows to
3 Festival LTS rules: http://www.cstr.ed.ac.uk/projects/festival/manual/festival 13.
html#SEC43

http://www.cstr.ed.ac.uk/projects/festival/manual/festival_13.html#SEC43
http://www.cstr.ed.ac.uk/projects/festival/manual/festival_13.html#SEC43
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load and use Festival style lexica and letter to sound rules for easy integration
of new languages. The C++ API allows embedding in other applications as well
as Android and iOS apps. Also included is a voice model of a male, professional
Standard Austrian German speaker with lexicon and letter to sound rules. We
have also given a brief tutorial on how to train voice models for further languages
and add use them with the SALB framework.
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P22890-N23. The Competence Center FTW Forschungszentrum Telekommunikation
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Abstract. The paper is devoted to Tibetan grammatical terminology.
For this purpose Tibetan grammatical works corpus was created. At the
same time Russian translations of the works were added to the corpus, so
it is factually a parallel Tibetan-Russian corpus. The corpus represents
the collection of grammar treatises of the Tibetan grammatical tradition
formed in VII-VIII c. The corpus is useful to researchers of the Tibetan
linguistic tradition as well as to those specialized in linguistic studies of
classical and modern Tibetan and its teaching. On the basis of corpus
a specific grammatical lexical database is created. The database will be
useful both to tibetologists and general linguistics specialists.

Keywords: Linguistical terminology · Tibetan language · Corpus
linguistics · Parallel corpus · Morphology · Tagging · Lexical database

1 Introduction

The project focuses on the creation of the Tibetan grammatical terminology
database and Tibetan traditional grammar treatises corpus. The origin of lin-
guistic tradition in Tibet is dated back to the creation of the first grammatical
treatises “Sum cu pa” and “Rtags kyi ‘jug pa” (VII-VIII c.).

The Tibetan linguistics is mainly based on grammars created by Buddhist
scholars and is thus highly connected with Indian tradition. Methods of lan-
guage characterization and analysis are greatly different from those of Western
linguistics. Modern Tibetan scholars continue to follow and develop the Tibetan
grammatical tradition. The corpus includes the basic grammar treatises and com-
mentaries, which are considered to be the most important grammatical works
within the Tibetan grammatical tradition. On the basis of the corpus a specific
grammatical lexical database is created which will be useful both to tibetologists
and general linguistics specialists.

c© Springer International Publishing Switzerland 2015
P. Král and V. Matoušek (Eds.): TSD 2015, LNAI 9302, pp. 299–306, 2015.
DOI: 10.1007/978-3-319-24033-6 34
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2 Modern Corpus Linguistics of the Tibetan Language

Despite the fact that scholars in different countries (Germany, Great Britain,
People’s Republic of China, USA and Japan) are engaged in working out of
Tibetan texts corpus presentation, still there is no common standard for it.

Last four conferences of the International Association for Tibetan Studies
(IATS Seminar) included section «Tibetan Information Technology», where com-
puter technology projects in the field of Tibetan studies were represented. They
also include projects focusing on the creation of Tibetan corpus.

The creation of Tibetan language corpora abroad has just begun. The coop-
erative research project 441 under the guidance of B. Zeissler in Eberhard Karls
University (Tübingen, Germany) included the subproject B11 «Semantic roles,
case relations, and cross-clausal reference in Tibetan» (2002-2008) [1]. In 2012 U.
Pagel from Department of the Study of Religions and N. Hill from Department
of China and Inner Asia and Departments of Linguistics began development of
the Tibetan corpus to contain 1 million syllables. Its texts cover three historical
periods of the Tibetan language: preclassical, classical and modern1.

The first difference between the corpus of the Tibetan traditional grammar
treatises and the projects mentioned above is the development of special system
of linguistic tags [2][3]. The second difference is related to the involved materials.
All texts represent one of the traditional Tibetan sciences – linguistics.

3 Corpus Structure

The project has two main tasks: creation of a parallel corpus of the Tibetan
grammatical treatises with Russian translation and creation of a specific gram-
matical lexical database with frequency characteristics and semantic relations.

Tibetan texts and Russian translations in the corpus are aligned by sentence
breaks of the Tibetan part. Words of the Tibetan part are tagged morphologi-
cally. It should be noted that segmentation of Tibetan texts is a sophisticated
problem because according to the traditional Tibetan orthography only syllable
borders are marked (Tibetan syllable coincides with a word form approximately
in 95 cases out of 100).

There are special programs for automatic segmentation, for example,
Hunalign, Vanilla, etc. However, the process of their implementation for the
needs of the Tibetan language is quite difficult and not included in the project
tasks. Comparatively small corpus volume and the necessity of manual tokeni-
sation argue for manual segmentation and tagging.

4 Corpus Annotation

Tibetan text undergoes morphological tagging (lemmatization, part-of-speech
tagging, grammatical annotation of verb forms, eliminating of grammatical
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Table 1. Tags for function words in the Tibetan language

No. Tag Function word Example

1 Cj Conjunction dang

2 Pp Postposition drung du

3 Erg Ergative allomorphs kyis, gyis, gis, s, yis

4 Com Comitative dang

5 Dat Dative la

6 Loc Locative na

7 Dest Destinative allomorphs tu, du, ra, ru, su

8 Abl Ablative las

9 El Elative nas

10 Comp Comparative allomorphs pas, bas

11 Gen Genitive allomorphs kyi, gyi, gi, ‘i, yi

12 Fin Final particle allomorphs go, ngo, do, no, bo, mo, ‘o, ro, lo, so, to

13 Top Topicalizing particle ni

14 Ind Indefinite particle allomorphs cig, zhig, shig

15 Emph Emphatic particle allomorphs kyang, yang, ’ang

16 Quant Quantifier (’that much’, etc.) tsam, kho na, ’ba’ zhig, snyed

17 Pl Plural marker rnams

18 Quot Quotation marker allomorphs ces, zhes

homonymy). The Tibetan language tag system is developed. List of tags for
the most widely used function words is given in Table 1.
Corpus texts are also provided with metadata about genre, date of creation,
author.

Every word is represented by the following data: word form in Tibetan script,
word form in Latin transliteration, lemma in Tibetan script, lemma in Latin
transliteration, part-of-speech tag, terminological tag (Table 2). The program
tool for automatic tagging TreeTagger is supposed to be adapted to the Tibetan
language. In this regard the manually tagged corpus will be used as training
corpus.

5 Corpus Search and Usage

The system Sketch Engine (as well as Nosketch Engine) is used as a corpus
manager. The corpus can be accessed at http://corpora.spbu.ru. The corpus
interface allows searching and filtration by all elements of annotation as well
as brief and broad concordance and word lists creation. To create a frequency
list all the above mentioned elements and their combinations could be used as
attributes.

Currently the corpus contains 33913 tokens. Using corpus it is possible to
search word forms, lemmas in the Tibetan script and Latin transliteration as
well as collocations for given words and phrases, translations in parallel texts,
operate with statistic data, etc. For an extended search the regular expression
language is used.
1 http://www.soas.ac.uk/news/newsitem73472.html as accessed on 29. 03. 2015.

http://corpora.spbu.ru
http://www.soas.ac.uk/news/newsitem73472.html
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Table 2. Fragment of aligned text

The corpus of the Tibetan traditional grammar treatises could be used both
for the purposes of theoretical and applied linguistics. The corpus is a source for
lexicography, semantics and grammar investigations. Such corpus opportunities
as statement comparison, search of lexical units equivalents allow to reduce time
of working with teaching and information materials (e.g. dictionaries). Thus the
corpus is a useful tool for translation and language teaching.

6 Lexical Database of the Tibetan Grammatical Treatises
Corpus

6.1 Special Tagging of Grammatical Terminology

It is not typical for the Tibetan linguistics to emphasize such traditional subdisci-
plines of Western linguistics as phonology, morphology and syntax. Basic terms
of the Tibetan grammatical tradition denote basic units of different language
levels [4].

Most Tibetan authors begin their grammatical works with the description of
the Tibetan alphabet, different types of graphemes and corresponding phonemes,
rules of syllable composition and grapheme/phoneme combination as well as
morphonological rules. Tibetan grammars also contain the description of func-
tion words and morphemes.

The Tibetan linguistic tradition borrowed Indian idea of seven cases. In
Indian linguistics cases are connected with the kāraka category which repre-
sents an intermediate level between semantics and morphology. This system of
kāraka categories was also borrowed by Tibetans.
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6.2 Tags for Grammatical Terminology

Elements of traditional grammatical metadescription such as terminological cat-
egories (phonological, syntax terms), Sanskrit equivalents for loans, links to syn-
onyms, hyperonyms, hyponyms are added to the lexical database as well as
scientific commentaries.

The use of special grammatical tags given in Table 3 makes it possible to
divide different terminological fields: grammatical terminology (tag Gram) and
terms of traditional sciences (tag GenScien).

Certain tags stand for models of terms origin: by terminologisation of com-
mon words (tag GenLex) or through borrowing (tag L).

The tag TBas is used for basic grammatical terminology. Polysemy is the
main feature of the Tibetan terminology in general and basic grammatical terms
in particular. Therefore one of the main tasks was to separate phonological terms
(tag TPhon) and terms for different types of graphemes (tag TGra).

Grammatical terms imported from the corpus through the use of special
grammatical tags form the lexical database of Tibetan grammatical terminol-
ogy, which contains additional information about the origin language for loans,
foreign equivalents, way of borrowing (phonetic or semantic borrowing, calquing,
hybrid terms), etc. There is more than 2000 occurrences of grammatical terms
in the current corpus database.

Table 3. Tags for grammatical terminology

Characteristic of classification Tag Meaning

Terminological Gram term of the Tibetan grammatical tradition
field GenScien general scientific term

Origin GenLex term of Tibetan origin
L borrowed term

Type of TBas basic grammatical term
terminology TPhon phonological term

TGra grapheme type
TGrMark name of auxiliary morphemes and lexemes
TCGr case grammar term

6.3 Structure of Lexical Database

Lexical database of the Tibetan grammatical treatises corpus contains lexical
units selected from the Tibetan part of the corpus by appropriate tags.

TEI recommendations (Text Encoding Initiative) are taken as a methodolog-
ical basis for database exchange format [5]. It is important that TEI has tags for
relation links to create network data representation in linear XML files.

Let’s describe lexical database representation template in XML format
according to database structure. This template has several divisions and rep-
resentation levels.
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Lexical unit level Lexical unit of the database in XML begins with record:

where index number of a lexical unit (n=”1”), its type (type=”lex” – lexical

unit) and entry word in Tibetan script (tag <term>) and transcription

(tag <pron>) are given.
It is followed by the block with grammatical information (tag <gramGrp>):

<gramGrp>
<pos> N </pos>

</gramGrp>

which contains part-of-speech tag (tag <pos>) and additional grammatical infor-
mation (tags <gen>, <flex>, etc.).

The same level includes one or several etymological information blocks (tag
<etym>):

<etym n=”1”>
<l b l> Sumcupa </ lb l>
<date> 8 | $ˆ{\rm th}$ | c .</date>

</etym>

which contains sequence number of the etymology block, etymological tag
(tag <etym>), source of information (tag <lbl>), date of the first usage (tag
<date>). Also other tags, like <lang> (language, from which a word was pre-
sumably borrowed), could be used.

Link level and example level are represented in the same way. In the end data
are converted from exchange format into Microsoft SQL on the Microsoft.NET
platform.

6.4 User Interface

The database interface is a window application powered by Microsoft.NET and
closely integrated with a system core. During the interface development the
following tasks were set:

1. searching all lexemes in the database;
2. displaying lexemes in a convenient form;
3. manual adding of new lexemes;
4. editing of available lexemes;
5. loading (importing) lexical unit records from XML to TEI format;
6. saving (exporting) database records into TEI format.
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Functions of the grammatical lexical database are as follows:

1. statistical data where appropriate;
2. to retrieve content of an entry for a given word;
3. to retrieve all synonyms for a given word;
4. to retrieve all hyponyms for a given word;
5. to retrieve all hyperonyms for a given word;
6. to show frequency in the database for a given terminological tag;
7. to show frequency in the corpus for a given terminological tag;
8. to retrieve all lexemes marked by a given terminological tag.

7 Future Works

In the future the corpus is supposed to be provided with syntactic annotation,
extended and developed in a more extensive corpus of Tibetan texts including
those dedicated to other traditional Tibetan sciences: Buddhist religious doc-
trine, logic, medicine, craft, poetics, synonymics, prosody, astrology and drama.

8 Conclusion

Pilot version of the Tibetan grammatical treatises corpus will be useful to all
researchers of Tibetan grammatical written texts. Nowadays there are no avail-
able Tibetan language corpora aligned and translated into Russian. Therefore
the corpus also could be useful for linguistic research, Tibetan language study
and teaching.

Frequency dictionary of Tibetan lexical units (grammar terms) and semantic
analysis of the lexical database will form a sort of linguistic ontology that includes
hyponyms and hyperonyms, polysemic words and synonyms.

All this will allow to analyze the development of language in general and
structure of terminological fields in particular, and to estimate the terminologi-
sation degree of common words.
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Abstract. In this paper, we present our improvement of a multi-label
document classifier for text filtering in a corpus containing Czech news
articles, where relevant topics of an arbitrary document are to be assigned
automatically. Different vector space models, different classifiers and dif-
ferent thresholding strategies were investigated and the performance was
measured in terms of sample-wise average F1 score. Results of this paper
show that we can improve the performance of our baseline naive Bayes
classifier by 25% relatively when using linear SVC classifier with sublin-
ear tf-idf vector space model, and another 6.1% relatively when using
regressor-based sample-wise thresholding strategy.

Keywords: Multi-label classification · Topic identification · Threshold
selection · Thresholding strategy

1 Introduction

With growing volume of electronic text documents available online, text filtering
systems are increasingly required, especially in large text corpora. For purpose
of text filtering, each document in the corpus can be associated with one or more
label describing the topic of the document (e.g. “football”, “politics” etc.). The
natural requirement for modern text filtering systems is to assign these labels for
an arbitrary document automatically. When the process of revealing topics from
a text is based on a supervised learning (e.g. a classifier trained from manually
labeled data), it is called multi-label document classification task.

Almost any binary classifier can be used for multi-label document classifica-
tion using one-vs-the-rest strategy, which trains one binary classifier per label.
Such multi-label classifier outputs a vector of scores for each document (soft
prediction), which has to be processed by a thresholding strategy to obtain a
binary vector (hard prediction), that is “true” or “false” for each label.

As for the thresholding strategy, there is a large volume of published stud-
ies reporting various attempts. Older attempts are using a fixed threshold to
produce hard predictions, like RCut, PCut, SCut [1,2], also dynamic thresh-
old MCut, which sets the threshold for each document in the highest difference
c© Springer International Publishing Switzerland 2015
P. Král and V. Matoušek (Eds.): TSD 2015, LNAI 9302, pp. 307–315, 2015.
DOI: 10.1007/978-3-319-24033-6 35
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between successive scores and thus doesn’t need any training, has been pre-
sented [3]. In recent years, many other various thresholding strategies have been
published in [4–6] and in many other papers.

2 Current System and Baseline Classifier

Our current system is a language modelling corpus [7] containing large, con-
stantly growing, volume of text documents from various sources, mainly web-
mined news articles. With increasing volume of documents in the corpus, the
need of automatic document classification for purpose of data filtering became
essential [8].

Currently in this system, a multi-label naive Bayes classifier is used and
trained from documents incoming from one selected news server, which we
believe to be labeled thoroughly. For each new document, the classifier pro-
duces a probability distribution over all topics and N most probable labels are
assigned to the document. The number of assigned labels is currently fixed on
the average number of labels in the training data, which is N = 3, although a
threshold selection method has been recently reported to perform better [5].

3 Training and Testing Data

For the purpose of comparing different classifiers and thresholding strategies, we
exported from the corpus all labeled data from a selected news server and split
them into years of publishing. Then, from each year, we added documents from
a 2-months epoch (different for each year) into the testing data set while keeping
documents from the rest of the year as the training data set. Using this division
technique, all documents were split roughly in ratio 5:1 into training and testing
data sets while avoiding the absence of older topics in the testing data set.

Our training data set consists of 205k documents (70M words total) with
vocabulary size 700k and 21k different labels. Because of the lack of training
data assigned to low-frequency labels, we decided to use only labels assigned
to at least 30 documents, which decreased the number of labels to 1843. Our
testing data consists of 44k documents.

4 Evaluation Metric

For binary classification tasks, where the retrieved output for each tested docu-
ment is either 1 or 0 (i.e. the document has the label or not), the standard and
widely used evaluation metric of a test outcome is the F1 score

F1 =
2PR

P + R
, (1)

which is the harmonic mean of precision P and recall R, where

P =
tp

tp + fp
=

|{relevant documents} ∩ {retrieved documents}|
|{retrieved documents}| , (2)
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R =
tp

tp + fn
=

|{relevant documents} ∩ {retrieved documents}|
|{relevant documents}| , (3)

where tp are true positives, fp false positives and fn false negatives.
However, to evaluate outcome of multi-label classification test, where the

retrieved output for each tested document is binary vector (1 or 0 for each
label), some average value of F1 is needed. There are several options:

– micro-average: total true positives, false negatives and false positives are
counted across all the documents and used to compute P and R for (1);

– label-wise average, also known as macro-average: F1 is computed for each
single label and average value is obtained;

– sample-wise average: F1 is computed for each single document and average
value is obtained.

We decided to use sample-wise average F1, because it gives us good image,
of how well an unknown document would be labeled in average, although it
produces slightly lower scores then the other metrics. In the following sections,
we use short notation F1 for sample-wise average F1.

We should also define, how to deal with out-of-training-data labels. The stan-
dard approach is to use the same set of labels for training and evaluating phase,
and thus ignore all labels in the testing data set, which were not seen during the
training phase. This approach can be tricky, because one can artificially increase
scores from measured metrics by simply selecting fewer labels for training phase
and thus ignore more labels in evaluation phase and thus ignore more errors.
However, we believe that the better approach is to consider all relevant labels,
that were not retrieved by classifier, as a mistake. Of course, the later approach
produces lower F1 scores, because when evaluating documents labeled with out-
of-training-data labels, it is impossible to obtain high recall, so the upper bound
of F1 score is not 1, but substantially lower. In the case of our data, where we
used only labels assigned to 30+ documents, the upper bound of (sample-wise
average) recall was Rceil = 0.906 and F ceil

1 = 0.943, which is the highest value
we could possibly reach.

We believe the later approach better reflects the true performance of a doc-
ument classifier, therefore we decided to use it as an evaluation metric for our
experiments.

5 Vector Space Models

When dealing with a text, direct use of text representation (i.e. a sequence of
words) in classification tasks is impractical, because of a variable length of each
document. Therefore, it is desirable to convert raw text data to a vector space
model, where each instance of data (i.e. each document in a corpus) is represented
as a vector of predefined features.

Choosing the right vector space model and the right set of features suitable
for particular task, is very important and can have strong impact on document
classification performance. In this section, we present most popular vector space
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models and show their performance in our problem of multi-label document
classification of Czech news articles.

Very popular vector space models based on bag-of-words model (i.e. a
document-term matrix), which are widely used in document classification tasks,
are tf (term frequency), idf (inverse document frequency) and it’s powerful
combination tf-idf. The tf reflects within document frequency of words (terms),
whereas idf holds information about term frequencies across all documents.

Pure tf uses only raw frequencies, tftd = N(t, d), where N(t, d) denotes how
many times term t occurs in document d. However in practice, some normaliza-
tion is usually applied on tf model:

– cosine normalization is a length-normalization used to scale all values to a
[0, 1] while penalizing documents with high individual term frequencies or
with many different terms:

tfctd =
tftd√

tf2
t1d

+ tf2
t2d

+ ... + tf2
tV d

(4)

– sublinear tf claims that if a term occurs twenty times in a document, it
doesn’t carry twenty times the significance of a single occurrence, but the
significance has rather logarithmic scale:

tfstd =

{
1 + log tftd if tftd > 0
0 else

(5)

On the other hand, idf reflects how common or rare the term is across all
documents. It is the logarithmically scaled inverse proportion of documents con-
taining the term:

idft = log
N

N(t)
, (6)

where N is total number of documents and N(t) denotes number of documents
containing the term t. If a term occurs in almost every document, it’s idf will
be very low (almost zero), and rare terms that occur few times in whole corpus,
will gain high idf.

Combination of tf and idf leads to very powerful vector space models for
text classification task. The simple product tftd · idft is not commonly used,
because it completely ignores terms with idf = 0, i.e. terms which occur in every
document. Instead, formula

tf -idftd = tftd[idft + 1] = tftd + tftd · idft (7)

is usually used. In this paper, different normalizations of tf vector space model
were used as both stand-alone model and in combination with idf using (7).
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Fig. 1. F1 score using different vector space models and different multi-label classifiers
measured on testing data

5.1 Performance on Our Data

To see which vector space model is suitable for our data, we run following
experiment. We converted raw text data to several different vector space models
described in this section. For each vector space model, we trained three widely
used linear classifiers using all the training data:

– linear SVC (linear Support Vector Classifier): SVC with linear kernel func-
tion, implemented in terms of liblinear [9];

– SGD (Stochastic Gradient Descend classifier): linear classifier with stochastic
gradient descend learning;

– PA (Passive-Aggressive classifier) [10].

We used classifier implementations from scikit-learn [11] while leaving all param-
eters set on default values. To train a multi-label classifier, we used one-vs-the-
rest strategy, which trains one binary classifier per label (document has the
label or not). Then, all the testing data (converted to corresponding vector
space model) have been labeled using the trained classifier, and the F1 score
has been measured. Results of this experiment are shown in Figure 1, where tfc
denotes term frequency with cosine normalization (4) and tfs denotes sublinear
term frequency (5). As a thresholding strategy, we used top3 (see section 6.1).

We can see from the graph, that applying normalization on the term fre-
quency, have mostly positive effect on the document classifier performance (in
terms of F1 score). The highest F1 score has been obtained from linear SVC
when using tfs-idf (F1 = 0.6554), but the difference from tfc-idf (F1 = 0.6550)
or from the score obtained from PA when using tfs-idf (F1 = 0.6408), is very
small.

For experiments in the next chapter, we will use linear SVC classifier trained
with data converted to tfs-idf vector space model.

6 Thresholding Strategy

A thresholding strategy describes the way how to select a set of relevant labels
L rel

d from a set of all possible labels L = {lk}Kk=1 for an arbitrary document d
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given it’s multi-label classifier’s output, i.e. one number (e.g. score, probability
etc.) for each label. Most of thresholding strategies can be applied on any type
of vectors, but in this paper, we assume the classifier’s output for document d
is a probability distribution over topics Pd(k), k = 1, ...,K,

∑K
k=1 Pd(k) = 1. In

this section, we present some commonly used strategies as well as some our ideas
how to select L rel

d .

6.1 TopN

TopN thresholding strategy, also known as RCut [1] selects N most probable
labels. It is very simple strategy with obvious drawback: the same number of
labels is assigned to every document ignoring how probable the topics are. N
can be set for example as an average number of labels in the training data set.

6.2 Threshold Selection

Next very simple thresholding strategy is to assign only labels of topics with the
probability higher then some defined threshold t:

L rel
d = {lk ∈ L : Pd(k) ≥ t}. (8)

However, defining one fixed threshold for all documents can be impractical,
because the higher number of relevant labels the document has, the lower corre-
sponding probabilities are. There are many possibilities, how to set the threshold
(or more thresholds) in more general way [1–5].

Our approaches are mainly based on learning thresholds from the probability
distribution over topics P train

d (k), d ∈ D train, k = 1, ...,K of documents from
training data set D train, which has been obtained by classifying the training
data set after training the classifier. For D train, we also know document’s true
labels, which can be described by function

true(d, lk) =

{
1 if label lk is the true label of the document d,
0 else.

(9)

Here, we describe thresholds used in this paper.
Label-wise thresholding : for each label lk ∈ L , one threshold tk was set. First,

two sets of probabilities were created for each lk:

Ptrue
k = {P train

d (k) : true(d, lk) = 1, d ∈ D train}, (10)

Pothers
k = {P train

d (k) : true(d, lk) = 0, d ∈ D train}. (11)

Then, performance of the following label-wise thresholds were investigated:

ttruek = min(Ptrue
k ), (12)

tothersk = max(Pothers
k ), (13)
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Table 1. Performance of different multi-label document classifiers

strategy P R F1

naive Bayes classifier (baseline) top3 0.486 0.607 0.524

SGD top3 0.687 0.548 0.592
PA classifier top3 0.742 0.594 0.641
linear SVC top3 0.759 0.607 0.655

linear SVC ttruek 0.269 0.755 0.376
tothersk 0.784 0.468 0.554
tmean1
k 0.765 0.639 0.668
tmean2
k 0.758 0.672 0.685

linear SVC tRd 0.811 0.635 0.684
tRsort
d 0.772 0.683 0.695

tmean1
k =

min(Ptrue
k ) + max(Pothers

k )
2

, (14)

tmean2
k =

mean(Ptrue
k ) + mean(Pothers

k )
2

, (15)

where mean(x) denotes the mean value of set x, min(x) minimal value and
max(x) maximal value of x. Now, (8) can be modified for label-wise thresholding :

L rel
d = {lk ∈ L : Pd(k) ≥ tk}, (16)

where tk can be obtained by any of (12), (13), (14), (15).
Sample-wise thresholding : the threshold td for each document d is obtained

from a linear regressor R trained from P train
d (k). Target values for each docu-

ment d ∈ D train were set in the middle of mean probability of document’s true
labels and mean probability belonging to an irrelevant labels (i.e. in the spirit
of (15) but in a sample-wise manner).

After the regressor R is trained, the probability distribution over topics
Pd(k), k = 1, ...,K for document d can be used as an input of R, then threshold
tRd is returned and (8) can be modified for sample-wise thresholding :

L rel
d = {lk ∈ L : Pd(k) ≥ tRd }. (17)

We also tried sorting P train
d (k) for each d ∈ D train before training the regres-

sor, i.e. we didn’t care which label is relevant for the document d , but we rather
trained the regressor from differences between successive probabilities. We denote
these thresholds as tRsort

d .

7 Conclusion and Future Work

The results of this paper are summarized in Tab. 1. From label-wise thresholds
best performed tmean2

k (15), however, the best F1 score was achieved when gen-
erating threshold for each document using regressor with sorted probabilities on
input.
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As we can see from the table, we can improve (in terms of F1 score) the
performance of our baseline multi-label document classifier by 25% relatively
when using linear SVC classifier with tfs-idf vector space model, and another
6.1% relatively when using linear regressor to obtain thresholds, which together
makes the improvement over baseline 32.6% relatively.

As it seems we are reaching the upper bound where we can go with classical
linear classifiers, we’d like to try also neural networks, especially convolutional
neural networks, which have recently became very popular in the field of image
categorization. It would also be isteresting to compare our document classifier
with winning classifiers of recent WISE 2014 challenge [6], where a lot of novel
approaches have been introduced.
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Abstract. This paper aims at the automatic selection of the relevant
documents for the blind relevance feedback method in speech informa-
tion retrieval. Usually the relevant documents are selected only by sim-
ply determining the first N documents to be relevant. On the contrary,
the previous first experiments with the automatic selection of the rel-
evant documents for the blind relevance feedback method has shown
the possibilities of the dynamical selection of the relevant documents
for each query depending on the content of the retrieved documents
instead of just blindly defining the number of the relevant documents to
be used in advance. In the first experiments, the World Model Normaliza-
tion method was used. Based on the promising results, the experiments
presented in this paper try to thoroughly examine the possibilities of
the application of different score normalization techniques used in the
speaker identification task, which was successfully used in the related
task of multi-label classification for finding the “correct” topics of a news-
paper article in the output of a generative classifier.

Keywords: Query expansion · Blind relevance feedback · Spoken
document retrieval · Score normalization

1 Introduction

The field of information retrieval (IR) has received a significant attention in the
past years, especially since large audio-visual databases are available on-line, the
research in the field of information retrieval extends to the retrieval of speech
content. Experiments performed on the speech retrieval collections containing
conversational speech [1] suggest that classic information retrieval methods alone
are not sufficient enough for successful speech retrieval. The biggest issue here is
that the query words are often not found in the documents from the collection.
One cause of this problem is the high word error rate of the automatic speech
recognition (ASR) causing the query words to be misrecognized. The second
cause is that the query words was actually not spoken in the recordings and
c© Springer International Publishing Switzerland 2015
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thus are not contained in the documents. To deal with this issue the query
expansion techniques are often used.

One of the favorite query expansion methods often used in the IR field is the
relevance feedback method. The idea is to take the information from the relevant
documents retrieved in the first run of the retrieval and use it to enhance the
query with some new terms for the second run of the retrieval. The selection of
the relevant documents can be done either by the user of the system or automat-
ically without the human interaction - the method is then usually called blind
relevance feedback. The automatic selection is usually handled only by selecting
the first N retrieved documents, which are considered to be relevant.

In this paper we will present the thorough experiments aimed at the better
automatic selection of the relevant documents for the blind relevance feedback
method. Our idea is to apply the score normalization techniques used in the
speaker identification task [2][3] to dynamically select the relevant documents
for each query depending on the content of the retrieved documents instead of
just experimentally defining the number of the relevant documents to be used
for the blind relevance feedback in advance.

2 Information Retrieval System

For all experiments the language modeling approach [4] was used as the infor-
mation retrieval method. The collection is described in Section 4.1.

2.1 Query Likelihood Model

The query likelihood model with a linear interpolation of the unigram language
model of the document with an unigram language model of the whole collection
was used. The idea of this method is to create a language model Md from each
document d and then for each query q to find the model which most likely gener-
ated that query, that means to rank the documents according to the probability
P (d|q). The Bayes rule is used:

P (d|q) = P (q|d)P (d)/P (q), (1)

where P (q) is the same for all documents and the prior document probability
P (d) is uniform across all documents, so both can be ignored. We have left the
probability of the query been generated by a document model P (q|Md), which
can be estimated using the maximum likelihood estimate (MLE):

P̂ (q|Md) =
∏

t∈q

tft,d
Ld

, (2)

where tft,d is the frequency of the term t in d and Ld is the total number of
tokens in d. To deal with the sparse data for the generation of the Md we have
used the mixture model between the document-specific multinomial distribution
and the multinomial distribution of the whole collection Mc with interpolation
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parameter λ. So the final equation for ranking the documents according to the
query is:

P (d|q) ∝
∏

t∈q

(λP (t|Md) + (1 − λ)P (t|Mc)). (3)

The retrieval performance of this IR model can differ for various levels of interpo-
lation, therefore the λ parameter was set according to the experiments presented
in [5] to the best results yielding value - λ = 0.1.

2.2 Blind Relevance Feedback

Query expansion techniques based on the blind relevance feedback (BRF)
method has been shown to improve the results of the information retrieval. The
idea behind the blind relevance feedback is that amongst the top retrieved doc-
uments most of them are relevant to the query and the information contained
in them can be used to enhance the query for acquiring better retrieval results.

First, the initial retrieval run is performed, documents are ranked according
to the query likelihood computed by (3). Then the top N documents are selected
as relevant and the top k terms (according to some importance weight Lt, for
example tf-idf ) from them is extracted and used to enhance the query. The
second retrieval run is then performed with the expanded query.

Since we are using the language modeling approach to the information
retrieval, for the terms selection we have used the importance weight defined
in [4]:

Lt =
∑

d∈R

log
P (t|Md)
P (t|Mc)

, (4)

where R is the set of relevant documents. In the standard approach to the blind
relevance feedback the number of documents and terms is defined experimentally
in advance the same for all queries. In our experiments we would like to find the
number of relevant documents for each query automatically by selecting the
“true” relevant documents for each query to dynamically set the number of top
retrieved documents to be used in BRF.

3 Score Normalization for Relevant Documents Selection

The score normalization methods from the open-set text-independent speaker
identification (OSTI-SI) problem were successfully used in the task of the multi-
label classification to select the relevant topics for each newspaper article [6] in
the output of a generative classifier. This is the same problem as in the informa-
tion retrieval task, where as the result only the ranked list of documents with
their likelihoods is returned. When the search is done the user of the retrieval
system will look though the top N documents and therefore the specific selection
of which document is relevant and which not is not needed. On the contrary,
when the blind relevance feedback is used, the selection of the true relevant
documents can be very useful.
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This problem is quite similar to the OSTI-SI problem. The speaker identi-
fication can be described as a twofold problem: First, the speaker model best
matching the utterance has to be found and secondly, it has to be decided, if the
utterance has really been produced by this best-matching model - find out if the
speaker is truly “relevant”. The relevant documents selection can be described
in the same way: First, we need to retrieve the documents which have the best
likelihood scores for the query and second, we have to choose only the rele-
vant documents which really generated the query. The only difference is that we
try to find more than one relevant document. The normalization methods from
OSTI-SI can be used in the same way, but have to be applied to all documents
likelihoods.

3.1 Score Normalization Methods

After the initial run of the retrieval system described in Section 2 we have the
ranked list of documents with their likelihoods p(d|q) computed by equation (3).
We have to find the threshold for the selection of the relevant documents. A score
normalization methods have been used to tackle the problem of the compensation
for the distortions in the utterances in the second phase of the open-set text-
independent speaker identification problem [2]. In the IR task, the likelihood
score of a document is dependent on the content of the query, therefore the
beforehand set number of relevant documents is not suitable. Similarly as in the
OSTI-SI [2] we can define the decision formula:

p(dR|q) > p(dI |q) → q ∈ dR else q ∈ dI , (5)

where p(dR|q) is the score given by the relevant document model dR and p(dI |q)
is the score given by the irrelevant document model dI . By the application of
the Bayes’ theorem, formula (5) can be rewritten as:

p(q|dR)
p(q|dI) >

P (dI)
P (dR)

→ q ∈ dR else q ∈ dI , (6)

where l(q) = p(q|dR)
p(q|dI)

is the normalized likelihood score and θ = P (dI)
P (dR) is a

threshold that has to be determined. Setting this threshold θ a priori is a difficult
task, since we do not know the prior probabilities P (dI) and P (dR). Similarly
as in the OSTI-SI task the document set can be open - a query belonging to
a document not contained in our set can easily occur. A frequently used form
to represent the normalization process [2] can therefore be modified for the IR
task:

L(q) = log p(q|dR) − log p(q|dI), (7)

where p(q|dR) is the score given by the relevant document and p(q|dI) is the
score given by the irrelevant document. Since the normalization score log p(q|dI)
of an irrelevant document is not known, there are several possibilities how to
approximate it:
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World Model Normalization (WMN). The unknown model dI can be
approximated by the collection model Mc which was created as a language model
from all documents in the retrieval collection. This technique was inspired by the
World Model normalization [7]. The WMN method was used in the first exper-
iments with the score normalization methods application in the blind relevance
feedback method [8]. The normalization score of a model dI is defined as:

log p(q|dI) = log p(q|Mc). (8)

Unconstrained Cohort Normalization (UCN). For every document model
a set (cohort) of N similar models C = {d1, ..., dN} is chosen [9]. These models in
the set C are the most competitive models with the reference document model,
i.e. models which yield the next N highest likelihood scores. The normalization
score is given by:

log p(q|dI) = log p(q|dUCN ) =
1
N

N∑

n=1

log p(q|dn). (9)

Standardizing a Score Distribution. Another solution called Test normal-
ization (T-norm) stated in [9] is to transform a score distribution, resulting from
a different test conditions, into a standard form. The formula (7) now has the
form:

L(q) = (log p(q|dR) − μ(q))/σ(q), (10)

where μ(q) and σ(q) are the mean and standard deviation of the whole docu-
ment likelihood distribution. This approach has similarities to WMN, the main
difference here is the use of the standard deviation of the distribution.

Threshold Selection. Even when we have the likelihood scores normalized,
we still have to set the threshold for verifying the relevance of each document in
the list. Selecting a threshold defining the boundary between the relevant and the
irrelevant documents in a list of normalized likelihood is more robust, because the
normalization removes the influence of the various query characteristics. Since in
the former experiments [8] the threshold was successfully defined as a percentage
of the normalized score of the best scoring document, the threshold θ will be
similarly defined as the ratio k of the best normalized score. A thorough analysis
of different parameters settings is presented in Section 4.3 and the dependency
between the threshold ratio k setting and the size of the set C for the UCN
method is examined.

4 Experiments

Since the first experiments [8] with the use of the World model score normaliza-
tion method for the selection of relevant documents for the blind relevance feed-
back has shown promising results, in-depth experiments have been performed.
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First, we have done thorough experiments with the setting of the standard blind
relevance feedback method - the selection of the number of documents and the
number of terms. We have found the best parameters settings and selected it for
our baseline. Then detailed experiments with the WMN method were performed.
Since in the first experiments only few parameters settings have been tried out,
in this paper we present thorough experiments aimed to find out the best WMN
parameters settings. Since the WMN method achieved very promising result,
we have also experimented with other methods from the speaker identification
area - UCN and T-norm method. The UCN method has been shown to achieve
even better results than the WMN method in the application on the multi-
label classification task [10]. The results of all the experiments are presented in
Section 4.3.

4.1 Information Retrieval Collection

The experiments were performed on the spoken document retrieval collection
used in the Czech task of the Cross-Language Speech Retrieval track organized
in the CLEF 2007 evaluation campaign [1]. The collection contains automatically
transcribed spontaneous interviews (segmented by a fixed-size window over the
transcribed text into 22 581 “documents”) and two sets of TREC-like topics -
29 training and 42 evaluation topics. Each topic consists of 3 fields - <title>
(T), <desc> (D) and <narr> (N).

The training topic set was used for our experiments and the queries were
created from all terms from the fields T, D and N. Stop words were omitted
from all sets of query terms. All the terms were also lemmatized, since lemmati-
zation was shown to improve the effectiveness of information retrieval in highly
inflected languages (as is the Czech language) [11][12][13]. For the lemmatization
an automatically trained lemmatizer described in [5][14] was used.

4.2 Evaluation Metrics

The mean Generalized Average Precision (mGAP) measure that was used in
the CLEF 2007 Czech task was used as an evaluation measure. The measure
(described in detail in [15]) is designed for the evaluation of the retrieval per-
formance on the conversational speech data, where the topic shifts in the con-
versation are not separated as documents. The mGAP measure is based on the
evaluation of the precision of finding the correct beginning of the relevant part
of the data.

4.3 Results

Number of Terms. In the first experiments [8] the number of terms was
selected, according to the settings used for BRF in the paper dealing with the
experiments on this collection [13], to 5 terms. Later experiments in the paper [8]
has shown that the more terms used the better the retrieval score. We have done
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experiments with the number of terms to select with all the described methods
in this paper. The number of terms was selected from 5 to 45 terms, with 5 term
interval (5, 10, 15...). The premise that more terms are always better has shown
not to be true. All methods have shown best results when selecting around 20-30
terms. For comparison of the following methods all of them are presented when
selecting the 30 best terms (according to the weight (4)).

Standard BRF. For the standard blind relevance feedback the number of
documents is defined beforehand, it is the same for each query in the set. We
have experimented with the number of documents to select equal to 5, 10, 20,
30, 40, 50 and 100. Best results were achieved with 20 documents, almost the
same with 30 documents. When selecting more documents the mGAP score
dropped down, only when selecting also more terms the score was almost as
with 20 documents. The less documents selected the lower was the score. For
the baseline the selection of 20 documents was used.

Score Normalization. In score normalization methods, the number of doc-
uments to select for the BRF is dependent on the threshold θ defined as the
ratio k of the best normalized score. The final number of documents selected
this way is different for each query in the set. The experiments with the different
ratio setting (from 0.1 to 0.95 with 0.05 distance) were done for all the score
normalization methods presented.

For the WMN method this is the only parameter to chose. The best results
were obtained with k = 0.5. The setting is not very sensitive, the results for k =
0.55 or k = 0.45 was almost the same. The promising results of the application of
the WMN method led us to the idea to try other score normalization methods,
especially the UCN, which was shown to achieve even better results either in the
area of speaker identification [9] and multi-label classification [10].

In the UCN method apart from the ratio k also the size C of the cohort has
to be set. Experiments with C from 5 to 125 with distance 10 were performed.
The ratio k and the cohort size C depends on each other directly, because the
normalization score in (9) is bigger (an average from the higher likelihoods) for
a smaller cohort size. The best setting was k = 0.25 with C = 85.

The T-norm method was also experimented with, the best results were
obtained with k = 0.55. Again as with the WMN method the setting is not very
sensitive, the results for k = 0.6 or k = 0.5 was almost the same.

The final comparison can be seen in Table 1. As can be seen from the table
the BRF methods in all cases achieved better score than without BRF. All the
score normalization methods achieved better mGAP score than the standard
BRF, the best score achieved the UCN method but it was very close to the
WMN method.

Statistical relevance tests across the queries in the set was done for the veri-
fication of our claims. First we claim that the use of the BRF method achieves
better results than without it. The difference has shown to be statistically sig-
nificant (with the significance level α = 0.05 for standard BRF and α = 0.01 for
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Table 1. IR results (mGAP score) for no blind relevance feedback, with standard BRF
and BRF with score normalization. 30 terms were used to enhance each query in all
cases.

query set / method no BRF standard BRF BRF - WMN BRF - UCN BRF - T-norm
parameters - # of doc.= 20 k=0.5 k=0.25, C=85 k=0.55

train TDN 0.0392 0.0513 0.0568 0.0570 0.0564

score normalization BRF). Then we claim that with UCN method the results
are better than with standard BRF. The difference has shown to be statistically
significant with the significance level α = 0.05. The Wilcoxon Matched-Pairs
Signed-Ranks Test was used for all tests.

5 Conclusions

This article has shown the experiments with the use of the score normalization
methods for selection of the relevant documents for the blind relevance feedback
in speech information retrieval. The results are showing that with the score
normalization better retrieval results can be achieved than with the standard
blind relevance feedback with the number of relevant documents set beforehand.
We have also confirmed that the blind relevance feedback in any form is very
useful in the speech information retrieval.

The retrieval results are for each query the best with different number of
documents used (because the number of truly relevant documents is different
for each query). In the standard BRF the number of relevant documents is set
the same for all the queries, therefore the mean results for the set of queries
can not be the best which can be achieved. The use of score normalization
methods for the automatic dynamic selection of relevant documents for each
query independently solves this problem.

The number of terms to be selected was chosen the same for all queries. We
have experimented with different number of terms to be selected, the number of
terms significantly affects the retrieval results. The experiments on how to select
this number automatically - different for each query will be the subject of our
future research.
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5. Kanis, J., Skorkovská, L.: Comparison of different lemmatization approaches
through the means of information retrieval performance. In: Sojka, P., Horák, A.,
Kopeček, I., Pala, K. (eds.) TSD 2010. LNCS, vol. 6231, pp. 93–100. Springer,
Heidelberg (2010)
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13. Ircing, P., Psutka, J.V., Vavruška, J.: What can and cannot be found in Czech
spontaneous speech using document-oriented IR methods — UWB at CLEF 2007
CL-SR track. In: Peters, C., Jijkoun, V., Mandl, T., Müller, H., Oard, D.W.,
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Abstract. Although term weighting approach is typically used to
improve the performance of text classification, this approach may not
provide consistent results while imbalanced data distribution is available.
This paper presents a probability based term weighting approach which
addresses the different aspects of class imbalance problem in text clas-
sification. In this approach, we proposed two term evaluation functions
called as PNF and PNF 2 which can produce more influential weights
by relying on the imbalanced data sets. These functions can determine
the significance of a term in association with a particular category. This
is a crucial point because in one hand a frequent term is more important
than a rare term in a particular category according to feature selection
approach, and on the other hand a rare term is no less important than
a frequent term based on idf assumption of traditional term weighting
approach. Incorporation of these two approaches at the same time is
the main idea that make them superior to other weighting methods. The
achieved results from experiments which were carried out on two popular
benchmarks (Reuters-21578 and WebKB) demonstrate that the proba-
bility based term weighting approach yields more consistent results than
the other methods on the imbalanced data sets.

Keywords: Text classification · Class imbalance problem · Term
weighting approach · Machine learning

1 Introduction

In text classification, class imbalance problem typically occurs when the number
of documents of some classes is higher than the numbers of the others. In the
imbalanced datasets, classes containing more number of instances are known as
major classes while the ones having relatively less number of instances are called
as minor classes. At this point, most of standard classifiers tend towards major
classes and consequently show poorly performance on the minor classes. In other
words, there should be as many examples belonging to major classes as examples
belonging to minor ones [1,2]. This fundamental requirement cannot be always
c© Springer International Publishing Switzerland 2015
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met and standard applications of machine learning algorithms may not provide
satisfactory results. One of the effective approaches to resolve this problem which
is also useful in text mining, is term weighting strategy via tfidf method [3]. Tfidf
weighting is used to express how much a term can be important in a certain doc-
ument while documents are represented in the Vector Space Model (VSM). In
text classification, VSM is used to represent documents as term vectors and tfidf
as a traditional term weighting scheme provides an influential solution for clas-
sification of imbalanced texts in many studies [4,5]. Debole and Sebastiani [6]
proposed a number of supervised variant of tfidf weighting by replacing idf with
feature selection metrics and presented a category based weighting scheme for
classification task. In the other study [7] the supervised term weighting, tf.rf, was
proposed based on distribution of relevant documents. The rf metric indicates
the relevance level of a term with respect to a category. They evaluated tf.rf
weighting scheme using SVM and kNN algorithms over different corpora and
showed it consistently preforms well. In [8] a probability based term weighting
scheme which can better distinguish documents in a minor category was intro-
duced. In another one, [4] addressed the feature selection process for solving
the class imbalance problem and took into consideration the abilities and char-
acteristics of various metrics for feature selection. They asserted that negative
features make a positive influence on the classification performance. In a more
recent study, [5] explored the feature selection policies in text categorization by
using SVM classifier.

In this study, we tackle the class imbalance problem using a probability
based weighting scheme for a better multi-class classification task. Actually,
two category based functions named as PNF and PNF 2 are proposed as a
global component of term weighting scheme. These functions are based on two
probabilities of relevant documents distribution. PNF 2 is designed as a two-
sided function which takes into account either positive or negative terms. By
this way, it can indicate either the type of term relevancy or the strength of
relevancy (or irrelevancy) with respect to a specific category. Conversely, PNF
is known as one-sided version of PNF 2 which can only determine the power of
relevancy. In fact, we can distinguish documents better either in minor or major
categories by replacing idf with the proposed category based metrics.

2 Term Weighting Approach

To better distinguish documents in the VSM, the term weighting approach is
applied to represent documents. At first, traditional methods inspired by infor-
mation retrieval are used for the purpose of term weighting. Their basic assump-
tions can be listed as follows: (1) “multiple appearances of a term in a docu-
ment are no less important than single appearance” (tf assumption); (2) “rare
terms are no less important than frequent terms” (idf assumption); (3) “for the
same quantity of term matching, long documents are no more important than
short documents” (normalization assumption) [6]. Tfidf as a standard weighting
scheme has been used in many studies [4,7–9], because it provides an effective
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solution for the classification of imbalanced texts by relying on these assump-
tions. It has been formulated in form of multiplying term frequency (tf ) by
inverse document frequency (idf ). The common and normalized form of tfidf
weighting are shown in Eq. 1 [3,10]:

tfidf(ti, dj) = tf(ti, dj) × log( N
Nti

) wi,j = tfidf(ti,dj)√∑|T |
k=1 tfidf(tk,dj)2

(1)

where tf(ti, dj) denotes the number of times that term ti occurs in document
dj , N is the number of documents in the training set, Nti denotes the number
of documents in which term ti occurs at least once and |T | denotes the num-
ber of unique terms. Actually, tfidf method is constituted from local and global
principles. The frequency of a term within a specific document (tf) provides the
local principle in the term weighting scheme and inverse document frequency
(idf) supplies the global principle. Even if tf is used as a term weighting scheme
alone, it can perform well [3,7,10]. On the other hand, idf is considered as an
unsupervised function since it does not take into account the category member-
ship in documents.

In text classification, if labeled documents are available, the term weighting
approach which uses the prior known information can be applicable and named
as supervised term weighting [6]. In this approach, metrics used in the term
selection phase are replaced by the idf function, because the aim of term selec-
tion phase is to associate terms with each category. In fact, supervised approach
uses category based term selection metrics as global component of term weight-
ing scheme. In this study, we use the popular term selection metrics employed
in [7] for supervised term weighting scheme. These metrics are represented by
information elements in Table 1 (please see Table 2 for ’a’, ’b’, ’c’ and ’d’).

Table 1. Employed metrics as the global component of term weighting scheme in the
experiments

Metric name Formula

Chi square (X2) N (ad−bc)2

(a+c)(b+d)(a+b)(c+d)

Information gain (ig) a
N
log aN

(a+c)(a+b)
+ b

N
log bN

(b+d)(a+b)
+ c

N
log cN

(a+c)(c+d)
+ d

N
log dN

(b+d)(c+d)

Odds ratio (or) log ad
bc

Relevance frequency (rf) log(2 + a
max(1,c)

)

3 Proposed Positive and Negative Based Term Weighting
Scheme

In the supervised functions, a one-sided function like rf or or only takes relevant
terms that appear mostly in the given category into consideration, whereas two-
sided function like X2 or ig takes into account the irrelevant terms that do not
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mostly appear in the given category, as well as relevant ones. In this study, a
two-sided function (Eq. 2) is proposed for global component of term weighting
scheme based on two probabilities of relevant documents; i.e. P (ti|Cj) which is
known as the probability of documents from category Cj where term ti occurs
at least once and P (ti|C̄j) which is considered as the probability of documents
not from category Cj where term ti occurs at least once. The main idea is to
specify the degree of being relevant or non-relevant for a term with respect to
each category where the negative documents outnumber the positive ones. To
achieve this, the difference between two probabilities is computed as shown in
Eq. 2. In fact, if P (ti|Cj) is bigger than P (ti|C̄j), which basically indicates that
term ti is relevant to category Cj , then the term is labeled as a positive term
associated with category Cj and otherwise is assumed as negative. By dividing
the difference into the summation of two probabilities, the normalized values of
weights are obtained and the weights are transformed to [-1, 1] interval.

In imbalanced cases, use of conditional probabilities plays an important role
in the weighting process, because it creates a balanced situation between cat-
egories. It means that the document frequency for a certain term is computed
based on its distribution over classes. Moreover, PNF 2 function can assign high
weights to the terms, which are rare or frequent, according to their distributions
in different classes. This is a crucial point because in one hand a frequent term
is more important than a rare term in a particular category according to feature
selection approaches, and on the other hand, a rare term is no less important
than a frequent term based on idf assumption. We named the proposed function
as PNF 2 which is the abbreviation of Positive Negative Features and power of
2 symbolizes that equation is designed as two-sided.

PNF 2(ti, Cj) =
P (ti|Cj) − P (ti|C̄j)
P (ti|Cj) + P (ti|C̄j)

(2)

To estimate the probabilities of Eq. 2, four information elements shown in
Table 2 are used. In Table 2, Cj denotes the class corresponding to the jth

category in the dataset; ti is the ith term in the vocabulary set; ai,j , bi,j , ci,j
and di,j denote the document frequencies associated with the corresponding
conditions. Therefore, the probabilities are calculated by using Eq. 3:

P (ti|Cj) = ai,j

ai,j+bi,j
P (ti|C̄j) = ci,j

ci,j+di,j
(3)

If PNF 2 is used as a global component of term weighting scheme, either
positive or negative values are assigned to terms. When PNF 2 computes a

Table 2. Fundamental information elements which are used in feature selection func-
tions

Containing term ti Not containing term ti
Belonging to class Cj ai,j bi,j
Not belonging to class Cj ci,j di,j
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negative value for a term, it shows not only the term is irrelevant for given
category but also it has a negative effect for that category as much as its absolute
value. To eliminate the negative effect, the one-sided form of PNF 2 (Eq. 4)
is defined as another alternative for the global component of term weighting
scheme. In fact, we transform PNF 2 to one-sided function abbreviated as PNF
and compare it with the performance of PNF 2.

PNF = 1 + PNF 2 (4)

PNF function does not produce any negative weights for terms and it assigns
just low positive values to non-relevant terms instead of negative. Thus, PNF
function does not transform the trend of weighting to the negative space. Since
the weighting scheme is employed for only training data, this approach becomes
plausible.

4 Empirical Observation of Term Weighting and Feature
Selection Approaches

In this part, we try to make a comparative explanation by using a realistic
example. First, the scores of terms in the grain category of Reuters dataset are
calculated by using two popular feature selection metrics i.e. ig, X2 and proposed
PNF metrics; then the scores of terms are sorted in descending order to select
top 4 terms of each metric. Actually, grain is a minor category with 41 documents
and Table 3 lists a, c and idf values of the selected top 4 terms. At this point, we
want to emphasize the differences between feature selection and term weighting
approaches. Feature selection means the identification of more representative
terms, and selected features should represent the most number of documents.
As a result, they ignore rare terms. On the other hand, a term weighting scheme
which uses idf as a global component, gives higher score to terms with low
document frequency. As can be seen from Table 3, idf values of terms selected
by PNF are higher than the idf values of other terms. The difference between
term weighting and feature selection approaches can be obviously proven with
c values. Although, most of terms selected by ig and X2 metrics have high
document frequency in non-grain categories (i.e. high c values), terms selected
by PNF metric have 0 values for the c parameter. Since use of feature selection
metrics for category based weighting purposes has been preferred in the previous
studies [6–8], we have to evaluate our proposed metrics by comparing with them.
The last point is that, proposed PNF metric has closer approach to idf than
the others, but unlike idf , PNF is proposed for category based weighting.

5 Experiments

In this study, all experiments were conducted on two different benchmarks such
as Reuters-21578 and WebKB. The Reuters-21578 dataset has been widely used
in text classification researches as an imbalanced collection [6,8,9,11,12]. The R8
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Table 3. The characteristics of top 4 terms selected by different manners for grain
category in Reuters-21578 dataset

Terms X2 IG PNF
a c idf a c idf a c idf

t1 36 15 6.75 36 15 6.75 14 0 8.61
t2 14 0 8.61 24 52 6.17 3 0 10.84
t3 11 5 8.42 14 0 8.61 3 0 10.84
t4 24 52 6.17 11 5 8.42 3 0 10.84

version of Reuters dataset which was used in the experiments [13], consists of two
major categories called as earn and acq with almost 52% and 30% class distri-
butions respectively and 6 minor categories with almost 3% class distributions.
WebKB dataset consists of four categories of web pages collected from computer
science departments of four universities[13]. This dataset contains two minor cat-
egories called as project and course with almost 10% and 20% class distributions
respectively and two major categories with 30% and 40% class distributions. For
both datasets, experiments were performed on the original training and test sets
obtained from benchmarks [13]. Standard text preprocessing steps were applied
and all features were used in classification.

To analyze the effect of different weighting methods on the imbalanced data
classification problem, we need a simple classifier which makes term weighting
scheme as the most effective factor in the learning process. In the proposed
classifier algorithm which is inspired by Rocchio, after representing documents
in VSM and applying a term weighting scheme, learning process is realized by
combining training document vectors

#»

d into a vector #»c j for each category. The
vector #»c j is computed for category Cj by dot dividing of two vectors as Eq. 5:

#»c j =
1
#»a j

∑

#»
d∈Cj

#»

d (5)

In Eq. 5 the #»a j is the vector yielded from the document frequency of terms
with respect to category Cj (as shown in Table 2) and

∑
#»
d∈Cj

#»

d yields the
summation of document vectors which belong to category Cj . Consequently, the
set of #»c j vectors which are computed for each category, represent the learned
model. This model is used to classify document dt which has never seen before.
This test document is represented by the vector

#»

d t which has only tf values
as weights. In order to classify the test document, cosine similarity is computed
between two vectors such as

#»

d t and each of #»c j . Finally, the vector
#»

d t is assigned
to the category which has the highest similarity with

#»

d t as indicated in Eq. 6.

F (
#»

d t) = arg max
cj∈C

#»c j

|| #»c j || .
#»

d t

|| #»d t|| (6)

Precision (P), Recall (R) and F-measure were used to evaluate the perfor-
mance of classification.
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Table 4. The F-measure values of different term weighting schemes for Reuters-21578
dataset

Categories The term weighting schemes
tf.idf tf.X2 tf.ig tf.or tf.rf tf.PNF 2 tf.PNF

earn 0.771 0.512 0.845 0.945 0.981 0.950 0.981
acq 0.450 0.654 0.831 0.921 0.957 0.952 0.961
crude 0.698 0.896 0.887 0.867 0.902 0.835 0.945
trade 0.542 0.867 0.886 0.771 0.906 0.802 0.898
money-fix 0.646 0.789 0.781 0.798 0.719 0.834 0.868
interest 0.754 0.792 0.779 0.852 0.776 0.838 0.881
ship 0.539 0.831 0.679 0.781 0.806 0.794 0.845
grain 0.667 0.889 0.889 0.900 0.800 0.750 0.900

Macro Average 0.633 0.779 0.822 0.854 0.856 0.844 0.910
Micro average 0.687 0.639 0.836 0.912 0.945 0.925 0.958

Achieved F-measure values for the different weighting methods employed in
Reuters-21578 benchmark are listed in Table 4. As can be seen, tf.PNF term
weighting method consistently outperforms all other methods for all categories
except one case.The results obtained from tf.PNF 2 can be competitive with the
other methods. The tf.PNF weighting scheme, which eliminates the negative
impact considered in tf.PNF 2, significantly improves the performance of the
classification. The superiority of tf.PNF scheme can also be seen by micro and
macro averaged F-measure values. Another point is that the tfidf weighting
scheme cannot provide a good distinction between categories and consequently
performs weakly on the whole categories.

In WebKB benchmark, the superiority of tf.PNF 2 and tf.PNF can be
observed among the other methods as shown in Table 5. Although the tf.PNF
is known as the best weighting scheme by possessing the highest micro and macro
averaged F-measure values, tf.PNF 2 gives better results for minor categories. It
can be also observed that the performance tf.ig, tf.X2 and tf.rf are degraded in
contrast with their previous results on the Reuters benchmark and cannot keep
their relative goodness. At this point, it can be said that they cannot perform
well on different imbalanced circumstances and may not yield consistent results.
Conversely, tf.PNF , tf.PNF 2 and tf.or can provide more reliable results since
they can make a relative minimum range of fluctuation in their results.

According to the achieved results from two benchmarks (Tables 4 and 5), the
proposed two functions as a global component of term weighting scheme yield
better results than the others. Moreover, the category based term weighting
schemes outperform the traditional tfidf in most cases. In other words, tfidf
cannot make any clear distinction between documents of the different classes in
multi-class classification task. As mentioned in section 4, ig and X2 are successful
for feature selection task [5] but they cannot consistently perform well as a global
component of term weighting scheme in imbalanced text classification.
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Table 5. The F-measure values of different term weighting schemes for WebKB dataset

Categories The term weighting schemes
tf.idf tf.X2 tf.ig tf.or tf.rf tf.PNF 2 tf.PNF

student 0.636 0.587 0.588 0.636 0.735 0.705 0.852
faculty 0.372 0.236 0.224 0.688 0.673 0.750 0.757
course 0.608 0.014 0.006 0.859 0.662 0.887 0.860
project 0.088 0.403 0.424 0.649 0.443 0.649 0.617

Macro Average 0.426 0.310 0.311 0.708 0.628 0.747 0.772
Micro average 0.549 0.452 0.454 0.703 0.683 0.749 0.805

To determine the statistical significance of the results, we performed ANOVA
test on the F-measure values gained by the methods for categories. According to
results of ANOVA test for Reuters-21578 and WebKB benchmarks, since the P-
value of the test is less than 0.05 for each case (P-value equals 0.0000 for Reuters
and 0.0028 for WebKB), there are statistically significant differences between the
macro-averaged F-measure values of tf.PNF with the other different schemes
at the 95.0% confidence level.

6 Conclusion

In this study, we tackled the class imbalance problem by category based term
weighting approach and PNF 2 and PNF were proposed as a global compo-
nent of term weighting scheme based on the probabilities of relevant documents
frequency. Experiments were made with several methods on two different bench-
marks. According to our findings, the tf.PNF term weighting scheme is the best
in all experiments and can provide the best tradeoff between precision and recall.
Despite the wide range of fluctuation in the results of tf.ig and tf.X2, tf.PNF 2

as a two-sided method achieves more expectable results with high F-measure
values. Additionally, one-sided functions (i.e. or, rf and PNF ) consistently per-
form better than the two-sided ones (i.e. ig and X2), however, PNF 2 presents
competitive results in contrast with or, rf functions. As a result, the PNF and
PNF 2 functions as a global component of term weighting scheme are recom-
mended for imbalanced classification task.
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5. Taşcı, Ş., Güngör, T.: Comparison of text feature selection policies and using an
adaptive framework. Expert Systems with Applications 40(12), 4871–4886 (2013)

6. Debole, F., Sebastiani, F.: Supervised term weighting for automated text catego-
rization. In: Sirmakessis, S. (ed.) Text Mining and its Applications. STUDFUZZ,
vol. 138, pp. 81–97. Springer, Heidelberg (2004)

7. Lan, M., Tan, C.L., Su, J., Lu, Y.: Supervised and traditional term weighting
methods for automatic text categorization. IEEE Transactions on Pattern Analysis
and Machine Intelligence 31(4), 721–735 (2009)

8. Liu, Y., Loh, H.T., Sun, A.: Imbalanced text classification: A term weighting app-
roach. Expert Systems with Applications 36(1), 690–701 (2009)

9. Ren, F., Sohrab, M.G.: Class-indexing-based term weighting for automatic text
classification. Information Sciences 236, 109–125 (2013)

10. Sebastiani, F.: Machine learning in automated text categorization. ACM Comput-
ing Surveys (CSUR) 34(1), 1–47 (2002)

11. Sun, A., Lim, E.P., Liu, Y.: On strategies for imbalanced text classification using
svm: A comparative study. Decision Support Systems 48(1), 191–201 (2009)
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Abstract. CloudASR is a software platform and a public ASR web-
service. Its three strong features are state-of-the-art online speech recog-
nition performance, easy deployment, and scalability. Furthermore, it
contains an annotation interface for the addition of transcriptions for
the recordings. The platform API supports both batch and online speech
recognition. The batch version is compatible with Google Speech API.
New ASR engines can be added onto the platform and can work simul-
taneously.

Keywords: Automatic speech recognition · Cloud · Cloud service ·
Kaldi

1 Introduction

Recent advances in automatic speech recognition popularized voice interaction as
a way of interacting with computers, which in turn increased demand for easy-to-
use voice recognition systems that developers can use in their applications. Some
examples of such applications are voice-controlled web browsers, email and SMS
readers for car drivers, or voice assistants. Developers typically integrate voice
recognizers into their application in two ways: Either they run voice recognition
directly on the user’s device, or they use an off-device voice recognizer to which
the device connects through the Internet. In this paper, we are interested in the
latter setup, in particular a voice recognition web-service in the cloud.

We present an open-source platform called CloudASR that gives everyone
the possibility to run a customizable and scalable voice recognition service in
her own cloud. By customizability, we primarily mean the ability to use custom
recognition models1. Kaldi ASR engine [1] is supported out-of-the-box, but it
is possible to plug in other recognizers like CMUSphinx [2] or RWTH [3] by
implementing appropriate wrappers. In addition, we operate a public web service
that runs on the presented platform with ready-to-use recognizers for English
and Czech using the Kaldi ASR system modified for online recognition [4].

1 A recognition model represents the parameters of an ASR system, and roughly said
it determines its performance given a language and a domain.

c© Springer International Publishing Switzerland 2015
P. Král and V. Matoušek (Eds.): TSD 2015, LNAI 9302, pp. 334–341, 2015.
DOI: 10.1007/978-3-319-24033-6 38
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There are ASR web-services available on the Internet that provide some of
the features described above, but none of them offer online recognition and
full customization. Google Speech API2 is very fast and accurate for general
speech and supports a lot of languages, but is not customizable and has unclear
licensing conditions. Nuance’s3 commercial recognizers are more flexible but they
are paid and closed-source. ISpeech ASR API4 is also customizable (users can
select expected speech type: text messages, voice mail, dictation) but does not
allow full customization and is also paid. AT&T Watson5 allows users to provide
a custom grammar (language model) but its free use is limited. In [5], Otosense-
Kaldi, a promising software was mentioned, which would offer similar features
as our platform, but its announced release date is already a year past due.

In the following, we give the general overview of the platform architecture
(in Sect. 2), show how the platform scales with increased workload (Sect. 3),
briefly describe the public ASR web-service (Sect. 4), and conlude the paper (in
Sect. 5).

2 CloudASR Platform

The CloudASR platform consists of a Frontend server,6 a Master server, and
Worker servers that collaborate together to provide the ASR web service. The
platform architecture was designed with stress on scalability, high availability,
customizability, and maintainability, and adheres to the common cloud industry
best practices. All of the components are described and their roles are illus-
trated in Figure 1 on a simple scenario. Each of the servers runs inside a Docker
container7. Docker provides an isolated environment for the execution of the
servers and an API for their deployment.

Clients communicate with the platform using either HTTP POST requests
in the batch recognition mode, or WebSockets in the online recognition
mode. Developers using Google Speech API can change their ASR backend to
CloudASR just by modifying the web service URL because the APIs are compat-
ible. Additionally, we implemented JavaScript library for the online recognition
mode. An example how to use this library is shown in Figure 2.

The whole platform is covered by unit tests, which guarantees robustness
with respect to future development.

2.1 Platform Scalability

The most computationally intensive part of the platform are the Workers, which
perform the actual speech recognition, and the Frontends, which serve as a proxy
2 https://www.google.com/intl/en/chrome/demos/speech.html
3 http://dragonmobile.nuancemobiledeveloper.com/public/
4 http://www.ispeech.org/api
5 http://developer.att.com/apis/speech
6 We use the term “server” here to denote a running process on a physical/virtual

machine.
7 https://docs.docker.com/

https://www.google.com/intl/en/chrome/demos/speech.html
http://dragonmobile.nuancemobiledeveloper.com/public/
http://www.ispeech.org/api
http://developer.att.com/apis/speech
https://docs.docker.com/
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Fig. 1. The CloudASR service in a simple ASR scenario. The Client request is served
in the following way: When a Client sends a request to CloudASR service (no. 1 on the
picture), the request comes to the Frontend server, which asks Master for a particular
Worker according to the requested recognition model (no. 2). Frontend then sends data
to the Worker and waits for the recognition results (no. 3). Workers periodically send
heartbeats to Master with information about their state (no. 4).

between the Client and the Workers and monitor the connection. For scalability,
both of them can run in multiple instances on multiple machines. The only
bottleneck may be the Master server, which manages the Workers. However, in
our experiments it had no problem handling up to 1,000 Workers8.

2.2 Platform High Availability

We implemented heart-beat protocols for mitigating consequences of any worker
faults. Workers send periodic heart-beat signals to Master with their status.
When Master does not receive an update from a Worker for 15 seconds, it
assumes the Worker has failed and does not schedule any future tasks for it.
The signle point of failure of the platform is the Master server. When the Mas-
ter server dies the platform cannot process any requests, but as soon as it starts
working again everything goes back to normal.

2.3 Platform Maintenance and Customizability

The platform can be run either on a single machine or in a Mesos cluster [6], using
the provided set of scripts that start, restart, and shutdown the service. In the
single-machine scenario, the only system requirement is a working Docker instal-
lation. For a Mesos cluster deployment, the cluster needs to support deployment
of Docker containers.

A new type of ASR engine can be added easily, as illustrated in Figure 3, by
implementing an ASR class and adding dependencies into the Docker configura-
tion file.

8 Looking at http://zeromq.org/results:10gbe-tests-v031, which benchmarks the per-
formance of the ZeroMQ library we use for communication, we expect that it should
be able to handle much more Workers.

http://zeromq.org/results:10gbe-tests-v031
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var speechRecognition = new SpeechRecognition();
speechRecognition.onStart = function() {

console.log("Recognition started");
}

speechRecognition.onEnd = function() {
console.log("Recognition ended");

}

speechRecognition.onError = function(error) {
console.log("Error occured: " + error);

}

speechRecognition.onResult = function(result) {
console.log(result);

}

var lang = "en-wiki";
$("#button_start").click(function() {

speechRecognition.start(lang);
});

$("#button_stop").click(function() {
speechRecognition.stop()

});

Fig. 2. JavaScript code that can be used for speech recognition in Google Chrome.

2.4 Annotation Interface

All of the processed recordings are stored in a network-shared file system and all
users can access them from the annotation interface shown in Figure 4. They can
confirm the correctness of the recognition or provide their own transcriptions,
along with additional information such as whether the recording contains speech
or whether it was recorded by a native speaker. We also provide scripts for
creating CrowdFlower9 jobs to obtain the transcriptions from paid workers. We
plan to publish all recordings from the public CloudASR web-service along with
their transcriptions in a data set that can be used for training ASR systems.

3 Evaluation

We performed a set of experiments to show that the CloudASR platform is ready
for production use. First, we compared the word error rate (WER) and real time
factor (RTF) of CloudASR batch mode with Google Speech API on a specific

9 http://www.crowdflower.com/

http://www.crowdflower.com/
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class DummyASR:
def recognize_chunk(self, chunk):

return (1.0, ’Dummy interim result’)

def get_final_hypothesis(self):
return [(1.0, ’Dummy final result’)]

def reset(self):
pass

Fig. 3. Illustration of the API for an ASR engine on CloudASR platform. Each ASR
engine needs to be wrapped into a Python class with the listed methods. In this exam-
ple, the recognizer does not perform any recognition, just provides dummy values as
results for any input.

dataset to show that domain-specific models, which are CloudASR’s primary
designation, outperform the general ones and are faster. Second, we compared the
latency of the CloudASR online mode with the batch mode to demonstrate the
superior performance of online ASR for interactive speech applications. Finally,
we stress-tested CloudASR in the batch mode to see how the platform handles
high load.

3.1 Real Time Factor and Word Error Rate

We compare WER and RTF of CloudASR batch mode with Google Speech API
to illustrate that we achieve similar speed and that indeed there is a big difference
when we are given the capability to adapt the recognizer to a particular domain.
As the CloudASR recognizer we used the test set from the Czech Public Trans-
portation Information Domain [7], with the recognition models described in [4].
Google Speech API achieves 64% WER and an RTF of 0.33, while CloudASR
scores 22% WER and an RTF of 0.17.

3.2 Online vs. Batch Mode Latency

Figure 5 shows the delay between the utterance end and the availability of the
recognition results for CloudASR online and batch mode. We used the same
dataset as in Sect. 3.1. Leveraging the time while the recording is still being
made for computing the recognition hypotheses brings shorter waiting time for
the final hypothesis. It can be seen that for online recognition, the recording
length does not make a difference in the delay whereas for batch recognition
latency increases proportionaly to the recording length.

3.3 Parallel Requests Benchmark

We tested how CloudASR behaves under the load of up to 1,000 parallel requests.
Ideally we would run the tests on a cluster with thousands of nodes, but due
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Fig. 4. The CloudASR annotation interface where the users can provide transcription
and other information about the recordings.

to lack of resources we resort to a simulation. We use dummy Workers which
do not perform real recognition but only accept the input recording, wait half
length of the recording, and send back a dummy result. This enables us to run
multiple Worker instances on a single machine, and scale the number of Workers
to 1,000. This approach is still a valid test of the communication capabilities of
the platform and provides a meaningful picture of its performance in practice.

Fig. 5. A latency comparison for CloudASR online and batch mode.
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We run 1,000 dummy Workers on a Mesos cluster with 5 physical machines
(4 CPUs, 16 GB RAM each), and HAProxy [8] load-balancer which spread the
workload across 5 Frontend servers. We tested the platform with a different
number of parallel requests and recordings of different lengths. The results are
plotted on Figure 6.

The results show that high load adds just a very little overhead until a
point of 500 requests per second is reached. At that point, the Frontend servers
need to handle more than 100 requests per second each, which corresponds to a
transfer rate of 140 Mbps. From that point on, the Frontends are overloaded and
the latency increases noticeably with the number of parallel requests. If more
Frontend servers are used, the platform should be able to handle even more
requests.

4 CloudASR Web-Service

CloudASR web service is publicly available on the Internet10, running on the
infrastructure provided by CESNET’s Metacentrum project11. The service pro-
vides unlimited speech recognition in English and Czech with state-of-the-art
KALDI recognition toolkit in return for the speech data sent to it. We plan to
expand the service to support more languages if there is a demand for it.

Fig. 6. The graph shows platform & network latency for recordings with various
lengths given the number of parallel requests.

10 http://www.cloudasr.com/
11 CESNET is an non-for-profit organization supporting research in Czech Republic,

and Metacentrum is its project with the aim of building a computational infrastruc-
ture for research purposes.

http://www.cloudasr.com/
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5 Conclusion and Future Work

We described the CloudASR platform and the public web service that it powers.
We demonstrated how it achieves scalability, high availability, and customizability.

In the future, we would like to add an easy way for the users to upload their
own language models. Also, we would like to use the transcribed recordings
to adapt the acoustic models for specific recording conditions, if the users will
provide enough of them, to improve the recognition performance.
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Abstract. The ORAL series corpora of spontaneous spoken Czech cur-
rently contain neither lemmatization nor part of speech tagging. The
main reason for this is that readily available NLP tools, designed pri-
marily with written texts in mind, underperform when applied directly
to speech transcripts, due to various morpohological and syntactic
specificities of informal spoken language and the ways these are cap-
tured in transcription. Recently, the highly optimized open-source Mor-
phoDiTa toolchain for training and applying stochastic tagging models
was released; MorphoDiTa makes it easy and fast to experiment with
incremental changes in the training procedure. The article discusses mod-
ifications to the morphological dictionary and training data used by the
models which are necessary in order to improve their performance on the
ORAL series corpora, as well as challenges which remain to be solved.

Keywords: Spoken corpus · Lemmatization · POS-tagging

1 Introduction

For some types of linguistic research, having a corpus that is morphologically
tagged and lemmatized is paramount, especially in the case of such a highly
inflected language as Czech in which target lexemes take on many different
forms according to context. This applies even more to corpora such as the ORAL
series corpora of informal spoken Czech, whose transcription guidelines reflect
the even greater regional and register-based variety of spontaneous spoken lan-
guage. However, at present, no such additional annotation is available in either
of the three aforementioned corpora, because the differences between spoken and
written language are such that the existing tools for automatic linguistic anno-
tation of texts, which are developed primarily with written language in mind,
yield suboptimal results when directly applied to speech transcripts.

This paper resulted from the implementation of the Czech National Corpus project
(LM2011023) funded by the Ministry of Education, Youth and Sports of the Czech
Republic within the framework of Large Research, Development and Innovation
Infrastructures.
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Recently, the MorphoDiTa (Morphological Dictionary and Tagger) frame-
work was released as an end-to-end solution for training and applying POS-
tagging models [1]. Compared to previous resources of the kind (Morce [2], Fea-
turama,1 COMPOST [3]), MorphoDiTa’s aim is to be fully openly available and
extremely resource-efficient while retaining excellent performance on the large
tagsets typical of highly-inflected languages such as Czech. MorphoDiTa’s speed
and memory consumption optimizations in particular allow for more flexible,
iterative workflows, which favour trial and error because the whole cycle (from
modifying the setup through training to testing) takes several hours at most
instead of days. These characteristics make it ideal for exploring new territory,
such as addressing the issues of training a tagger which would perform reason-
ably well on spoken language transcripts in the absence of a hand-annotated
gold standard to train on. Our goal was therefore to explore the MorphoDiTa
toolchain and find ways in which it can be adapted to perform better when lem-
matizing and tagging the ORAL series corpora. This paper reports our approach
to the problem and assesses preliminary results based on ongoing work.

1.1 Speech Transcripts vs. Written-Text-Based NLP Tools

Two possible approaches come to mind when trying to apply NLP tools devised
for written data to speech transcripts (irrespective of whether the tools are rule-
based, stochastic or mixed; see e.g. [4,5] for a review of these methods):

1. adapt the transcript (see e.g. [6])
2. adapt the analysis tools (our approach)2

The first option might seem more alluring, because it allows the user to
buy into the full stack of advanced NLP tools available for processing written
language (syntactic parsing, semantic analysis, machine translation etc.). For
some types of data, corresponding to the more formal and preferrably monologic
region of the spectrum, this might constitute a useful technique, because they
lend themselves more easily to such normalization. This approach can be par-
ticularly valuable in settings where a processing pipeline is already set up whose
ulterior elements depend on such normalized input.

However, in general, perceiving spoken language utterances as “broken” sur-
face forms which should be repaired and consequently mapped back onto the
underlying “correct” syntax and morphology is not a helpful analogy. Such a
perspective is especially misguided when the data is destined to be primar-
ily used in linguistic research and consists of spontaneous, unscripted, informal
speech. Aposiopeses, restarts, contaminations etc. are integral features of spoken

1 See http://sourceforge.net/projects/featurama/.
2 A third, stopgap solution is to use the analysis tools as they are in full awareness of

their partial inappropriateness (see e.g. the DIALOG corpus [7], which consists of
TV broadcast transcripts, i.e. speech that is considerably more “well-behaved” than
the ORAL corpora data because of the formal or semi-formal setting).

http://sourceforge.net/projects/featurama/
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language, not flaws which can be unambiguously eradicated, and should be ana-
lyzed and described as such. In particular, elaborate rule-based tagging systems
often rely on sentence and clause boundaries to infer relationships among words
and thereby disambiguate homonymous forms [8]. Yet these are notoriously hard
to establish in spontaneous speech, with syntax and prosody often giving con-
flicting cues, and may ultimately not even be a useful concept. Indeed, the bulk
of research to date suggests that the sentence is not an appropriate unit of analy-
sis for spoken language; instead, an analysis in terms of individual clauses loosely
coupled into clause complexes is much more fruitful [9, Chap. 2].

In contrast, stochastic tagging tools do not rely on sentence units in any
fundamental way, they focus primarily on local windows of varying lengths3 to
infer grammatical properties, which means they are significantly less sensitive
to whether the entire structure is syntactically “well-formed” or not. At least
in theory then, it should suffice to train a tagger on a representative sample
of manually tagged gold standard speech transcripts. Unfortunately, this would
require widespread prior agreement on the particulars of the transcription app-
roach in order for the resulting tagger to be useful for more than one project,
or else it would be hard to justify the costs of this labour-intensive task. Addi-
tionally, spontaneous speech may not contain as many statistically salient purely
formal patterns of the kind that allow a stochastic tagger to operate, because
it exhibits higher syntactic irregularity and unpredictability (cf. [11] for a dis-
cussion of online performance/processing and the irreversibility of time as the
factors which decisively shape spoken language). To clarify: while spontaneous
speech is generally less lexically rich than writing and often uses ready-made
chunks as building blocks, the way these chunks are combined and interspersed
is much less formally constrained, because the speaker can rely on the hearers’
ability for contextual disambiguation and their understanding of the situation
as a whole, i.e. semantics and pragmatics.

1.2 ORAL Series Corpora

The ORAL series is a family of informal spontaneous spoken Czech corpora
devised and compiled at the Institute of the Czech National Corpus. It cur-
rently comprises the following installments: ORAL2006 [12], ORAL2008 [13]
and ORAL2013 [14], totalling about 4.8M tokens spanning the entire territory
of the Czech Republic.

Their transcription guidelines have been optimized for fluent reading while
providing a good approximation of the text as actually uttered by the given
speaker even to the non-expert user (see e.g. [15,16] on why it is a good idea
to carefully negotiate a tradeoff between readability and fidelity when devising
a spoken language transcription scheme). As a result, the transcripts contain

3 The MorphoDiTa tagger is an implementation of the averaged perceptron algorithm
(see [10]), which in theory allows referring to a context of arbitrary length. In practice
however, this context is limited to a pre-set n-gram value (usually trigrams) so that
the Viterbi algorithm can be used for efficient decoding.
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a substantial amount of forms which either do not exist at all in written lan-
guage, or even worse, do exist, but with a different interpretation, which leads
to increased homonymy; see Tab. 1 for a few examples.

Table 1. Some variants contained in the ORAL series corpora which are unknown to
MorfFlex CZ [17], a standard morphological dictionary resource for Czech (for com-
pleteness sake: there are many non-standard forms the dictionary already accounts for).
The forms bej and prče are homonymous with entries already contained in the dictio-
nary. For a full rationale behind the transcription guidelines employed in the ORAL
series corpora see [16].

lemma gloss variants unknown to MorfFlex CZ

dělat to do dělajú, dělaš (dialectal), dělál, děléj (final/emphatic lengthening)
být to be budó, budú, býl, byzme, só, som, sú, zme (dialectal), bej (careless)
protože because poče, potože, prče, proe, protoe, proťze, prože, prtoe, prtože, prťze, přže,

ptože, pže (careless variants), protožes (contraction with jsi)

In addition, syntax is often severely dislocated overall. Whereas ORAL2006
and ORAL2008 attempt to reconstruct syntactic relationships by using conven-
tional punctuation, no sentence segmentation is available in ORAL2013, which
uses pausal punctuation instead in order to minimize the amount of interpreta-
tion imposed on the material.

As can be seen from the examples provided, any model designed for tagging
spoken language transcripts will always need to cater for the peculiarities of
the particular transcription system in use. Whereas written language tagging
systems have to cater for what may occur “naturally” in the texts of a given
language, spoken language transcription systems are devised by linguists, which
means they are much more arbitrary and less constrained in terms of the con-
ventions they might implement. While extending the morphological dictionary
to include new variants is a relatively easy task, annotating a set of training data
by hand is an endeavour too laborious to undergo each time a spoken corpus
project with a new or revised set of transcription guidelines is initiated.4

2 Method

Our goal was to try and improve the results (lemmatization and tagging) of
a state-of-the-art stochastic tagger (MorphoDiTa) when fed the ORAL series
corpora as input, compared to its performance using the standard tagging models
for Czech [18] which are distributed along with it. MorphoDiTa adopts the usual
scheme for tagging Czech, which consists in first generating all morphologically

4 That the guidelines do in fact change is easy to demonstrate on the differences
between the ORAL series corpora, e.g. with the syntactic vs. pausal punctuation
approach cited above.
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plausible tags for every token in a sentence using a morphological dictionary
and then disambiguating them by picking the ones that yield the highest overall
score for the sentence according to the model. Scores are based on a set of
features whose values depend on the word form being disambiguated and its
context (surrounding word forms and their lemmas and/or tags if they have
already been successfully disambiguated). Considering this, the following areas
presented themselves as open to adjustments:

– the morphological dictionary (MorfFlex CZ [17]) lacks some of the word
forms contained in the transcripts (or some of their morphological interpre-
tations in the case of homonymous forms) because they rarely if ever appear
in print (see e.g. [19] for a recent treatment of Czech diglossia)

– the hand-annotated training set (the Prague Dependency Treebank 3.0 [20])
consists solely of written language, but the frequency of homonymous spoken
language forms can in some cases be artifically increased in order to bias the
models in their favour (see below for sem ∼ to be.1sg.pres.ind / here as a
typical example)

– it might also be appropriate to adjust the features used to score the sentences

We proceeded as follows: (1) run the MorphoDiTa tagger with the default
models; (2) assess errors, identify systematic problems; (3) train a modified
tagger (the types of possible modifications are listed above); (4) repeat from
point (2).

Since there does not exist a gold standard tagging and lemmatization of the
ORAL series corpora, the evaluation of the effect of our adjustments, and of
the validity and usefulness of our further suggestions, can unfortunately be only
fragmentary and mostly qualitative in nature at this point in time.

3 Results and Discussion

3.1 Morphological Dictionary Modifications

The goal of these modifications is to selectively fix under- and over-generation
of the morphological dictionary, i.e. provide more accurate input to the disam-
biguation phase (tagging proper). This involves both additions to and removals
from the dictionary.

First, we identified candidate non-standard forms in our data; our heuristic
for this was based on the decisions of the aspell (http://aspell.net/) spell-
checker. Using aspell over MorfFlex CZ was an attempt to maximize recall:
the latter is a much more comprehensive resource and some of its more obscure
entries may be homonymous with some non-standard transcription forms (e.g.
bej from Tab. 1 has an entry as a noun). 7076 word forms were flagged as suspi-
cious by aspell, compared to only 2400 by MorfFlex (58 of which were unique
to that list and were therefore examined as well). In a one-off task of this kind,
it was deemed preferable to take a more conservative approach and examine

http://aspell.net/
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more entries manually. We then annotated each form with its standard counter-
part (where available) and generated additional morphological dictionary entries
based on this information by giving the form all lemma + tag combinations which
already existed in the dictionary for its standard counterpart. For instance, for
the form budó, the entry budó být VB-P---3F-AA---5 was generated based on
the entry for its counterpart budou, budou být VB-P---3F-AA---. Forms with-
out standard counterparts need to have their entries created from scratch. Note
that in the case of regular alternations, these entries may also be rule-generated:
e.g. any 3pl.pres.ind verb entry may spawn a variant with the dialectal
ending ó.

As for removals, some are fairly straightforward, as in cases where homonymy
is introduced through an obscure reading of a form which is unlikely ever to
be correct given the nature of the data (e.g. sou lemmatized as sou [an old
French coin] instead of to be; or i, a common conjunction, lemmatized as a
graphical separator, which is only possibly appropriate for written data). In
other cases however, such an approach is contentious: pudem might appear much
more frequently as a colloquial variant of p̊ujdeme ∼ to go.1pl.fut.ind, but
entirely excluding the possibility of it being an instance of instinct.m.sg.instr
seems wrong. These cases might better be addressed through adjustments in the
training data (see Sec. 3.2).

3.2 Training Set Modifications

The purpose here is to sway the bias of the tagger in favour of the most
common reading of a homonymous word form, which is different in spoken
language transcripts compared to the prevailing interpretation in written lan-
guage. For instance, in texts, the form sem will almost exclusively be inter-
preted as the adverb here; conversely, in speech transcripts, the overwhelming
majority of instances will correspond to the usual pronunciation of jsem ∼ to
be.1sg.pres.ind. Being based on written language, the hand annotated PDT
3.0 corpus, used as training data, does not reflect this. However, it is easy to
tip this balance by replacing instances of jsem by sem in the original data and
thus forcing the tagger to learn patterns of contextual disambiguation for this
form during training instead of relying on trivial formal disambiguation (jsem is
not homonymous). Similar adjustments would be warranted in the case of other
(partially) overlapping paradigms where some of the readings are rare or ruled
out in written language, such as that of the form pudem mentioned in Sec. 3.1.

This seems relatively straigthforward; in practice however, the results
obtained with sem were only partially satisfactory. Using default MorphoDiTa
models, 63,070 instances were tagged as here against 1,271 as to be. We then
replaced roughly 95% of jsem instances in the training data by sem (the ratio
of adverbial to verbal readings of the form in this modified PDT 3.0 was 108 :
2,931) and trained a custom model. After applying this new model in tagging,

5 Format: form lemma tag; see [21] for a description of the tagset.
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the ratio in the ORAL series corpora changed to 52,357 : 11,984, which is admit-
tedly an improvement, but still wildly off the mark after but a cursory glance at
a few of the relevant concordance pages.

Clearly, either the contexts of (j)sem differ so substantially between written
and spoken language that the patterns learned in training do not generalize
well to speech transcripts, or a modification of the feature template set used
to infer these patterns is in order so as to achieve the desired effect. This will
require further experimentation; more importantly, given the complex influence
that feature templates exert over the overall performance of the model, a hand-
annotated test set will be needed to gauge precisely the positive and negative
effects of our interventions, else more is lost than gained by them.

3.3 Linguistic Concerns

Apart from the technical concerns listed above involved in selecting the correct
tag + lemma combination for a given form in a given context, attempting to tag
the ORAL series corpora has brought to the fore some linguistic concerns of a
more fundamental nature: what even is the correct tag for such and such form?
For instance, expletives such as kurva, kurňa, vole, pičo are identified as the
appropriate forms of the corresponding nouns. Given the fact that they are not
syntactically integrated and play instead the role of lexical fillers or pragmatic
markers, should they be classified e.g. as particles instead of nouns?

Consider the case of ty vole (roughly an equivalent of dude in both its contact-
establishing and surprise-expressing function): the slot of vole is open to a wide
variety of options, many of which are morphologically frozen (vado, vago, vogo,
brd’o, bláho), which would speak in favour of the particle interpretation. On
the other hand, the construction is often creatively modified by filling in the
slot with a newly-selected form which is always a noun in the vocative singular,
suggesting that the underlying pattern in the speaker’s mind is nominal after all.
Perhaps it seems pointless trying to solve this issue at the POS level, because
the semantics of a multi-word unit are clearly at play here, and the interesting
piece of information to recover is the identity of the phraseme. FRANTA [22] is
a tool currently under active development which strives to address precisely this
kind of issue; however, it relies crucially on POS annotations to function.

Another quite specific concern is that MorfFlex CZ uses a separate lemma
von instead of on for 3rd person personal pronoun occurrences exhibiting [v]-
prothesis, which are common across the Western half of the Czech Republic.
While the concern to set apart forms which correspond to a lower register is
understandable, this seems redundant, as the [v]-prothesis information is already
encoded in the word form, and the role of the lemma is on the contrary to provide
some intuitive normalization, which should correspond to standard equivalents
where they exist.

Finally, on a similar note, some word forms cannot be reasonably grouped
under the same lemma, but are related enough that it would be a good idea
to capture this relatedness explicitly. This could pertain to the myriad closely
related colloquial variations on deictic pronouns (todleto, tohlecto, tohlencto,
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tohlensto, tohlento, tohleto, toleto, to name but a few), to various renderings
of alphabetisms such as DVD or ODS (ódées, ódéeska; dývko, dývýdýčko) and
similar items. For this purpose, a notion akin to the concept of hyperlemma pro-
posed for diachronic corpora [23] would be useful. While the role of a hyperlemma
is specifically to “iron out” diachronic variation by collecting various historical
stages of the evolution of a word under one umbrella term, the analogy in spoken
corpora would be a grouping based on looser semantic criteria (perhaps called
“multilemma” for lack of a better term) whose purpose would be to maximize
the recall of a query, on the premise that unwanted hits can always be filtered
out given the manageable size of spoken corpora. In order to purposely avoid any
claims as to the linguistic status of such groupings, multilemmas could simply
list the forms they encompass instead of picking one of them as a label.

4 Conclusion

Though fraught with many errors that it was impossible to discuss in such a
short amount of space, the experimental tagging of the ORAL series corpora is
already useful in many cases where specifying a query using a regex on the word
form is impractical at best, but frequently outright impossible (e.g. categories
of verbal and nominal inflection across lemmas). A simple variant search tool
based on this preliminary lemmatization has already been made available to
make it easier to retrieve full paradigms including all pronunciation variants in
the ORAL series corpora as currently released (see https://github.com/dlukes/
achsynku for details).

Ideally, the next steps would consist of improving the annotation incremen-
tally based on user feedback, so as to focus on areas which users themselves
consider key. The Czech National Corpus has recently changed its policy with
respect to published corpora, introducing versioning: original/older versions will
always remain accessible for reference, but they may be superseded by newer
versions which incorporate error corrections and various other improvements.
This change in policy should easily enable such an iterative improvement cycle
for the tagging and lemmatization of the ORAL series corpora.
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5. Spoustová, D., Hajič, J., et al.: The best of two worlds: Cooperation of statisti-
cal and rule-based taggers for Czech. In: Proceedings of the Workshop on Balto-
Slavonic Natural Language Processing 2007, pp. 67–74. ACL, Prague (2007)
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16. Waclawičová, M., Křen, M., Válková, L.: Balanced corpus of informal spoken
Czech: compilation, design and findings. In: Proceedings of Interspeech, Brighton,
pp. 1819–1822 (2009)
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Abstract. This paper describes a speech database built from 17
Slovenian radio dramas. The dramas were obtained from the national
radio-and-television station (RTV Slovenia) and were given at the uni-
versities disposal with an academic license for processing and annotating
the audio material. The utterances of one male and one female speaker
were transcribed, segmented and then annotated with emotional states
of the speakers. The annotation of the emotional states was conducted
in two stages with our own web-based application for crowd sourcing.
The final (emotional) speech database consists of 1385 recordings of one
male (975 recordings) and one female (410 recordings) speaker and con-
tains labeled emotional speech with a total duration of around 1 hour
and 15 minutes. The paper presents the two-stage annotation process
used to label the data and demonstrates the usefulness of the employed
annotation methodology. Baseline emotion recognition experiments are
also presented. The reported results are presented with the un-weighted
as well as weighted average recalls and precisions for 2-class and 7-class
recognition experiments.

Keywords: Emotional speech database · Emotion recognition ·
Database development

1 Introduction

Paralinguistic information is commonly defined as speaker- or speech-related
information that cannot be described properly with phonetic or linguistic labels.
Examples of paralinguistic information include the level of intoxication of a
speaker, the speaker’s mood, his/her interests, or the emotional state of the
speaker among others.

The design and development of speech databases, which include paralinguis-
tics labels, demands interdisciplinary cooperation [1], [2], [3]. One of the most
demanding parts during the design stage is to properly define the paralinguis-
tic labels. For example, when the selected paralinguistic labels are the emotional
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states of the speakers (such as in our case), discrete states need to be defined that
can be associated with the paralinguistic labels. However, this represents a diffi-
cult task, since there is no generally established definition of what an emotional
state is. In such cases, developers commonly resort to examples of good-practice
from the literature, e.g., [4], [5],[6] which define examples of emotional states, or
rely on expert knowledge and guidelines for building emotional databases, e.g.,[7].

The development of an emotional database is, in general, guided by the
research goals. Clearly, different datasets are needed when studying human emo-
tions from a theoretical perspective (where the goal is to understand how emo-
tions are related to the psychological or biological processes in humans) or when
developing applications that try to take the expressed emotions into account
during their operation. The latter is also the case with speech technologies, such
as emotional speech synthesis or speech recognition from emotionally colored
speech, where the goal is to either make the synthesized speech sound more nat-
ural or improve the performance of speech recognition systems by accounting for
the variability in the speech signal induced by changes in the emotional state of
the speaker. With speech technologies, emotional databases typically consist of
recordings and transcriptions of speech with additional paralinguistic labels [8].

Over the last few years the field of speech technologies has seen increased
interest in modeling techniques and approaches that make use of paralinguistic
speaker information [9]. Increased popularity in applications capable of natural
human-computer interaction (HCI) using speech can also be observed over the
last decade. Since speech technologies are for the most part language dependent,
it is important to have suitable resources at ones disposal. Building a speech
database with paralinguistic labels (in the form of annotated emotional states
of the speakers) is the first steps when trying to improve the naturalness of the
existing Slovenian speech synthesis systems or to develop emotion recognition
systems for Slovenian speakers.

In this paper we focus on the development of an emotional speech database
for the Slovenian language for applicative use - primarily in emotionally col-
ored speech synthesis. We evaluate the annotated emotional speech material
and present a use-case for the database, i.e., automatic emotion recognition
from speech. We also elaborate on the importance of the two-stage annotation
process of the emotional utterances and finally present the Slovenian emotional
speech database - EmoLUKS.

The rest of the paper is structured as follows: in Section 2 we describe
the preparation and annotation of the database and present a brief analysis
of the annotated speech material. We evaluate the annotation of the EmoLUKS
database and present emotion recognition experiments in Section 3. Finally, we
conclude the paper in Section 4 with some final comments and directions for
future work.

2 Emotional Speech Database - EmoLUKS

The development of emotional speech databases typically follows one of two
different approaches in terms of design: i) With the first approach utterances
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of professional actors, who are capable of correctly articulating natural speech
and imitate different emotional states, are read and then recorded. In general,
such databases are typically comprised of predefined sets of sentences, which are
commonly extracted from a large, language-dependent text corpus and selected
in a way that balances the distribution of the base phonetic units in one of the
target languages. The emotional labels of the sentences are commonly defined
before the recording stage. Such an approach results in databases of simulated
or acted emotions. ii) The second approach relies on the transcription, segmen-
tation and annotation of pre-recorded speech material. In case the pre-recorded
speech material corresponds to natural speech, the annotated database repre-
sent a database of spontaneous emotional states of speakers, while it may again
represent a database of acted emotions if the pre-recorded data is read, such
as in the case of radio shows or dramas. The main difference between the first
and second approaches is in the way the emotional states of the speakers are
annotated. The first one has predefined emotional labels, which are commonly
evaluated with perception tests. With the second approach, annotators are com-
monly employed to annotate the utterances (again with perception tests), but
the final labels of the speech utterances are decided based on a majority vote.

In our case we adopted the second approach, and used radio dramas to build
a database of acted emotional speech. We selected sentences as the basic anno-
tation units and decided on the final emotion labels based on a majority vote
over the labels assigned to the sentences by the annotators.

2.1 Database Description and Preparation

With the help of the national radio-and-television station of Slovenia, i.e., RTV
Slovenia, we obtained radio-drama recordings that were produced in a profes-
sional studio. We manually transcribed and segmented the radio dramas and
also annotated the non-lexical data, which are commonly used in radio dramas,
such as background music, various background noises, and various added audio
effects. Additionally, we took extra caution when marking and segmenting the
speaker’s non-lexical sounds, such as crying, breathing, laughter, etc. For this
process, the Transcriber annotation tool [10] was used. Once we obtained the
transcribed and segmented audio, we extracted the utterances of each speaker
based on full-sentence units that included only clear speech. In this way we
obtained speech segments that are not too long and with enough contexts for
annotating the emotional state of the speakers. Such utterances were prepared
for further processing and annotation of the speaker’s emotional state.

We transcribed 17 radio dramas with an approximate total time of 12 hours
and 50 minutes. The transcribed material includes the segmentation of 16
speaker identities (5 female and 11 male) that produced at least 3 minutes of
clear speech. From the transcribed and segmented material we extracted the
utterances of one male (01m av) and one female speaker (01f lb) (clear speech
only) for a total duration of 62 minutes for the male and 15 minutes the female
speaker.
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2.2 Defining the Emotional States

Each research field that interacts or deals with human emotions needs a proper
definition of what an emotional state is. The differences in the theoretical models,
on which the theory of emotions is based [11], clearly show how emotions can
be subject to different interpretations. In the literature we found four different
perspectives on emotional states [12]. The use of each perspective also determines
the different relations between the emotional categories. The main assumption
for modeling the delimitations of the emotional categories is that the differences
between the observed emotional experiences of one category are smaller than
the differences between the emotions from different categories. Various aspects
to modeling the emotional relations are presented in [11].

We focus on the discretization of the emotional states based on Darwin’s
perspective [11]. Hence, we assume that there are some basic emotional states
from which the basic discrete models of emotional categories were developed.
Such a representation is one of the most popular approaches for presenting the
emotional space. In this way we determined the discrete basic emotions in differ-
ent emotional categories for annotating the recordings of radio drama: sadness,
joy, gust, anger, fear, surprise and neutral.

2.3 Database Annotation Through Crowd-Sourcing

Annotating the emotional states from speech can be achieved with expert knowl-
edge. While an expert on emotional states can annotate each speech signal, more
objective labels can be obtained if several experts provide their expertise and
annotate the data. Since there is no generally accepted definition of emotional
states and due to the fact that all people are able to interpret human emotion
to at least some degree, there is no need to look for experts in the field. Instead
ordinary people can be asked to label the data and decide which emotions are
expressed in each of the speech utterances.

The annotating procedure for speech material is a relatively time-consuming
process. Therefore, it is advisable to provide a software application that allows
to annotate utterances in a fast and reliable way. It is also desirable to allow the
annotators to pick the annotating time by themselves. In recent years the most
attractive way to approach such problems is to allow multiple annotators to anno-
tate from any location thought the web. Such an approach is called crowd-sourcing
[13] and has became the most popular solution for annotating different databases
in the past decade, especially those meant for further processing or data mining.

Inspecting the literature and the available crowd-sourcing applications, we
decided that none of these applications suited our needs - to allow volunteers to
perform fast and easy annotation of the speech database. Therefore, we decided
to develop our own crowd-sourcing application for audio or video resources.

Our web-based crowd-sourcing application was developed with the help
of the available open-source software. It was designed as an add-on for the
well-established Content Management System (CMS) Plone (er. 4.3.3) 1 based on
1 http://plone.org

http://plone.org
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Fig. 1. A screen shoot of an annotator submitting decision “surprise” for the current
speech utterance. An annotator is able to read the full context dialog, where the tran-
scription of the current utterance is colored red. The annotator can also mark if the
utterance contains an error in the transcription or segmentation.

the Zope 2 application server. The developed crowd-sourcing application consists
of two different types of access. The first is designed for editors/administrators
who can prepare the annotation procedure through the web. The second tries
to offer the annotator a user-friendly annotation experience. Anonymous anno-
tating is not permitted due to academic license associated with the database.
The annotators can annotate the resource over a longer time period by simply
logging-in/logging-out and starting at the last annotated audio or video file. The
demonstration of the application for crowd-sourcing the audio or video signals
developed at LUKS is available at http://emo.luks.fe.uni-lj.si. A snapshot of the
user interface of the application is shown in Fig. 1.

The developed application works as follows. The speech utterance is ran-
domly picked from the predefined media files that need to be annotated. It is
automatically played when the submission form is loaded and the annotator
can easily pass his/her decision with a simple mouse click. When the annotator
makes the decision, the next media for the annotation is loaded.

We asked 5 volunteers (2 female and 3 male) to annotate the speech material.
The annotation labels were picked as discrete basic emotions with an added nor-
mal state. During the process of annotation, all the evaluators wore headphones.

2.4 Analysis of the Annotated EmoLUKS Database

The development stage for the EmoLUKS emotional database was already
described in [14]. Here, we try to present the difficulties of the first-stage

2 http://zope.org

http://zope.org
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annotation procedure, point to some possible improvements and suggest further
steps to obtain better and more accurate labels for the speech material.

After the first stage of the annotation process, it was not possible to decide
on the paralinguistic label for 18.47% of the utterances using our majority-
voting strategy, since no emotional state could be selected as a winner after the
vote. To mitigate this issue, we decided to ask the same volunteers to anno-
tate the problematic utterances again in the second stage of the annotation
process.

The reported result in this paper compare the first and the second-stage
annotation of the emotional states of the speakers and consolidate the labels
for the EmoLUKS database. Each stage of the two-stage annotation process
was conducted by the same annotators, but in different time periods. The first
stage included 1010 utterances from one male and one female speaker from the
segmented and transcribed radio-drama material. The second stage included
988 utterances from the same speakers as in the first stage. While annotating
the first stage, the annotators reported some errors in the transcription and/or
segmentation. All reported errors were corrected and the files were once again
annotated in the second stage. Also, some utterances, which were too long, but
were part of the first annotation stage, were segmented again from full sentences
into shorter, but still meaningful parts.

Overall, the second stage included 421 of the corrected utterances from the
first stage due to segmentation and/or transcriptions errors. The other 542 utter-
ances were the same as in the first stage of the annotation process. In the sec-
ond annotation stage we also included 25 utterances that were not included
in the first stage. As can be seen from Table 1, where a brief summary of
the annotation stages is presented, both annotation stages resulted in approxi-
mately the same fraction of utterances, where no winning label could be selected
after the majority vote and, hence, the utterances had to be assigned to the
“Undecided” category (18.47% vs. 19.53%). Since many of the utterances anno-
tated in the second stage overlapped with the (problematic) utterances that
were already annotated in the first stage, ten labels were available for these
utterances to decide on a winning label. Clearly, this fact resulted in a reduc-
tion of the percentage of utterances in the “Undecided” category and conse-
quently improved the percentage of utterances in all other categories (except for
Disgust).

Other information that can be seen from Table 1 is: i) the number of utter-
ances per speaker and annotation stage (marked as Utt. #), ii) the total duration
of the annotated speech material per speaker and annotation stage (marked as
Dur.), and iii) the fraction of annotated speech material (in terms of duration)
per emotional category/label for each speaker and each annotation stage.

3 Baseline Emotion Recognition Experiments

In this section we present one possible use-case for the EmoLUKS database,
i.e., developing and testing emotion recognition systems for affective computing
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Table 1. Overview of the annotated material in the two-stage annotation process for
the Slovenian emotional speech database EmoLUKS based on the annotators majority
vote. Here the abbreviations Surp., Disg., Ang.. Neut., Sad., Undec. stand for Surprise,
Disgust, Anger, Neutral, Sadness, and Undecided, respectively.

Eval. Spk. Utt. # Dur. Fraction of annotated speech material [% od total duration]

Joy Surp. Disg. Ang. Neut. Fear Sad. Undec.

1.stage 01m av 762 1:01:29 8.53 11.02 1.18 14.44 36.48 5.38 4.86 18.11
01f lj 348 14:56 11.78 14.94 4.02 28.45 11.21 8.05 2.30 19.25
sum 1110 1:16:24 9.55 12.25 2.07 18.83 28.56 6.22 4.05 18.47

2.stage 01m av 733 49:12 8.59 9.69 1.36 12.55 35.06 9.41 3.14 20.19
01f lj 255 8:27 10.59 17.25 6.27 21.96 12.94 10.98 2.35 17.65
sum 988 57:39 9.11 11.64 2.63 14.98 29.35 9.82 2.94 19.53

EmoLUKS 01m av 975 1:02:31 8.72 11.59 1.03 15.69 39.69 7.79 4.10 11.38
01f lj 410 14:44 12.44 16.83 4.15 27.56 13.17 10.98 3.90 10.98
sum 1385 1:17:16 9.82 13.14 1.95 19.21 31.84 8.74 4.04 11.26

Table 2. Speaker-dependent emotion-recognition results performed on the EmoLUKS
speech material. UA (un-weighted average) and WA (weighted average). The results
are presented in the form of the mean values and standard deviation of the performance
metrics over all five folds.

Speaker label Problem Recall Precision
UA WA UA WA

01m av 2 class 0.70 ± 0.04 0.70 ± 0.04 0.70 ± 0.04 0.71 ± 0.04
7 class 0.27 ± 0.04 0.50 ± 0.05 0.30 ± 0.06 0.47 ± 0.05

01f lb 2 class 0.54 ± 0.04 0.79 ± 0.03 0.56 ± 0.05 0.77 ± 0.02
7 class 0.32 ± 0.04 0.44 ± 0.05 0.31 ± 0.04 0.42 ± 0.05

applications. Towards this end, we use the OpenSMILE feature extractor [15]
and its predefined configuration to extract the same features as were used in
the baseline experiments during the Interspeech 2009 Emotion Challenge [16].
The idea behind this experiments is to use a state-of-the-art emotion recognition
approach to demonstrate the difficulty of the database for the problem of emotion
recognition.

Since the obtained radio-drama recordings were professionally recorded, but
during different time periods with different producers and directors, we first nor-
malized all the annotated utterances. The normalization and equalization of the
gain was conducted with SoX (Sound eXchange)3, using its default values. We
used a 5-fold stratified cross-validation scheme to evaluate the SVM classifier [17]
integrated into the WEKA Data Mining Toolkit [18], with default parameters.
Since currently only speech material from one male and one female speaker is
annotated, we performed speaker-dependent experiments. Thus, separate SVM
classifiers ware trained for each speaker. The classification results are presented
in Table 2. They represent two-class classification results for the neutral and the
non-neutral emotional states and the seven-class emotional state classification

3 http://sox.sourceforge.net

http://sox.sourceforge.net
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problem, where the reference label represents the majority vote of the annotated
speech utterances.

Note that the performance of the recognition experiments is quite low. These
results may partially be ascribed to the fact that for some emotional classes (such
as “Disgust”) only a small amount of data is available in the current version of
the database, but also show how challenging this database is.

4 Conclusion and Feature Work

In this paper we presented our current efforts towards building a speech database
with paralinguistic information. Specific attention was given to the two-stage
annotation process for the emotional utterances from one male and one female
speaker. Our analysis suggests that the efforts involved in setting up a second
annotation stage were repaid. With the consolidated labels from the first- and
second-stage of the annotation we were able to significantly decrease the amount
of utterances that could not be labeled with a majority vote (undecided cate-
gory). As indicated in Subsection 2.1, we still have some speech material from
different speakers available for the annotation of the emotional states of the
speaker. Therefore, we plan to expand the current EmoLUKS database as part
of our future work.
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Abstract. The paper presents the methodology and results of a pilot
stage of semi-automatic adjective mapping between plWordNet and
Princeton WordNet. Two types of rule-based algorithms aimed at gener-
ation of automatic prompts are proposed. Both capitalise on the existing
network of intra and inter-lingual relations as well as on lemma filtering
by a cascade dictionary. The results of their implementation are jux-
taposed with the results of manual mapping. The highest precision is
achieved in a hybrid approach relying on both synset and lexical unit
relations.

Keywords: Bilingual wordnet alignment · Adjective mapping · Rule-
based algorithms · Automatic prompts

1 Introduction

Originally, wordnets were constructed as single language databases (e.g. Prince-
ton WordNet (henceforth, PWN) [1], or GermaNet [2]), yet soon efforts were
made to link the existing monolingual wordnets into multilingual resources (e.g.
EuroWordNet [3], or MultiWordNet [4]. The vast majority of those projects capi-
talised on the so called “transfer and merge” approach which essentially consists
in the translation of Princeton WordNet’s content and structure onto one of
“national” languages. It is certainly fast and cost-effective, yet it does not allow
to capture the actual lexico-semantic structure of a given language.

A rare example of a wordnet built fairly independently of Princeton WordNet
is plWordNet (Slowosiec - Polish WordNet (henceforth, plWN) [5]). This makes
any kind of linking of these two resources a non-trivial task. A large part of plWN
noun synsets have been already mapped to the corresponding PWN synsets in
the course of a manual mapping process partly enhanced by an automatic prompt
system relying on the Relaxation Labeling (RL) algorithm paired with a filtering
by a cascade dictionary [6,7]. The implementation of the RL algorithm was
possible due to the fact that noun synset relation structures are vertical in both
PWN and plWN, and most of PWN’s relation types appear in plWN as well [8].
c© Springer International Publishing Switzerland 2015
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DOI: 10.1007/978-3-319-24033-6 41
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Unfortunately, the same cannot be said about the adjective synset structure,
horizontal in PWN and vertical in plWN, which renders the application of the
RL algorithm impossible [9]. Therefore, mapping of adjective synsets constitutes
a real challenge.

In the paper, we propose two types of automatic prompt generating algo-
rithms dedicated to the enhancement of manual mapping of plWordNet and
Princeton WordNet adjective synsets. They rely on intra-lingual synset and lex-
ical unit relations as well as on the network of inter-lingual links between plWN
and PWN synsets. The latter are possible to be applied, because certain adjec-
tive relations are relations between adjectives and nouns. The algorithms produce
corresponding synset “nests” in both wordnets. Next, the lemmas of the adjec-
tives synsets are filtered by a cascade dictionary in order to obtain semantically
corresponding pairs of Polish-English synsets. These are presented to lexicog-
raphers in the WordNetLoom editing tool in the form of special links. Finally,
results of the manual mapping are juxtaposed with the number and location of
automatic prompts.

2 Adjective Relation Structure in plWordNet
and Princeton WordNet

Before we proceed to an analysis of adjective relation structures, let us consider
basic adjective counts in Princeton WordNet 3.1 and in plWordNet 2.2, provided
in Table 1 below:

Table 1. Basic adjective data in PWN 3.1 and in plWN 2.2

Princeton WordNet 3.1 plWN 2.2

Number of synsets 18185 17452

Number of lexical units 30072 21146

Number of lemmas 21808 13293

Number of synset relations 23491 23160

Number of lexical unit relations 21634 22467

The number of synsets and their relations is comparable between plWN and
PWN. The number of lemmas and lexical units is higher by about one third in
PWN, but the number of lexical unit relations is again comparable. Such counts
point to a bigger polysemy of Polish adjective lemmas1. Still, in terms of key
adjective numbers the resources are comparable. If the choice of the coded mean-
ings also turned out comparable, it would create the potential for establishing a
good number of inter-lingual synonymy links between plWN and PWN adjective
synsets, but this can only be verified in the course of mapping.

1 In fact, this is motivated by richer, and thus more precisely sense-distinguishing
synset structure in plWN, see Table 2



362 E. Rudnicka et al.

Now, let us focus on adjective relation types and their respective frequencies
within both wordnets in question. The relation structure of Princeton Word-
Net was strongly motivated by the results of psycholinguistic experiments on
the organization of mental lexicon carried out in the 60-ties of the XX. cen-
tury. The results pointed to a hierarchical organization of nouns, troponymy-
oriented verb structure and strongly opposition-based structure of adjectives
[10,11]. Therefore, WordNet creators based the organization of the adjective
domain on the relation of antonymy [1]. Antonymy is a lexico-semantic relation
that holds between pairs of specific words, therefore it is coded as a relation
between lexical units, not synsets. The main synset relation is a rather impre-
cise Similar to relation, coded in a horizontal, “dumbbell” model [12]. In sharp
contrast, plWN adjective synset relation structure is vertical, similarly to noun
and verb synset relation structures. Instead of one general relation, it employs
a few more fine grained relations such as Hyponymy, Gradability, Modifier and
Value of the attribute (the last two linking adjectives to nouns). In Table 2 below,
we juxtapose PWN and plWN adjective synset relations and provide the counts
of their instances in PWN 3.1 and in plWN 2.22.

Table 2. Adjective synset relations of PWN 3.1 and plWN 2.2

PWN relation name number of instances plWN relation name number of instances

Similar to (Adj ↔
Adj)

21434

Member of this
domain (Adj → N)

1418

Attribute (Adj →
N)

639 Value of the
attribute (Adj →
N)

4756

Hyponymy (Adj
→ Adj)

5889

Modifier (Adj → N) 3030

Gradability (Adj →
Adj)

397

Evidently, there is only one pair of directly corresponding adjective synset
relations between PWN and plWN: Attribute - Value of the attribute, yet their
respective frequencies are very different (639 instances of Attribute vs. 4756
instances of Value of the attribute). Still, this correlation may be exploited
for test purposes. Moreover, an analysis of (the semantic import) and spe-
cific instances of Similar to relation showed that often it encompasses cases
of hyponymy and gradability.

2 The data are derived from the database of Princeton WordNet 3.1 (available from
https://wordnet.princeton.edu/wordnet/download/current-version/) and from the
database of plWordNet 2.2.

https://wordnet.princeton.edu/wordnet/download/current-version/
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The structures of lexical unit relations of PWN and plWN adjectives bear
much more resemblance. There are three pairs of directly corresponding rela-
tions: Derivationally related form - Derivativity, Antonym - Antonymy, and Per-
tainym (Pertains to noun) - Cross-categorial synonymy. The relations and their
respective counts are given in Table 3 below:

Table 3. Adjective lexical unit relations of PWN 3.1 and plWN 2.2

PWN relation name number of instances plWN relation name number of instances

Derivationally
related form (Adj
→ N/V/Adj)

14317 Derivativity (Adj
→ N/V/Adj)

2623

Antonym (Adj ↔
Adj)

4024 Antonymy (Adj →
Adj)

4026

Pertainym (per-
tains to noun)
(Adj → N)

3293 Cross-categorial
synonymy (Adj →
N)

11970

Characteristic (Adj
→ N)

1505

Similarity (Adj →
N)

596

Although the counts of the corresponding relations seem divergent again,
it must be noted that plWN’s Cross-categorial synonymy usually entails the
derivational relatedness as well. The number of its instances added to Deriva-
tivity instances makes 14 593, and is very close to the number of Derivationally
related form instances, 14317, which may be a good prognosis for their use in
mapping.

3 Automatic Prompt Algorithms

The comparative analysis of adjective relation structures of plWN and PWN
presented in the previous section has shown profound differences in the synset
relation structure and much more correspondence in lexical unit relation struc-
ture. The divergent relation structure constitutes a real challenge for mapping.
Still, some directly corresponding relations have been tracked in both networks
and, what is particularly interesting, some of them are relations between adjec-
tives and nouns, with the latter being almost wholly mapped. This creates the
potential for exploiting the corresponding adjective relations and the already
existing inter-lingual links between nouns for the purposes of the design of rule-
based algorithms enabling the generation of prompt links and, in the effect,
building the basis for mapping of adjectives. In the present section, we will pro-
pose two types of such algorithms. The first one is based on synset relations
exclusively, the second one capitalises on both lexical unit and synset relations.
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Mapping between plWordNet and Princeton WordNet takes place at the
level of synsets, therefore synset relations are naturally the first to consider at
the moment of starting the mapping of a new category. Within adjective synset
relation structure, plWN and PWN have only one pair of directly corresponding
relations: plWN Wartosc cechy - “Value of attribute” and PWN Attribute, both
holding between adjectives and nouns. Thus, the first proposed algorithm used
these relations plus the inter-lingual synonymy links between plWN and PWN
nouns being their targets. However, as shown in Table 2 in Section 2, the number
of PWN Attribute links is not big, so we decided to go deeper into relation nests
and enriched Algorithm 1 (creating Algorithm 3.1) with additional relations,
such as Modifier, Hyponymy and Gradability on the plWN side and with Member
of this domain and Similar to on the PWN side. Its path is illustrated in Figure
1 below:

Fig. 1. The scheme of synset relation based Algorithm 1

Such design of Algorithm 1 was also motivated by the observation of a non-
trivial conceptual correlation between some of these relations, especially between
Hyponymy and Gradability and Similar to (mentioned in Section 2). In the last
step lemmas of adjective synsets from the corresponding plWN and PWN synset
“nests” were filtered by a large Polish-English cascade dictionary3. Synsets for
whose lemmas the dictionary found a connection were linked by a special auto-
matic prompt relation. An example of the implementation of Algorithm 1 is given
in Figure 2 below (the red dashed lines signal the potential matches between
plWN and PWN adjective synsets):

3 The cascade dictionary is composed of a few dictionaries with their data ordered
in the hierarchy of importance. The topmost ones are [13] and a large proprietary
dictionary of TiP company.
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Fig. 2. An example of an automatically prompted pair of synsets resulting from the
application of Algorithm 1

Fig. 3. The scheme of synset and lexical unit relation based Algorithm 2

As in the case of Algorithm 1, the last step is lemma filtering by a cascade dic-
tionary. An example of the implementation of Algorithm 2 is given in Figure 4
below:

The second type of the proposed automatic prompt algorithm goes beyond
synset relations and makes use of lexical unit relation structure which, as shown in
Section 2, displays more correspondence than synset relation structure. Similarly
to Algorithm 1, it starts with inter-lingual synonymy relation between plWN and
PWN noun synsets. Then, it singles out their component lexical units which bear
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Fig. 4. An example of automatically prompted pair of synset resulting from the appli-
cation of Algorithm 2

Derivativity or Cross-paradigm relations to adjective lexical units on the plWN
side and Derivationally related form relations on the PWN side. In its second run,
additional relations are added: Similarity and Characterizing on the plWN side
and Pertainym on the PWN side. Its path is illustrated in Figure 3:

The enrichment of Algorithms 1 and 2 with additional relations resulted in
establishing 530 prompts as a result of applying Algorithm 3.1 and 3873 prompts
as a result of applying Algorithm 3.2.

4 Results

Following the results of the second implementation of the algorithms, the next
step was the initial evaluation of the adopted procedures. In order to determine
the accuracy of algorithms 1, 2, 3.1, and 3.2, six plWN noun synsets and adjec-
tive synsets related to them via relations holding between synsets and lexical
units, which the algorithms have proposed the automatic prompts for, were chosen.
The noun synsets, which were chosen, include the following: {Kolor 1} - “color”,
{Ksztalt 1} - “shape”, {Material 1} - “material”, {Smak 1} - “taste”, {Zapach 1}
- “smell”, and {Wlasciwosc fizyczna 1} - “physical property”. Next, the adjective
synsets were given to lexicographers, whose task was to map their hyponyms on
their PWN counterparts. After the editors have completed their task, the results of
their decisions were compared to the results generated by algorithms 1, 2, 3.1 and
3.2.. The aim of the comparison was to test the degree to which the plWN adjective
synsets related to synsets {Kolor 1} {Ksztalt 1} {Material 1} {Smak 1} {Zapach
1} {Wlasciwosc fizyczna 1} will be mapped onto PWN adjective synsets related
to synsets {Color 1}, {Shape 1}, {Figure 6}, {Material 1}, {Taste 1}, {Olfactory
property 1} and {Physical property 1}, respectively. The hypothesis that was
tested was that Algorithms 2 and 3.2, which employ relations between the lexical
units, will produce significantly better results than Algorithms 1 and 3.1., which

3 Figures presented in Table 4 refer only to the six chosen synsets which were the
focus of the evaluation
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Table 4. Comparison of matching between automatic prompts and editors’ choices4

Algorithm All manually estab-
lished relations

Relations established
within corresponding
algorithm-set nests

Relations established
outside correspond-
ing algorithm-set
nests

%match

1 76 35 41 46%

2 561 458 103 82%

3.1 92 35 57 38%

3.2 784 589 195 75%

are based on relations between synsets. The relevant figures for the raw results are
presented in Table 4 below.

As can be seen in Table 4, Algorithms 2 and 3.2 produce far better results than
Algorithms 1 and 3.1. Accordingly, these results show that although the current
mapping procedure applies to the level of synsets, it should ultimately be carried
out at the level of lexical units.

5 Conclusions

An analysis of adjective relation structures in plWordNet and Princeton Word-
Net revealed a number of contrasts: vertical vs. horizontal synset relation struc-
ture, different types and frequencies of relations. Thus, the mapping of adjectives
has turned out to be a real challenge. To create a kind of mapping basis we have
proposed two types of the automatic prompt generating algorithms and tested
their performance on selected wordnet nests from the widely understood domain
of physical property. The results of this pilot adjective mapping point to the
greater precision of the second type of the proposed algorithm relying on both
synset and lexical unit relations. This is probably motivated by the stronger
correspondence between the types and frequencies of lexical unit relations of
plWordNet and Princeton Wordnet. Still, the adjective part of plWordNet is
under development and the manual adjective mapping is also in progress, which
creates the chance for further verification of the proposed algorithms.
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tions among Nouns in Polish WordNet Grounded in Lexicographic and Semantic
Tradition. Cognitive Studies 11 (2011)

9. Maziarz, M., Szpakowicz, S., Piasecki, M.: Semantic Relations among Adjectives
in Polish WordNet 2.0: A New Relation Set, Discussion and Evaluation. Cognitive
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Abstract. Several studies use idealized, fluent utterances to compre-
hend spoken language. Disfluencies are often regarded to be just a noise
in the speech flow. Other works argue that fragmented structures (dis-
fluencies, silent and filled pauses) are important and can help better
understanding. By extending the original concept of speech disfluency,
the current paper involves the acoustic level and places the disconti-
nuity of F0 in parallel with speech disfluencies. An exhaustive analysis
of the advantages and disadvantages of using a continuous F0 estimate
in prosodic event detection tasks is performed for formal and informal
speaking styles. Results suggest that unlike in read (formal) speech, using
a continuous, overall interpolated F0 curve is counterproductive in spon-
taneous (informal) speech. Comparing the behaviour of speech disfluen-
cies and the effect of discontinuity of the F0 contour, results raise more
general modelling philosophy considerations, as they suggest that dis-
fluencies in informal speech may be by themselves informative entities,
reflected also in the acoustic level organization of speech, which suggests
that disfluencies in general are an important perceptual cue in human
speech understanding.

Keywords: Disfluency · Interpolation · Prosody · Spontaneous speech

1 Introduction

Spontaneous speech tends to have incomplete syntactic, and even ungrammati-
cal structure and is characterized by disfluencies, repairs and other non-linguistic
vocalizations, etc. In general, spontaneous speech is hard to treatwith conventional
methods developed primarily for the formal or read speaking style, i.e. simple rule-
based pattern learning and also data-driven approaches raise several difficulties.
One of the most critical challenges is simply determining a broad segmentation
of spontaneous speech, such as segmenting speaker turns into utterances.
c© Springer International Publishing Switzerland 2015
P. Král and V. Matoušek (Eds.): TSD 2015, LNAI 9302, pp. 369–377, 2015.
DOI: 10.1007/978-3-319-24033-6 42
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Sometimes agreement is also missing on the definition of prosodic categories [1]. In
current work we rely on the prosodic hierarchy described in [2] and use the phono-
logical phrase level for modelling. We define phonological phrases as prosodic units
characterized by an own stress and followed with a less or more complete intonation
contour.

Several phrasing or boundary detection approaches have been developed and
analysed for read and slightly spontaneous speech (such as semi-formal speech
used in information retrieval systems) [3], [4]. The automatic phrasing imple-
mented for read speech in [5] was able to yield a reliable (accuracies ranging
between 70-80%) phrasing down to the phonological phrase level, and also to
separate intonational phrase level from the underlying phonological phrase level.
This approach required clustering of a number of phonological phrase prototypes,
which were then modelled by Hidden Markov Models/Gaussian Mixture Models
(HMM/GMM) based on acoustic-prosodic features. Clustering of such charac-
teristic prototypes in spontaneous speech was less successful: an effort to try to
identify and cluster characteristic prosodic entities or phrase types in Hungarian
spontaneous speech by using an unsupervised approach has lead only to partial
success [6].

Beside recognizing spontaneous speech as a standalone phenomenon, requir-
ing quite a different approach as compared to read speech, it has been a com-
mon practice to try to trace back the processing of spontaneous speech to that
of read speech. In other words, use and adapt algorithms or tools developed for
read speech in tasks involving processing of spontaneous speech. A characteristic
phenomenon, which is often in the focus of this “de-spontaneisation” is speech
disfluency, heavily present in spontaneous speech. However, detecting and elim-
inating or “repairing” disfluency might be counterproductive on some levels of
speech processing. Several studies [7] [8] argue that if disfluencies are available
in the speech transcription, those can play an important role in disambiguation
between sentence-like units. The same can be the case on the acoustic level: pre-
serving disfluency may be sometimes useful. In the current paper, the authors
would like to focus on this aspect and compare read and spontaneous speech
processing in a prosodic event detection related task.

A frequent disfluency type is filled pause in spontaneous speech. Cook and
Lallijee suggested [9] that filled pauses may have something to do with the lis-
tener’s perception of disfluent speech. They showed that speech may be more
comprehensible when it contains filler material during hesitations by preserving
continuity and that filled pauses may serve as a signal to draw the listeners
attention to the next utterance in order to help the listener not to be able to
perceive the onset of the following utterance. Similarly, Swerts and Ostendorf
found [10] that in human-machine interactions, turns introducing a new topic
tended to have more disfluencies than other turns, showing that a speech rec-
ognizer may exploit these disfluencies to detect discourse structure. Swerts et
al. analysed the role of filled pauses in discourse structure [11]. They found
that phrases following major discourse boundaries contain filled pauses more
often.
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The silent or filled pauses are generally located at syntactic or prosodic
boundaries [12]. Hirst and Cristo demostrated that silent and filled pauses
constitute the acoustic markers that enclose the prosodic units [13]. Silent pauses
always involve the disruption of the F0 contour. Filled pauses on the other hand
are often schwa-like hesitations which are hence voiced. Hereafter, a pitch reset
may call the listeners attention and signal the prosodic boundary.

This paper focuses on exploring the advantages and disadvantages of conti-
nuity vs discontinuity in speech processing. Recently, several pitch trackers pro-
viding stable and overall continuous F0 estimate have been released [14]. Using
a continuous, overall interpolated F0 estimation is compared to a case where
F0 is kept fragmented or interpolated only partially. The effect of continuous vs
discontinuous F0 is evaluated in a prosodic event detection task, separately for
read and spontaneous speaking styles. The authors believe that beside yielding
some basic, but practically important results these experiments may contribute
to a better understanding of spontaneous speech.

The paper is organized as follows: first material (read and spontaneous speech
corpora) are presented shortly, followed by the description of the phonological
phrase segmentation algorithm used for evaluation in the experiments. There-
after, experiments are run with original (undefined F0 for unvoiced frames),
partially and overall interpolated F0 processing are presented and evaluated for
read and spontaneous speech. Finally, conclusions are drawn.

2 Material and Methods

This section describes speech databases and basic processing tools used for the
experiments later.

2.1 Speech Databases

BABEL is a Hungarian read speech database, designed for research [15]. A subset
of BABEL is used in current experiments, which is labelled for intonational (IP)
and phonological phrases (PP). The used subset contains 300 sentences uttered
by 22 speakers, containing 2067 PPs, labelled according to 7 types as described
in [5].

BEA is a spoken language database [16]. It is the first Hungarian database of
its kind in the sense that it involves many speakers, very large amount of sponta-
neous, informal speech material. The recording conditions of the database were
kept permanent and of studio quality. 8 spontaneous narratives were selected (4
male and 4 female) from the database. The sub-corpus was manually annotated
by two different phoneticians. The annotation contained three levels: intona-
tional phrases (IP), phonological phrases (PP) and also involved a word level
transcription [2]. The IP can be thought of being a part of speech forming a
unity in terms of stress and intonation contour, and is found often between two
pauses. The database, in most cases the IP boundaries are bound to pauses.
A number of filled pauses were perceived as separate IPs by the annotators.
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Therefore, filled pauses (FP) were annotated separately in the transcription. As
already explained, the IPs can be further divided into PPs based on intonation
and stress pattern. A PP is a unity characterized by its own stress and intona-
tion contour, but this latter can be unterminated (continued in next PP). The
corpus contained 398 IPs and 751 PPs in total.

2.2 Automatic Segmentation for Phonological Phrases

This section describes the automatic PP segmentation algorithm used in the
experiments. Being a prosodic event detection task, its behaviour is analysed
with continuous and fragmented F0 patterns. Experiments are run in Hungarian
language for read and spontaneous utterances separately.

PPs constitute a prosodic unit, characterized by an own stress and some
preceding/following intonation contour. As this contour is specific, PPs can be
classified and hence modelled separately, in a data-driven machine learning app-
roach. The distinction between PPs consists of two components: the strength of
stress the PP carries and the PPs? intonation contour. In this way 7 different
types are distinguished. Modelling is done with HMM/GMM models, and PP
segmentation is carried out as a Viterbi alignment of PPs for the utterances
requiring segmentation. During this Viterbi alignment, all PPs are allowed to
occur with equal probability. A parameter influencing insertion likelihood for
PPs can be tuned to force or prevent a more dense segmentation for PPs. The
more dense alignment we require, the higher the probability is the insertion of
false PP boundaries, resulting often from a confusion between microprosodic
variations and accents/prominences resulting from stress. The overall approach
is documented in details in [5].

As acoustic-prosodic features, fundamental frequency (F0) and wide-band
energy (E) are used [17]. Syllable duration is not used for Hungarian as it was
not found to be a distinctive cue in this task [5]. Post-processing alternatives
for F0 are described in the respective section later. For energy computation a
standard integrating approach is applied with a window span of 150 ms. Frame
rate is 10 ms. First and second order deltas are appended to both F0 and E
streams.

Evaluation of PP segmentation is done with a 10-fold cross-validation. The
PP alignment is generated with models trained on utterances different from the
one under segmentation. The generated PP alignment is then compared to the
reference obtained by hand-labelling. Detection is regarded to be correct if the
boundary is detected within the TOL=100 ms vicinity of the reference. Once all
utterances have the automatic PP segmentation ready, the following performance
indicators are evaluated:

– recall (RCL) of PP boundaries,
– precision (PRC) of PP boundaries and
– the average time deviation (ATD) between the detected and the reference

PP boundary.
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3 Overall vs Partial Interpolation of F0

In this section, several scenarios are evaluated using globally or partially contin-
uous F0 contours per utterance in the PP alignment task.

All extracted F0 contours are subject to error correction resulting from octal
halving/doubling, done by signal processing tool described in [5].

Further post-processing of F0 varies according to the scenario, whereas
energy is always kept unchanged (by nature continuous, energy is extracted
by a 25 ms window each 10 ms, however smoothed with a mean filter of a span
of 150 ms afterwards).

3.1 Post Processing Alternatives for F0

The basic interest is to see whether using a continuous contour (all vacancies
interpolated) outperforms a non interpolated or partially interpolated contour
in the PP detection task. Tested scenarios cover 3 cases as follows:

– Use the F0 contour as produced by a conventional pitch tracker (Snack
V2.2.10 in our case [17], doubling/halving errors corrected automatically);

– Use a continuous F0 contour, interpolated at all unvoiced parts;
– Use a partially F0 interpolated contour, where interpolation is omitted if the

length of the unvoiced interval exceeds a limit (250 ms in the experiments)
or if F0 starts significantly higher (suspected pitch reset) than it was before
the unvoiced segment (criterion applied in the experiments: F0former ∗1.1 <
F0current).

The motivation to constrain the disruption of the F0 contour in the partial
interpolation scenario comes from the following considerations:

– The silence limit is set because a silent period longer than 250 ms can hardly
be considered as fluent speech. In such cases the speaker may not employ a
pitch reset as the silence in itself can be a clear acoustic marker of PP (and
IP) boundary. If this happens interpolation may mask the PP boundary,
although energy features are still likely to signal it.

– Medium strength pitch resets may often be smoothed by the F0 interpola-
tion, which makes further detection more difficult. However, a factor of 1.1
is preferred in order to avoid that microprosodic disturbances give false PP
(IP) boundary detection, which may happen in the vicinity of long plosives
for example.

3.2 Results

Results are shown in Table 1. Regarding precision (PRC) and recall (RCL), they
highly depend on a parameter influencing PP insertion likelihoods during the PP
segmentation done with Viterbi alignment (see the PRC-RCL curve in Fig. 1).
Therefore, segmentation results are shown for operating points where precision
and recall are equal (PRC=RCL). The settings of the tolerance interval TOL
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Fig. 1. Precision [%] and recall [%] as
influenced by the PP insertion likeli-
hood in the automatic PP segmenta-
tion. Read speech, total F0 interpola-
tion, TOL = 100ms.

Fig. 2. Precision and recall in operat-
ing points defined by PRC = RCL [%]
depending on TOL [ms]. Read speech,
total F0 interpolation.

Table 1. Precision (PRC) and recall (RCL) in operating points defined by PRC =
RCL and ATD for the 3 evaluated scenarios and for read and spontaneous speech
(TOL = 200 ms).

Style F0 interpolation PRC = RCL [%] ATD [ms]

Read speech
None 62.9 93.0

Partial 68.2 80.1
Total 81.2 55.9

Spontaneous
None 57.7 52.9

Partial 69.7 44.1
Total 66.3 44.8

also influence results (see Fig. 2). Unless written else explicitly for the exper-
iments, TOL = 200ms will be used, corresponding roughly to the length of a
syllable on average. We believe this deviation is admissible in a supra-segmental
detection task, since average PP length is of 659.0 ms in the read speech BABEL
corpus and of 782.9 ms in the BEA spontaneous corpus.

As it can be seen from results in Table 1 read and spontaneous speech styles
show different behaviour. Whereas in read speech, the more continuous the con-
tour is the better the PP detection results are, this is not the case for spontaneous
speech, where the best performing approach constitutes a compromise between
do not interpolate at all and interpolate everything: the partially interpolated
contour yields the best results for spontaneous speech, where interpolation is
omitted if the length of the unvoiced interval exceeds 250 ms or if F0 starts by
F0former ∗ 1.1 < F0current higher (suspected pitch reset) than it was before the
unvoiced segment.
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Fig. 3. An example with continuous and partially interpolated F0 contours with IP
and PP labelling.

These results suggest that the discontinuity of F0 plays an important cue
is spontaneous speech in human perception as well once automatic approaches
can exploit it. On the other hand, these results may also make doubtful any
attempt to try to “de-spontanize” spontaneous speech in order to transform it
into “read” style, and treat it with tools developed for read speech.

4 Conclusions

In the present paper we investigated the effects of using continuous (overall
interpolated) vs a fragmented, eventually partially interpolated F0 estimate.
Although a noticeable tendency of nowadays is to favour pitch trackers yielding
a totally continuous F0 estimate [14], results have shown that this is useful
only in read, formal speaking styles, where the overall continuous F0 contour
outperformed the partially interpolated one by 19.1% relative in the precision
of a phonological phrase segmentation task. According to the results, a partially
interpolated F0, where interpolation leaves intact places with longer unvoiced
periods or pitch reset suspect F0 increase from one voiced segment to the other,
yields by 5.1% relative better results over total interpolation in spontaneous
speech in the same PP segmentation task. Beside speech technology applications
where spontaneous speech seems to be better treated with only a piecewise
interpolation of F0, results also suggest some other considerations regarding
human speech perception, however, these latter remain to be confirmed with
targeted experiments.
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Abstract. This article describes a heuristic approach to zero subject
detection in Polish. It focuses on the zero subject detection as a crucial
step in end-to-end coreference resolution. The zero subject verbs are rec-
ognized using a set of manually created rules utilizing information from
different sources, including: a dependency parser, a shallow relational
parser and a valence dictionary. The rules were developed and evalu-
ated on the Polish Coreference Corpus. The experimental results show
that the presented method significantly outperforms the only machine
learning-based alternative for Polish, i.e., MentionDetector. We also dis-
cuss and evaluate the importance of zero subject detection for existing
coreference resolution tools for Polish.

Keywords: Zero subject · Anaphora detection · Coreference resolu-
tion · Polish

1 Introduction

Zero subject is a linguistic phenomenon that occurs in certain languages, i.e.,
Balto-Slavic, Romanian, Spanish, Portuguese, Chinese and Japanese. It appears
when an independent phrase, with a non-subject-blocking verb, lacks an explicit
subject. In Polish the subject agreement is reflected in the verb morphology. We
can see this problem as a binary classification of verbs whether they have or not a
zero subject. The example below1 shows a coreference between the zero-subject
verb consists and the proper name The Toronto Dominion Centre:

Toronto Dominion Centre - kompleks handlowo-kulturalny (...). φ-
Sklada sie z 3 czarnych budynków (...).

The Toronto-Dominion Centre - is a cluster of buildings (...) of commercial
and cultural function. φ-consistssg:masc:ter of three black buildings (...)

1 The fragment comes from the KPWr corpus [1].
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This is very important issue for coreference resolution and has very significant
impact on the results. Here we treat the end-to-end coreference resolution as a
sequential process in which the determination of coreferntial relations is preceded
by a mention detection. In this study we describe an algorithm developed for
the problem of zero subject identification called Minos (Mention IdentificatioN
for Omitted Subjects).

2 Related Work

Polish is one of the languages classifiedas apro-drop language (Chomsky, [2])mean-
ing that omitted subjects are commonly seenphenomenon.Therehavebeen studies
for a few other pro-drop languages on the problem of zero subject detection. The
verbs lacking explicit subjects do not necessarily have elided subject, but they can
also be impersonal and do not have subject at all, by their nature. Most researchers
consider the problem of zero subject detection as a crucial preprocessing step in
coreference resolution. There are also some other applications, for example in
machine translation to improve the quality of translation of sentence with null
verbs [3]. The existing researches show that the problem of zero subject detection is
not trivial. Theperformance for different languages varies from57.9%ofF-measure
for Portuguese [4] to 74.2% forRomanian [5]. The problemof zero subject detection
is not very widely studied for Polish. According to our best knowledge there is only
one system for Polish which handles zero subject detection, i.e. MentionDetector
[6]. It uses a machine-learning technique for rule induction called RIPPER.

3 Problem Definition

As zero subjects in Polish are reflected in verbs’ properties, in our work we will
identify zero-subjects with corresponding verbs called further zero-subject verbs
and we will basically consider the problem of zero subject detection as a binary
classification of verbs. However, the free word order nature of Polish and rich
properties of verbs make it a non-trivial task. We have made some observations
on the nature of verbs in Polish resulting in a conclusion that the zero-subject
verbs cannot be subject-blocking and are only a subclass of verbs not having
explicitly given subject in text.

3.1 Functional Verb Classification

Basically, we employ two kinds of partition among verbs: depending on whether
there is an explicit subject for given verb, and depending on whether the verb
is subject-blocking or not. The subject-blocking verbs are verbs that by defini-
tion cannot have any subject explicit or implicit. Obviously there are no verbs
that are subject-blocking and have explicit subject, what gives us three classes
of verbs. While it is relatively simple how to distinguish verbs having explicit
subject, we need to make some additional observations on subject-blocking verbs
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to distinguish them properly from zero subjects. The subject-blocking verbs can
be shown in several subcategories describing their properties that make them
distinguishable from zero subjects:

Predicatives (pora, sposób, etc.) — words act as verbs, but do not have inflex-
ional endings and do not connect with subjects in nominative case.

Jak to osiagnac — doprawdy nie wiadomo.
How to achieve it — this indeed is not known.

Improper verbs — verbs that are inflected only by tense and mode, but not
by person, gender or number:

Mnie juz w rzezni mdli!
Idative feel sick in slaughterhouse!

Impersonals — verbs which occur in a form not assigned to any specific gram-
matical person; usually ending with -no, -to:

W programie spotkania przewidziano prezentacje najnowszych produktów.
In the program of the meeting there was provided a presentation of the

newest products

Infinitives — verbs in base form (like to be, to have):
Zaczal Dratewka pszczolom pomagac.

Dratewka started to help the bees.

One should constructions (nalezaloby, trzeba, etc.):
Nalezaloby zamontowac wiecej koszy na odpadki.

One should install more recycle bins.

Pleonastic it :
Pada

[It] is raining.

Non-reflexive personal verb form used with reflexive particle sie:
Nie mówi sie tez “ups” i “wow”, nie klamie i nie przeklina.

You don’t say “whoops” and “wow”, you do not lie and do not curse.

3.2 Definition of Verb and Noun

For the need of zero subject detection we introduce definitions of verb and noun
based on [6] as follows:

Verb — verbs are all words having fin, praet, bedzie, winien part-of-speech.
We exclude many words usually considered as verbs having following parts-of-
speech: impt, imps, inf, pcon, pant, pact, ppas, pred, aglt as they cannot have
subject. Aglutinates are merged with associated verbs.

Noun — definition of nouns is extended to pronouns, gerunds, numerals and
some adjectives, because they frequently are subjects and share most morphosyn-
tactic features of nouns. We also do not consider siebie (Eng. ‘self’) usually
treated as pronoun as it cannot have a subject.
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4 Data

For development and evaluation we used the Polish Coreference Corpus (hence-
forth PCC) [7]. It consists of documents 250–350 word-long. For the purpose of
algorithm development we used the same subcorpus of PCC as in [6], which con-
tains 779 document with total 22k verbs (including 13k sentences with total of
6k verbs with zero subject). The corpus was initially split into two equally sized
parts: development and test. The development part was used to make observa-
tions about the verb properties and to verify partial results during the develop-
ment process. After each change the error analysis was performed on this part
of corpus. The test part was used to calculate the final score.

5 Algorithm

The algorithm design is based on an assumption that in the sequential end-
to-end coreference resolution process we might use a system for coreferential
relations recognition that makes joint decisions about coreferential relation and
anaphoricity. Thus, we prefer recall of the zero subject detection algorithm over
precision. In the subsequent steps the false positives might be discarded, while
the false negatives will not be restored. The main part of this study is devoted to
the third person verbs. Nevertheless, some specific methods for first and second
person verbs are also presented in the last paragraph.

WCRFT Retagging with Guesser. The PCC corpus was tagged without a
guesser and all out-of-dictionary words (proper names) were tagged as ign, i.e. no
morphological analysis was assign. The missing tags lower the recall of used tools
and rules. Because of that, we decided to retag the corpus using the WCRFT
tagger [8] with a guesser module (the module try to guess the morphological tag
for unknown words).

Filtering of Verbs Based on Functional Properties. First we filter verbs
classified according to the subject-blocking verbs description from Section 3.
We use a set of hand-written rules to determine the subject-blocking property
and additionally we define arbitrarily two sets of verbs: subject-blocking verbs —
verbs are, with high probability, subject-blocking and reflexive subject-blocking
verbs — verbs which are highly probable to be subject-blocking when occurring
with the reflexive particle sie, serving as black lists of base forms of verbs to
discard (classify as non-coreferential). These lists were based on verbs without
subject in valence frame from the Polish Valence Dictionary Walenty [9] and the
development part of corpus as well as on list of pseudo-verbs used in [6], however
the last list was much longer due to use in machine learning algorithm as feature
describing the possibility of being subject-blocking verb, while our lists express
very high confidence in the subject-blocking property of verbs.
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Verb-Noun Agreement Check. In most cases we perform a validation step
for subject candidate to check if it can be morphologically fitted to given verb
— in Polish the main verb in clause shall determine morphology of its subject.
Precisely, we check first for proper part-of-speech tag restricting adjectives to
subject candidates found using relations returned by MaltParser. Additionally,
for relative pronoun który we skip the proper part-of-speech requirement. Then
we proceed to check grammatical case — basically we accept only nouns having
nominative case as possible subjects, however due to specificity of Polish, we
consider also nouns having subst part-of-speech tag that have accusative case,
due to the fact that these two cases have often the same orthographical form,
causing common tagger errors. At last we check for person, gender and number
agreement.

Dependency Parser with Agreement Check. The most substantial part
of the algorithm is the use of dependency parser to directly find subject relation
between verb and noun. We use MaltParser [10], a transition-based determin-
istic parser using classifier predicted shift-reduce action sequence. The parser
is configured to use a built-in stackeager parsing algorithm, designed for non-
projective dependency structures. Dependency parser for Polish is trained on
the Polish Dependency Bank [11]. Having every sentence parsed into a depen-
dency tree, we find nouns that are connected to verb by a subject relation (subj ).
Subject candidates found in this step were subsequently verified as described in
section Verb-Noun Agreement Check.

Annotation Relation Marker ChunkRel. Second method used to find sub-
jects directly connected to verbs is to use ChunkRel [12] — a statistical tool
for recognition of selected relations between noun phrases, adjective phrases and
verb phrases, namely subject, object and copula. Analogously we find subject
candidates that are directly connected to verb by the subject relation. However,
as experiments shown, better results were obtained when subject verification
was omitted. ChunkRel performs slightly better in indicating that verb should
have subject than in indicating its subject, but yet the first is more useful for
our purpose.

Contextual Subject Lookup. The statistical learning methods mentioned
above were complemented with contextual subject lookup within certain range
around classified verbs. Our experiments shown that the best results were achieved
for a search window of 15 tokens preceding and 9 tokens succeeding the verb. In
such a window we look fornoun that is in agreement with verb, if we find some, we
accept it as valid subject. Additionally, we restricted this search with punctuation
in case of considering complex clause indicated by presence of other verbs.

Specific Subject Cases. Additionally, we consider some non-intuitive cases of
subjects which occur in Polish. First we implemented recognition of constructions
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consisting of a neutral singular verb occurring with a numeral followed by a plural
noun in genitive or dative:

W glosowaniu wzielo udzial 332 poslów.
332 deputiesgenitive took partneutral in voting.

And second, we consider grammatical negations of to have in present tense taking
semantic form of negation of to be verb. For example, “I nie ma nikogo, kto
nas przed nimi obroni” looks like “And (He) does not have anybody to save us
from them” but have actual semantic meaning: “And there is nobody to save
us from them”.

First and Second Person verbs. While all considerations mentioned above
were generally focused on third person verbs, we also took care of first and
second person verbs manifesting different properties in the perspective of being
zero subject. Excluding the usage of MaltParser to determine the existence of a
subject we use the following properties:

Preceeding personal pronoun — In many cases the first and second per-
son verbs occur with preceding personal pronoun, so lookup for personal
pronouns is one of the ways to determine if such verb is zero-subject.

Please phrases — The first person verb prosze (please) occurs often in
phrases like: “Prosze usiasc.” (Please sit down.).

6 Results

First, we evaluated the influence of zero subject detection on the final coreference
resolution. We tested three tools for Polish: Ruler [13], Bartek [14] and IKAR
[15]. It is important to notice, that the tools cannot be compared with each
other as they were developed using different data. Table 1 contains precision
(P), recall (R) and their harmonic mean (F1) of coreferential links for each of
the tools with different set of mentions. In the first column we show results on the
corpus with all verbs annotated as zero subjects in the second we provide results
on corpus annotated with verbs classified as mentions by mention detection
system and in third we present results achieved on corpus with gold standard
mentions. The results show the intra-tool improvement of coreference resolution
— the better zero subject detection is, the higher performance is achieved. This
shows, that even non-ideal zero subject detection gives better result than a näıve
classification of all verbs.
In Table 2 we present results of binary classification of verbs done by Minos
at subsequent development steps. First we used only the verb discarding rules.
Next we present results for MaltParser with subject agreement validation and
ChunkRel without subject agreement validation as it performs better in that
configuration. Afterwards we show performance of the two parsers combined
together and at last we present performance of the both parsers complemented
by contextual subject lookup. The last configuration presented in this table is
the one used in other evaluations presented in this paper.
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Table 1. Influence of zero subject detection on coreference resolution. Results of coref-
erence resolution on coreference-annotated subcorpus of KPWr corpus using P, R and
F1 for coreferential links part of the BLANC metric.

Tool All verbs Mention detection Gold standard
P R F1 P R F1 P R F1

Bartek 7.88% 52.21% 13.69% 64.78% 18.59% 28.89% 64.18% 27.12% 38.13%

Ruler 26.91% 24.54% 25.67% 65.26% 18.21% 28.48% 60.05% 26.13% 36.42%

Ikar 11.93% 43.52% 18.72% 61.37% 50.16% 55.20% 61.17% 59.29% 60.22%

Table 2. Minos results for different configurations on PCC (development)

Minos configuration TP TN FP FN Precision Recall F1

Verbs rules 3041 938 6759 63 32.91% 98.06% 49.29%
Malt + subject agreement 2962 4872 2825 142 51.15% 95.51% 66.62%
ChunkRel 2797 5507 2190 307 56.05% 90.18% 69.13%
Malt + ChunkRel 2792 5890 1807 312 60.67% 90.02% 72.49%
Malt + ChunkRel + subject lookup 2627 6209 1005 475 72.33% 84.69% 78.02%

Table 3. Comparison of Minos and MentionDetector results on PCC (test) and KPWr

Verbs Algorithm PCC (test) KPWr
Precision Recall F1 Precision Recall F1

All Minos 72.33% 84.69% 78.02% 82.25% 69.55% 75.48%
MentionDetector 71.79% 67.39% 69.60% 88.74% 53.77% 66.97%

Third Minos 55.47% 69.49% 61.69% 70.32% 50.87% 59.03%
Person MentionDetector 62.56% 33.62% 43.74% 78.51% 27.42% 40.65%

The final evaluation was performed on the test part of PCC and the KPWr
corpus. For PCC the results for the best Minos configuration were compared
with results reported in [6] for MentionDetector. Minos obtained statistically
significant better performance than MentionDetector2. In addition we evaluated
both algorithms for third person verbs only as they are more ambiguous than
first and second person. The results are shown in Table 3.

7 Conclusions and Future Work

This article presented a rule based approach to zero subject detection in Polish.
The evaluation on the PCC and KPWr showed that our method significantly out-
performs the alternative machine learning approach presented by Kopec in [6].
We have shown that the zero subject identification process have great impact on
the performance of coreference resolution systems. Finally, we implemented our
algorithm as a part of Liner2 toolkit [16]3. Concerning the fact of outperforming
a machine-learning algorithm we consider applying some approach that would

2 We used the McNemar test with significance level α = 0.05.
3 A demo is available at http://inforex.clarin-pl.eu/index.php?page=ner.

http://inforex.clarin-pl.eu/index.php?page=ner
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base on features extracted from Minos hoping to achieve further improvements.
We consider also approaching the subject detection problem using deep learning
methods like word embeddings.
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11. Wróblewska, A.: Polish dependency bank. Linguistic Issues in Language Technol-
ogy 7(1) (2012)



386 A. Kaczmarek and M. Marcińczuk
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Abstract. This paper presents speaker normalization approaches for
audio search task. Conventional state-of-the-art feature set, viz., Mel
Frequency Cepstral Coefficients (MFCC) is known to contain speaker-
specific and linguistic information implicitly. This might create prob-
lem for speaker-independent audio search task. In this paper, universal
warping-based approach is used for vocal tract length normalization in
audio search. In particular, features such as scale transform and warped
linear prediction are used to compensate speaker variability in audio
matching. The advantage of these features over conventional feature set
is that they apply universal frequency warping for both the templates
to be matched during audio search. The performance of Scale Transform
Cepstral Coefficients (STCC) and Warped Linear Prediction Cepstral
Coefficients (WLPCC) are about 3% higher than the state-of-the-art
MFCC feature sets on TIMIT database.

Keywords: Vocal tract length normalization · Audio search · Scale
transform cepstral coefficients · Warped linear prediction coefficients

1 Introduction

Recently, speech-based search or retrieval technologies have gained keen atten-
tion. The simple reason could be the ease of their storage and retrieval
capabilities. A speech signal is enriched with many attributes such as message
conveyed from it, speaker information, emotion, age, gender, etc. Several studies
have been involved in extracting such kind of information from the speech signal.
National Institute Science and Technology (NIST) has started evaluation named
Spoken Term Detection (STD) in 2006 which is involved in linguistic informa-
tion extraction from spoken document [1]. The technology has a quite relevance
with the Automatic Speech Recognition (ASR) task. However, ASR is slightly
different technology where speech signal is decoded in terms of word transcrip-
tion whereas STD is only interested to detect particular audio query within
database [2].
c© Springer International Publishing Switzerland 2015
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Inspite of being different technology all together, speech researchers have
attempted STD problem via ASR system [2],[3]. For an ASR experts, the task
remains merely obtaining the transcripts and assigning them confidence measure.
Word-based ASR has found to be effective on well resourced languages. However,
this may introduce problem in out-of-vocabulary (OOV) query such as named
entities. To deal with this issue, researchers have come up with an subword
modeling approach [4].

For low-resourced languages, it is hard to find the labeled speech corpora.
Hence, speech researchers have exploited the spoken query representation rather
than textual representation. Considering the fact that query is taken from
speech only, the STD technology is now termed as Query-by-Example Spo-
ken Term Detection (QbE-STD) [5], [6]. In this paper, we refer QbE-STD as
audio search, which basically involves matching and hence, highly dependent
on the type of representation used in the matching task. In particular, rep-
resentation used in audio search should be speaker-invariant so as to perform
speaker-independent audio matching. In this paper, we explore universal fre-
quency warping in two spectral features, viz., Scale Transform Cepstral Coeffi-
cients (STCC) and Warped Linear Prediction Cepstral Coefficients (WLPCC)
in order to develop speaker-invariant features for audio search task.

2 Relation to Prior Work

There have been many attempts made in designing the proper representa-
tion of QbESTD. Speaker-invariant representation has been primary need for
speaker-independent audio search. There have been significant attempts made
in posterior-based feature representation. They are mainly supervised phonetic
posteriorgram and Gaussian posteriorgram.

Posteriogram representation is found to be more robust to speech information
[6],[7]. They also used Gaussian Mixture Model (GMM)- based posteriorgram rep-
resentation in their studies. The K-means clustering algorithm is combined with
the GMM posteriorgrams front-end to obtain more discriminant features [8]. Par-
allel tokenizer-based approach for QbE-STD was used in [9] to combine the evi-
dences from different systems. Each tokenizer uses both posteriorgram of query
and utterance and combines the evidences from all [9]. In addition to the pos-
teriorgram features, researchers have exploited speaker normalization technique,
viz., Vocal Tract Length Normalization (VTLN) [9], [10] for audio search task. The
VTLN method discussed in those studies exploit different version of Mel warped
filterbank. The optimumwarping factor is estimated using grid-search under Max-
imum Likelihood (ML) criteria. This requires features to be computed for all dif-
ferent warped Mel filterbank and then estimation for proper warping factor using
state-of-the-art Lee and Rose method [11]. In this paper, we have used univer-
sal warping-based approach of VTLN for audio search [12]. In addition, we have
explored two different feature sets, viz., STCC and WLPCC. These features avoid
exhaustive grid search and hence, less cumbersome in terms of computation yet
performing well in speaker mismatched condition. The presented approach does
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not compare the absolute performance of audio search system presented earlier in
the literature. The objective and focus of this work is to bring signal processing
aspect at front end of audio search task.

3 Vocal Tract Length Normalization (VTLN)

In this paper, we have compared the performance of state-of-the-art mel frequency
cepstral coefficients (MFCC) with vocal tract length (VTL) normalized features
such as STCC [13] and WLPCC. For feature extraction, speech signal is divided
into frames and each frame is Hamming windowed. In the following sub-Sections,
we discuss and compare various feature extraction methods used in this study.

3.1 Scale Transform Cepstral Coefficients (STCC)

STCCs compensate for the differences in VTL using log-warping. Vocal tract is
generally modelled as a uniform tube. For such a model, formant frequencies are
inversely proportional to VTL. The spectrum of a particular speech sound of
a speaker is the scaled version of the spectrum of another speaker uttering the
same sound, i.e., FA(ω) = FB(αABω). The scale αAB is speaker-specific and is
known as warping factor. Replacing ω by ev, we get,

fA(v) = FA(ω = ev) = FB(αABev) = FB(e(v+lnαAB)) = fB(v + ln αAB). (1)

This shows that in the log-warped domain, the spectra are shifted versions
of each other with a translation factor of lnαAB . Since Fourier transform is
a shift-invariant transform and the shift factor appears in the phase part, the
speaker-dependent warping factor is removed by taking the magnitude. These are
used as VTL normalized features. Smoothed spectra are obtained by suppressing
the pitch information by the method described in [12]. Here, mel-warping is used
as it was observed that mel-warping provides better performance [14].

3.2 Warped Linear Prediction Cepstral Coefficients (WLPCC)

This feature set provides Bark scale-based frequency warping via warped linear
prediction (WLP). WLP is obtained by replacing unit delays of classical LP filter
by first-order all pass filters with transfer function given by [15],

D(z) =
z−1 − λ

1 − λz−1
, (2)

(b)

(a)
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Fig. 1. Schematic block diagram for feature extraction of (a) STCC and (b) WLPCC.
After, [12],[15].
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Fig. 2. Illustration of speaker normalization for vowel segment /ae/ of two different
(male and female) speakers. (a) magnitude spectrum, (b) LP magnitude spectrum (c)
Mel warped Fourier transform spectrum (STCC spectrum), and (d) Bark warped LP
spectrum (WLPCC spectrum). In Fig. 2, (c) and (d), the spectra plotted with dotted
line indicates that speaker differences are normalized.

and phase response [15],

Ψ(ω) = ω + 2 tan−1

(
λ sin ω

1 − cos ω

)

, (3)

where −1 < λ < 1 is the warping factor. For 0 < λ < 1, lower frequencies are
compressed and higher frequencies are expanded. The reverse warping happens for
0 > λ > −1. An analytical expression provides the value of λ for warping similar
to Bark scale [15] depending on the sampling frequency, i.e., fs and given by,

λfs ≈ 1.0674
(

2
π

arctan
(

0.6583
fs

1000

)) 1
2

− 0.1916, (4)

WLP coefficients (WLPC) are easily obtained by Levinson-Durbin algo-
rithm using warped autocorrelation function. Bark scale-warped LP spectrum is
obtained by the WLPCs. Cepstral features are obtained by taking DCT of log
of the warped spectra [16]. Detailed procedure of STCC and WLPCC feature
extraction is shown in Fig. 1. Here, for TIMIT dataset fs = 16 kHz, which
corresponds to λfs = 0.575. Fig. 2 shows effectiveness of Mel and Bark warping
for VTLN for vowel (/ae/) spoken by a male and a female subject. It can be
observed that these spectra overlap and hence, speaker variability reduces. That
can be useful evidence in the design of audio matching application.



Vocal Tract Length Normalization Features for Audio Search 391

Table 1. Statistics of query used in this work (# Train:#Test)

Query Index Query Query Index Query

1 age (3:8) 2 artists (7:6)

3 children (18:10) 4 development (9:8)

5 money (19:9) 6 organizations (7:6)

7 problem (22:13) 8 surface (3:8)

9 warm (10:5) 10 year (11:5)

4 Experimental Results

4.1 Database Used

For audio search task, we have used TIMIT corpora [17]. 10 queries are taken
from training database and the details are shown in Table 1. The selection of
query word is as given in [7]. TIMIT dataset consists of 3,696 training utterances
and 944 test utterances. Audio search queries are taken from training set and
searching is performed on testing set.

4.2 Architecture of Audio Matching System

For audio search task, the state-of-the-art dynamic programming-based Dynamic
Time Warping (DTW) [18] and their variant such as segmental DTW [19] have
been used prominently for audio matching. For audio search task, two-pass strat-
egy has been employed. In the first pass, segmental DTW is performed between
query word and reference utterances in order to obtain hypothetical location
of query within reference utterance. The segmental DTW is an extended ver-
sion of DTW. In particular, in audio search task, reference data is utterance
whereas query is merely a word or a phrase. The direct application of DTW
between these two signals would not make much sense as both corresponds to
different length information. However, we are not aware of the duration of the
query present in the actual reference data. We need to perform segmental DTW
using R = 5. We may call this task-1 as ‘localization of query ’. The task-2,
the remaining unwanted reference is chopped out and conventional template
matching using DTW. This phase can be called as ‘scoring ’ as we need to rank
the audio document based on the minimum DTW distance value.Conventional
Euclidean distance is used to compute the local distance between two patterns
via DTW algorithm.

4.3 Results and Discussion

To evaluate the performance of audio search following evaluation measures are
considered, namely, 1) p@N precision at N , (i.e., number of hits in top N
retrieved documents, where N corresponds to the number of actual document
present in database) 2) % EER: Equal Error Rate.
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Table 2. Experimental Results

Feature p@N %EER Feature p@N

MFCC 24.65 25.30 MFCC-fused 40.17

STCC 27.98 23.73 STCC-fused 44.68

WLPCC 27.13 23.25 WLPCC-fused 41.29
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Fig. 3. Performance of audio search for each individual query.

Overall performance of the audio search system is shown in Table 2. It can be
observed that the VTLN-based feature sets, namely, STCC and WLPCC performs
better than MFCC alone. About 3 % absolute improvement can be observed using
STCC and WLPCC features. In Table 2, the performance of each isolated query
of each feature sets are mentioned as MFCC, STCC and WLPCC, respectively.
In addition, distortion score from the same query are fused. This will improve the
statistical confidence about the query detection task. The fused features are called
as MFCC-fused, STCC-fused and WLPCC-fused, respectively. From Table 2, it
can be observed that the fusing of multiple evidences indeed improve the audio
search performance for all 3 feature sets. Simple averaging of distortion score is
used as fused score. 5th column of Table 2 shows the performance using fused score
improves. In order to investigate the performance w. r. t. every query, mean p@N
is computed for individual query. From Fig. 3, it can be observed that for most
of the query word, STCC and WLPCC performs better than MFCC. The query
associated with particular query index is listed in Table 1.

4.4 Evaluation of Class Separability

In order to investigate the effectiveness of these feature sets, we conducted class
separability test. For different vowel class J-measure is computed. Separability
property of MFCC, STCC and WLPCC is compared for four vowels /iy/, /ih/,
/ae/ and /ow/ taken from 13 female and 22 male speakers of dr7 of TIMIT
database. Middle 32 ms speech signal of 150 examples of each vowel is consid-
ered. Separability is measured as suggested in [20].
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Fig. 4. Class separability of vowels for different feature sets, viz., MFCC, STCC,
WLPCC.

J = tr(S−1
W SB), (5)

where SB is the between groups mean square and SW is the within groups mean
square. SB and SW are obtained as

SB =
1
I

I∑

i=1

(Mi − Mo)(Mi − Mo)T , SW =
1
I

I∑

i=1

Ri,

where Mi and Ri denote the mean feature vector and covariance matrix,
respectively and M0 = 1

I

∑I
i=1 Mi, where I is the total number of phoneme

classes being compared. Fig. 4 shows the separability of different feature extrac-
tion methods w. r. t. dimension of feature vectors. It can be observed that the
separability of STCC is higher than that of MFCC and still higher for WLPCC.
This along with normalization of speaker-specific spectra (as shown in Fig. 2 (c)
and Fig. 2 (d) may be the reason for better performance of STCC and WLPCC
feature than MFCC for audio search task.

5 Summary and Conclusions

This paper presented audio search system using VTLN-based approach. There
have been several ways to exploit VTLN in order to suppress the speaker vari-
ation for speaker-independent audio search task. This work involved universal
warping-based feature extraction, namely, STCC and WLPCC. Performance of
audio search system is found to be improved when these representation are used
instead of conventional MFCC. Our future plan is to incorporate other VTLN
aspects such as estimation of frequency warping relation for speaker pair to
improve the audio search performance. In addition, we would like to explore
telephone recorded speech for audio search task.
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Abstract. The Named Entity Recognition (NER) task aims to identify
and categorize proper and important nouns in a text. This Natural Lan-
guage Processing task proved to be challenging for languages with a rich
morphology such as the Arabic language. In this paper, We introduce
a new named entity recognizer for Arabic. This recognizer is based on
Conditional Random Fields (CRF) and an optimized feature set that
combines contextual, lexical, morphological and gazetteers features. Our
system outperforms the state-of-the-art Arabic NER systems with a F-
measure of 93.5% when applied to ANERcorp standard dataset.

Keywords: Natural Language Processing · Named Entity Recognition ·
Machine learning · Arabic

1 Introduction

Named Entity Recognition (NER) aims to identify and categorize proper and
important nouns in a text. NER is an important preprocessing component in
many Natural Language Processing applications such as Information Extrac-
tion, Machine Translation and Question Answering. The majority of research
studies on the NER task were on English language where the best State-of-the-
art NER system for English achieve near-human performance. For the Arabic
language, NER has gained a lot of attention over the past fifteen years. Many
Arabic NER systems were developed with quite good results specially in the
newswire genre. In these systems, different types of features were used such as:
contextual features (the surrounding words of a context window), lexical fea-
tures (word length, prefix, suffix, character n-grams, punctuation), list lookup
features (gazetteers, Wikipedia, DBpedia) and morphological features (Part of
Speech tag, Base Phrase Chunk, Aspect, Person, Gender, Number).

In this paper, we study the influence of each features type on the performance
of Arabic NER. We investigate also if the combination of these features can yield
to a better state-of-the-art system.

The main contributions of this work can be summarized as follows:

– An investigation of the effectiveness of the Margin Infused Relaxed Algo-
rithm (MIRA) for the Arabic NER;

c© Springer International Publishing Switzerland 2015
P. Král and V. Matoušek (Eds.): TSD 2015, LNAI 9302, pp. 396–404, 2015.
DOI: 10.1007/978-3-319-24033-6 45
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– An optimized feature set that combines contextual, lexical, morphological
and gazetteers features;

– A new system that outperforms the state-of-the-art Arabic NER system on
ANERcorp standard dataset .

The remainder of the paper is organized as follows: Section 2 gives background
about Arabic Language and the challenges related to Arabic Named Entity
Recognition. Section 3 surveys previous work on Arabic NER. Section 4 intro-
duces our approach and the NER features used. In Section 5 the experimental
setup , tools and evaluation are described, and in Section 6 the experimental
results are reported. Section 7 provides final conclusions and gives directions for
future work.

2 Background

2.1 The Arabic Language

The Arabic language is a Semitic language spoken in the Arab World, a region
of 22 countries with a collective population of 300 million people. It is ranked
the fifth most used language in the world and one of the six official languages of
the United Nations.

With regards to language usage, there are three forms of the Arabic language:

1. Classical Arabic (CA): is the formal version of the language. It has been
in usage in the Arabian Peninsula for over 1500 years. Most Arabic religious
texts are written in CA;

2. Modern Standard Arabic (MSA): is the primary written language of
the media and education. MSA is the common language of all the Arabic
speakers and the most widely used form of the Arabic language. The main
differences between CA and MSA are basically in style and vocabulary, but
in terms of linguistic structure, MSA and CA are quite similar [1]. This is
the form studied in this work;

3. Dialectal Arabic (DA): is the day to day spoken form of the language
used in the informal communication. DA is region-specific that differs not
only from one area of the Arab world to another, but also across regions in
the same country.

2.2 Challenges in Arabic Named Entity Recognition

The NER task is considerably more challenging when it is targeting a morpho-
logically rich language such as Arabic for four main reasons:

– Absence of Capitalization: Unlike Latin script languages, Arabic does not
capitalize proper nouns. Since the use of capitalization is a helpful indicator
for named entities [2], the lack of this characteristic increases the complexity
of the Arabic NER task;
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– Agglutination: The agglutinative nature of Arabic makes it possible for a
Named Entity (NE) to be concatenated to different clitics. A preprocessing
step of morphological analysis needs to be performed in order to recognize
and categorize such entities. This peculiarity renders the Arabic NER task
more challenging;

– Optional Short Vowels: Short vowels (diacritics) are optional in Arabic.
Currently, most MSA written texts do not include diacritics, this causes
a high degree of ambiguity since the same undiacritized word may refer to
different words or meanings. This ambiguity can be resolved using contextual
information [3];

– Spelling Variants: In Arabic, as for many other languages, an NE can
have multiple transliterations. The lack of standardization leads to many
spelling variants of the same word with the same meaning. For example, the
transliteration of the Person name ‘Huntington’ may produce these spelling
variants:
“ ”, “ ”, “ ” or “ ”.

3 Related Work

Significant amount of work has been done in the NER task. Nadeau and Sekine
[4], surveyed the literature of NER for a variety of languages and reported on the
different features and techniques used. Recently Arabic NER has started to gain
momentum and a lot of work has been done for this language. Similar to other
languages, the proposed approaches for Arabic NER fall in three categories:
handcrafted rule-based approach, Machine Learning(ML) based approach and a
hybrid of both approaches.

Mesfar [5] presented a rule-based NER system for Arabic using a combina-
tion of NooJ syntactic grammars and a morphological analysis. In [6], Shaalan
and Raza developed a system called NERA using a rule-based approach. it is
divided into three components: gazetteers, local handcrafted grammars, and a
filtering mechanism. Al-Jumaily et al. [7] introduced a rule-based Arabic NER
system that can be incorporated in web applications. It uses a pattern recog-
nition model to identify NEs by integrating patterns from different gazetteers
(DBPedia, GATE and ANERGazet).

Although this approach proved to be quite precise but it has usually low
coverage and it is time-consuming and labor-intensive. Recently, most of the
researches focuses on ML-based methods. Numerous works have been conducted
on ML-based Arabic NER by Benajiba and colleagues. Benajiba et al. [8] devel-
oped an Arabic NER system (ANERsys 1.0) based on n-grams and Maximum
Entropy (ME). The system can classify four types of NEs: Person (PERS), Loca-
tion (LOC), Organisation (ORG) and Miscellaneous. The authors also intro-
duced a new corpora (ANERcorp) and gazetteers (ANERgazet). The ANERsys
1.0 had some issues with detecting long NEs. Therefore, a new version (ANERsys
2.0) has been created in [9], which adopts two-steps mechanism: first extracts the
NEs boundaries then classify each of the delimited NEs. In order to enhance the
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accuracy of ANERsys, Benajiba and Rosso [10] changed the probabilistic model
from ME to CRF. The system used the same feature set as in ANERsys 2.0.
The CRF-based system achieves higher results with an overall F-measure(F1)
performance of 79.21 %.

A hybrid approach combining both ML-based and Rule-based has been also
used for Arabic NER. Abdallah et al. [11] developed a hybrid NER system for
Arabic. The ML-based component uses J48 Decision Tree classifier, while the
rule-based component is a re-implementation of the NERA system [6] using
GATE framework. The system recognize three types of NEs: PERS, LOC, and
ORG. Oudah and Shaalan [12] extended this hybrid NER system to identify 11
NEs. They also investigated two more ML-based approaches : SVM and Logistic
Regression. Their system outperforms the state-of-the-art Arabic NER when
applied to ANERcorp. A comprehensive survey of Arabic NER can be found in
[13].

MIRA is an extension of the perceptron algorithm introduced by Crammer
and Singer [14]. Although this algorithm was not yet used to tackle Arabic NER
task till date, it was successfully applied to NER for other languages [15,16].

4 Approach

We approach the problem of NER by using supervised machine learning meth-
ods. In the literature, it has been shown that supervised typically outperform
unsupervised methods for the NER task [17]. In this paper, we investigated two
ML techniques: CRF and MIRA.

4.1 CRF and MIRA

CRF[18] is a probabilistic framework for building models oriented toward seg-
menting and labeling sequence data. It is based on undirected graphical models
that combine the advantages of classification and graphical modeling. CRF has
been applied successfully to Arabic NER [10].

MIRA[14] is a perceptron-like machine learning algorithm which has been
employed successfully for a number of multiclass classification tasks in NLP. For
k classes, MIRA maintains a matrix of k rows, one row per class. Given a new
instance, it calculates the similarity-score between the instance and each of the
k prototypes. Then it predicts the class which achieves the highest score.

4.2 Features

In our approach, we propose the following features:

– Contextual Features (CXT): The surrounding words of a context window
= ±1;

– Lexical Features (LEX): The leading and trailing bigrams, trigrams and
4-grams characters and the stem of the word as described in [19];
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– Morphological Features (MORPH): These features are generated by
MADAMIRA tool [20]. We selected 5 morphological features to include in
this work:
• Aspect: describes the aspect of an Arabic verb. It has four possible values:

Command, Imperfective, Perfective, Not applicable. However, since none
of the NEs can be verbal, we use this feature as binary feature indicating
if a word is marked for Aspect or not;

• Gender: The nominal Gender. This feature has three values: Feminine,
Masculine, Not applicable;

• Person: It indicates the Person Information. The possible values are: 1st,
2nd, 3rd, Not applicable. Similar to aspect, we use it as binary feature
indicating if a word is marked for Person or not;

• Proclitic2: The conjunction proclitic. The tool produces nine values for
this feature: No proclitic, Not applicable, Conjunction fa, Connective
particle fa, Response conditional fa, Subordinating conjunction fa, Con-
junction wa, Particle wa, Subordinating conjunction wa;

• Voice: The verb voice. The values for this feature are: Active, Passive,
Not applicable, Undefined.

– Part-Of-Speech Tags (POS): We use POS tags generated from
MADAMIRA tool;

– Gazetteers Features (GAZ): A binary feature indicating the existence of
the word in a gazetteer. We use three gazetteers: a location gazetteer, a
person gazetteer and an organizations gazetteer.

5 Experimental Setup

5.1 Datasets

For the evaluation purposes, the standard ANERcorp dataset was used. It is a
commonly used corpora and allow us to evaluate and compare our results with
other existing systems. This corpora is built and tagged especially by Benajiba
and colleagues for the Arabic NER task [8]. The Binajiba dataset is composed of
316 newswire articles totaling 150,286 words (11 % of the words are NEs). The
distribution of different NEs is as follows:

For training, development and testing, we used a 80/10/10 split of this
dataset.

Table 1. Number of NEs in ANERcorp [19]

NE Number

Persons 689
Organizations 342
Locations 878
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5.2 Tools

In this work, we used the following tools:

1. MADAMIRA [20], a system for morphological analysis and disambiguation
of Arabic to generate POS tags and other morphological features;

2. CRF++1, a CRF sequence labeling toolkit used with default parameters.
3. Miralium2, an open source java implementation of MIRA algorithm.

5.3 Evaluation Metrics

F-measure is the standard evaluation measure of the Information Extraction and
Information Retrieval systems. We chose to use the same measure to evaluate
the performance of our system. To Process the results obtained by RENA, we
used the standard evaluation tool provided by the CoNLL-2002 conference [21].
According to the CoNLL evaluation guidelines, a named entity is considered
correct only if it is an exact match of the corresponding entity in the gold
standard data file.

6 Experimental Results

Table 2 enumerates the results for the ANERcorp dataset. The best results for
F1 are bolded.

In comparing lexical features with each of the other features, LEX gives bet-
ter results than each feature type tested individually with both ML approaches.
This result is consistent with the finding of Abdul-Hamid and Darwish in [19].
The authors introduced a simplified feature set composed mainly of lexical fea-
tures and achieves good results without the use of morphological analysis which
suggests that these lexical features has helped to overcome some of the ortho-
graphic and morphological complexities of Arabic language.

In addition, combining all features produces a significant improvement over
the singleton features for both CRF and MIRA. We noted also that CRF provide
the best results when using a combination of all features.

In comparison to results in literature [8–12], our system performs better than
the state-of-the-art Arabic NER systems when applied on ANERcorp dataset as
shown by Table 3. Our system outperforms the previous systems in terms of F-
measure in extracting Location, Organization and Person NEs from ANERcorp
with an overall F1= 93.5 %.

Our good results compared to previous Arabic NER systems can be explained
by the fact that our proposed feature set combines the lexical features introduced
by Hamid and Darwish [19] which produce near state-of-the-art results with
powerful features such as POS feature and morphological features. This combi-
nation create an optimized feature set that allow our CRF model to achieves
state-of-the-art results.
1 https://code.google.com/p/crfpp/
2 https://code.google.com/p/miralium/

https://code.google.com/p/crfpp/
https://code.google.com/p/miralium/


402 I. El bazi and N. Laachfoubi

Table 2. NER results for the ANERcorp dataset

Model Features
Location Organization Person Overall

F1 F1 F1 Average F1

CRF CXT 80.0 69.7 53.2 67.6
LEX 91.6 77.5 70.9 80.0
POS 85.0 67.9 71.7 74.9
MORPH 85.8 71.0 57.4 71.4
GAZ 87.6 76.2 61.0 74.9
All Features 95.7 89.1 95.8 93.5

MIRA CXT 84.6 71.1 63.8 73.1
LEX 88.5 76.5 67.5 77.5
POS 86.5 69.4 70.0 75.3
MORPH 88.6 69.4 50.8 69.6
GAZ 88.5 78.1 60.2 75.6
All Features 94.7 84.6 91.9 90.4

Table 3. Comparison with state-of-the-art Arabic NER systems for ANERcorp
dataset.

System
Location Organization Person Overall

F1 F1 F1 Average F1

ANERsys 1.0 [8] 80.3 36.8 46.7 54.6
ANERsys 2.0 [9] 86.7 46.4 52.1 61.7
CRF-based system [10] 89.7 65.8 73.4 76.3
Abdallah et al. [11] 87.4 86.1 92.8 88.8
Oudah and Shaalan [12] 90.1 88.2 94.4 90.9
Our System 95.7 89.1 95.8 93.5

7 Conclusion and Future Work

We presented a novel NER system using CRF and an optimized feature set.
We measured the impact of each features independently and in a joint combina-
tion. The experimental results indicates that employing an optimized feature set
that combines contextual, lexical, morphological and gazetteers features achieves
higher performance. Our system outperforms the state-of-the-art Arabic NER
systems with F-measure = 93.5 % when applied to ANERcorp dataset.

To further our research we are planning to extend our NER system to identify
more NEs types. We would like also to assess the impact of using different ML
techniques other than CRF and MIRA on the overall performance of the system.
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Kedad, Z., Lammari, N., Métais, E., Meziane, F., Rezgui, Y. (eds.) NLDB 2007.
LNCS, vol. 4592, pp. 305–316. Springer, Heidelberg (2007)

6. Shaalan, K., Raza, H.: NERA: Named entity recognition for arabic. Journal of the
American Society for Information Science and Technology 60(8), 1652–1663 (2009)

7. Al-Jumaily, H., Mart́ınez, P., Mart́ınez-Fernández, J., Van der Goot, E.: A real
time named entity recognition system for arabic text mining. Language Resources
and Evaluation 46(4), 543–563 (2012)

8. Benajiba, Y., Rosso, P., Bened́ıRuiz, J.M.: ANERsys: an arabic named entity recog-
nition system based on maximum entropy. In: Gelbukh, A. (ed.) CICLing 2007.
LNCS, vol. 4394, pp. 143–153. Springer, Heidelberg (2007)

9. Benajiba, Y., Rosso, P.: Anersys 2.0: Conquering the ner task for the arabic lan-
guage by combining the maximum entropy with pos-tag information. In: IICAI,
pp. 1814–1823 (2007)

10. Benajiba, Y., Rosso, P.: Arabic named entity recognition using conditional random
fields. In: Proc. of Workshop on HLT & NLP within the Arabic World, LREC, vol.
8, pp. 143–153. Citeseer (2008)

11. Abdallah, S., Shaalan, K., Shoaib, M.: Integrating rule-based system with classi-
fication for arabic named entity recognition. In: Gelbukh, A. (ed.) CICLing 2012,
Part I. LNCS, vol. 7181, pp. 311–322. Springer, Heidelberg (2012)

12. Oudah, M., Shaalan, K.F.: A pipeline Arabic named entity recognition using a
hybrid approach. In: COLING, pp. 2159–2176. Citeseer (2012)

13. Shaalan, K.: A survey of arabic named entity recognition and classification. Com-
putational Linguistics 40(2), 469–510 (2014)

14. Crammer, K., Singer, Y.: Ultraconservative online algorithms for multiclass prob-
lems. J. Mach. Learn. Res. 3, 951–991 (2003)

15. Ganchev, K., Pereira, O., Mandel, M., Carroll, S., White, P.: Semi-automated
named entity annotation. In: Proceedings of the Linguistic Annotation Workshop,
5356, Prague, Czech Republic. Association for Computational Linguistics (2007)

16. Banerjee, S., Naskar, S.K., Bandyopadhyay, S.: Bengali named entity recognition
using margin infused relaxed algorithm. In: Sojka, P., Horák, A., Kopeček, I., Pala,
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Abstract. Whisper is an alternative way of speech communication espe-
cially when a speaker does not want to reveal the information other than
the target listeners. Generally, speaker-specific information is present
in both excitation source and vocal tract system. However, whispered
speech does not contain significant source characteristics as there is
almost no excitation by the vocal folds, and speaker information in
vocal tract system is also low as compared to the normal speech sig-
nal. Hence, it is difficult to recognize a speaker from his/her whispered
speech. To address this, features based on vocal tract system charac-
teristics such as state-of-the-art Mel Frequency Cepstral Coefficients
(MFCC) and recently developed Cochlear Frequency Cepstral Coeffi-
cients (CFCC) are proposed. CHAINS (Characterizing individual speak-
ers) whispered speech database is used for conducting experiments using
GMM-UBM (Gaussian Mixture Modeling- Universal Background Mod-
eling) approach. It was observed from the experiments that the fusion of
CFCC and MFCC gives improvement in % IR (Identification Rate) and
% EER (Equal Error Rate) than MFCC alone, indicating that proposed
features and their score-level fusion captures complementary speaker-
specific information.

Keywords: Whisper · MFCC · CFCC · GMM-UBM · Source features ·
System features · CHAINS corpus

1 Introduction

Speech is a most common and powerful way of human-to-human communication.
It follows a model of transmitter and receiver, where transmitter transmits the
information, i.e., speech is produced and transmitted via acoustic wave propa-
gation and receiver receives the information i.e., speech and speaker recognition,
speech perception and understanding of speech at cognitive-level, etc. Source-
filter model states that human speech production system can be divided into
source (which contains vocal folds that vibrates to gives pitch or fundamental
frequency) and vocal tract system or filter (which gives spectral colour to our
speech signal) [1].
c© Springer International Publishing Switzerland 2015
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Fig. 1. Speech waveform and spectrogram of utterance “If it doesn’t matter who wins
why do we keep score,” (a),(b) Normal speech (c),(d) Whispered speech

Every speaker has a unique speech production system which includes differ-
ent vibration rate of vocal folds which gives different pitch and its dynamics,
vocal tract shape and length, dialect which speaker has evolved from his/her
upbringing, environment where he/she lives, which together implicitly, convey
the identity of the speaker [2]. The difference in vocal tract length and shape
gives different formant frequencies for different speakers [2]. An experiment was
done in which excitation source and vocal tract system of a speaker was sep-
arated using speech processing toolkit (SPTK), same was done with another
speaker [3]. When features were swapped, i.e, source of one speaker was synthe-
sized to system of the other speaker, it was observed that there was no swap-
ping of speaker identity. Hence, there is a unique interaction (which is primarily
non-linear) between source and system for a given speaker. When dealing with
voice-conversion problems, every possible feature is mapped which gives speaker
it’s identity. This means speaker information is present in both excitation source
and vocal tract system (atleast dominantly) and speaker can be identified by
extracting these two features [4]. Whispered speech is an alternative way of
communicating specially in a situation when the speaker does not want the
information to be leaked other than the target listeners. It may be because the
information is very personal such as passwords, bank account balance, address,
private talks, etc. Whispered speech is different than normal speech in many fac-
tors. In perception, in order to convey the information through whisper, speaker
has to come near to target’s ears and then pass on the information because
of it’s low amplitude as shown in Fig 1, less number of periodic segments, low
energy as compared to normal speech [5]. In addition, pitch is almost absent
in whispered speech. A narrow constriction is formed above the glottis which
excites the vocal tract system without the vibration of vocal folds and hence no
pitch occurs [6], [7], [8], [9]. Fig. 1 shows the absence of harmonics in whispered
speech as compared to normal speech. Shift in lower formant locations, change
in duration, change in spectral slope are also some of the differences observed



Combining Evidences from Mel Cepstral and Cochlear Cepstral Features 407

between whispered speech and normal speech [10], [11], [12], [13]. Whispered
speech is a noisy and low energy sound which degrades the speaker-specific
information present in it. Hence, we need system-based features which captures
speaker information maximally, in order to make an efficient speaker recogni-
tion system using whispered speech. In fact, gender can be differentiated from
whispered speech, even though information is degraded by the addition of noise.
A listening test was conducted in which 16 subjects were told to listen random
30 random whispered speech and tell whether it is male speech or a female
speech. The result was 95.72 %, indicating that gender information is present in
whispered speech. In addition, second formant (F2) plays an important role in
recognizing gender better than the fundamental frequency [14]. This paper will
be an attempt to extract speaker information from whisper and hence, speaker
recognition by using MFCC and CFCC as system features whose comparison is
shown in Section 4.5 .

Rest of the paper is organised as follows. Section 2 presents brief details of the
system features such as CFCC, MFCC and score-level fusion of these features.
Section 3 gives the decription of the database used for this system. Section 4 will
deal with the listening test evaluation followed by comparison of speaker-specific
information extraction by MFCC and the proposed score-level fusion of these
features. Section 5 concludes the paper alongside with future research directions.

2 System Features

2.1 Cochlear Frequency Cepstral Coefficients (CFCC)

Recently, an auditory-based CFCC feature set is proposed for speaker identifi-
cation task [15]. The block diagram to extract features is shown in Fig 2. The
cochlear filter transform function can be defined as,

Fig. 2. Basic block diagram of extracting CFCC features [16]
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From this, impulse response of cochlea is defined as,
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T (a, b) = f(t) ∗ 1√
a
ψ

(
t − b

a

)

, (3)

where f(t) is the input speech signal and a ∈ R+ is a scale or dilation variable
(through which we can change the center frequency of filterbank) and b ∈ R is a
translation parameter. Value of α = 3 and β = 0.035 is taken in eq.(2) because
at this value CFCC gives best performance for speaker identification [16].

As shown in Fig. 1, an auditory-based transform function is calculated using
eq.(1). The cochlear filterbank is designed with 28 different filters. Each cochlear
filterbank response is windowed with 25 ms with 12.5 ms overlap duration.
Finally, log and DCT are taken to extract the CFCC features from the whispered
speech. To characterize the nature of CFCC for capturing information from
whispered speech, filterbank response for each filter using cochlear filter is plotted
in Fig 3 which gives the comparison of whispered and normal speech in context
with MFCC and CFCC features.

It can be seen from Fig. 3(e) and Fig. 3(f) that mel filterbank gives better
results in case of normal speech but from Fig. 3(b) and Fig 3(c), it is clear that
cochlear filters captures more information than mel filterbank. This is the main
motivation of taking CFCC for extraction features from whispered speech.

Fig. 3. Speech waveform of the utterance, “If it doesn’t matter who wins why do we
keep score,” (a) whispered speech (d) normal speech, cochlear filterbank response of (b)
whispered speech (e) normal speech, mel filterbank response of (c) whisper (f) normal.
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3 Experiment Results

The following experiments will give the base that speaker information is indeed
present in system features. Speaker recognition can be categorized into three
methods which are recognition by listening, recognition by machine and recog-
nition by reading spectrograms [17], [13]. Hence, experiments include listening
tests to observe how well human system perform in speaker identification in
whispered speech and lastly, a comparison of CFCC ,MFCC and the proposed
score-level fusion of these features, to observe which feature captures speaker
information the most.

3.1 Speech Database

The CHAINS corpus contains speech database of 36 different speakers, which
were recorded in two sessions having a break of two months [18]. In first session,
normal speech was recorded in a sound-proof room of a professional recording
studio using a Neumann U87 condenser microphone. In second session, recording
of whispered speech was done in a quite environment using a AKG C420 headset
condenser microphone. The subject was required to utter four short fables, used
for training and twenty nine sentence utterance of which twenty were taken from
TIMIT sentences and rest nine were taken from CSLU speaker identification
corpus for testing the system. For listening test, recording of eleven subjects
were taken using Zoom H4n, which includes two normal speech sentences, two
whispered speech sentences, two whispered words for each speaker.

3.2 Speaker Recognition by Listening Test of Whispered Speech

Listening test was conducted in which normal speech of 4 speakers were used for
listening test. Corresponding to each speaker, 10 random whispered speeches are
kept, subjects have to listen to these 10 whispers after listening to normal speech
of the speaker and scale from 1-5 for each whispered speech, where 5 denotes
the exact match of how close is it to that normal speech. The purpose of this
experiment is to observe as to whether subjects are able to extract individual
speaker information from the whispered speech or not.

Mean Opinion Score (MOS) was taken, scores were only given to whispered
speech whose normal speech was taken as a reference. In addition, observations
from Table 1 shows high scores given to a whispered speech which was not of a
speaker whose reference normal speech was there creating mismatch conditions
and because of this scores of those whispered speech was taken whose reference
normal speech was taken. Table 1 shows MOS for each speakers. Interestingly,
all subjects are known to each other as database is some of their whispers and
normal speech only.

3.3 Speaker Recognition Using Spectral Features

Proposed speaker recognition system on whisper is based on an adaptive GMM-
UBM based on standard CHAINS database [18]. The database contains 144 train
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Table 1. Calculating Mean Opinion Score (MOS) for every speaker

MOS

Spk 1 Spk 2 Spk 3 Spk 4

4 2.40 4.44 3.9

utterances, which are popular fablestaken from Cinderella story and 1188 test
speaker utterances taken from 36 different speakers. The features are given as an
input to GMM-UBM system. UBM is built with close set speaker identification
approach. Every train model is adapted from UBM so as to create adaptive
GMM models for each 36 speakers [19]. Models built after training are fit with
with 256 Gaussian mixture components. The model is tested by giving input
a test utterance against 36 different speaker models, which gives 1188 genuine
trials and 41580 imposter trials. In order to calculate which speaker utterance
it was, log-likelihood ratio (LLR) is calculated to measure the score of each
test segment with training model. Model giving maximum score is termed as
identified speaker. Finally, true and false scores are calculated using MFCC,
CFCC and their score-level fusion of both to plot the Detection Error Tradeoff
(DET) curve. Table 2 shows the results for MFCC and CFCC and their score-
level fusion. % Identification rate (IR) gives the efficiency of proposed feature
towards identifying the correct speaker. It can be defined as,

%IR =
Number of correctly identified speaker

Total number of speakers
× 100. (4)

% Equal Error Rate (EER) can be defined as the probability where, Pmiss

(Miss Rejection Rate) and Pfa (False Alarm Rate) becomes equal. Confidence
interval(C.I) is calculated to show the statistical significance of proposed exper-
iment. 95 % confidence interval can be calculated along with % IR and % EER,
95 % as (G-IR, G+IR) [20]. The value of G can be calculated as,

G = 1.96

√
IR(100 − IR)

N
, (5)

where in our experiment, the value of N is 42768. The score level fusion of
features is defined as,

CF = (α)(CMFCC) + (1 − α)(CCFCC), (6)

Table 2. Speaker recognition system based on spectral features

System Features MFCC CFCC CF

Train Test % IR % EER 95 % C.I. % IR % EER 95 % C.I. % IR % EER 95 % C.I.

Normal Normal 100.0 00.51 100.0-100.0 99.66 01.20 99.63-99.68 100 00.25 100.0-100.0

Normal Whisper 09.60 37.96 09.45-09.74 09.10 36.20 08.96-09.23 10.19 35.61 10.04-10.33

Whisper Normal 11.03 34.76 10.88-11.18 08.00 37.54 07.86-08.13 10.27 32.91 10.12-10.41

Whisper Whisper 99.75 0.59 99.77-99.72 99.41 1.09 99.44-99.37 99.83 0.42 99.81-99.84



Combining Evidences from Mel Cepstral and Cochlear Cepstral Features 411

  0.1   0.2  0.5    1     2     5     10    20    40  

  0.1 
  0.2 

 0.5  
  1   
  2   

  5   

  10  

  20  

  40  

False Alarm probability (in %)

M
is

s 
pr

ob
ab

ili
ty

 (
in

 %
)

 

 
CFCC
MFCC
Fusion

  10    20    40    60  
  10  

  20  

  40  

  60  

False Alarm probability (in %)

M
is

s 
pr

ob
ab

ili
ty

 (
in

 %
)

 

 
CFCC
MFCC
Fusion

(a) (b)

Fig. 4. DET curve for MFCC, CFCC and their score-level fusion trained and tested in
(a) normal speech (left) (b) normal and whispered speech (right), respectively.
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Fig. 5. DET curve for MFCC, CFCC and their score-level fusion trained and tested
in (a) whispered speech and normal speech respectively (left) (b) whispered speech
(right).

where CMFCC , CCFCC and CF denotes scores for MFCC, CFCC and their
score-level fusion, respectively. The DET plot is for 36 -dimension feature vector
and at α = 0.6, we get relatively better results. This means CFCC is able to
capture some information which MFCC is not able to do so. [21]

4 Summary and Conclusions

As observed in listening test, we observed that human perception system relates
well a speaker’s whispered speech to it’s normal speech. Speaker recognition
using whispered speech was also carried out, from the Fig 4 and Fig 5, DET
curve for MFCC performs better than CFCC. However, when score-level fusion
of CFCC is done with MFCC, better results are obtained at majority of oper-
ating points of DET curve than MFCC alone. Speaker recognition system when
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trained and tested with same type of speech, i.e., normal and whispered speech,
efficiency of the system is very high as seen in Table 2. However, when there is
a mismatch in training and testing very low efficiency is obtained, showing that
system not able to recognize speaker in mismatched conditions. Hence, this illus-
trates that very less speaker information is present in whispered speech. Future
work includes improving speaker recognition using whispered speech under signal
degradation conditions and hence improving speaker recognition using whispered
speech. [22].

Acknowledgement. Authors would like to thank Department of Electronics and

Information Technology (DeitY), Government of India, New Delhi, India and DA-IICT,

Gandhinagar for supporting this research work and providing the necessary resources.

References

1. Abe, M., Shikano, K., Kuwabara, H.: Cross-language voice conversion. In: Int.
Conf. on Acous., Speech, & Signal Process., (ICASSP-1990), pp. 345–348. IEEE,
New Mexico (1990)

2. Yegnanarayana, B., Prasanna, S., Zachariah, J.M., Gupta, C.S.: Combining evi-
dence from source, suprasegmental and spectral features for a fixed-text speaker
verification system. IEEE Trans. on Speech and Audio Process. 13(4), 575–582
(2005)

3. Imai, S., Kobayashi, T., Tokuda, K., Masuko, T., Koishida, K., Sako, S., Zen, H.:
Speech signal processing toolkit (SPTK), Version 3.3 (2009)

4. Yegnanarayana, B., Sharat Reddy, K., Kishore, S.P.: Source and system features for
speaker recognition using AANN models. In: IEEE Int. Conf. on Acous., Speech,
and Signal Process., (ICASSP 2001), vol. 1, pp. 409–412. IEEE, Salt Lake City
(2001)

5. Fan, X., Hansen, J.H.: Speaker identification within whispered speech audio
streams. IEEE Trans. on Audio, Speech, and Lang. Process. 19(5), 1408–1421
(2011)

6. Gavidia-Ceballos, L.: Analysis and modeling of speech for laryngeal pathology
assessment. PhD thesis, Duke University, Durham NC, USA (1995)

7. Gavidia-Ceballos, L., Hansen, J.H.: Direct speech feature estimation using an iter-
ative EM algorithm for vocal fold pathology detection. IEEE Trans. on Biomedical
Engg. 43(4), 373–383 (1996)

8. Meyer-Eppler, W.: Realization of prosodic features in whispered speech. The Jour-
nal of the Acoustical Society of America 29(1), 104–106 (1957)

9. Thomas, I.: Perceived pitch of whispered vowels. The Journal of the Acoustical
Society of America 46(2B), 468–470 (1969)

10. Jovicic, S.T.: Formant feature differences between whispered and voiced sustained
vowels. Acta Acustica United with Acustica 84(4), 739–743 (1998)

11. Morris, R.W., Clements, M.A.: Reconstruction of speech from whispers. Medical
Engineering & Physics 24(7), 515–520 (2002)

12. Zhang, C., Hansen, J.H.: An entropy based feature for whisper-island detection
within audio streams. In: INTERSPEECH, Brisbane, Australia, pp. 2510–2513
(2008)

13. Neustein, A., Patil, H.A.: Forensic speaker recognition. Springer (2012)



Combining Evidences from Mel Cepstral and Cochlear Cepstral Features 413

14. Childers, D.G., Wu, K.: Gender recognition from speech. Part II: Fine analysis.
The Journal of the Acoustical Society of America 90(4), 1841–1856 (1991)

15. Li, Q.: An auditory-based transfrom for audio signal processing. In: IEEE Work-
shop on Applications of Signal Process. to Audio and Acous., WASPAA 2009, pp.
181–184. IEEE, New York (2009)

16. Li, Q., Huang, Y.: An auditory-based feature extraction algorithm for robust
speaker identification under mismatched conditions. IEEE Trans. on Audio,
Speech, and Lang. Process. 19(6), 1791–1801 (2011)

17. Bricker, P., Pruzansky, S.: Speaker recognition. In: Contemporary issues in exper-
imental phonetics, pp. 295–326 (1976)

18. Cummins, F., Grimaldi, M., Leonard, T., Simko, J.: The CHAINS corpus: char-
acterizing individual speakers. In: Proc. SPECOM, St. Petersburg, Russia, vol. 6,
pp. 431–435 (2006)

19. Reynolds, D.A., Quatieri, T.F., Dunn, R.B.: Speaker verification using adapted
gaussian mixture models. Digital Signal Processing 10(1), 19–41 (2000)
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Abstract. Random indexing (RI) is an incremental method for con-
structing a vector space model (VSM) with a reduced dimensional-
ity. Previously, the method has been justified using the mathematical
framework of Kanerva’s sparse distributed memory. This justification,
although intuitively plausible, fails to provide the information that is
required to set the parameters of the method. In order to suggest crite-
ria for the method’s parameters, the RI method is revisited and described
using the principles of linear algebra and sparse random projections in
Euclidean spaces. These simple mathematics are then employed to sug-
gest criteria for setting the method’s parameters and to explain their
influence on the estimated distances in the RI-constructed VSMs. The
empirical results observed in an evaluation are reported to support the
suggested guidelines in the paper.

Keywords: Random indexing · Dimensionality reduction · Text
analytics

1 Introduction

In order to model any aspect of language, data-driven methods of natural lan-
guage processing exploit patterns of co-occurrences. For example, distributional
semantic models collect patterns of co-occurrences and investigate similarities in
these patterns in order to quantify meanings. Vector spaces are mathematically
well-defined models that are often employed to serve this purpose [2].

In a vector space model (VSM), each element �si of its standard basis—
informally, each dimension of the VSM—represents a contextual element. Given
n context elements, linguistic entities are expressed using vectors �v as linear
combinations of �si and scalars αi ∈ R such that �v = α1�s1 + · · · + αn�sn. The
value of αi is acquired from the frequency of the co-occurrences of the entity that
�v represents and the context element that �si represents. Therefore, the values
assigned to the coordinates of a vector—that is, αi—exhibit the correlation of

The first three pages previously appeared in [1].
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an entity and context elements in an n-dimensional real vector space R
n. In this

VSM, a distance function, therefore, is employed in order to discover similarities.
Amongst several choices of distance metrics, the Euclidean distance is an innate
choice. A VSM is endowed with the �2 norm to estimate distances between
vectors, which is accordingly called a Euclidean VSM (denoted by E

n). Salton
et al.’s classic document-by-term model is, perhaps, the most familiar example
of the methodology described above [3].

In distributional methods of text analysis, as the number of entities in a
VSM increases, the number of context elements employed for capturing similar-
ities between them surges. As a result, high-dimensional vectors, in which most
elements are zero, represent entities. However, the proportional impact of con-
text elements on similarities lessens when their number increases. It becomes
difficult to distinguish similarities between vectors unless the values assigned to
context elements are considerably different [4]. Moreover, the high dimensional-
ity of vectors hinders the ability to compute distances with high performance.
This results in setbacks known as the curse of dimensionality, often tackled using
a dimensionality reduction technique.

Dimensionality reduction can be achieved using a number of methods as an
auxiliary process followed by the construction of a VSM. This process improves
the computational performance by reducing the number of context elements
employed for the construction of a VSM. In its simple form, dimension reduction
can be performed by choosing a subset of context elements using a heuristic-
based selection process. That is, a number of context elements that account for
the most discriminative information in VSM are chosen using a heuristic such
as a statistical weight threshold. Alternatively, a transformation method can be
employed. This process maps R

n onto R
m, m � n, in which R

m is the best
approximation of R

n in a sense. For example, the well-known latent semantic
analysis method employs singular value decomposition (SVD) truncation, in
which R

m gives the best approximation of the Euclidean distances in R
n [5].

A number of factors hamper the use of these dimension reduction methods.
Firstly, a VSM at the original high dimension must be constructed. The VSM’s
dimension is then reduced in an independent process. Hence, the VSM at a
reduced dimensionality is available for processing only after the whole sequence
of these processes. Construction of the VSM at its original dimension is compu-
tationally expensive, and a delay in access to the VSM at the reduced dimension
is not desirable. Secondly, reducing the dimension of vectors using the meth-
ods listed above is resource intensive. For instance, SVD truncation demands
a process of the time complexity O(n2m) and space complexity O(n2).1 Simi-
larly, depending on the employed heuristic, a selection process can be resource
intensive too—for example, frequencies often need to be sorted by some criteria.
Last but not least, these methods are data-sensitive: if the structure of the data
being analysed changes—that is, if either the entities or context elements are
updated—the dimensionality reduction process is required to be repeated and

1 However, the use of incremental techniques may relax these requirements to an
extent; for example, see [6].
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reapplied to the whole VSM in order to reflect the updates. As a result, these
methods may not be desirable in several applications, particularly when dealing
with frequently updated big text-data. Random projections are mathematical
tools that are employed to implement alternative dimensionality reduction tech-
niques to alleviate the problems listed above.

In the remainder of this paper, Section 2 describes the use of random projec-
tions (RPs) in Euclidean spaces, which consequently arrives at the well-known
random indexing (RI) technique. Section 3 articulates the outcome of this math-
ematical interpretation. To support the theoretical discussion, empirical results
are reported in Section 4. Section 5 concludes this paper.

2 Random Projections in Euclidean Spaces

In Euclidean spaces, RPs are elucidated using the Johnson and Lindenstrauss
lemma (JL lemma) [7]. Given an ε, 0 < ε < 1, the JL lemma states that for any
set of p vectors in an E

n, there exists a mapping onto an E
m, for m ≥ m0 =

O( log p
ε2 ), that does not distort the distances between any pair of vectors, with

high probability, by a factor more than 1 ± ε. This mapping is given by:

M
′
p×m = Mp×nRn×m, m � p, n, (1)

where Rn×m is called the RP matrix, and Mp×n and M
′
p×m denote the p vec-

tors in E
n and E

m, respectively. According to the JL lemma, if the distance
between any pair of vectors �v and �u in M is given by the dEuc(�v, �u), and
their distance in M

′
is given by d′

Euc(v,u), then there exists an R such that
(1 − ε)d′

Euc(v,u) ≤ dEuc(v,u) ≤ (1 + ε)d′
Euc(v,u).2 Accordingly, instead of the

original high-dimensional En and at the expense of a negligible amount of error
ε, the distance between �v and �u can be calculated in E

m to reduce the compu-
tational cost of processes.

The JL lemma does not specify R. Establishing a random matrix R is there-
fore the most important design decision when using RPs. In [7], the lemma was
proved using an orthogonal projection. Subsequent studies simplified the orig-
inal proof that resulted in projection techniques with enhanced computational
efficiency (see [8] for references). Recently, it has been shown that a sparse R,
whose elements rij are defined as:

rij =
√

s

⎧
⎪⎨

⎪⎩

−1 with probability 1
2s

0 with probability 1 − 1
s

1 with probability 1
2s

, (2)

for s ∈ {1, 3}, results in a mapping that also satisfies the JL lemma [9]. Subse-
quent research showed that R can be constructed from even sparser vectors than
those suggested in [9]. In [10], it is proved that in a mapping of an n-dimensional
2 In addition, the lemma states that this mapping can be found in randomized poly-

nomial time.
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real vector space by a sparse R, the JL lemma holds as long as s = O(n), for
example, s =

√
n or even s = n

log(n) . The sparseness of R consequently enhances
the time and space complexity of the method by the factor 1

s .
Another benefit when computing M′ is obtained using the linearity of matrix

multiplication. As stated earlier, each vector �vei
in E

n (i.e., the ith row of M)
is given by a linear combination of the basis vectors �vei

= wi1�sc1 + · · · + win�scn

(i ≤ p and j ≤ n). By the basic properties of the matrix multiplication, the
projection of �vei

in M′ is given by �v
′
ei

= �vei
R = wi1�sc1R + · · · + win�scnR. In

turn, since by definition all the elements of �sck are zero except the kth element
(i.e., 1), �v

′
ei

can be written as:

�v
′
ei

= wi1�r1 + · · · + win�rn, (3)

where �rj is the jth row of R. Equation 3 means that row vectors v
′
ei

, thus M′,
can be computed directly without necessarily constructing the whole matrix M.
The jth row of Rn×m represents a context element in the original VSM that is
located at the jth column of Mp×n. Therefore, an entity at a reduced dimension
can be computed directly by accumulating the row vectors of R that represent
the context elements that co-occur with the entity.

The explanations above result in a two-step procedure similar to the one
suggested earlier as the RI technique [11][12]: the construction of (a) index vec-
tors and (b) context vectors. In the first step, each context element is assigned
exactly to one index vector. Sahlgren [12] indicates that index vectors are high-
dimensional, randomly generated vectors, in which most of the elements are set
to 0 and only a few to 1 and −1. In the second step, the construction of context
vectors, each target entity is assigned to a vector of which all elements are zero
and that has the same dimension as the index vectors. For each occurrence of
an entity (represented by �vei

) and a context element (represented by �rck), the
context vector is accumulated by the index vector (i.e., �vei

= �vei
+ �rck). The

result is a vector space model constructed directly at reduced dimension. As
can be understood, the first step of RI is equivalent to constructing the random
projection matrix R, whose elements are given by Equation 2. Each index vector
is a row of the random projection matrix R. The second step of RI deals with
computing M

′
. Each context vector is a row of M

′
, which is computed by the

iterative process justified in Equation 3.

3 The Significance of the Proposed Mathematical
Justification

In contrast to previous research inwhich theRI’s parameterswere left to be decided
through experiments (e.g., see [13,14]), one can leverage the adopted mathemat-
ical framework to provide a guideline for setting the parameters of RI. In an RI-
constructed VSM at reduced dimension m (i.e.,Em), the degree of the preservation
of distances in E

n andE
m is determined by the number of vectors in the model and

the value of m. If the number of vectors is fixed, then the larger m is, the better the
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Euclidean distances are preserved at the reduced dimension m. In other words, the
probability of preserving the pairwise distances increases as m increases. Hence,
m can be seen as the capacity of an RI-constructed VSM for accommodating new
entities. Compared to m = 4000 suggested in [11] or m = 1800 in [12], depending
on the number of entities that are modelled in an experiment, m can be set to a
smaller value, such as 400.

Based on the proofs in [10], when embedding E
n into E

m, the JL lemma holds
as long as s in Equation 2 is O(n). In text processing applications, the number
of context elements (i.e., n) is often very large. When using RI, therefore, even
a careful choice such as s =

√
n in Equation 2 results in highly sparse index

vectors. Hence, by setting only two or four non-zero elements in index vectors,
distances in the RI-constructed E

m resemble distances in E
n. If the dimension of

index vectors (i.e., m) is fixed, then increasing the number of non-zero elements
in index vectors causes additional distortions in pairwise distances. For index
vectors of fixed dimensionality m, if the number of non-zero elements increases,
then the probability of the orthogonality between index vectors decreases; hence,
it stimulates distortions in pairwise distances (see Fig. 1)—although in some
applications, distortions in pairwise distances can be beneficial.

Fig. 1. Orthogonality of index vectors: the y-axis shows the proportion of non-
orthogonal pairs of index vectors (denoted by P �⊥) for sets of index vectors of various
dimensions obtained in a simulation. For index vectors of the fixed size n = 104, the
left figure shows the changes of P �⊥ when the number of non-zero elements increases.
The right figure shows P �⊥ when the number of non-zero elements is fixed to 8; however,
the number of index vector n increases. As shown in the figure, P �⊥ remains constant
independently of n.

4 Experimental Results

In order to show the influence of the RI’s parameters on the ability of the method
to preserve pairwise Euclidean distances, instead of a task-specific evaluation,
an intrinsic evaluation is suggested.

In the reported experiments, a subset of Wikipedia articles chosen randomly
from WaCkypedia (a 2009 dump of the English Wikipedia [15]). A document-by-
term VSM at its original high dimension is first constructed from a set of 10,000
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articles (shown by D). A pre-processing—that is, white-space tokenisation fol-
lowed by removing non-alphabetic tokens—of documents in D results in a vocab-
ulary of 192,117 terms. Each document in D is represented by a high-dimensional
vector; each dimension represents an entry from the obtained vocabulary. There-
fore, the constructed VSM using this one-dimension-per-context-element method
has a dimensionality of n = 192,117.3

To keep the experiments a manageable size, each document d in D is ran-
domly grouped by another nine documents from D, which consequently gives
10,000 sets of a set of ten documents. Using the constructed n-dimensional
(n = 192,117) VSM, for each set of documents, the Euclidean distances between
d and the remaining nine documents in the set are computed. Subsequently,
these nine documents are sorted by their distance from d to obtain an ordered
set of documents. This procedure thus results in 10,000 ordered sets of nine
documents (the same steps are repeated for computing the cosine similarities).

The procedure described above is repeated, however, by calculating distances
in VSMs that are constructed using the RI method. Each term in the vocabulary
is assigned to an m-dimensional index vector and each document to a context
vector. Context vectors are updated by accumulating index vectors to reflect
the co-occurrences of documents and terms. Subsequently, the obtained context
vectors are used to estimate the Euclidean distances and the cosine similarities
between documents. The estimated distances are then used to create the ordered
sets of documents, exactly as explained above. This process is repeated several
times when the parameters of RI—that is, the dimension m and the number of
non-zero elements in index vectors—are set differently.

It is expected that the relative Euclidean distances as well as the cosine
similarities between documents in the RI-constructed VSMs are the same as
in the original high-dimensional VSM.4 Hence, the ordered sets of documents
obtained from the estimated distances in the RI-constructed VSMs must be
identical to the corresponding sets that are derived using the computed distances
in the original high-dimensional VSM. For each RI-constructed VSM, therefore,
the resulting ordered sets are compared with the obtained ordered sets from the
original high-dimensional VSM using the Spearman’s rank correlation coefficient
measure (ρ). The average of ρ over the obtained sets of ordered sets of documents
(ρ̄) is reported to quantify the performance of RI with respect to its ability to
preserve �2-normed distances when its parameters are set to different values: the
closer ρ̄ is to 1, the more similar the order of documents in an RI-constructed
VSM and the original high-dimensional VSM.

Figure 2 shows the obtained results. Since the original VSM is high dimen-
sional and sparse, even for m = 1600, two non-zero elements per index vector
are sufficient to construct a VSM that resembles relative distances between vec-
tors in the original high-dimensional vector space. In addition, because only a
small number of documents are modelled (i.e., p = 10, 000), even for m = 100,

3 The frequencies of terms in documents are used as weights in corresponding vectors.
4 The preservation of the cosine similarities can be verified mathematically by express-

ing it as the Euclidean distance when the length of vectors is normalised to unity.
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Fig. 2. Correlation between the �2-normed measures in the original high-dimensional
VSM and RI-constructed VSMs: ρ̄ shows the average of the Spearman’s rank corre-
lation between the ordered sets of documents that are obtained by computing in the
original high-dimensional VSM and the RI-constructed VSMs. Results are shown for
both Euclidean distances and the cosine similarities when parameters of the RI method
are set to different values. The random baseline obtained in experiments is −0.002 (i.e.,
as expected, almost zero).

Fig. 3. A histogram of the distribution of (a) Euclidean distances and (b) cosine sim-
ilarities between pairs of vectors in the original VSM of dimension 192,117 compared
to the RI-constructed VSMs. For all values of m, the number of non-zero elements in
index vectors is set to 2.

the estimated distances in the RI-constructed VSM show a high correlation to
the distances in the original vector space (i.e., ρ̄ > 0.92 for pairwise Euclidean
distances and ρ̄ > 0.82 for the cosine similarity). As expected, the generated ran-
dom baseline for ρ̄ in Figure 2 is −0.002, that is, approximately 0. For m = 1600,
the observed pairwise distances in the RI-constructed vector space are almost
identical to the original vector space, that is, ρ̄ > 0.99 for Euclidean distances
and ρ̄ > 0.96 for the cosine. Figure 3 compares the distribution of distances in
the original high-dimensional VSM and the RI-constructed VSMs. As expected,
when m increases, these distributions become more similar to each other.
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5 Discussion

Random indexing—a well-known method for the incremental construction of
VSMs—is revisited and justified using the theorems proved in [10]—that is,
sparse random projections in Euclidean spaces. The results from an empiri-
cal experiment are shown to explain the method’s behaviour with respect to
its ability to preserve pairwise Euclidean distances. Although a new method is
not suggested, I would like to emphasise on several important outcomes of the
description given in this paper.

Firstly, whereas the original delineation of the method did not provide a
concrete guideline for setting the method’s parameters, this paper embellished
the previous two-step procedure with criteria for choosing the dimensionality as
well as the proportion of zero and non-zero elements of index vectors.

Secondly, the proposed understanding of the RI method helps us to discern
its application domain. It is shown that the employed random projections by
the RI method do not preserve distances other than �2 (e.g., see [16]). Hence,
it is important to note that RI-constructed VSMs can only be used for esti-
mating similarity measures that are derived from the �2 norm—for example,
the Euclidean distance and the cosine similarity. This being the case, the use
of RI-constructed VSMs for estimating city block distances—such as suggested
in [17]—is not justified, at least mathematically.

Thirdly, the given understanding of the method helps one to generalise the
RI method to normed spaces other than �2. This generalisation can be achieved
using α-stable random projections—for example, as suggested in [18,19]—and
by altering Equation 2. Simply put, altering a random projection matrix R—
hence, index vectors—so that it has an α-stable distribution5 results in new
techniques similar to RI, however, for estimating distances in �α-normed spaces
(e.g., see [20–22]).6

Last but not least, the rationale given in this paper enables one to justify
several proposed variations of the RI technique mathematically. Although these
methods are based on plausible intuition, similar to RI, they lack theoretical
justifications. For example, based on the description given in this paper, one can
identify the method proposed in [23] as a variation of RI that employs Laplacian
smoothing. This idea can be generalised for coordinating other major processes
that are often involved when using VSMs.

Acknowledgments. This publication has partly emanated from research supported
by a research grant from Science Foundation Ireland (SFI) under Grant Number
SFI/12/RC/2289.

5 Note that RI uses a 2-stable projection; that is, R derived from Equation 2 has a
standard asymptotic Gaussian distribution.

6 In this case, new distance estimators are required.



422 B. QasemiZadeh and S. Handschuh

References

1. QasemiZadeh, B.: Random indexing revisited. In: Biemann, C., Handschuh, S.,
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Hungarian is a rather challenging language for computational linguistic applica-
tions given its flexible word order and being a discourse configurational language
[1], where sentence articulation is driven by discourse-semantic functions such
as topic and focus, rather that grammatical functions. Grammatical functions
are morphologically marked, not by structural positions. Based on free word
order and the rich morphology, mostly dependency-based parsers are developed
for Hungarian (e.g. [2]). This paper presents a different approach using Lexi-
calized Tree-Adjoining Grammar (LTAG; [3]) and the extensible MetaGrammar
(XMG; [4]). An LTAG analysis for Hungarian is challenging, not just because
of the flexible word order, but also because the syntactic positions are driven
by discourse semantic considerations. Despite these challenges, there are strong
arguments in favor of using LTAG, especially from the computational linguis-
tic perspective. One of the most important arguments is that TAGs are mildly
context-sensitive, having the important formal properties, such that: (i) TAGs
can generate crossing dependencies, (ii) parsing can be done in polynomial time
and (iii) TAGs have the constant growth property (semi-linearity). LTAG is also
efficient for large coverage grammar writing, as presented for English and Korean
[5], French [6] or German [7]. In addition, several elegant tools are available for
grammar implementation using (L)TAG, such as the XTAG tools (parser, editor,
viewer) developed by the XTAG Research Group, the eXtensible MetaGrammar
(XMG) by Crabbé et al [4] and the Tübingen Linguistic Parsing Architecture
(TuLiPA) by Kallmeyer et al [8].

1 Core Data: Hungarian Sentence Articulation

In Hungarian sentence structure we distinguish two fields related to information
structure: the postverbal and the preverbal field. The postverbal field by default
hosts the ‘argument positions’ whose order is free, and the word order variations
do not signal grammatical roles. In sentence (1) all six permutations of the
arguments behind the verb are grammatical with the same semantic content.

(1) Adott
gave

Pim
Pim

Évának
Eva.dat

egy
a

könyvet.
book.acc

/
/
Adott
gave

Évának
Eva.dat

egy
a

könyvet
book.acc

Pim.
Pim

/
/
...
...

etc.
etc.

‘Pim gave a book to Eva.’

c© Springer International Publishing Switzerland 2015
P. Král and V. Matoušek (Eds.): TSD 2015, LNAI 9302, pp. 424–432, 2015.
DOI: 10.1007/978-3-319-24033-6 48
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1.1 The Preverbal Field

The preverbal field hosts the so-called ‘functional projections’, whose order is
fixed.

(2) PéterT
Peter

mindenki-hezQ
everyone.all

Mari-tF

Mary.acc
küldi.
sends

‘It is Mary, whom Peter sends to everyone.’

Topics are sentence initial and can be iterated, while there is only a single
(narrow) focus possible in the immediate preverbal position. Quantifiers stand
behind the topic(s) and before the focus. Next to topic, focus and quantifiers,
the preverbal field also hosts sentential negation, optative operators (bárcsak ‘if
only’) and interrogative operators.

The syntactic position immediately preceding the verb is important in Hun-
garian for several reasons. It hosts narrow focus, sentential negation and the
verbal modifier, partially in complementary distribution. In ‘neutral sentences’
– without narrow focus or sentential negation –, the preverbal position is occu-
pied by the verbal modifier (VM) as in (3). When the sentence contains senten-
tial negation (4) or a narrow focus (5) the VM stands postverbally. The verbal
modifier is in complementary distribution with the narrow focus and the sen-
tential negation, however, narrow focus and negation are not in complementary
distribution, see (6).

(3) Péter
Peter

meg-h́ıvta
VM-invited

Marit.
Mary.acc

‘Peter invited Mary.’

(4) Péter
Peter

nem
neg

h́ıvta
invited

meg
VM

Marit.
Mary.acc

‘Peter did not invite Mary.’

(5) Péter
Peter

Marit

Mary.acc
h́ıvta
invited

meg.
VM

‘It is Mary whom Peter invited.’

(6) Péter
Peter

Marit

Mary.acc
nem
neg

h́ıvta
invited

meg.
VM

‘It is Mary whom Peter did not invite.’

1.2 Verbal Modifiers

Next to the relation with the focus structure of the utterance, verbal modifiers
(VM) in Hungarian are both syntactically and semantically interesting. VMs
are either verbal prefixes, bare nouns or infinitives (without own VM), that are
independent syntactic units and lexically selected by the verb (see [9]). As shown
in the previous section, the position of the VM depends on whether narrow focus
or sentential negation is present in the sentence. The type and the position of
the verbal particle is related to the aspectual structure of the utterance ([10]).
In sentences without narrow focus and/or sentential negation the verbal particle
in the preverbal position signals perfective aspect, while standing postverbally
it indicates progressive.

From the semantic point of view some more important facts can be pointed
out regarding verbal modifiers. Verbal modifiers can – but not necessarily do
– provide a secondary predication [9], and they can also change the argument
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structure of the verb. And finally, the presence of the verbal modifier can also
effect the required specificity of the subject. These semantic aspects are outside
of the scope of the current paper and will be implemented in the approach later.

2 LTAG and XMG in a Nutshell

Tree-Adjoining Grammar (TAG) is a tree-rewriting formalism, where the ele-
mentary structures are trees. A TAG is a set of elementary trees with two com-
binatorial operations: substitution and adjunction. The set of elementary trees
is the union of a finite set of initial trees and auxiliary trees. A derivation in
TAG starts with an initial tree (α) and proceeds with using either of the two
operations. By substitution a non-terminal leaf node is replaced by an initial tree
(β), while by adjunction an internal node is replaced by an auxiliary tree (γ).
α: β: γ: substitute β to α: adjoin γ to α:

Y

XZ

Z X

X∗

Y

XZ

Y

X

X

Z

In a Lexicalized TAG (LTAG) each elementary tree contains at least one
lexical element, its lexical anchor (�). To increase the expressive power of the
formalism, adjunction constraints are additionally introduced to restrict whether
adjunction is mandatory and/or which trees can be adjoined at a given node. In
particular for natural language analyses another extension of TAG is proposed,
using feature structures as non-terminal nodes. Among the reasons for a Feature-
based TAG (F-TAG) two important ones are generalizing agreement and case
marking via underspecification. A great advantage of F-TAG with respect to
grammar writing is the result of smaller grammars that are easier to maintain,
as well as the possibility of modeling adjunction constraints. The shape of the
elementary trees is driven by linguistic principles (see [11] and [12]), reflecting
the syntactic/semantic properties of linguistic objects. Syntactic design princi-
ples determine, for example, that valency/subcategorization is expressed locally
within the elementary tree of the predicate, either as a substitution node or as
a footnode. In the grammar architecture tree families are defined, sets of tree
templates representing a subcategorization frame and collecting all syntactic
configurations the subcategorization frame can be realized in.

An LTAG grammar is a set of elementary trees, where most linguistic infor-
mation is contained. However, the this set contains identical tree fragments,
leading to multiple structure sharing. The XMG tool generates the elementary
trees for a given grammar formalism, such that it factors out the redundant
parts of a given tree set by identifying identical tree fragments. An additional
abstraction level, the meta-grammar, is introduced where generalizations can be
expressed. The meta-grammar is a declarative system, combining reusable tree
fragments (classes) by conjunction and disjunction.
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Class ::= Name → Content
Content ::= Description | Name | Content ∧ Content | Content ∨ Content
Description ::= ni → nj | ni →+ nj | ni →∗ nj | ni ≺ nj | ni ≺+ nj | ni ≺∗ nj

| ni[f1 : v1, ..., fn : vn] | ni(c1 : cv1, ..., cfn : cvn)

| Description ∧ Description

The content of a class can be either a simple tree fragment or a conjunction
/ disjunction of two tree fragments. In the description of a tree fragment the
dominance → and precedence ≺ relations of the nodes are given, where →+

and ≺+ stand for their transitive closure and →∗ and ≺∗ for their transitive,
reflexive closure. At each node we refer to the features associated with it by
ni[f1 : v1, ..., fn : vn] and each node can be marked for substitution, footnode,
anchor etc. by ni(c1 : cv1, ..., cfn : cvn).

Tree fragments can be combined by conjunction and disjunction resulting in
tree templates. During the combination of the tree fragments nodes get unified.
There are two possible ways to specify the node equations: (1) with explicit node
unification by means of node variable equations (e.g. ?VP = ?Subj.?VP;) or (2)
by node polarization: annotating the nodes with colors (e.g. color = black)
that declare implicitly how the nodes can be unified with other nodes. This
method is based on a color matrix, according to which (i) a black node can unify
with zero, one or more white nodes, producing a black node, (ii) a white node
must be unified with a black node producing a black node, and (iii) a red node
cannot be unified with any other node. The resulting tree fragment is a satisfying
model only if it does not contain any white nodes.

3 Hungarian: Simple Sentences with XMG

In Hungarian, sentence articulation is driven by discourse semantics rather than
grammatical functions. Instead of defining structural positions for grammatical
functions (e.g. subject) we need to define structural positions for topic and focus
(and also for quantifiers). Accordingly, the elementary trees in a given tree fam-
ily need to encode the possible topic/focus structures. In the following, I will
illustrate the system via the transitive tree family with two NP arguments. Both
arguments can be either in postverbal position (ARG), in topic position (TOP)
and in focus (FOC) position. Hence, the tree family of transitive verbs must
contain the elementary trees for all of the combinations here: NP1-ARG + NP2-
ARG, NP1-TOP + NP2-ARG, NP1-FOC + NP2-ARG, NP1-TOP + NP2-TOP
and NP1-TOP + NP2-FOC. Instead of merely listing the structures, the XMG
tool is used to generate the set of elementary trees, so that generalizations on
positions can also be expressed.

3.1 The Nucleus and the Postverbal Field

We have three core tree fragments for the projection of the nucleus of the sen-
tence, containing the anchor for the verbal head and the verbal modifier the verb
selects for. As discussed before, we have three possible structures here, hence we
need to assume three tree fragments: verb without VM and verb with VM with
two different orders.
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The dashed lines represent the transitive closure of the dominance relation,
which is necessary to make sure, that we can later combine the SProj fragments
with the tree fragments of the topic and focus positions, where the TP and FP
nodes will go between the S and the VP nodes, with dominance order S ->
TP -> FP -> VP. The inv feature at the VP node indicates whether the verb
selects a VM (na vs. yes/no), and in which order the VM and V appear in the
sentence (yes vs. no).

The grammatical functions are encoded by case marking in Hungarian,
hence a transitive verb requires one NP in nominative case and another one
in accusative. In the postverbal field the order of the arguments is free, so in
case the two NP arguments of a transitive verb both stand postverbally, we
have two possible orders. The canonical argument position is given by the tree
fragment below.

The argument position is on the right hand side of the verbal head. The case
of the NP is underspecified ([case= 1 ]), and can be realized both by a nominative
and an accusative argument:

The precedence relation between the V node and the NP node is given by the
transitive closure of precedence (≺+), that makes possible that other arguments
can go in between these two nodes. Within the transitive tree family, the class
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twoPostV is defined to generate the structures, where both arguments stand in
post verbal position.

SProj ::= SProj1 ∨ SProj2 ∨ SProj3
twoPostV ::= SProj ∧ SubjArg ∧ ObjArg

This description declares the structures with two postverbal arguments, and
generates the elementary trees accordingly.

3.2 Positions in the Preverbal Field

Arguments can also be topicalized or focused, standing in designated positions
in the preverbal field. In the tree fragments of the topic and focus positions the
case of the argument is underspecified, and similarly to the argument position
(ArgPos), can be realized as nominative or accusative.

For the topic position (TP) more structures are declared. These are necessary,
since the TP can either be followed by another TP, a quantifier (QP), a focus
(FP) or the VP.

In case the TP is followed by the VP, we do not have focus in the utterance,
and the inv feature must get the value either na for VP without VM, or no
for VP with the non inverted VM-V order. The precedence relation of the NP
and the TP/QP/FP/VP nodes is defined stric (≺), such that no other node can
interfere between them.

The focus position is always directly preceding the verb, hence it can only
be followed by the VP. The inv feature of the VP is required to get the value
yes for the inverted V-VM order for verbs with a VM. By this requirement we
make sure that the presence of a narrow focus triggers the V-VM inversion.

In Hungarian, quantifiers also stand in a special preverbal position, after the
topic(s) and before the focus. The quantifier position can be modeled similarly
to the topic and focus positions; it can be followed by an FP or VP, hence we
have two fragments:
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3.3 Basic Sentence Structures

After defining the tree fragments of the designated positions in the pre- and
postverbal fields, we can define the classes for the tree families. For an illustration
I present here the tree family of transitive verbs. In non-neutral sentences one of
the arguments must be in the focus position while the other argument is either
postverbal or in topic position.1

NonNeutS −→ SProj ∧ ((SubjFoc ∧ (ObjArg ∨ ObjTop)) ∨ (ObjFoc ∧ (SubjArg ∨
SubjTop)))

In neutral sentences both arguments are either in the topic or in the postverbal
position. No argument is in focus. The class twoPostV describes the structure
with two postverbal arguments, while topic describes structures with one or two
topical arguments.

NeutS −→ twoPostV ∨ topic

twoPostV −→ (SProj1 ∨ SProj2) ∧ SubjArg ∧ ObjArg

topic −→ SProj ∧ ((SubjTop ∧ (ObjArg ∨ ObjTop)) ∨ (ObjTop ∧ (SubjArg ∨
SubjTop)))

Using the class descriptions and the tree fragments introduced before, we
can derive all possible structures in the transitive tree family, generating the
elementary trees for all possible topic/focus articulations.

4 Summary and Further Work

The paper presented the analysis of basic sentence articulation in Hungarian,
using the LTAG grammar formalism and the XMG tool. Despite the challenges
of grammar writing for Hungarian caused by free word order and discourse con-
figurationality, the additional descriptive level of meta-grammar is particularly
advantageous. The paper illustrated the tree fragments and class descriptions to
generate the elementary trees for the base cases in Hungarian sentence articula-
tion, reflecting all topic/focus structures.

However, as the topic of this paper is part of a large project of grammar writ-
ing for Hungarian, further phenomena must be implemented in the system. The
most important extensions to be done is implementing sentential negation and
adverbials. Sentential negation has a close relation to the immediate preverbal
position and as such syntactically crucial for the articulation in the preverbal
field. In standard TAG analyses, negation is handled in different ways. It is
either analyzed as an auxiliary tree, or being a functional element it is assumed
to be part of the elementary tree of the predicate [12]. In the current system,
the second option can be implemented straightforwardly. As for the adverbials,
following [9] we distinguish sentential adverbials and predicate adverbials, based
on what they modify: the whole statement or merely the predication. Sentential
adverbials cannot enter the predication (the postverbal field), but they can mix
with the topics. They can occur sentence initially, or at any position before the
VP (before the main predication). Standing right before the VP, the sentential
adverbial still modifies the whole statement.
1 For simplicity, we skip quantifiers in the following.



Hungarian Grammar Writing with LTAG and XMG 431

4.1 Verbal Field(s) in Complex Sentences

In clausal complements we have to deal with multiple verbal fields, belonging
to the matrix verb and the embedded verb. Syntactically interesting cases are
sentences where arguments of the embedded verb are topicalized or focused.
With this respect finite and infinite clausal complements behave differently. In
finite clausal complements, the focused/topicalized argument of the embedded
verb stays in its own preverbal field.

In infinitival complements the preferred position of a focused/topicalized
argument of the embedded verb is in the preverbal field of the matrix verb,
however, different verb groups show different behavior, as well as topic and
focus behaves also differently. In Hungarian we distinguish two types of control
verbs: the ones that take main stress (e.g. fél ‘is afraid’) versus the ones that
avoid main stress (e.g. akar ‘want’ ). These two verb groups differ in syntactic
behavior with respect to the placement of the verbal modifier of the embedded
infinitive.

(7) Pim
Pim

(el∗)
(vm)

fél
afraid

el-olvasni
vm-read.inf

a
the

levelet.
book.acc

‘Pim is afraid to read the letter.’

(8) Pim
Pim

el
vm

akarja
wants

(el-∗)olvasni
(vm-)read.inf

a
the

levelet.
book.acc

‘Pim wants to read the letter.’

In infinitival complements, topics preferably stand in the preverbal field of
the matrix verb, however, it is not entirely out in the preverbal field of the
embedded verb. Focused constituents must stand in the preverbal field of the
matrix verb.

Using the XMG tool, it is relatively easy to derive the elementary trees neces-
sary for the LTAG analysis of the pre- and postverbal fields in simple sentences.
However, standard LTAG cannot handle scrambling phenomena, which makes
the examples of complex sentences challenging. The problem of the standard
LTAG analysis is the discontinuity of the verbal complex. Here, the VM el- and
the embedded verb olvasni form a complex. By the linguistic principles behind
LTAG, this dependency is represented locally: the VM is part of the elementary
tree of the verb. Using standard LTAG, VM-climbing (8) is not possible, since it
proposes elementary trees for sentence embedding, where sentential complements
being represented as a footnode (S∗), and the elementary tree of the matrix verb
(akar ‘wants’) being adjoined into the elementary tree of the embedded verb.
In case of VM-climbing (8), the tree of the matrix verb (akar) should split into
more pieces when conjoined with the tree of the embedded verb.

In order to overcome this problem, a modified formalism is proposed: a TT-
MCTAG (Tree-local Multicomponent TAG; [13]). In MCTAG, elementary struc-
tures are not merely trees, but sets of trees. The tree-local version of MCTAG
comes with the restriction, that all trees in the set have to attach to the same
elementary tree. TT-MCTAG is strongly equivalent to standard LTAG, thus
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by using this formalism we can overcome the problem of VM-climbing without
loosing any of the attractive formal and computational properties of TAG.
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Abstract. The paper describes the implementation of phonetic segmen-
tation using the tools from KALDI toolkit. Its usage is motivated by
the big development and support of topical techniques of ASR which
are available in KALDI. The presented work is related to the research
on pronunciation variability in casual Czech speech. For this purpose
we use the automatic phonetic segmentation to analyze the particular
phone boundaries, deletions, etc. We also present the tool for pronunci-
ation detection. Both tools can be used for processing large databases
as well as for an interactive work within the environment of Praat. Also
the illustrative analysis of the segmentation accuracy and the design of
new environment for phonetic segmentation in Praat are presented.

Keywords: Phonetic segmentation · Spontaneous speech · Pronuncia-
tion reduction · Tools · KALDI · Praat

1 Introduction

The automatic phonetic segmentation has many applications in systems using
speech technology. Nevertheless its accuracy is limited in comparison to manual
phonetic segmentation, on the other hand its usage is in many situations neces-
sary. We can mention the segmentation of utterances from large speech corpora
as a typical example. It is required for the Artificial Neural Network (ANN)
training when manual labels are not usually available for the huge amount of
speech data. As ANNs are nowadays used as the standard subpart of Automatic
Speech Recognition (ASR) systems with ANN-HMM architecture as well as for
the estimation of probabilistic-based speech features, the segmentation for this
purpose is very important and frequently used task.

There are various approaches to obtain the phone boundaries automatically,
however, the most frequently used implementations are based on the HMM-
based forced alignment of trained acoustic models [1]. If needed the resulting
time boundaries can be tuned by methods based on correlation of neighbouring
segments or on statistical change-point detection. Concerning HMM-based pho-
netic segmentation, several open-source toolkits are available for building the
c© Springer International Publishing Switzerland 2015
P. Král and V. Matoušek (Eds.): TSD 2015, LNAI 9302, pp. 433–441, 2015.
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ASR systems as well as for the realization of phonetic segmentation. The HTK
toolkit [2] is well known and largely used, however, KALDI [3] toolkit intro-
duced in 2011 starts being nowadays very popular. It is used and developed by
the researchers all over the world and it contains modern training and decoding
techniques which are not supported by HTK anymore.

The main purpose of this paper is to present the upgrade of our tool Labtool [4]
for the automatic phonetic segmentation. The last version of this tool was based
on the HTK tools, currently it uses KALDI tools which seem to be more efficient
and which are also more suitable for the further development due to the continuous
support of the new topical algorithms for ASR. In the end, the segmentation real-
ized in this paper is more focused on the case of casual speech, which also represents
challenging task in the field of ASR.

2 Automatic Phonetic Segmentation

The tools for automatic phonetic segmentation are based on various ASR toolkits
and allow users to interact with them in various ways (the command-line or the
graphical user interfaces). The Penn Phonetics Lab Forced Aligner tool is based
on HTK with a command-line interface [5], the EasyAlign tool is also based on
HTK and allows graphical user interfaces (GUI) using Praat environment [6],
the SPPAS tool is based on Julius Speech Recognition Engine with GUI for
interacting [7]. The comparison of these tools is presented in [8]. These tools work
under all major operating system (Linux, Windows, Mac-OSX) and support
various languages for the automatic phonetic segmentation. In our case, we have
built Labtool [4] which allows both the command-line and the GUI interfaces
when using Praat. Current features of Labtool and KALDI-based solution are
described below.

2.1 KALDI-Based Segmentation

KALDI toolkit offers new interesting features for ASR, especially the acous-
tic modeling based on DNN and the usage of weighted finite state transduc-
ers (WFSTs) which are advantageous mainly for the purpose of Large Vocabu-
lary Continuous Speech Recognition (LVCSR). The toolkit contains also several
decoders, extensible design, and also complete recipes for particular solutions
of the ASR tasks. Its availability with open-source license together with very
intensive development is the main reason for its wide usage all over the world.
Of course, it enables also the realization of the phonetic segmentation which is
used for our purposes.

As it is well known, the phonetic segmentation is based on the forced align-
ment of the trained acoustic model (AM), which requires two mandatory inputs:
an acoustic speech signal (in the form of the sequence of speech features) and
related sequence of phones, which is more often replaced by the standard ortho-
graphic transcription and related pronunciation lexicon. The decoding algorithm
in KALDI is based on WFSTs and require the HCLG graph convention [9].
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To align phones in one known utterance the HCLG graph can be composed
directly for the corresponding word-level orthographic transcription and lexicon
containing pronunciation variants for the words included in the transcription of
the processed utterance. The output of decoding is saved to the lattice format.
The time information about boundaries of phones/words can be obtained by
the lattice-align-phones/lattice-align-words tools saving the information in the
phone-aligned/word-aligned compact lattice formats. These compact lattices can
be converted using nbest-to-ctm tool to the standard ctm-format. As this format
is less readable than the HTK label file (mlf) which stores both phone-level and
word-level time boundaries with corresponding text symbols, conversion between
ctm-format and mlf-format can be done by the simple text processing (the tool
realizing this conversion is also the part of our package).

Concerning the acoustic processing of an utterance to be segmented, of
course, KALDI has tools realizing the extraction of the most frequently used
MFCC or PLP features, together with various normalizations (CMN, VTLN,
etc.) as well as further transformations (LDA, HLDA, etc.). Finally we use our
private tool CtuCopy in our approach, because it enables the choice of the speech
features including also the noise reduction, short-time cepstral mean subtrac-
tion, usage of other filter banks, etc. CtuCopy is freely available and it has been
upgraded to produce also the output in KALDI compatible format [10].

2.2 Labtool - Command Line & Praat Version

As mentioned above, we use KALDI in the Labtool, that is in our segmentation
tool for HMM-based segmentation [4], which can be used as a command-line tool
for the segmentation of huge speech corpora. Currently it supports various for-
mats of the input signal, various speech features (KALDI- or CtuCopy-based),
possible usage of noise suppression or cepstral normalization techniques, speci-
fication of proper pronunciation lexicon, etc.

Labtool is distributed at package, which can be simply extracted to any
location. KALDI and further required utilities or libraries are not a part of
Labtool distribution and they must be installed independently and under their
license requirements.

Labtool was designed to be used also within Praat [11] which offers user-
friendly environment of general speech analysis with special support for phonetic
research. Concerning the phonetic segmentation, it is not a standard part of
Praat because it is language dependent and the implementation would be quite
complex for the tool. However, this feature can be simply added as a plugin
which is also the case of our Labtool. It is controlled from Praat as well as
other general scripts which are launched using control buttons added in menus
at various levels.

Labtool can be installed in Praat using the script available in the distribution
package. The simple installation process consists of the setting of particular paths
(the main Labtool directory and KALDI location). Also the default parameters
of the phonetic segmentation can be configured during the installation procedure.
After restarting Praat, a new button Align preferences intended for the setup
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Fig. 1. Output of automatic phonetic segmentation in program Praat.

of the phonetic segmentation parameters can be seen in File-Preferences in the
main Praat Objects window. New buttons related to the phonetic segmentation
always appears in the right dynamic menu after the selection of Sound and
related TextGrid objects. The phonetic segmentation can be launched simply
by the Align phrase button. When the result of segmentation is available, the
output can be processed to obtain the particular word pronunciations in a more
proper format (Get pronunciations button). Both results of the segmentation in
the editor window can be seen in Fig. 1.

The automatically found phone boundaries are duplicated in a RefPhones
tier which can be manually edited. The RefPhones tier is modified during the
segmentation process only when it does not exist or when it is empty. The
automatic segmentation can be then repeated with different parameters and
compared to the fixed manual labels. The used phonetic alphabet can be set.
Currently world-wide used SAMPA alphabet is supported as well as our private
one for Czech language. The configuration setup and the Labtool control buttons
in the main window of Praat can be seen in Fig. 2.



Phonetic Segmentation Using KALDI and Reduced Pronunciation Detection 437

Fig. 2. Configuration of phonetic segmentation parameters and main window in pro-
gram Praat.

2.3 Labtool Under MS Windows

Concerning Praat, it is an application which supports standardly both platforms
Linux and Windows. The Labtool is distributed in the versions supporting both
platforms. On the other hand, KALDI toolkit was designed and it is under
development mainly for Linux or Unix like systems. The compilation of KALDI
tools under Windows was not fully supported until recently and it can be slightly
less straight forward. There are several ways how to do it, e.g. in Visual C++
or Cygwin. The compilation using Cygwin is the solution which has been finally
used in our setup for Labtool usage under MS Windows platform.

3 Casual Speech Analysis

The informal spontaneous speech can contain many reductions, substitutions or
insertions of phones. Furthermore, many non-standard words, word fragments,
or non-speech events can occur due to mispronunciations. Also sentences are
very frequently started again, so the intelligibility of the speech can be very
poor. Consequently it makes the realization of the manual segmentation very
hard, let alone the automatic one. Different effects of assimilation and coartic-
ulation can be problematic, e.g. nasal(ized) vowels (not included in canonical
Czech speech) can occur instead of the sequence of a nasal consonant and a
standard vowel. Similar coarticulation effects can make the manual annotation
also difficult, so special care about them must be paid also during the proper
setup of the automatic segmentation procedure.
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3.1 Phonetic Segmentation of Casual Speech

As mentioned above only the word level orthographic transcription is usually
available and the proper phonetic content is typically chosen on the basis of
pronunciation lexicon. This is mostly sufficient in the case of canonical or more
formal speech. However, in the case of spontaneous speech, the pronunciation of
a word can be very variable so it may be impossible to describe it with absolute
accuracy by the lexicon. On the other hand, good knowledge of the phonetic
content is very important for reasonably accurate phonetic segmentation. Con-
sequently, the estimation of the proper pronunciation is the crucial problem in
the case of spontaneous speech segmentation.

In our approach, we suggest to use the approach using the pronunciation lex-
icon, which is extended by further pronunciation variants to cover the pronunci-
ation variability. This lexicon can be created manually (e.g. as described in [12]).
For the case of interactive work, when pronunciation of some words chosen from
the used lexicon is not satisfactory, the correct pronunciation can be specified on
the level of orthographic transcription using special conventions with parentheses.
For the complete automatic processing, further rules for generating other pronun-
ciation variants for the given basic dictionary can be used. This is the procedure
used standardlywithin the recognition of spontaneous speech [13], but for the accu-
racy of the phone boundaries setup, it seems to be more crucial. Typical examples
considered to be frequent within the informal speech style are: variants with reduc-
tions of specific groups of phones, cross-word coarticulations or phone softenings,
see [14], [15].

3.2 Detection of Reduced Pronunciation in Casual Speech

To study the rules of pronunciation reductions, a check of particular pronuncia-
tion in recorded casual corpus is reasonable [16]. As it is impossible to find them
only manually in large corpora, this procedure can be simplified by the auto-
matic segmentation followed by the pronunciation detection. It can be done on
the level of the lexicon with more pronunciation variants. When the composed
graph is aligned, the most probable pronunciation variant is selected, it can
be stored with the related information about the utterance where it was used.
Further it can be found by an query search, displayed and manually checked.

Now Labtool allows to save the pronunciations in a simple text format for the
above mentioned query search as well as in the TextGrid format for fast usage in
the environment of Praat. Particular pronunciations are saved with information
about word boundaries here, so it is very easy to play them for manual checks.

4 Experimental Part

Although the main purpose of this article was to describe the updated ver-
sion of the segmentation tool itself, particular results of the segmentation of
selected casual speech data are presented. Realized experiments were done with
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Table 1. Global results of segmentation of standard read speech.

SPB SPE CPL
ALIGN1CS μ [ms] σ [ms] μ [ms] σ [ms] μ [ms] σ [ms]

HTK mono1608 -3.54 17.81 -2.44 17.17 1.25 23.46

HTK mono2510 0.05 18.38 1.45 16.98 1.58 23.61

HTK mono3216 6.77 16.93 8.87 16.63 2.35 22.91

KALDI tri1608 -0.91 34.28 2.35 23.38 3.69 39.68

KALDI tri2510 -2.93 17.57 -0.71 21.04 2.53 26.74

KALDI tri3216 -5.68 17.11 -2.46 22.46 3.71 27.54

Table 2. Global results of segmentation of spontaneous speech.

SPB SPE CPL
NCCCz μ [ms] σ [ms] μ [ms] σ [ms] μ [ms] σ [ms]

HTK mono1608 3.95 88.02 5.28 86.96 3.72 42.12

HTK mono2510 -0.02 51.21 1.52 47.59 2.51 31.11

HTK mono3216 7.33 57.99 8.80 53.78 3.02 31.58

KALDI tri1608 -0.70 33.56 0.48 33.45 0.43 24.65

KALDI tri2510 -4.56 22.05 -3.33 24.56 1.23 25.63

KALDI tri3216 -5.60 26.64 -3.58 28.39 2.28 26.72

the manually phonetically segmented data selected from Nijmegen Corpus of
Casual Czech (NCCCz) [17], [12]. We compare the results using two setups: HTK
based approach (AM was trained by Expectation Maximization (EM) algorithms
on clean office subset from the SPEECON database with approx. 51 hours of
speech, 45 Czech monophones were modeled and target AMs consist of 32 Gaus-
sian mixture components per each emitting state) and new KALDI based setup
(context-dependent triphone AM, trained by the Viterbi-EM algorithm, 15029
number of Gaussian mixture components).

The achieved results of experiments realized on the standard read speech
from SPEECON database are in Tab. 1 while the results for subset from NCCCz
casual speech data are in Tab. 2. Mean values and standard deviations for criteria
SPB (Shift of Phone Beginning), SPE (Shift of Phone End) and CPL (Change
of Phone Length) [18] are presented.

It is possible to see that the reasonable improvement of segmentation accu-
racy was achieved mainly in the case of the segmentation of casual speech data.
Here the impact of the new AMs was clear, especially, significantly lower stan-
dard deviations from all evaluated criteria are observable. Also the segmentation
using longer frame of short-time analysis provided slightly less variable values of
evaluated criteria but higher mean values were achieved and short phones were
not segmented properly.

5 Conclusions

In this paper, the implementation of HMM-based phonetic segmentation using
KALDI tools was presented and the upgraded version of our segmentation tool
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Labtool was described. There are several new features implemented in Labtool
and the detection of word pronunciation on the basis of the automatic segmenta-
tion is the most important one. It was shown within the brief experimental eval-
uations on spontaneous speech data that the suggested segmentation using new
acoustic models yielded to more consistent results. The implementation based
on KALDI toolkit enables further development. Especially, it should enable the
segmentation of utterances with apriori unknown contents using efficient LVCSR
system based on KALDI tools.
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13. Nouza, J., Silovský, J.: Adapting lexical and language models for transcription of
highly spontaneous spoken czech. In: Sojka, P., Horák, A., Kopeček, I., Pala, K.
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Abstract. Phonetization is the process of encoding language sounds using 
phonetic symbols. It is used in many natural language processing tasks such as 
speech processing, speech synthesis, and computer-aided pronunciation 
assessment. A common phonetization approach is the use of letter-to-sound 
rules developed by linguists for the transcription form orthography to sound. In 
this paper, we address the problem of rule-based phonetization of standard 
Arabic. The paper contributions can be summarized as follows: 1) Discussing 
the transcription rules of standard Arabic which were used in literature on the 
phonemic and phonetic levels. 2) Important improvements of these rules were 
suggested and the resulting rules set was tested on large datasets. 3) We present 
a reliable automatic phonetic transcription of standard Arabic on five levels: 
phoneme, allophone, syllable, word, and sentence. An encoding which covers 
all sounds of standard Arabic is proposed and several pronunciation dictionaries 
were automatically generated. These dictionaries were manually verified 
yielding an accuracy of 100% with standard Arabic texts that do not contain 
dates, numbers, acronyms, abbreviations, and special symbols. They are 
available for research purposes along with the software package which 
performs the automatic transcription. 

Keywords: Standard Arabic · Phonetic transcription · Pronunciation 
dictionaries · Transcription rules 

1 Introduction 

Letter-to-sound transcription is the conversion process from orthography to the sound 
system of a language. It is an essential component in state-of-the-art text to speech 
(TTS), computer-aided pronunciation learning (CAPL), and automatic speech 
recognition (ASR) systems [1]. Phonetic transcription methods can be categorized as 
follows [2]: 
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• Dictionary-based methods: A lexicon with rich phonological information is  
utilized to perform the transcription. 

• Data-oriented methods: A machine learning-based model is learnt from 
pronunciation lexicons, and applied then on unseen data.  

• Rule-based methods: Expert linguists define letter-to-sound language-
dependent rules and a lexicon of exceptions. In these approaches, the degree 
of difficulty is highly dependent on the extent of compatibility between the 
writing and sound system of the language as well as the phonetic variations 
of its sounds.  

Arabic, spoken by more than 250 million people, is one of the six official languages 
of the United Nations [3]. Standard Arabic contains classical Arabic and modern 
standard Arabic (MSA). Classical Arabic is the language of the Holly Qur'an and 
books of Arabic heritage. MSA, on the other hand, is the formal language in all Arab 
countries [4], taught in schools and universities, used in radio and television along 
with local dialects, and it is the predominant language in which books and newspapers 
are written. Standard Arabic is known to have a clear correspondence between 
orthography and sound system. Therefore, in this work, we adopted a rule-based 
approach for the transcription. 

The transcription process of Arabic text can be seen at two levels: 

• Phonemic level: The transcription is performed from text to phonemes. 
Arabic phonemes are 28 consonants, 3 short vowels, 3 long vowels, and 2 
diphthongs. 

• Phonetic level: The effect of neighboring sounds on the phoneme is taken 
into account. The final produced sound is named allophone or actual phone. 
Several rules at this level are concerned with the pharyngealization and 
nasalization of Arabic sounds. 

Computer-based research on Arabic text and speech is relatively new. Some works 
done in this domain considered informal languages such as Tunisian Arabic in [4] and 
Algiers dialect in [5]. Regarding standard Arabic phonetization, considerable 
contributions were made by Al-ghamdi [6, 7] and El-Imam [2]. Al-ghamdi et al., in 
cooperation with Arab linguists, derived transcription rules from Arabic literature 
books and formulated them in a manner accessible to computer scientists. They 
implemented these rules in an Arabic TTS system. Moreover, they presented in [7] an 
encoding system at the phonetic level. El-Imam, on the other hand, in his 
comprehensive work [2], profoundly analyzed the problems of Arabic text 
phonetization, letter-to-sound rules, and rule implementation including the assessment 
of the transcription process outcome. 

In this paper, we address the following issues: 

• We discuss the above-mentioned works [2], [6], and [7]. In [6], we found that 
more information is needed in order to apply the rules related to the Alif 
(IPA: ʔalif with a form as “ا”) correctly. Additionally, some rules on the 
phonetic level did not consider all the phonemes affected by phonetic 
variations. Regarding [7], there will be a lack of phonetic information when 
adopting the encoding they presented. In [2], more details are required about 
each rule and the priority of rule implementation. 
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• We proposed several modifications on the transcription rules. For instance, 
the ambiguities concerning the transcription of the Alif were clarified and the 
relevant rules were changed accordingly. 

• Typically, the performance of a rule-based letter-to-sound approach is heavily 
dependent on the order of rules. We figured out the correct priority of several 
rules which is necessary to prevent any undesired overlapping. 

• The texts used for training and validation cover all rules at both phonemic 
and phonetic levels. 

• We implemented the transcription rules in a software package to accomplish 
the following tasks automatically and reliably: 

• Grapheme to phoneme transcription (generation of pronunciation 
dictionaries). Usually the linguists write these dictionaries for ASR 
systems manually [9]. 

• Grapheme to allophone transcription. 
• Grapheme to syllable transcription. 
• Statistical analysis at the level of phonemes, allophones, and syllables. 

On the phonetic level, we modified the encoding developed in [7] so that it can 
cover all phonetic variations of standard Arabic sounds and implemented it in the 
software package. 

For the pronunciation dictionaries, we adopted the Arpabet coding, which is a 
phonemic transcription system that depends on English capital letters and digits 
developed by the Advanced Research Projects Agency (ARPA). Therefore, the output 
of the transcription can be utilized in any Arpabet-compatible system such as the TTS 
and ASR tools in the widely-used CMU Sphinx Toolkit. 

2 Pre-transcription 
In this work, we assume that the input of the transcription process is an Arabic text 
which is fully diacritized. Additionally, before applying the transcription rules, the 
following steps need to be performed: 

• Cleaning the text by keeping only Arabic characters and symbols with a 
single sentence per line. 

• Converting dates, numbers, acronyms, abbreviations, and special symbols to 
a proper word or sequence of words manually. 

• Words of irregular spelling, i.e. words which do not follow the Arabic 
pronunciation rules such as “ هَ طَ  ” (a name) and “ لِكَ ذَ  ” (that) are processed 
separately. We collected most of these words in a separate lexicon which can 
be extended later to include new words. 

3 Arabic Letters to Sound Rules 

In our work, we adopted the rules proposed by Al-ghamdi et al. in [6] after adjusting 
them. For the phonemic level, these rules are listed in section 3.1 while our 
modifications are presented in section 3.2. Likewise, for the phonetic level, the rules 
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of Al-ghamdi et al. are clarified in section 3.3 and discussed along with other 
suggestions from literature in section 3.4. In section 3.5, we describe the phonetic-
level encoding. 

3.1 Rules at the Phonemic Level 

After [6], phonemic transcription is achieved according to the following rules (in 
order): 

1. Convert emphatic consonants (consonants with a diacritic named Shaddah has 
a form as “ ّ◌”) to two consecutive ones as in “ َكَلَّم” (he spoke) becomes “ ََكَللم”. 

2. Delete the grapheme Alif if it is followed by two consecutive consonants, and 
does not come at the beginning of a phrase. 

3. If the Alif is a part of the  :The definite article in Arabic, IPA) ” “ال 
ʔalluttaʕriːf) at the beginning of a phrase, it is pronounced as “  .(ʔa) ”ء َ

4. If the Alif is a part of a verb whose third letter is diacritized with an original 
Dammah (IPA: dammah which is a diacritic with a form as “ ُ◌”), and comes at 
the beginning of a phrase, we pronounce it “ ُ ء” (ʔu), otherwise convert the Alif 
to “  .when it comes at the beginning of a phrase (ʔi) ”ء ِ

5. Convert an Alif preceded with a Fatha (diacritic has a form as “ َ◌”) to a long 
Fatha “ َ◌◌َ”. 

6. Convert a “و” preceded with a Dammah (diacritic has a form as “ ُ◌”) and 
followed with a Sukun (diacritic has a form as “ ْ◌”) to a long Dammah “ ُ◌◌ُ”. 

7. Convert a “ي” preceded with a Kasrah (diacritic has a form as “ ِ◌”) and 
followed by a Sukun to a long Kasrah “ ِ◌◌ِ”. 

8. Convert each two similar consecutive short vowels to a long one. 
9. Convert a “ة” (tɑːʔ marbuːtah) to “ه” (hɑːʔ) when it comes at the end of a 

phrase. 
10. Delete the shamsi “ل” (lɑːm). For example, the transcription of the word “النُّور” 

(ʔalnnuːr the light) is “ء َ ن ن ُ ُ ر” (ʔannuːr). 
11. Delete the Tanwin (tanwiːn is a diacritic which has three forms: “ ً◌”, “ ٌ◌”, “ ٍ◌”) 

at the end of a phrase and turn it to short vowel and “ن” anywhere else. 
12. Convert “آ” (ʔalif ʔalmad) to “ءَا” (ʔɑː) wherever it is found in the text. 
13. Pronunciation of all types of the Hamza (the types are: “ئ“ ,”ؤ“ ,”إ“ ,”أ“ ,”ء”) 

is “ء”. 
14. When three consonants come consecutively, a short vowel has to be inserted 

after the first one. This inserted short vowel is “ َ◌”, “ ُ◌”, or “ ِ◌” when the short 
vowel which precedes the first consonant is “ ِ◌”, “ ُ◌”, or “ َ◌”, respectively. 

3.2 Discussion and Proposed Modifications at the Phonemic Level 

In rule 2, we must distinguish between the long vowel “ا” as in “ضَالِّين” (dˤɑːlliːn 
“erratic”) and “ا” (Arabic: ھمزة الوصل  hamzat ʔalwasˤl) as in “فاَتِّباَع” (following): Only 
in the case of Hamzat al-Wasl (the second case), the Alif must be deleted when it is 
followed by two consonants. In order to solve this problem: 
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• We made a list L1 of Arabic words which have Hamzat al-Wasl followed by 
an emphatic consonant with all possible prefixes. We extracted these words 
from the famous Arabic dictionary “Lisan Al Arab” (the Arab Tongue, 
Arabic: لسان العرب  ). 

• We made a list L2 of most names which have a long vowel “ا” followed by 
two consonants such as “َإيِطَاليا” (Italy), and “َألَمَانيا” (Germany). 

The application of rule 1 and rule 2 in section 3.1 is then modified as follows:  

1. Rule 1 is not applied. 
2. If a word contains an Alif followed by an emphatic consonant: 

o If the word belongs to L1 e.g. “فاَتِّباَع” (following), “ اتِّھاَموَ  ” (accusation), 
rule 2 is applied. 

o Otherwise e.g. “ الِّينضَ  ” (erratic), “جَادِّين” (earnest), rule 2 is not applied. 

3. If a word belongs to L2, rule 2 is not applied. 
4. Rule 1 is applied. 

In rule 3, we cannot distinguish whether the “ال” is a definite article or not. For 
example, the “ال” in the word “البحَر” (the sea) is a definite article and must be 
converted to “ءَل”, but the “ال” in the word “التمَِاس” (request) is not a definite article. In 
fact, contrary to rule 3, it must be converted to “ءِل”. 

Moreover, rule 4 is not valid with verbs which end with “ا” or “ى” (ʔalif 
maqsˤuːrah) in the past tense. The first Alif here must be converted to “ ِء” regardless 
of the diacritic at the fourth position as in the verb “ارمُوا” (throw) where the first “ا” 
must be always converted to “ ِء”. 

We suggest to modify rule 3 and rule 4 as follows: 

• If the third letter in the word, beginning with “ال”, is a shamsi letter (“ت”, 
 and is (”ن“ ,”ل“ ,”ظ“ ,”ط“ ,”ض“ ,”ص“ ,”ش“ ,”س“ ,”ز“ ,”ر“ ,”ذ“ ,”د“ ,”ث“
followed with Fatha or kasrah, we must convert “ال” to “ءِل”. On the other 
hand, when it is followed with Dammah, it should be converted to “ءُل”. 

• Rule 4 may not be applied for verbs which end with “ا” or “ى” in the past 
tense. We gathered all verbs which fulfill this property in a special list. When 
a word belongs to this list, the Alif is converted to “ ِء” regardless of the 
diacritic at the fourth position. 

• Convert “ال” in all other words to “ءَل”. 

Lastly, in rule 14, in the case when the first consonant is “ن” resulting after the 
transcription of the Tanwin, a modification needs to be made. In this case, the short 
vowel which must be added is “ ِ◌” regardless of the short vowel before the first 
consonant. For example, the transcription of the sentence “ انحَامِدٌ  إنَِّهُ  السَّمَّ ” (he is Hamid 
the grocer) is “ سسَممَان حَامِدُنِ  إنَِّهُ  ”. Here, we add Kasrah after “ن” in the word “حَامِدُن” in 
spite of the fact that the short vowel before “ن” is Dammah. 

3.3 Rules at the Phonetic Level 

The rules at this level are used for transcription from phoneme to allophone. After [6], 
they are given in the order of application as follows: 
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1. Convert “ن” (nuːn) followed by “ب” (bɑːʔ) or “م” (miːm) to “م”. 
2. Convert “ن” followed by “ر” (rɑːʔ) to “ر”. 
3. Convert “ن” followed by “ل” (lɑːm) to “ل”. 
4. Convert “ن” to “و” (wɑːw) or “ي” (yɑːʔ) with nasalization, when a word 

ends with “ن” and the next one starts with “و” or “ي”, respectively. 
5. Convert “ن” to a nasal sound of the following letter when it is followed by 

any letter except “و” or “ي”. 
6. Convert “ذ” (ðɑːl) followed by “ظ” (ðˤɑːʔ) to “ظ”. 
7. Convert “ت” (tɑːʔ) followed by “ط” (tˤɑːʔ) to “ط”. 
8. Convert “ت” (tɑːʔ) followed by “د” (dɑːl) to “د”. 
9. Convert “د” followed by “ت” to “ت” when they come in one word. 
10. Convert “د” to “ت” when “ت” comes after the word “قد” (qad). 
11. Convert “ل” followed by “ر” (rɑːʔ) to “ر”. 
12. The “ل” and “ر” are pronounced sometimes normally (light accent, in 

Arabic: ترقيق   “tarqiːq”) and other times with pharyngealization (heavy 
accent, in Arabic: تفخيم   “tafxiːm”) depending on the context in which they 
occur. Further details can be checked in [6]. 

13. The vowels followed by “قك” or “طت” are pronounced with a heavy accent.  
14. Arabic vowels preceded by emphatic consonants (“ظ“ ,”ط“ ,”ض“ ,”ص”, 

  .are pharyngealized ”ر“ or pharyngeal ”ل“ pharyngeal ,(”ق“ ,”غ“ ,”خ“
15. Make short vowels shorter at the end of a word followed by another one, or 

when they are followed by two consonants. 
16. Convert a long vowel followed by two consonants to a short one. 
17. When stopping at the end of a phrase, the short vowels must be deleted. 
18. Release stop sounds at the end of a phrase (qalqalah, Arabic:  with (” “قلقلة

voiced stops “د“ ,”ج“ ,”ب“ ,”ط“ ,”ق” and aspiration with voiceless stops “ء”, 
 .(”ك“ ,”ت“

3.4 Discussion of the Phonetic-Level Rules 

Considering the relevant literature, one can notice that there is no complete agreement 
about the positions of pharyngealization and affected sounds in Arabic. Al-ghamdi et 
al. in [6] considered only the vowels that followed the pharyngealization sounds. This 
is, however, not sufficient as the two diphthongs, the sounds /ض/ ,/س/ ,/ذ/ ,/د/ ,/ت/, and 
the non-pharyngealized /ل/ and /ر/ must be considered as well. In fact, 
pharyngealization may affect some sounds before the pharyngealized sound. For 
example, in the word “مُستطَِيل” (rectangle), all the sounds / ُ◌/, /ت/ ,/س/, and / َ◌/ before 
the /ط/ are pharyngealized. 

Abu Salim in [9] considered only the sounds which are in the same syllable where 
the pharyngealization sound occurs. He ignored the sounds in the syllables which 
come before or after. However, these sounds can be affected as well. For instance, the 
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sound /د/ in the word “مِنضَدَة” (table) is pharyngealized even though it does not occur 
in the same syllable which contains the pharyngealized sound /ض/. 

El-Imam in [2] presented an important discussion of the pharyngealization of 
Arabic sounds, but he did not consider the different types of syllables. We think that 
the phenomenon of pharyngealization in Arabic is more complex than what is 
described in [2], [6], and [9]. It depends on the syllables, their types, and the positions 
of the pharyngealized and non-pharyngealized sounds. Moreover, there are different 
degrees of pharyngealization. We thus believe that the study of pharyngealization in 
Arabic needs to be done in another research paper. In this work, we take into account 
only the obvious cases of pharyngealization as considered by most linguists. 

3.5 Phonetic Level Encoding 

The result of transcription is represented after [7] (cf. table 1) using two letters to 
represent the phoneme, a number to represent the emphatic status, and another 
number to represent the duration. We extended this encoding in order to cover all 
phonetic variations of Arabic phonemes. This extension is given by a label (cf. table 
2) which is concatenated to the original representation. 

Table 1. Encoding of transcription result after [7] 

1 2 3 (Emphatic) 4 (Duration) 
5 (Phonetic 
variations) 

Two letters represent 
a phoneme 

 0 1 0 1 2  
 Non emphatic Emphatic Short Shorter Long 

Table 2. The modified label we use to represent phonetic variations 

5 (Phonetic variations) 
0 1 2 3 4 

The sound is a 
phoneme 

Allophone for “ن” 
Released with 
a schwa 

Allophone for 
 followed ”ض“
by “ط” 

Allophone for  
 followed by ”ت“
 ”د“

5 6 7 8 

Allophone for 
 followed ”د“
by “ت” 

Allophone for “ل” 
followed by “ر” 

Allophone for “ق” 
followed by “ك” 

Allophone for “ط” followed by “ت” 

4 Syllabication 
As mentioned in section 3.4, the pharyngealization rules in Arabic are syllable-based. 
Moreover, syllabication is very important in Arabic TTS systems because stress 
depends on the type of syllables in the word [10]. Recognition of non-Arabic words as 
well as learning music and meters of Arabic poetry are other application areas of 
syllabication. The Arabic syllables can be characterized as follows: 
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• Every syllable must start with a consonant followed by a vowel. 
• Two consecutive consonants can only occur when stopping at the end of a 

phrase. 
• The number of vowels per word is equal to the number of syllables in this 

word. 

There are six forms of syllables in Arabic: CV, CV:, CVC, CV:C, CVCC, and 
CV:CC, where C refers to a consonant, V to a short vowel, and V: to a long vowel. 

In order to represent the two diphthongs, we categorized the syllables into eight 
types instead of six as follows: CV, CD2, CL, CVC, CD2C, CLC, CVCC, and CLCC, 
where L refers to a long vowel and D2 is a diphthong. The diphthong D2 can be 
disassembled into VC. The syllables CD2 and CD2C are thus equivalent to the 
syllables CVC and CVCC, respectively. 

5 Training and Testing Sets 

The term training in the context of this paper refers to the process of finding new rules 
and/or new details of existing rules. This was done manually by studying and 
analyzing sentences in the training corpora. 

We used two corpora for training: 

• Corpus1: Developed by King Abdul-Aziz City for Science and Technology 
(KACST) and contains 367 fully diacritized sentences including together 
1812 words. This corpus is characterized as follows: 

• Minimum repetition of words in all sentences. 
• Every sentence contains between two and nine words. 
• Sentences can be easily pronounced. 
• The sentences were chosen in a way which minimizes the number of 

sentences and maximizes the phonetical information content. 

This corpus was used in a project between KACST and IBM for training a 
speech recognizer of Arabic words. 

• Corpus2: The holly Qur'an without Surat al-Baqarah (“IPA: suːrat ʔal 
baqarah”). This corpus contains 72146 words. 

The following corpora were used for testing: 

• Corpus3: Made by Katharina Bobzin and contains 306 sentences selected 
from her book: “Arabisch Grundkurs” (Arabic basic course).  

• Corpus4: A set of sentences selected from Nahj al-Balagha (Way of 
Eloquence) which is a book that contains sermons, letters, and sayings of 
Imam Ali ibn Abi Talib, written by Sharif Razi. 

• Corpus5: Surat al-Baqarah (Arabic: سورة البقرة) which is the longest sura of 
the Qur'an containing 286 verses. 
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We wrote the above-mentioned testing corpora manually and edited them as 
described in section 2. Additional information and statistics about these corpora are 
given in table 3. 

Table 3. Information and statistics about the testing corpora 

Corpus Bobzin 
corpus 

Corpus from 
Nahj al-Balagha 

Surat al-Baqarah 
corpus 

Non-existent words in the 
first training corpus (%) 90.8356 % 96.2981 % 95.4760 % 

Non-existent words in 
the second training 
corpus (%) 

84.6361 % 
 

86.5683 % 
 

68.2140 % 
 

All words 1340 6996 6150 
Non-repeated words 742 3898 2542 
Phonemes  8224 44901 38827 
Allophones  8313 45470 39309 
Syllables  3451 19424 16710 

 

6 Evaluation 

The transcription of a word depends on its location in the sentence. We thus used 
sentences to test the transcription rules, i.e. the transition between words are taken 
into account in the evaluation. We implemented our transcription algorithm in Matlab. 
As mentioned earlier, an executable version of the code is freely available for 
research purposes upon request. The output of the program includes:  

• Phonemic dictionary of the entire text given in Arpabet. 
• Phonetic dictionary represented according to the encoding proposed in 

section 3.5. 
• Syllables transcription including syllable types. 

The automatically-generated results with the three test corpora (cf. section 5) were 
validated manually. We checked the results at four levels: phoneme, allophone, 
syllable, and word. Table 4 shows the achieved accuracy at each level. 

Table 4. Test results 

Test corpora Bobzin corpus Corpus from Nahj 
al-Balagha 

Surat al-
Baqarah 
corpus 

Phoneme accuracy (%) 99.99 100 100 

Allophone accuracy (%) 99.99 100 100 

Syllable accuracy (%) 99.97 100 100 
Word accuracy (%) 99.93 100 100 
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We obtained only one single error with the word “ تَّاكسِيال ” (the taxi), where the long 
vowel Alif “ا” was deleted in the transcription. Obtaining an error in this word is 
expected as it is a non-Arabic word. 

We could not compare our results with [6] because Al-ghamdi cited only 
handmade examples to test the rules. El-Imam in [2] tested the transcription rules only 
with words. He used two corpora for testing. The first one consists of 6000 
frequently-used words in Arabic, while the second one contains 4000 popular Arabic 
names. His datasets are, however, not available for direct use. 

7 Conclusion 
We tackled the problem of rule-based automatic phonetization of Arabic text. Our 
method was tested on three corpora representing rich phonetical information and 
containing together more than 14400 words. The results show that the proposed 
method yields an accuracy of 100% at four levels: phoneme, allophone, syllable, and 
word. Complete sentences were used in the evaluation so that transition between 
words are considered. We generated pronunciation dictionaries from these corpora 
automatically and validated the correctness of the results manually. They are available 
for research purposes along with the software package upon request. A profound 
discussion of rule-based Arabic phonetization was presented and several extensions 
and improvements to the state-of-the-art were proposed. As future work, we consider 
the automatic processing of the acronyms, abbreviations, special symbols, proper 
names, and words with irregular spelling. In addition, more research is required to 
develop appropriate rules for transcription of Arabic numbers. 
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Abstract. This paper describes Knowledge-Based and Data-Driven
approaches we have followed for generic Textual Georeferencing of
Informal Documents. Textual Georeferencing consists in assigning a
set of geographical coordinates to formal (news, reports,..) or informal
(blogs, social networks, chats, tagsets,...) texts and documents. The sys-
tem presented in this paper has been designed to deal with informal
documents from social sites. The paper describes four Georeferencing
approaches, experiments, and results at the MediaEval 2014 Placing Task
(ME2014PT) evaluation, and posterior experiments. The task consisted
of predicting the most probable geographical coordinates of Flickr images
and videos using its visual, audio and metadata associated features. Our
approaches used only Flickr users textual metadata annotations and
tagsets. The four approaches used for this task were: 1) a Geograph-
ical Knowledge-Based (GeoKB) approach that uses Toponym Disam-
biguation heuristics, 2) the Hiemstra Language Model (HLM), TFIDF
and BM25 Information Retrieval (IR) approaches with Re-Ranking, 3)
a combination of the GeoKB and the IR models with Re-Ranking (Geo-
Fusion), 4) a combination of the GeoFusion with a HLM model derived
from the English Wikipedia georeferenced pages. The HLM approach
with Re-Ranking showed the best performance in accuracy within a
margin of distance errors ranging from 10m to 1km. The GeoFusion
approaches achieved the best results in accuracies from 10km to 5,000km.
Both approaches achieved state-of-the-art results at ME2014PT evalu-
ation and posterior experiments, including the best results for distance
accuracies of 1000km and 5,000km in the task where only the official
training dataset can be used to predict the coordinates.

Keywords: Textual Georeferencing · Toponym disambiguation ·
Language models · Information retrieval · Geographical gazetteers

1 Introduction

There is an increasing amount of user generated content in social platforms on
the web like social networks, blogs and multimedia sharing platforms. Currently
some platforms allow users to georeference (geotag) their content automatically

c© Springer International Publishing Switzerland 2015
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(GPS-enabled cameras) or manually, but most of the textual and media con-
tent is not georeferenced by the users. In some applications it is important to
know exactly, or at least predict with some confidence, geographical information
related to these texts such as: the user location or the place where the content
refers to. This paper describes Knowledge-Based and Data-Driven approaches for
generic Textual Georeferencing prediction of Informal Texts. The experiments
presented in this paper are focused on Flickr photos and videos geo-location
prediction. The evaluation of these experiments is presented in the context of
the Media Eval 2014 Placing task evaluation and posterior experiments over the
same test set in order to improve our results. The MediaEval Placing Task is a
multi-modal georeferencing challenge to evaluate algorithms that can predict the
location coordinates of randomly selected photos and videos from Flickr [1]. The
Placing Task challenge has been organized in five editions: in the 2010, 2011,
2012, 2013, and 2014 [2]. The algorithms can use visual, audio and metadata
associated features to predict. Our approaches used only Flickr users textual
metadata annotations and tagsets. We used four approaches for this task: 1) a
Geographical Knowledge-Based (GeoKB) approach that uses Toponym Disam-
biguation heuristics, 2) the IR models TF-IDF, BM25 and the Hiemstra Lan-
guage Model (HLM) trained with georeferenced data and posterior Re-Ranking,
3) a combination of the GeoKB top-performance heuristics and the IR models
(GeoFusion), and 4) a combination of the GeoFusion with a HLM model derived
from the English Wikipedia georeferenced pages.

2 Related Work

Many approaches for Textual Georeferencing of user generated content (anno-
tations, tagsets,..) have been presented in last years [3], [4], [5], and [6]. [3]
used a language model based on the tags provided by the users to predict the
location of Flickr images. In addition, they used several smoothing strategies:
1) spatial neighbourhood for tags, 2) cell relevance probabilities, 3) toponym-
based smoothing, and 4) spatial ambiguity-aware smoothing. [4] uses a Natu-
ral Language Processing (NLP) approach with geographical knowledge filter-
ing: they use Google translate, OpenNLP1, Wikipedia2 and Geonames3 with
the use of population and higher-level categories salience. [5] uses an approach
based on applying a geographical Named Entity Recognizer (Geo-NER) that
uses Wikipedia and Geonames on the textual annotations. [6] presented a com-
plex system that uses clustering (k-medoids, grid-based, and mean shift), feature
selection, and language modeling algorithms to predict geographic coordinates
of Flickr photos by using users tags. [7] [8] [9] [10] [11] presented text metadata
based approaches at MediaEval 20144. [7] [8] used probabilistic place modeling

1 http://www.opennlp.com
2 http://www.wikipedia.org
3 http://www.geonames.org
4 [8] and [9] approaches included also visual features-based approaches in some

experiments.

http://www.opennlp.com
http://www.wikipedia.org
http://www.geonames.org
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and rectangular cells of size 0.01 of latitude and longitude degree as baseline. [7]
used also machine tag and user modeling in some runs. [8] used some extensions
that include: 1) similarity search, 2) internal grid with finer cells, and 3) spatial
tag entrophy. On the other hand, [9] and [10] used document retrieval models.
[9] used the BM25 and TF-IDF retrieval models (implemented by Lucene5) with
stemming and stopwords filtering. [10] uses a language model-based document
retrieval model in combination with a spatial-aware tag weighting schema and
collection geo-correlation to predict test items without tags by modeling users
collections. Finally, [11] presented two text-based approaches: spatial variance
and graphical model framework.

We used a point-based approach (modelling individual coordinates) instead
of grid-based approaches (modelling spatial regions) used in [3], [6], [8], and [7]. A
main difference from the text and gazetteer based approaches systems of [4] and
[5] with respect to our system is that we do not use Named Entity Recognizers
and NLP processors.

3 Geographical Knowledge-Based Heuristics for
Georeferencing

This approach has two phases: 1) Place Names Recognition and 2) Geograph-
ical Focus Detection. The Place Names Recognition phase uses the Geonames
gazetteer for detecting the place names in the textual annotations and tagsets. The
Geonames gazetteer currently contains over ten million geographical names and
consists of 9 million unique features classified with a set 645 different geographical
feature types6. We decided not to use a Named Entity Recognition and Classifier
(NERC) for several reasons: i) multilingual annotations complicate the use of NLP
processes such as Part-of-Speech tagging, and NERC, ii) informal documents are
not suitable for most NERC systems trained in news corpora. iii) some NERC
systems are not performing much better than geographical Names Recognition
from gazzetteer lookup [12]. The Geonames gazetteer allows us to deal with the
issues of recognizing place names in social annotations such as: multilinguality of
toponyms, acronyms, lowercased place names, and word joined place names (e.g.
riodejaneiro). We use the following information from each Geonames toponym
entry: 1) toponym name itself, 2) country, state, and continent of the toponym,
3) feature type, 4) coordinates, and 5) population. The Place Names Disambigua-
tion phase tries to handle the geo/non-geo ambiguity of toponyms due to the huge
number of non-geographical words that could be recognized as a toponym (e.g.
aurora (noun), aurora (city)) because of the usually lowercased toponym men-
tions in informal documents. This phase uses stopwords lists in several languages7

5 http://lucene.apache.org
6 The Geonames version we used at ME2014PT and posterior experiments was down-

loaded in 2011
7 http://search.cpan.org/dist/Lingua-StopWords. Includes stopwords for Danish,

Dutch, English, Finnish, French, German, Hungarian, Italian, Norwegian,
Portuguese, Spanish, Swedish, and Russian.

http://lucene.apache.org 
http://search.cpan.org/dist/Lingua-StopWords
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(including English) and an English Dictionary obtained from the NLP tool Freel-
ing8 to filter out non-geographical words that could be erroneously tagged as place
names. These resources had proven to be useful in previous research in Flickr
metadata geolocation with the MediaEval 2010 Placing Task dataset [13].

The Geographical Focus Detection phase uses some Toponym Disambigua-
tion heuristics [14] [15] to compute a prediction of the geographical focus of the
user generated content. The “one reference per discourse” hypothesis applied to
Toponym Disambiguation is assumed: one geographical place/coordinates per
photo/video metadata. If there are no detected place names in the textual anno-
tations the georeference prediction can remain unresolved or assigned the most
photographied place in the world. Once detected all possible co-referents of all
the place names detected by Place Names Recognition phase the following heuris-
tics can be applied in the following order of priority: 1) Geographical Knowledge
heuristics based on common-sense, 2) Population Heuristics. The Geographical
Knowledge heuristics based on common-sense are similar to the Toponym Dis-
ambiguation algorithm applied by [15] to plot on a map locations mentioned in
automatically transcribed news broadcasts. In our system the geo-class ambi-
guity between country names and city names (e.g. Brasil (city in Colombia)
versus Brasil (country)) is resolved giving priority to the country names, and
the geo-class ambiguity between state names and city names is resolved giving
priority to city names. From the set of different places appearing in the text the
following Toponym Disambiguation heuristics are applied in priority order to
select the scope (focus) of the text: H1) select the most populated place that is
not a state, country or continent and has its state appearing in the text9, H2)
select the most populated place that is not a state, country or continent and
has its country apearing in the text, H3) otherwise select the most populated
state that has its country apearing in the text. The population heuristics dis-
ambiguate between all the possible places using population information of the
detected toponyms. The following rules are applied: P1) if a place exists select
the most populated place that is not a country, state (administrative division
type one) or a continent, P2) otherwise if a state exists, select the most popu-
lated one, P3) otherwise select the most populated country, P4) otherwise select
the most populated continent. Finally once computed the toponym scope of the
text, the coordinates of this toponym in the Geonames are selected as the final
predicted coordinates.

4 Information Retrieval with Re-ranking for
Georeferencing

Given an informal text to georeference, this approach treats this text as a an IR
query and uses existing state-of-the-art IR models to retrieve a set of weighted
8 http://nlp.lsi.upc.edu/freeling/
9 An improvement with respect to our results at Media Eval 2014 Placing Task is

that toponyms which have a class ambiguity of city/state or city/country do have
to appear at least twice in the text to be selected by the heuristics.

http://nlp.lsi.upc.edu/freeling/
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coordinates relevant to the query and re-rank them with a geographical distance
function. The IR models used are the TF-IDF, BM25 and Hiemstra Language
Model (HLM) [16]. For each unique coordinates in the training corpus a doc-
ument was created with all the textual metadata fields (title, description and
user tags) content of all the photos/videos that pertain to this coordinates pair.
The Terrier10 IR software (version 4.0) was used for this process with its default
settings for each IR model used11. The indexing process uses the default Terrier
stopwords list to filter out irrelevant tokens to be indexed. A Re-Ranking process
is applied after the IR process. For each query their first 1,000 retrieved docu-
ments (coordinates pairs in this case) from the IR software are used. From them
we selected the subset of coordinates pairs with a score equal or greater than
the two-thirds (threshold 66.66%)12 of the top-ranked coordinates pair. Then
for each geographical coordinates pair of the subset we sum its associated score
(provided by the IR software) and the score of their neighbours in the subset at
a threshold distance (e.g. 100km) below their Haversine distance. Then we select
the one with the maximum weighted sum as the final predicted coordinates pair.

5 GeoFusion: Knowledge-Based and Data-Driven
Georeferencing

In this approach the GeoKB system uses the predictions that come only from
the heuristics H1, H2 and H3. When the GeoKB heuristics (applied in priority
order: H1, H2, and H3) do not match then the predictions are selected from the
IR approach with Re-Ranking. This approach has a variant that uses a set of
857,574 Wikipedia georeferenced pages13 as a training set to predict when the
Re-Ranking based on the training data gives an score lower than a threshold
(7.0 in this case)14. The coordinates of the top ranked georeferenced Wikipedia
page after the IR process are used as a prediction.

6 Evaluation

The MediaEval 2014 Placing Task (ME2014PT) requires that participants use
systems that automatically assign geographical coordinates (latitude and longi-
tude) to Flickr photos and videos using one or more of the following data: Flickr
metadata, visual content, audio content, and social information (see [2] for more
details about this evaluation). Evaluation of results is done by calculating the
distance from the actual point (assigned by a Flickr user) to the predicted point

10 http://terrier.org
11 The HLM was used with λ = 0.15 and the BM25 was used with k1 = 1.2d, k3 = 8,

and b = 0.75d
12 This threshold has been chosen after tuning with the Media Eval 2011 dataset.
13 http://de.wikipedia.org/wiki/Wikipedia:WikiProjekt Georeferenzierung/

Hauptseite/Wikipedia-World/en
14 This threshold was found empirically training with the MediaEval 2011 test set.

http://terrier.org
http://de.wikipedia.org/wiki/Wikipedia:WikiProjekt_Georeferenzierung/Hauptseite/Wikipedia-World/en
http://de.wikipedia.org/wiki/Wikipedia:WikiProjekt_Georeferenzierung/Hauptseite/Wikipedia-World/en
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(assigned by a participant). Runs are evaluated finding how many videos were
placed at least within some threshold margin of error distances (10m, 100m,
1km, 10km, 100km, 1000km, and 5000km). The ME2014PT training data con-
sists of 5,000,000 geotagged photos and 25,000 geotagged videos, and the test
data consists of 500,000 photos and 10,000 videos. This data has been extracted
from the YFCC100M15 dataset (Yahoo Flickr Creative Commons 100M). This
resource has 99.3 million images and 0.7 million videos.

Our approaches were tested with two corpora for training: the ME2014 Train-
ing dataset and the YFCC100M geotagged dataset (47,959,829 geotagged items)
with items that are not contained in the test set. From the ME2014PT training
and the YFCC100M geotagged datasets we extracted all the unique coordinates
with associated text: about 2,741,717 and 11,382,289 coordinates respectively.
We did two sets of experiments:

1. Official experiments with the ME2014PT dataset and posterior experiments
with gazetteer use (see the results in Table 1). Our official run1 at the bench-
mark was done with the HLM model and a distance threshold of 100km for
Re-Ranking and it achieved the best official results in accuracies at high
distances (1,000km and 5,000km). It is worth noting that in the benchmark
there is not a system performing well in all distances.

Table 1. Results of Run1 at ME2014PT (use provided training dataset only) and
posterior experiments (without and with gazetteers used).

15 http://www.yli-corpus.org/

http://www.yli-corpus.org/
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2. Official experiments with the use of external data and gazetters allowed
and posterior experiments with the YFCC100M geotagged dataset (see the
results and details of these experiments in Table 2). In these experiments
our official results were not so good and achieved only the median (of all
participants) in distances higher than 10km. In this case the CEALIST and
USEMP [7] systems16 got the best results.

Table 2. Overall official best results at ME2014 runs (anything allowed except crawling
the exact items of the test set) and posterior experiments (training with YFCC100M
geotagged).

7 Conclusions

This paper presents four approaches for Georeferencing of informal user gener-
ated textual content that were used at MediaEval 2014 Placing Task (ME2014PT)
and posterior experiments. The GeoFusion approaches achieved the best results in
the experiments at ranges from 10 km to 5,000 km with the ME2014PT Training
dataset, clearly outperforming our other approaches. The GeoFusion approaches
achieved the best results at these evaluation ranges because this approach com-
bines high precision rules based on Toponym Disambiguation heuristics and pre-
dictions that come from an IR model when these rules are not activated. When
these rules are activated (144,074 cases of 510,000), they achieve accuracy percent-
ages of 87.37% (125,878 of 144,074 items) predicting up to 100 km. By contrast,
the HLM IR model trained with the ME2014PT training set with Re-Ranking
achieved a 78.34% of accuracy at 100 km when evaluated over this subset (144,074
cases). The HLM approach with Re-Ranking obtained the best results in distance
16 In these official experiments CEALIST and USEMP [7] systems were trained with

the YFCC100M geotagged dataset.



Knowledge-Based and Data-Driven Approaches for Georeferencing 459

ranges from 10m to 1 km because it captures non-geographical highly descriptive
and unique keywords and place names appearing in the geographical coordinates’
associated metadata that are not present in the gazetteer. The approach that
uses the English Wikipedia georeferenced pages to handle difficult cases does not
generally offer better performance than the original GeoFusion approach. On the
other hand, the GeoFusion approaches trained with the YFCC100M only improve
slightly the IR models in accuracy ranges from 1,000 km to 5,000 km. The results
with the YFCC100M geotagged dataset as a training data lead to the following
conclusions: 1) with YFCC100M data the accuracy of the Data-Driven approach
outperforms the GeoKB approach, 2) although the YFCC100M geotagged dataset
used in this study had filtered out the items appearing in the test set, some users
with items in the test set could have also items in the train set, and this fact could
lead the IR model to have a gain by modeling user’s particular way of tagging [1].
In comparison with the results of the other participants, our IR with Re-Ranking
and GeoFusion approaches achieved state-of-the-art results at ME2014PT evalua-
tion. The HLM with Re-Ranking approach obtained the best results for accuracies
at distances of 1,000 km and 5,000 km in the task where only the official training
data can be used to predict. In posterior experiments using the YFCC100M geo-
tagged dataset the IR with Re-Ranking and GeoFusion approaches outperformed
the best results for accuracies from 10m to 100m with accuracy percentages of
20.63% and 26.64%. Further work should be done to assess the effects of filtering
out all those users of the training set (YFCC100M) that have items that appear
also in the test set.
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Abstract. The article describes a method focused on the automatic anal-
ysis of large collections of short Internet textual documents, freely written
in various natural languages and represented as sparse vectors, to reveal
whatmulti-wordphrases are relevant in relation to a givenbasic categoriza-
tion. In addition, the revealed phrases serve for discovering additional dif-
ferent predominant topics, which are not explicitly expressed by the basic
categories. The main idea is to look for n-grams where an n-gram is a collo-
cation of n consecutive words. This leads to the problem of relevant feature
selection where a feature is an n-gram that provides more information than
an individual word. The feature selection is carried out by entropy mini-
mization which returns a set of combined relevant n-grams and can be used
for creating rules, decision trees, or information retrieval. The results are
demonstrated forEnglish,German,Spanish, andRussiancustomer reviews
of hotel services publicly available on theweb.Themost informative output
was given by 3-grams.

Keywords: Natural language · N-gram · Phrase · Relevant feature ·
Machine learning · Entropy · Rule generation · Sentiment analysis

1 Introduction

One of the important tasks is looking for relevant information and its gener-
alization (knowledge) hidden in large data collections. Today, many books and
articles deal with this problem because of the everyday persistent accumulation
of data, not excluding textual one. Analyzing textual data written in natural
languages constitutes a demanding, not easy task [4,8]. This research branch is
also very attractive from the application point of view – could a machine help
semantically analyze such documents similarly as human beings do? The main
problem is that due to the extremely large volumes of textual data, humans
cannot do it within a reasonable time period.

The following sections present a possible approach to mining knowledge,
represented as informatively significant word triplets, 3-grams, from freely on-
line written reviews coming from customers of hotel services. The mined triplets
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can be used for various purposes, starting from using them as three keywords
for plain information retrieval up to discovering various hidden topics waiting in
the data for their discovery.

2 Data and Its Preprocessing

In this research work, the data coming from publicly accessible Internet resources
was used. Here, the textual data are reviews written by customers of hotel
services, for example, on the web pages of booking.com, which helps find an
accommodation for travelling people almost in every country [1]. The reviews
are written on-line, after using the service, in different natural languages with
no specific structure. The object of this research work was to find a method that
would automatically reveal understandable multi-word phrases relevant for for-
mulating a positive or negative opinion. In addition, those phrases were expected
to express the reasons of the either positive or negative meaning in more detail
– they are called here as predominant topics.

Unlike some previous investigations, published for example in [2,9,10], where
the authors searched for significant individual words (1-grams), this work aimed
at finding typical 2-, 3-, and 4-grams. From this point of view, it was necessary to
eliminate meaningless (or too common) words, numerically represent the remain-
ing words using their frequency, and then generate n-grams that would create pos-
sible relevant phrases. Due to the very low share of the individual words of a review
with the common review dictionary (of the order from 10−2 to 10−3, depending on
a specific language), vectors, which represented the reviews, were very sparse. The
consequence of this fact was that many very short reviews had to be eliminated.
For the given n’s, one-word reviews could not create n-grams for n ≥ 2, and so like.
With the increasing n, the number of usable reviews rapidly decreased. Eventu-
ally, only 2- and 3-grams were investigated; for n ≥ 4, the set of reviews was too
small and the resulting set of relevant n-grams was empty because any possible
4-gram played no role in assigning either positive or negative class. After the eval-
uation of experimental results, 3-grams were the most semantically contributive,
therefore the rest of this article focuses on 3-grams.

To eliminate meaningless words, a very simple procedure was used: all words
having only one or two characters (articles, prepositions) were removed, except
some important ones like “no” (to avoid loss of phrases as “no good service”).
Such an elimination would need a more careful method; it depends also on a
processed language and the authors decided to avoid too demanding and time-
consuming steps. A negative consequence of the elimination of those short words
was additional shortening of reviews, thus even more of them could not be used
for generating 2-, 3-, and more-grams.

On the other hand, a lot of meaningless separated n-grams like “the hotel
in” or “was a table” disappeared, thus keeping the semantically more contribu-
tive rest. The remaining words were represented numerically using the popular
method known as tf-idf, or term frequency times ?inverse document frequency,
which is a numerical statistic that is intended to reflect how important a word
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is to a textual document in a collection and plays a role of a weighting factor
[6]. All the reviews were modeled as bag of words [7]. A “word” was not a single
word, it was a couple (2-grams) or triplet (3-grams) composed of two or three
neighboring words, which created a kind of artificial multi-words, for example, a
word triplet “threeneighboringwords”. The candidates for relevant n-grams were
generated automatically. Taking 3-grams as an example, for each review grad-
ually word1word2word3, word2word3word4, ..., wordj−2wordj−1wordj , until
wordm−2wordm−1wordm, where m ≥ 3 was the number of words in a given
review (3 ≤ j ≤ m). Similarly to bag of words, this representation can be called
as bag of n-grams and a certain advantage here is that it keeps the original order
of words to a degree given by n, losing less information than in the known case
of individual words. The experiments used reviews written in four “big” lan-
guages to have enough data: English, German, Spanish, and Russian. For each
language, 100,000 individual opinions were randomly selected from the whole
collection of corresponding reviews. Due to the vector sparsity, lower number of
selected samples gave worse or even no results for 3-grams because there were
many reviews having only one or two words and the low number of remaining
reviews could not provide reliable necessary probabilities.

After preparing the data for 3-grams, many reviews had to be eliminated as
explained above. The relatively high number of words in the dictionaries of each
tested language was mainly caused by typing errors – consequently, a word could
have several incorrect variants; for example, accommodation, accomodation, acom-
modation, acmodation, acomodation, and so like. In addition, namely in negative
reviews, the review writers often used interjections like aaaargh, aaaaaaaaaaargh,
nooo, nooooo, and so on, or word forms typical for the web environment like 4you,
you2, u r (for you, you too, you are). It was also one of the several main reasons
why the vectors were so sparse because even if a certain interjection was often used,
the form was not always identical and just one “a” more in “aaargh/aaaargh”
could generate a new word. Sometimes, a review was written in two languages, for
instance, in Polish and English, and assigned to the English group of reviews. On
the other hand, the frequency of such original words was not high and those terms
were never included as part of a relevant n-gram; they just acted like noise, how-
ever, decreasing the accuracy. In any case, it would be useful to filter the data bet-
ter to get rid of such kind of noise but because of lack of time, such non-trivial filter-
ing was not applied – it would need to develop specific tools. The following Table 1

Table 1. The number of remaining reviews from the original randomly selected 100,000
ones and their unique word number in dictionaries for each tested language after the
preprocessing phase.

language number of reviews dictionary size

English 67,621 19,952
German 48,515 16,197
Spanish 50,592 16,909
Russian 83,344 37,870
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briefly summarizes the basic data characteristics. Note that a “word” in the dic-
tionary is in actual fact a 3-gram. Due to the limited space, illustrative examples
of the reviews cannot be demonstrated here, however, quite typical instances can
be seen using [1], which was the source of the investigated textual data.

3 Searching for N-grams

An n-gram played a role as a feature from the negative or positive class assign-
ment point of view. A certain combination of features lead to the appropriate
labeling of a review. The question was “Which features (or their combinations)
were relevant for positive and which for negative labeling?” There are several
methods of selecting significant features, see for example [3]. In this research
work, the method inspired by [5] based on Quinlan’s minimization of entropy
(increased information gain) was employed.

The main idea is that a heterogenous set containing instances belonging
to various classes can be divided into homogenous (“pure”) subsets containing
instances only from one class. For a given random variable X, the entropy H(X)
of a quite homogenous set is zero, H(X) = 0. If a set contains, for example,
instances of two classes 50:50, its entropy is maximal, H(X) = 1. The entropy
minimization method supposes that all features are mutually independent.

Using a proper feature, a set with a certain entropy value can be divided
between subsets having the average entropy lower than their origin. This proce-
dure can be repeated recursively (always again for each feature) until no entropy
reduction is possible. The result may be expressed as a hierarchical graph – a
tree, usually called a decision tree. In its root, all instances are mixed, while the
branches lead to leaves that represent subsets having zero or low entropy. Every
tree node represents a question to a feature; each branch represents a rule.

The entropy is computed using the a posteriori probability, p(xi), of select-
ing randomly an instance xi, which depends on the frequencies of instances in
different classes contained in a set, where a feature numerical representation
xi ∈ R. In the following Equation 1, p(xi) is the probability that a certain
class member, xi, can be randomly selected. If a set is quite homogeneous, only
members of one class can be selected, thus their probability p(xi) = 1 and prob-
abilities of members of other classes are zero – and vice versa (this situation is
called no surprise, see [5]). Because of the generalization, usually at least two
class members are requested in a tree leaf. The entropy is computed using the
following formula:

H(X) = −
∑

i

p(xi) · log2 p(xi) . (1)

When p(xi) = 0, then, according to the L’Hôpital’s rule, the indefinite expression
0 · −∞ = 0.

Typically, such a tree or rule does not include all features – only those which
reduce the entropy from the labeling (classification) point of view. Each feature is
tested on every tree level and one of the results is a set of relevant features. Thus,
the entropy minimization method was applied to the investigated data with the
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goal to select those n-grams that were relevant to the review membership of
either positive or negative class. The classification accuracy, measured using
disjunctive testing sets containing randomly selected 50,000 reviews, was from
86.3% (English) to 74.6% (Russian).

Naturally, the n-grams having a higher frequency in a class play the decisive
role but it is necessary to have in mind the fact that the same n-gram may be
included in all classes; for example, the 3-gram “was not good” can be part of
“I must say the accommodation was not good” (the negative class) as well as “I
cannot say the accommodation was not good” (the positive class). Therefore, the
combinations of n-grams (that is, features) are important – and tree branches
can provide them.

To reveal as understandable knowledge as possible, the tree branches were
converted into rules where a rule antecedent was represented by an n-gram and
consequent by the associated positive or negative class according to the corre-
sponding combination of n-grams on the left side of the rule. A generated rule
example (for an English review):

IF hotel good location > 0 AND no hot water = 0 THEN class = positive,

which simply means that a hotel with a good location and hot water is classified
positively, providing two relevant 3-grams for the positive class. The tf-idf values
were mostly tested against zero, only very rarely against other numbers – this
suggests a prevailing binary problem. The reason was that the vectors were
very sparse, therefore even a low n-gram frequency played an important role.
Additional experiments based on the binary or frequency word-representation
provided the same results.

4 Overview of Results and Discussion

The results of looking for relevant n-grams (here, 3-grams) can be demonstrated
with the three-word phrases for each of the four investigated languages. Each
language gave tens relevant 3-grams from thousands possible (see also Table 1
above). Because of the limited space, the following tables Table 2, 3, 4, and 5
show only the first 10 most important 3-grams based on the highest rule lifts
(a measure of the performance of a targeting model at predicting or classifying
cases giving an enhanced response – with respect to all data samples – mea-
sured against a random choice targeting model). Looking at the n-grams, it is
also possible to see the revealed sub-topics that play the most significant role.
Somehow surprisingly, the generated rules often provided a kind of “negative”
(complementary) knowledge, for example:

IF very good breakfast = 0 AND owners very friendly = 0
AND room very good = 0 THEN class = negative.

This means that if the positive features are not available, the service is negative
– it is a kind of a set complement. To make this fact (actually obvious positive
n-grams pointing to the negative class) visible in Table 2, 3, 4, and 5, as well as
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Table 2. The first ten English positive and negative 3-grams.

English positive English negative

good value money could hear everything
hotel very clean bed very hard
breakfast very good no hot water
staff very nice not very clean
very good value very noisy night
close train station no free internet
very good location bit too small
within walking distance not very good
very nice hotel not good value
great value money (not) very good breakfast

Table 3. The first ten Spanish positive and negative 3-grams.

Spanish positive / translation Spanish negative / translation

trato personal excelente / excellent per-
sonal service

desayuno bastante pobre / rather poor
breakfast

hotel bien situado / well located hotel no dispone ascensor / no lift available
no lejos centro / not far from center poca variedad desayuno / small breakfast

choice
personal amable habitacin / friendly room
staff

habitación demasiado pequeña / room too
small

excelente relación calidad / excellent value no cambiaron toallas / towels were
unchanged

personal recepción amable / reception staff
friendly

no pudimos dormir /we could not sleep

aire acondicionado / air-conditioning no agua caliente / no hot water
(not) habitación daba patio / (no) court-
yard overlook

no servicio habitaciones / no room service

buena relación calidad / good value no wi fi / no wi-fi
personal hotel encantador / lovely hotel
staff

falta aire acondicionado / missing air-
conditioner

distinguish it from the real, original negations “not/no”, the tables demonstrate
it using an added term “(not)”, which in this case was not part of the original
3-grams. From an unknown reason, especially the German reviews generated
often such a complement. In the complementary cases, the result included one
very large rule containing many negated conditions on its left side followed by
short rules having only one to several left-side conditions.

Analyzing the rules, it came to light that the hotel service users shared the
same opinions in relation to the service quality regardless of the used language.
The work [9] demonstrates the same finding for individual words, 1-grams; how-
ever, the n-grams for n > 1 are evidently more expressive as the tables show.
A small fraction of those automatically revealed 3-grams was not very useful,
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Table 4. The first ten German positive and negative 3-grams.

German positive / translation German negative / translation

freundliches hilfsbereites personal /
friendly helpful staff

zimmer extrem kleine / extremely small
room

(not) stark befahrenen strasse / (not)
bussy street

fenster nicht öffnen / unopenable window

(not) keine klimaanlage zimmer / air-
conditioned rooms

rezeption nicht besetzt / no one in recep-
tion

personal beim frühstück / staff at break-
fast

frühstück nicht gut / breakfast not good

(not) zimmer bad klein / (not) small bath-
room

kein warmes wasser / no hot watter

vier sterne hotel / four-star hotel hotel schwer finden / difficult to find hotel
(not) nicht wirklich sauber / really clean zimmer strasse laut / room at noisy street
(not) frühstück nicht gut / good breakfast zimmer klein bad / with small bathroom
(not) keine minibar zimmer / rooms with
minibars

zimmer recht klein / room quite smalli

(not) kein kühlschrank zimmer / rooms
with fridges

kein wi-fi lan / no wi-fi network

Table 5. The first ten Russian positive and negative 3-grams.

for example, “not too much”, “gare du nord”, or “made us feel” because even if
they included three words, the information context was lost anyway. When try-
ing to mine 4- and more-grams, no results were achieved because the reviews did
not share such relatively too long phrases, therefore no generalization could be
made. In addition, sometimes several 3-grams contained the same three words,
only their order was different. For instance, “very well located” (encoded as
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terms “verywelllocated”) and “located very well” (“locatedverywell”). To avoid
it, the data preprocessing phase should be extended.

The main goal was to automatically discover significant positive and nega-
tive review subsets represented by word triplets, which is illustrated in the tables
Table 2, 3, 4, and 5. On the other hand, except the discovery what are seman-
tically the most relevant features, the 3-grams could be also applied well to an
information retrieval that might be interesting for the service provider.

One of the typical simple actions is employing key-words for searching for
textual documents in databases or using a web browser for finding interesting
documents. When no manually created lists of key-words are available and the
number of training documents is very high, an automatic generator can be useful.
For instance, in the case of the hotel service provider, n-grams obtained from
customers’ feedback – via generating classification rules and using those ones
having higher lift – may be applied to looking for all reviews containing such
words connected by the logical conjunction AND, thus retrieving information rel-
evant to improving the service, and so like. As a side test of the obtained results,
this simple review-retrieving task based on applying the keywords provided by 3-
grams was tried. The accuracy of correctly retrieved reviews (containing a given
3-gram) was between 91-93%, considering the positive and negative classes. The
retrieval error (7-9%) was caused by the fact that not always three neighboring
words were enough – a larger context should be necessary to reach better results.

5 Conclusion

A possible automatized method of generating relevant phrases is described.
Based on data/text mining procedures that benefit from tried and tested machine
learning algorithms, the presented work shows how a tree/rule generator can be
applied to finding 3-grams. Such n-gram based phrases are interesting and signif-
icant as the information applied to solving corresponding concrete tasks related
to textual documents that have no specific structure and are written in natural
languages.

The results showed that more effort should have been devoted to the data
preparation phase, namely to considering various word orders as well as filtering
common words bringing no specific information. Such a task is, however, depen-
dent on a particular language and would need a specific approach – primarily
for different groups of languages because some of them (for example, Russian)
have more free word order than others (for instance, English); and it is the word
order which plays an important role in the procedure described in the sections
above. From the semantic point of view, an n-gram based phrase can be also used
for discovering more particularised topics like breakfast, quiet accommodation,
cleaning, staff helpfulness, Internet connection, air condition, transport, and so
like. In such a case, the original base classification (good/bad) may be replaced
with new classes revealed using the above described process, thus giving more
information hidden in the large data collections.
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Abstract. This paper investigates the suitability of state-of-the-art nat-
ural language processing (NLP) tools for parsing the spoken language of
second language learners of English. The task of parsing spoken learner-
language is important to the domains of automated language assessment
(ALA) and computer-assisted language learning (CALL). Due to the
non-canonical nature of spoken language (containing filled pauses, non-
standard grammatical variations, hesitations and other disfluencies) and
compounded by a lack of available training data, spoken language parsing
has been a challenge for standard NLP tools. Recently the Redshift parser
(Honnibal et al. In: Proceedings of CoNLL (2013)) has been shown to be
successful in identifying grammatical relations and certain disfluencies in
native speaker spoken language, returning unlabelled dependency accu-
racy of 90.5% and a disfluency F-measure of 84.1% (Honnibal & Johnson:
TACL 2, 131-142 (2014)). We investigate how this parser handles spo-
ken data from learners of English at various proficiency levels. Firstly,
we find that Redshift’s parsing accuracy on non-native speech data is
comparable to Honnibal & Johnson’s results, with 91.1% of dependency
relations correctly identified. However, disfluency detection is markedly
down, with an F-measure of just 47.8%. We attempt to explain why this
should be, and investigate the effect of proficiency level on parsing accu-
racy. We relate our findings to the use of NLP technology for CALL and
ALA applications.

Keywords: Spoken language · Learner english · Learner proficiency ·
Disfluency detection · Dependency parsing

1 Introduction

Most natural language processing (NLP) experiments are carried out with tools
trained on (mainly written) native speaker data. Two corpora in particular, Brown
and the Wall Street Journal, have been widely used for the evaluation of NLP
technology [24], with the WSJ being near-ubiquitous in parser testing [5,19].

There have been various efforts to extend the range of domains on which NLP
tools are trained and evaluated, including, for example, biomedical literature
c© Springer International Publishing Switzerland 2015
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[21,28], Twitter posts [12,17], and spoken language [8,16]. Each new domain
presents its own challenges in terms of NLP: spoken language, for instance,
differs from canonical written data in multiple ways [2,3,9]. Disfluencies are an
especially characteristic feature of speech, and have been the object of interest
for several NLP studies, as their presence is disruptive to parsing, with knock-on
effects for any applications that follow.

The convention set by Shriberg [29], and applied to a portion of the Switch-
board Corpus (SWB; [14]), is to differentiate between filled pauses (FP), the
‘reparandum’ (RM), ‘interregnum’ (IM) and repair (RP) in disfluent sections of
text. This annotation scheme is exemplified in Figure 1.

A flight to um︸︷︷︸
FP

Berlin︸ ︷︷ ︸
RM

I mean︸ ︷︷ ︸
IM

Munich︸ ︷︷ ︸
RP

on Tuesday

Fig. 1. Disfluency example, annotated in the Switchboard Corpus style.

The goal then of automated disfluency detection is to identify FPs, RMs and
IMs – i.e. here ‘um Berlin I mean’ – so that the resultant string is under-
stood to actually be ‘A flight to Munich on Tuesday’. Several recent papers
have reported various approaches achieving upwards of four-in-five accuracy in
this task [16,26,27]. For instance, Honnibal & Johnson (H&J) report how well
an incremental dependency parsing model, ‘Redshift’ [15], was able to identify
dependency relations and speech repairs in hand-annotated sections of SWB,
with an unlabelled attachment score (UAS)1 of 90.5% and 84% F-measure for
disfluency detection [16].

All previous efforts in disfluency detection have targeted the transcribed
speech of native speakers of English. We apply the Redshift parser to non-native
speaker (or, ‘learner’) English, transcribed from business English oral examina-
tions. The texts come from learners of different proficiency levels: we asked firstly
whether Redshift would be able to handle non-native speaker data as accurately
as that of native speakers, and secondly whether speaker proficiency would affect
parsing accuracies.

We hypothesise that Redshift should be able to parse the language of higher
proficiency learners more accurately, as this is presumed to more closely approx-
imate the language of native speakers, on which Redshift is trained. Such an
outcome would be in line with previous work showing that the RASP System
[5] was better able to parse higher proficiency texts [8].

We indeed found that Redshift could analyse our non-native speaker data
remarkably well, with a UAS of 91.1%. However, disfluency detection was less suc-
cessful, with an F-measure of just 47.8%. We propose that this is due to learner
disfluencies being more extended and less orderly than those of native speakers.
1 The percentage of tokens with a correctly-identified head word (labelled attachment

is another commonly-reported metric (LAS); this is the percentage of tokens with
correctly-identified head word and dependency relation) [20].
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As for learner proficiency, there is a general upward trend in UAS and disfluency
detection as the level moves from CEFR2 B1 ‘intermediate’, to B2 ‘upper interme-
diate’, to C1 ‘advanced’ [11]. This finding has implications both as a diagnostic tool
for learner proficiency, in the context of automated language assessment (ALA),
as well as the automated provision of feedback to learners on ways to improve, of
the kind required by computer-assisted language learning (CALL) systems.

2 Transition-Based Dependency Parsing

H&J’s Redshift parser [16] is a transition-based dependency parser modelled on
Zhang & Clark’s design with a structured average perceptron for training and
beam search for decoding [31]. Syntactic structure is predicted incrementally,
based on a series of classification decisions as to which parsing action to take
with regard to tokens on the ‘stack’ and in the ‘buffer’, two disjoint sets of word
indices to the right and left of the current token.

Redshift adopts the four actions defined in Nivre’s arc-eager transition
system [25] – shift, left-arc, right-arc, reduce – and adds a novel non-
monotonic edit transition to repair disfluencies during parsing [15]. shift moves
the first item of the buffer onto the stack. right-arc does the same, adding an
arc so that items 1 and 2 on the stack are connected. left-arc and reduce
both pop the stack, with the former first adding an arc from word 1 in the buffer
to word 1 on the stack. Like [1], Redshift posits a dummy root token to govern
the head-word of each utterance; with the root token at the top of the buffer
and an empty stack, the parsing of this utterance ends.

The novel edit transition marks the token on top of the stack as disfluent
along with any rightward descendents to the start of the buffer. The stack is
then popped and any dependencies to or from the deleted tokens are erased. The
transition is ‘non-monotonic’: previously-created dependencies may be deleted
and previously-popped tokens are returned to the stack (for further detail and
worked examples see [15,16]).

3 Experiments

3.1 Datasets
Switchboard Corpus. The Switchboard Corpus (SWB) is a collection of tran-
scribed two-way telephone conversations among a network of hundreds of unac-
quainted English speaking volunteers from across the U.S.A. [14]. The calls were
computer-operated, such that no two speakers spoke together more than once,
and so that no single speaker was given the same topic prompt (of which there
were about 70) more than once [13]. The entire corpus contains 2320 conver-
sations of approximately 5 minutes each, totalling about 3 million words of
transcribed text.
2 The ‘Common European Framework of Reference for Languages’: a schema for grading

an individual learner’s language level. For further information go to http://www.coe.
int/lang-CEFR

http://www.coe.int/lang-CEFR
http://www.coe.int/lang-CEFR
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Our focus is on a subset of SWB that was hand-annotated with both syntactic
bracketing and disfluency labels as part of the Penn Treebank project [30]. The
project, now discontinued, produced approximately 1.5 million words from the
SWB transcripts annotated for disfluencies. But as hand-labelled syntactic brack-
eting is more expensive to produce, only 0.6 million tokens from the disfluency
layer have corresponding syntactic annotations. Following H&J [16], we require
the smaller dataset with both syntactic and disfluency annotations (SWB-syn-
disf), using this as training data, which we note gives us less than half the training
data used in other state-of-the-art disfluency detection systems [26,27].

We obtained SWB-syn-disf in CoNLL-X treebank format [6]: the same
dataset that featured in [16] and which we use here to train Redshift3. This
dataset was pre-processed in the following ways: removal of filled pauses such
as ‘uh’ and ‘um’, one-token sentences and partial words, all text to lower-case,
punctuation stripped, and ‘you know’ ‘i mean’ bigrams merged to single-token
‘you know’ and ‘i mean’.

BULATS Corpus. Our non-native speaker data is provided by Cambridge
English, University of Cambridge4. The corpus is a collection of transcribed
recordings from their Business Language Testing Service (BULATS) speaking
tests. We produced a gold-standard BULATS treebank of 5667 tokens, annotated
for the same features and in the same format as SWB-syn-disf.

The dataset features speakers from Pakistan, India and Brazil, with Gujarati,
Urdu, Sindhi, Hindi, Portuguese and Panjanbi as their first languages. The
BULATS corpus was pre-processed in the same way as SWB-syn-disf, described
above, with the removal of filled pauses, etc. It contains transcripts from 16 dif-
ferent learners and is divided into approximately 1900 tokens from each of three
CEFR levels: B1, B2 and C1. We refer to these data subsets as BULATS:b1,
BULATS:b2, BULATS:c1.

3.2 Procedure
System Setup. Redshift is an open-source parser so we were able to obtain
the same code-base that was used in [16]. We also trained the parser in a similar
manner5: the training data comprises the 600k token SWB-syn-disf dataset.
The feature set, disfl, is an extended version of 73 templates from [32] mostly
pertaining to local context as represented by twelve context tokens, plus extra
features to detect ‘rough copy’ edits [18] and contiguous bursts of disfluency.
The edit transition was enabled, allowing the parser to erase disfluent tokens
3 Our profound thanks to Matthew Honnibal for sharing this data, and for his help in

setting up Redshift.
4 The data is currently not publicly available, though researchers may apply to Cam-

bridge English for access to the Cambridge Learner Corpus, a collection of written
essays.

5 Note that full installation instructions for Redshift are provided at http://
russellmoo.re/cs/redshift.

http://russellmoo.re/cs/redshift
http://russellmoo.re/cs/redshift
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from the utterance. Random seed training was disabled, since we only trained
the parser once (whereas H&J averaged over 20 random seeds).

We used 15 iterations to train the perceptron, and set the beam width to
32 so that the 32 best-scoring transition candidates were kept in the beam with
each iteration. Redshift utilises its own part-of-speech tagger – also guided by
averaged perceptron and beam search decoding – which was set to be trained in
unison with the parser.

Task 1: Dependency Relations. As noted in [16], Redshift makes use of
the Stanford Basic Dependencies scheme (SD), which makes strictly projective
representations of grammatical relations. The dependencies indicate the binary
relations between tokens within a sentence. This method of representing gram-
matical relations is now widely-used in the NLP community for parser evaluation
and owes much to the framework of Lexical-Functional Grammar [4].

In brief, each dependency is a triple (t, h, r): t is a token in the sentence, h is
a token that is the ‘head’ or ‘governor’ of t, and r is a relation label showing how
t modifies h (e.g. nsubj for nominal subject, aux for auxiliary). It is common to
represent this as a directed labelled arc joining the two tokens: h →r t.

Each token must have a single head, and the relations are constrained to
form a projective tree headed by a single word, which itself is headed by a
special root token. To mark tokens that have been removed from the sentence
by an edit transition, H&J added the erased relation to the SD set (see also
[22,23]). In these cases, the token is self-governing: t →erased t.

The task, then, is to correctly identify any non-erased token’s head: the
unlabelled attachment score (UAS) is a measure of success in this respect6.

Task 2: Disfluency Detection. We follow the evaluation defined by
Charniak & Johnson [10], according to which, out of all the disfluency types,
only the reparandum (RM) is the target for automatic detection. The reason-
ing behind this is that the filled pause (FP) and interregnum (IM) are said to
be straightforwardly identified with a rule-based approach7, whereas the RM is
what needs to be edited out for a successful parse of the repaired string (RP).
The task, then, is to successfully apply an edit transition to RM tokens, and
results are presented as the disfluency F -measure (Disfl.F) – a computation over
precision (p) and recall (r) as follows: F = 2 × p×r

p+r

6 Following [16] we do not report the labelled attachment score (LAS) though acknowl-
edge that this would be an interesting direction for future work.

7 To our knowledge these rules have not been codified, presumably because it is
assumed a trivial task. We assume FP detection would rely heavily on uh POS
tags, which are often accurately applied – though not always, an issue briefly dis-
cussed by Caines & Buttery [8]. We assume that a bigram rule would account for
the IM, or ‘parenthetical’, which is usually exemplified as either ‘you know’ or ‘I
mean’; but we have similar concerns here, as it is not clear that distinguishing IMs
from subordinating uses of these chunks (e.g. ‘I mean what I say’; ‘you know what
I mean’) is as straightforward as it is presumed to be.



Incremental Dependency Parsing and Disfluency Detection 475

Table 1. Redshift parse (UAS) and disfluency (Disfl.P/R, Disfl.F) accuracies on the
Switchboard and BULATS test-sets.

Treebank Sentences Tokens UAS Disfl.P/R Disfl.F

native SWB-syn-disf:test 3900 45,405 90.5 n/a 84.1
SWB-syn-disf:dev 3833 45,381 90.9 92.3/76.5 83.7

non-native BULATS:all 381 5667 91.1 82.6/33.6 47.8
BULATS:b1 121 1895 88.9 85.3/31.4 45.9
BULATS:b2 136 1879 91.2 79.2/33.2 46.8
BULATS:c1 124 1893 93.0 83.8/37.3 51.6

4 Results

The performance of the Redshift parser in the two tasks described in section 3 is
given in Table 1. UAS is a measure of parse accuracy, indicating the percentage
of correctly-identified dependency-head relations. Disfl.F represents accuracy at
disfluency detection, being the harmonic mean of precision Disfl.P and recall
Disfl.R on this task.

Results are reported for various test-sets as follows: SWB-syn-disf:test8

represents the averaged results from [16], with Redshift trained on the 600k
token SWB-syn-disf dataset (90.5% UAS, 84.1% Disfl.F).

To verify Redshift’s performance figures versus other parsers, H&J averaged
results across twenty randomly-seeded training runs. To compare datasets, we
chose to keep the parsing model constant, using a single training run with the
default perceptron seeding. We benchmarked the parser on SWB-syn-disf:dev
and observed a near-identical score to H&J (90.9% UAS, 83.7% Disfl.F).

From our BULATS non-native speaker corpus, we have results for the CEFR
level subcorpora – BULATS:b1, BULATS:b2, BULATS:c1 – as well as for
the combined BULATS treebank, BULATS:all. For the combined data, UAS
is similar to the scores obtained on the SWB corpora (91.1%) but Disfl.F is
markedly reduced (47.8%). In section 5 we discuss this result, but the major
factor seems to be a far lower recall rate – many disfluencies in the BULATS data
are simply being missed. As for the outcome by learner proficiency, both UAS
and Disf.F improve with increasing CEFR level. This indicates that the learners’
speech approximates something like native speech as proficiency increases, thus
both dependency relations and disfluencies are more accurately identified. We
suggest that this trend makes parsing a useful diagnostic in ALA and CALL
applications.

5 Discussion

Any CALL or ALA applications rely upon an accurate understanding of nat-
ural language, within which analysis of language relations in the who did what
8 Following standard practice in the disfluency detection literature, the train/dev/test

splits are those described in [10].
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to whom sense are a crucial component. Spoken language is inherently disflu-
ent and presents an acute challenge in attempts to identify these relations. As
discussed here and in earlier work [16,26,27], a disfluent utterance may yet be
appropriately parsed if the disfluent sections can be detected and removed. We
have shown that the models of disfluency detection developed for native speaker
data enjoy less success with learner data, at least of the kind presented here
(business exam monologues). This means that our automated understanding of
what the learner meant to say is impaired, with negative implications for CALL
and ALA models.

We observe both a lower precision and a notably lower recall rate than is
attained when parsing native speech. The implication is that in BULATS the
errors are slightly harder to correct, but much harder to detect, than in SWB.

In comparison to the native speaker’s FP-RM-IM-RR sequence given in
Figure 1, our non-native speaker disfluencies are rarely so orderly. Filled pauses
(FP) were omitted from the datasets used here, and interestingly the BULATS
corpus has no clear interregna (IM) structures. ‘Rough copy’ edits (exact repeti-
tion, or repetitionwith insertion, deletion or substitution of one ormorewords [18])
are common in BULATS (131 of 207 disfluent sections – 63.3% – have exact repeti-
tion of at least one token between reparandum and repair) and are accommodated
in Redshift with specific contextual devices that search the buffer and stack for
nearby POS or word matches [16].

The remainder of the BULATS disfluencies are characterised by errors: incor-
rect lexical choices that are intitiated but subsequently abandoned – so-called
‘false starts’. Of the 207 disfluent sections, 55 (26.6%) are speech errors of this
kind. Many false starts are single token mispronunciations – e.g. ‘health’ followed
by the corrective ‘help’, ‘far’ then ‘fast’, ‘ship’ then ‘sitting’. These ‘soundalikes’
represent a challenge for disfluency detection systems that, without audio, can-
not recognise them as a kind of repetition.

Many of the uncorrected reparanda in BULATS are long and not obviously
related to the repair - often resembling complete grammatical structures. Some
examples are given in Figure 2:

And the people from twenty five to fifteen years old they have︸ ︷︷ ︸
RM

the percentage of them...︸ ︷︷ ︸
RP

My colleagues will advise me for the working stra they will guide for︸ ︷︷ ︸
RM

how to behave︸ ︷︷ ︸
RP

in [the office]

that I want they maybe they maybe help for my︸ ︷︷ ︸
RM

they maybe took my︸ ︷︷ ︸
RP

advice

Fig. 2. Undetected or partially detected disfluency examples from the BULATS corpus.

Our future work involves further investigation of these errors and how they might
automatically be recognised. We propose that these errors distinguish non-native
speaker data (e.g. BULATS) from native speaker data (e.g. SWB) and that they
are harder for language models to detect than rough copy, as reflected in the
Disfl.F disparity.
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Moreover, if disfluencies such as these can be detected more successfully in
learner data, we envisage that a measure of the quantity of linguistic material
edited out of the utterance will provide some measure of distance to canoni-
cal language, or the learner’s ‘target’, whatever that is taken to be (‘correct’
standard English, as a first approximation). This, along with a measure of error
correction, fits in with the ideas expressed in [8], in which increasing (normalised)
parse tree probabilities from the RASP System were taken as a proxy for dis-
tance to the native speaker data on which the parser had been trained. The
next step in this line of work is to develop a more appropriate model of disfluen-
cies for non-native speaker data, that can accommodate the type of disfluency
exemplified in Figure 2.

We acknowledge that at 5667 tokens in total, our BULATS dataset is dwarfed
by the SWB corpus and its 45k dev/test-sets. However, preparation of a gold-
standard treebank is a laborious task and has already taken many hours of work.
However, new techniques – such as crowdsourcing as in [7] – are becoming avail-
able, and we intend to continue expanding the BULATS treebank, in particular
with speakers of other first languages and CEFR levels. We will also collect new
data for speech topics other than business, for spontaneous dialogues as well as
monologues, and for tasks other than oral examinations.
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University of Cambridge. We thank Ted Briscoe, Nick Saville, Fiona Barker, Ardeshir
Geranpayeh, Nahal Khabbazbashi, and Matthew Honnibal for their advice and assis-
tance, as well as the three anonymous reviewers for their helpful feedback.

References

1. Ballesteros, M., Nivre, J.: Going to the roots of dependency parsing. Computational
Linguistics 39(1) (2013)

2. Biber, D.: Dimensions of register variation: a cross-linguistic comparison.
Cambridge University Press, Cambridge (1995)

3. Brazil, D.: A grammar of speech. Oxford University Press, Oxford (1995)
4. Bresnan, J.: Lexical-Functional Syntax. Blackwell, Oxford (2001)
5. Briscoe, T., Carroll, J., Watson, R.: The second release of the RASP System. In:

Proceedings of the COLING/ACL 2006 Interactive Presentations Session. Associ-
ation for Computational Linguistics (2006)

6. Buchholz, S., Marsi, E.: CoNLL-X shared task on multilingual dependency pars-
ing. In: Proceedings of the 10th Conference on Computational Natural Language
Learning (CoNLL-X). Association for Computational Linguistics (2006)

7. Caines, A., Bentz, C., Graham, C., Polzehl, T., Buttery, P.: Crowdsourcing a multi-
lingual speech corpus: recording, transcription, and natural language processing.
In: Proceedings of EUROCALL 2015 (2015)

8. Caines, A., Buttery, P.: The effect of disfluencies and learner errors on the pars-
ing of spoken learner language. In: Proceedings of the First Joint Workshop on
Statistical Parsing of Morphologically Rich Languages and Syntactic Analysis of
Non-Canonical Languages (2014)

9. Carter, R., McCarthy, M.: Spoken Grammar: where are we and where are we going?
Applied Linguistics (in press)



478 R. Moore et al.

10. Charniak, E., Johnson, M.: Edit detection and parsing for transcribed speech. In:
Proceedings of the 2nd Meeting of the North American Chapter of the Association
for Computational Linguistics (NAACL). Association for Computational Linguis-
tics (2001)

11. Council of Europe: Common European Framework of Reference for Languages.
Cambridge University Press, Cambridge (2001)
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Abstract. We present a new freely available corpus for German dis-
tant speech recognition and report speaker-independent word error rate
(WER) results for two open source speech recognizers trained on this
corpus. The corpus has been recorded in a controlled environment with
three different microphones at a distance of one meter. It comprises 180
different speakers with a total of 36 hours of audio recordings. We show
recognition results with the open source toolkit Kaldi (20.5% WER) and
PocketSphinx (39.6% WER) and make a complete open source solution
for German distant speech recognition possible.

Keywords: German speech recognition · Open source · Speech corpus ·
Distant speech recognition · Speaker-independent

1 Introduction

In this paper, we present a new open source corpus for distant microphone
recordings of broadcast-like speech with sentence-level transcriptions. We eval-
uate the corpus with standard word error rate (WER) for different acoustic
models, trained with both Kaldi[1] and PocketSphinx[2]. While similar corpora
already exist for the German language (see Table 1), we placed a particular focus
on open access by using a permissive CC-BY license and ensured a high quality
of (1) the audio recordings, by conducting the recordings in a controlled envi-
ronment with different types of microphones; and (2) the hand verified accom-
panying transcriptions.

Each utterance in our corpus was simultaneously recorded over different
microphones. We recorded audio from a sizable number of speakers, targeting
speaker independent acoustic modeling. With a dictionary size of 44.8k words
and the best Kaldi model, we are able to achieve a word error rate (WER) of
20.5%.
c© Springer International Publishing Switzerland 2015
P. Král and V. Matoušek (Eds.): TSD 2015, LNAI 9302, pp. 480–488, 2015.
DOI: 10.1007/978-3-319-24033-6 54
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Table 1. Major available corpora containing spoken utterances for the German lan-
guage.

Name Type Size Recorded

SmartKom [3] spontaneous, orthographic &
prosodic Transcription

12h synchronized directional &
beamformed

Verbmobil [4] spontaneous, orthographic
transcription

appr. 180h synchronized close-range & far-
field & telephone

PhonDat [5] spontaneous, orthographic
transcription

9.5h close-range

German Today [6] read and spontaneous,
orthographic transcription

1000h single microphone, headset

FAU IISAH [7] spontaneous 3.5h synchronized close-range to far-
field

Voxforge read, orthographic transcrip-
tion

appr. 55h varying microphones, usually
headsets

Alcohol Language
Corpus [8]

read, spontaneous, com-
mand, orthographic tran-
scription & control

300k words close-range, headset

GER-TV1000h [9] read, orthographic transcrip-
tion

appr. 1000h various microphones, broadcast
data

Our speech cor-
pus

read and semi-spontaneous,
orthographic transcription

appr. 36h x 3 synchronized multiple micro-
phones far-field & beamformed

1.1 Related Work

Table 1 shows an overview of current major German speech corpora. Between
1993 and 2000 the Verbmobil [4] project collected around 180 hours of speech
for speech translation. The PhonDat [5] corpus was generated during the Verb-
mobil project and includes recorded dialog speech with a length of 9.5 hours.
The Smartkom [3] project combines speech, gesture and mimics for a multi-
modal application. The data were recorded during Wizard-of-Oz experiments
with a length of 4.5 minutes each. Audio was also recorded using multiple far-
field microphones, but totals only 12 hours of speech data. A large German
speech corpus focusing on dialect identification [6] was recorded by the “Institut
für Deutsche Sprache”. It contains 1000h of audio recorded in several cities in
Germany, thereby ensuring a variety of different dialects. The recorded speakers
were split between a group aged between 50-60 years old and a younger group
between 16-20 years old. A further speech corpus is FAU IISAH [7] with 3 hours
and 27 minutes of spontaneous speech.

The Voxforge corpus1 was a first open source German speech corpus, with
55 hours of collected speech from various participants, who usually recorded the
speech on their own. None of these other German corpora, except the Voxforge
corpus, are available under a permissive open source license. However, Voxforge
is recorded under uncontrolled conditions, and the audio recording quality is
unreliable.

An introduction to distant speech recognition (DSR) is given in [10]. A key
challenge is the more pronounced effects, such as noise and reverberation, that
the environment has on the recorded speech. Kaldi was recently compared [11]
to other open source speech recognizers, outperforming them by a large margin
1 http://www.voxforge.org

http://www.voxforge.org
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in German and English automatic speech recognition (ASR) tasks. Previously,
Morbini et al. [12] also compared Kaldi and PocketSphinx to commercial cloud
based ASR providers.

2 Corpus

In this section, we detail the corpus recording procedure and characterize the
corpus quantitatively. The goal of our corpus acquisition efforts is to compile
a data collection to build speaker-independent distant speech recognition. Our
target use case is distant speech recognition in business meetings as a building
block for automatic transcription [13] or the creation of semantic maps [14]. We
recorded our speech data as described in [15]. We employed the KisRecord2 soft-
ware, which supports concurrent recording with multiple microphones. Speakers
were presented with text on a screen, one sentence at a time, and were asked to
read the text aloud. While the setup is somewhat artificial in that reading differs
from speaking freely, we avoid the need of transcribing the audio and thus follow
a more cost-effective approach.

For the training part of the corpus, sentences were drawn randomly from three
text sources: a set of 175 sentences from the German Wikipedia, a set of 567 utter-
ances from the German section of the European Parliament transcriptions [16]
and 177 short commands for command-and-control settings. Text sources were
chosen because of their free licenses, allowing redistribution of derivatives with-
out restrictions. Test and development sets were recorded at a later date, with
new sentences and new speakers. These have 1028 and 1085 unique sentences
from Wikipedia, European Parliament transcriptions and crawled German sen-
tences from the Internet, distributed equally per speaker. The crawled German
sentences were collected randomly with a focused crawler [17], and were only
selected from sentences encountered between quotation marks, which exhibit
textual content more typical of direct speech. Unlike in the training set, where
multiple speakers read the same sentences, every sentence recorded in the test
and development set is unique, for evaluation purposes.

The distance between speaker and microphones was chosen to be one meter,
which seems realistic for a business meeting setup where microphones could e.g.
be located on a meeting table. There are many more use cases, where a distance
of one meter is a sensible choice, e.g. in-car speech recognition systems, smart
living rooms or plenary sessions. The entire corpus is available for the follow-
ing microphones: Microsoft Kinect, Yamaha PSG-01S, and Samson C01U. The
most promising and interesting microphone is the Microsoft Kinect, which is
in fact a small microphone array and supports speaker direction detection and
beamforming, cf. [15]. We recorded the beamformed and the raw signal simul-
taneously, however due to driver restrictions both are single channel recordings
(i.e. it is not possible to apply our own beamforming on the raw signals). We split
the overall data set into training, development and test partitions in such a way
that speakers or sentences do not overlap across the different sets. The audio
2 http://kisrecord.sourceforge.net

http://kisrecord.sourceforge.net


Open Source German Distant Speech Recognition 483

Table 2. Speaker gender and age
distribution

Gender Train Dev Test
male 105 12 13
female 42 4 4

Age Train Dev Test
41–50 2 0 1
31–40 17 17 2
21–30 108 13 10
18–20 20 1 4

Table 3. Mean and standard deviation of train-
ing set sentences read per person per text source
and total audio recording times for each micro-
phone

Corpus Mean ± StD
Wikipedia 35 ± 12
Europarl 8 ± 3
Command 18 ± 23

Microphone Dur. Train/Dev/Test (h)
Microsoft Kinect 31 / 2 / 2
Yamaha PSG-01S 33 / 2 / 2
Samson C01U 29 / 2 / 2

data are available in MS Wave format, one file per sentence per microphone.
In addition, for each recorded sentence, an XML file is provided that contains
the sentence in original and normalized form (cf. Section 3.2), and the speaker
metadata, such as gender, age and region of birth.

Table 2 lists the gender and age distribution. Female speakers make up about
30% in all sets and most speakers are aged between 18 and 30 years. For analysis
of dialect influence, the sentence metadata also includes the federal state (Bun-
desland) where the speakers spent the majority of their lives. Despite our corpus
being too small for training and testing dialect-specific models, this metadata is
collected to support a future training of regional acoustic models. Most speakers
are students that grew up and live in Hesse.

The statistics related to the number of sentences per speaker for each of the
three text sources in the training corpus is given in Table 3. Most sentences were
drawn from Wikipedia. On average, utterances from Europarl are longer than
sentences from Wikipedia, and speakers encountered more difficulties in reading
Europarl utterances because of their length and domain specificity. Recordings
were done in sessions of 20 minutes. Most speakers participated in only one ses-
sion, some speakers (in the training set) took part in two sessions. Table 3 also
compares the audio recording lengths of the three main microphones for each
dataset. Occasional outages of audio streams occurred during the recording pro-
cedure, causing deviations in recording length for each microphone. By ensuring
that the training and the dev/test portions have disjoint sets of speakers and
textual material, this corpus is perfectly suited for examining approaches to
speaker-independent distant speech recognition for German.

3 Experiments

In this section, we show how our corpus can be used to generate a speaker-
independent model in PocketSphinx and Kaldi. We then compare both speech
recognition toolkits using the same language model and pronunciation dictio-
nary in terms of word error rate (WER) on our heldout data from unseen speak-
ers (development and test utterances). Our Kaldi recipe has been released on
Github3 as a package of scripts, which support fully automatic generation of
3 https://github.com/tudarmstadt-lt/kaldi-tuda-de

https://github.com/tudarmstadt-lt/kaldi-tuda-de
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all acoustic models with automatic downloading and preparation of all needed
resources, including phoneme dictionary and language model. This makes the
Kaldi results easily reproducible.

3.1 Phoneme Dictionary

As our goal is to train a German speech recognizer using only freely available
sources, we have not relied on e.g. PHONOLEX4, which is a very large German
pronunciation dictionary with strict licensing. We compiled our own German pro-
nunciation dictionary using all publicly available phoneme lexicons at the Bavar-
ian Archive for speech signals (BAS)5 and using the MaryTTS [18] LGPL-licensed
pronunciation dictionary, which has 26k entries. Some of the publicly available
BAS dictionaries, like the one for the Verbmobil [4] corpus, also contain pronun-
ciation variants which were included. The final dictionary covers 44.8k unique Ger-
man words with 70k total entries, with alternate pronunciations for some of the
more common words. Stress markers in the phoneme set were grouped with their
unstressed equivalents in Kaldi using the extra_questions.txt file and were
entirely removed for training with CMU Sphinx. Words from the train / devel-
opment / test sets with missing pronunciation had their pronunciations automat-
ically generated with MaryTTS. This makes the current evaluation recognition
task a completely closed vocabulary one and sets the focus of the evaluation on
the acoustic model (AM). Still, our pronunciation dictionary is of reasonable size
for large-vocabulary speech recognition.

3.2 Language Model

We used approximately 8 million German sentences to train our 3-gram lan-
guage model (LM) using Kneyser-Ney [19] smoothing. We made use of the
same resources that were used to select appropriate sentences for recording read
speech, but they were carefully filtered, so that sentences from the development
and test speech corpus are not included in the LM. We also used 1 million
crawled German sentences in quotation marks. Finally, we used MaryTTS [18]
to normalize the text to a form that is close to how a reader would speak the
sentence, e.g. any numbers and dates have been converted into a canonical text
form and any punctuation has been discarded. The final sentence distribution
of the text sources is 63.0% Wikipedia, 22.4% Europarl, and 14.6% crawled sen-
tences. The perplexity of our LM is 101.62. We also released both the LM in
ARPA format and its training corpus, consisting of eight million filtered and
Mary-fied sentences.

3.3 CMU Sphinx Acoustic Model

Our Sphinx training procedure follows the tutorial scripts provided with the
code. We trained a default triphone Gaussian Mixture Model - Hidden Markov
4 https://www.phonetik.uni-muenchen.de/Bas/BasPHONOLEXeng.html
5 ftp://ftp.bas.uni-muenchen.de/pub/BAS/

https://www.phonetik.uni-muenchen.de/Bas/BasPHONOLEXeng.html
ftp://ftp.bas.uni-muenchen.de/pub/BAS/
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Model (GMM-HMM) with Cepstral Mean Normalized (CMN) features. The cep-
stra uses the standard 13 dimensions (energy + 12) concatenated with the delta
and double delta features. The HMM has 2000 senones and 32 Gaussians per
state. We further tested the influence of Linear Discriminative Analysis (LDA),
Maximum Likelihood Linear Transformation (MLLT) and vocal tract length nor-
malization (VTLN) with a warp window between 0.8 and 1.2 using a step size of
0.02. We used the newest development version of SphinxTrain (revision 12890).
SphinxTrain uses Pocketsphinx for the decoding step and sphinx3-align for its
forced alignment. After optimization, we ran PocketSphinx with the beamwidth
set to 10−180 and the language weight to 20.

3.4 Kaldi Acoustic Models

We follow the typical Kaldi training recipe S5 [1,20] for Subspace Gaussian Mix-
ture Models (SGMM) [21], using a development version of Kaldi (revision 4968).
For all GMM models, our features are computed as standard 13-dimensional Cep-
stral Mean-Variance Normalized (CMVN) Mel-Frequency Cesptral Coefficients
(MFCC) features with first and second derivatives. We also apply LDA over a
central frame with +/− 4 frames and project the concatenated frames to 40
dimensions, followed by Maximum Likelihood Linear Transform (MLLT) [22].
For speaker adaptation in GMM models we employ feature-space Maximum
Likelihood Linear Regression (fMLLR) [23]. We also make use of discriminative
training [24] using the minimum phone error rate (MPE) and boosted maxi-
mum mutual information (bMMI) [25] criteria. For deep neural network (DNN) -
HMM models [26], we also use the standard training recipe with 2048 neurons
and 5 hidden layers.

4 Evaluation

Table 4 shows different WER achieved on the development and test sets of
our speech corpus, using the Microsoft Kinect speech recordings and different
Kaldi models. Table 5 shows our results using different Sphinx models, using the

Table 4. WER across multiple Kaldi
acoustic models.

Kaldi Model
WER (%)
dev test

GMM 25.7 27.8

GMM+fMLLR 24.6 27.1

GMM+MPE 23.7 26.2

GMM+bMMI(0.1) 23.5 25.8

SGMM+fMLLR 19.6 21.6

SGMM+bMMI(0.1) 19.1 20.9

DNN 18.2 20.5

Table 5. WER across multiple Sphinx
acoustic models.

Sphinx Model
WER (%)
dev test

GMM 39.6 43.8

GMM+LDA/MLLT 40.5 44.2

GMM+VTLN 38.3 39.6
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same data resources. For all models the OOV vocabulary of the development
corpus was included into the pronunciation dictionary, so the results on this
portion reflect the performance of the speech recognizer under a known vocab-
ulary scenario. Adaptation methods like VTLN and fMLLR improve our WER
as expected. For Kaldi, using SGMM considerably improves scores compared to
purely GMM based models, with a further smaller improvement using a DNN
based model. This is probably because the training corpus size is moderate (≈31
hours) and SGMM models usually perform well with smaller amounts of train-
ing data [21]. Our best Kaldi model (DNN) clearly outperforms the best Sphinx
model (GMM+VTLN) on the test set: 20.5% vs 39.6% WER. Such a relatively
large difference in WER performance between the two systems has also been
observed in [11]. Domain and training corpus have a large effect on this perfor-
mance difference [12], but the results presented here do not seem to be unusual
for a large vocabulary task in distant speech recognition.

5 Conclusion and Future Work

In this paper, we present a complete open source solution for German distant
speech recognition, using a Microsoft Kinect microphone array and a new dis-
tant speech corpus. Distant speech recognition is a challenging task owing to
the additional and more pronounced effects of the environment, like noise and
reverberation. With a dictionary size of 44.8k words and by using a speaker inde-
pendent Kaldi acoustic model, we are able to achieve a word error rate (WER)
of 20.5%, with a comparatively modest corpus size. We have implicitly exploited
the beamforming and noise filtering capabilities of a Microsoft Kinect, which we
used, among other microphones for recording our speech data. The Kaldi speech
recognition toolkit outperforms the Sphinx toolkit by a large margin and seems
to be an overall better choice for the challenges of distant speech recognition.

Ultimately, we would like to enable open source distant speech recognition
in German - the presented open source corpus and the acoustic models in this
paper is a first step towards this goal. As an extension of our work, we would like
to expand our data collection and speech recognition training to study the effects
of overlapping and multiple speakers in one utterance, OOV words, additional
non-speech audio, and spontaneous speech. This will increase the difficulty of
the speech recognition task, but would make it more appealing for research on
realistic scenarios. Such scenarios are not uncommon to be in the vicinity of 50%
WER or more [27].

Our open source corpus is licensed under a very permissive Creative Com-
mons license and all other resources are also freely available. Unlike other distant
speech recognition recipes for German acoustic models, which make extensive
use of proprietary speech resources and data with stricter licensing, our resources
and acoustic models can be used without restrictions for any purpose: private,
academic and even commercial. We also want to encourage the release of other
German open source speech data into equally permissive licenses.
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Abstract. In this paper, we present our approach for a simplified Entity
Linking task in Czech, where entity mentions found in text are linked
to a list of known entities. We evaluate both known and newly proposed
methods for entity names similarity on a manually annotated newspaper
corpus. We show that it is possible to achieve a very high accuracy in
this task, which is required in many natural language processing tasks
as well as in the commercial practice.

Keywords: Entity linking · Named entity · Named entity disambigua-
tion · Czech

1 Introduction

Named entity is an (multi-word) expressions, that identifies a single object (e.g.
John Doe) from a set of semantically similar objects (e.g. persons). The most
often used classes of named entities are persons, organizations, locations, or
dates. Named entities from these classes often hold the key information in a
document, which can be exploited in many applications. There are two natural
language processing tasks associated with named entities: named entity recogni-
tion and named entity disambiguation (with entity linking subtask). The named
entity recognition task identifies entities in texts and classifies them. The entity
linking task links the entity mentions found in text with real entities, e.g. the
entity mention ‘Obama’ is linked with Wikipedia page of Barack Obama, the
president of the USA.

The full named entity disambiguation task is not limited only to the entity
linking subtask. Other subtasks are NIL detection, and NIL clustering. NIL
detection tries to detect entity mentions, that are not in the knowledge base and
the NIL clustering task groups these mentions in such a way, that each group
refers to only a single real entity. Another related task is entity normalization,
where entities are normalized to their official name, e.g. ‘USA’ is normalized to
‘United States of America’.

In this paper, we address the task of linking entities to a list of known entities.
The known entities are not associated with any data (e.g. short bios for persons),
thus it is needed to link them through string similarity. This task arise very often
in the research as well as in the commercial practice. We have two main goals.
First, we want to propose a method, which solves this problem. Second, we need
to create a new corpus in order to evaluate the proposed approach.
c© Springer International Publishing Switzerland 2015
P. Král and V. Matoušek (Eds.): TSD 2015, LNAI 9302, pp. 489–496, 2015.
DOI: 10.1007/978-3-319-24033-6 55
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2 Related Work

While the named entity recognition is well studied in Czech [1–6], the entity
linking task has not been addressed yet.

The most prominent resources and systems for entity linking were introduced
for the Knowledge Base Population (KBP) task of the Text Analysis Conference
(TAC) [7]. The data support the full named entity disambiguation task, i.e. entity
linking, NIL detection and NIL clustering. There are also data for cross-lingual
entity linking [8].

Another well-known task is Web Person Search (WePS) [9]. The task is to
cluster web pages returned to a person name query so that each cluster refers to
a different person.

3 Corpus Creation

The corpus is based on press releases from the Czech News Agency and a list
of known entities. It is important to note, that with a list of known entities
we only try to solve the variety problem (multiple surface forms for one entity)
and not the ambiguity problem (one surface form for multiple entities). We
have chosen to use only the person names, because they have (according to our
estimates) higher frequency and variety in the news domain than organizations
and locations.

Each entity was assigned to the corresponding entry in the list of known
entities if such an entry exists. There are situations, in which the entity can be
assigned to multiple entries or we are not able to decide certainly, e.g. for entity
mention ‘Doe’, we cannot decide if it is ‘John Doe’ or ‘Jack Doe’ from the list
of know entities and even if there is only the entry ‘John Doe’, we cannot be
certain that the document is about ‘John Doe’ and not some other ‘Doe’. For
this purpose, two types of links are defined: certain and possible. A certain link
is used for entities that can be linked certainly to the list given the document,
e.g. ‘Johnnie’ can be certainly linked to ‘John Doe’ only if it is obvious from the
document (without external knowledge), that ‘Johnnie’ refers to ‘John Doe’.

We have annotated 77 documents with 879 entity mentions. The list of known
entities contains 21648 entries. From the 879 found entity mentions, 316 are
linked to a known entity and 563 are not linked. Certain link was assigned to
253 of the linked entities and possible link to 63 entity mentions. There were 213
possible links in total, what makes the average of more than 3 possible links for
the 63 entity mentions.

The certainly linked entity mentions referenced 96 distinct entries in the
dictionary. Each linked entity mention is a surface form of the particular known
entity. There were 38 known entities referenced by more than one surface form,
so the variety is approximately 39.5%. On average the referenced known entities
have 1.9 surface forms. The most surface forms (9) and links (15) were found
for ‘Ehud Olmert’, an Israel politician and former prime minister. There are
multiple documents in the corpus dealing with Israel politics. Figures 1 and 2
show the histograms of the number of surface forms and links.
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Fig. 2. Histogram of links per entity.

4 Similarity Metrics

In this section, we introduce the string similarity metrics used in our experiments.
Before their introduction, we need to define our mathematical notation. We
compare strings a and b. The length of the string a is denoted as |a|. We say that
A is a set of n-grams (and their counts) contained in string a. The sum of counts
of all n-grams in this set is denoted as |A|. The union A∪B contains all n-grams
of A and B, where the count of a shared n-gram is the maximum of their original
counts. The intersection A∩B contains all shared n-grams and their counts are
minimums of their original counts. E.g. we have a = ’aaab’ and b = ’aabc’, the
sets are A = {(’aa’, 2), (’ab’, 1)} and B = {(’aa’, 1), (’ab’, 1), (’bc’, 1)}, |A| = 3
and |B| = 3, the union A∪B = {(’aa’, 2), (’ab’, 1), (’bc’, 1)} and the intersection
A ∩ B = {(’aa’, 1), (’ab’, 1)}.

The Levenshtein distance is probably the most commonly used string distance
metric. It computes the minimal edit distance using three edit operations –
delete, add, and substitute. The Levenshtein metric is defined as (1), where
1ai �=bi = 1 if ai �= bi and 0 otherwise. The Levenshtein distance is converted to
similarity using (2).
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DL(i, j) =

⎧
⎪⎪⎨

⎪⎪⎩

max(i, j) if min(i, j) = 0

min

⎧
⎨

⎩

DL(i − 1, j) + 1
DL(i, j − 1) + 1
DL(i − 1, j − 1) + 1ai �=bj

otherwise (1)

SL = 1 − DL(|a|, |b|)
max{|a|, |b|} (2)

The Levenshtein-Damerau distance extends the set of operations in the Lev-
enshtein distance by the transposition of adjacent characters. It is defined by (3)
and converted to similarity using the same approach as for Levenshtein distance.

DLD(i, j) =

⎧
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

max(i, j) if min(i, j) = 0

min

⎧
⎪⎪⎨

⎪⎪⎩

DLD(i− 1, j) + 1
DLD(i, j − 1) + 1
DLD(i− 1, j − 1) + 1ai �=bj

DLD(i− 2, j − 2) + 1

if i, j > 1 and ai =bj−1 and ai−1 = bj

min

⎧
⎨

⎩

DLD(i− 1, j) + 1
DLD(i, j − 1) + 1
DLD(i− 1, j − 1) + 1ai �=bj

otherwise

(3)

The Jaro distance was designed for the person names comparison and is
defined by (4), where m is the number of matching characters and t is the
number of transpositions. The characters are considered as matching, if they
are the same and their position differs by a maximum of k characters (5). The
transpositions happen if the matching characters are in different order.

SJ =

{
0 if m = 0
1
3

(
m
|a| + m

|b| + m−t
m

)
otherwise (4)

k =
⌊

max{|a|, |b|}
2

− 1
⌋

(5)

The Jaro-Winkler distance is an improvement of the original Jaro distance.
It gives higher weight to n first characters and is defined as (6). If we denote c
the length of a common prefix of a and b, then l = max{c, n}. The weight of the
first characters is denoted as p, 0 ≤ p ≤ 1

n . In our experiments we use common
settings p = 0.1 and n = 4. Both these metrics are named “distances”, but in
fact they are similarities, i.e. 0 ≤ SJ(W ) ≤ 1 and higher values are assigned to
more similar strings.

SJW = SJ + lp(1 − SJ) (6)

The Jaccard similarity, Overlap similarity, and Soerensen-Dice similarityare
defined by (7), (8), and (9), respectively. These similarities were not originally
proposed for string similarity, but can be used for this purpose.
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SJac =
|A ∩ B|
|A ∪ B| (7)

SO =
|A ∩ B|

min{|A|, |B|} (8)

SSD =
2|A ∩ B|
|A| + |B| (9)

The common prefix similarity is simply a ration between the length of a
common prefix c and the length of one of the strings. We can choose both
minimal or maximal length of a and b (10), the is denoted in parentheses in the
experiments.

SCPmax
=

c

max{|a|, |b|} or SCPmin
=

c

min{|a|, |b|} (10)

The longest common subsequence similarity is the ratio of the length of the
longest common subsequence lcs and the length of one of the strings. We can
again use minimal or maximal length of a and b (11).

SLCSmax
=

lcs

max{|a|, |b|} or SLCSmin
=

lcs

min{|a|, |b|} (11)

5 Proposed Combination

The proposed system is based on the maximum entropy classifier. We use the
implementation of this algorithm from the Brainy library [10].

We use the similarities from the previous section as features, but not directly.
We firstly tokenize the entities, then we align the tokens to maximize the overall
similarity. For this purpose we use a (suboptimal) greedy algorithm, which seems
to be sufficient for the person names. The Hungarian algorithm [11] can be used
for the optimal alignment, but has higher complexity.

A missing token (one entity has more tokens than the other) is aligned to null
token and the similarity is set to a constant M . Furthermore, if one of the tokens
is an acronym and it can represent the other token, we set the similarity to a
constant R. Both R and M are parameters of the system. Using the development
data, we have set these parameters to M = 0.5 and R = 0.65.

The final similarity S is the arithmetic mean of similarities between all tokens.
We use the following features for all the similarity metrics:

– Similarity
– Dissimilarity (1 − S)
– Intervals of length 0.1 (e.g 0.3 ≤ S ≤ 0.4)
– Lesser than a threshold (0.1 step, e.g S ≤ 0.4)
– Greater or equal than a threshold (0.1 step, e.g S ≥ 0.4)
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Fig. 3. Similarity metrics accuracy for various threshold settings.

6 Experiments

The experiments are based on queries, similarly to the KBP entity linking task.
Each query contains a document with all entity annotations and one annotation
(or entity mention) is chosen as the query. Each query is associated with the
correct answer, i.e. the correct entry in the list of known entities or indication of
unknown entity. There is a limited amount of positive examples (e.g. the entity
mention matches the list entry), but very high number of negative examples
(e.g. entity mention does not match the list entry). We have decided to use
all positive examples and to select three times more negative examples, i.e. the
positive examples forms 1

4 of examples. We have tried to choose the hardest
negative examples, where the entity mention is most similar to a wrong entry.
The similarity was measured by the Levenshtein metric. This choice penalizes
the Levenshtein metric when compared to other metrics as the negative examples
the hardest for Levenshtein metric, but they may be easy for other metrics.

The first experiment was proposed to explore the data and to see the limits of
similarity metrics. We compute a similarity s between the entity mention (query)
and the list entry using each similarity metric and compare it with threshold t. If
s ≥ t, then we say that the mention matches the entry. Fig. 3 shows the relation
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Table 1. Results for similarity metrics and their machine learning combination on
the training, development, and test data.

Accuracy

Model Training Development Test

Levenshtein 86.37% 84.45% 83.75%

Levenshtein-Damerau 86.37% 84.45% 83.75%

Jaro-Winkler 85.66% 84.95% 83.85%

Jaccard(0) 86.96% 85.84% 85.74%

Jaccard(1) 91.07% 88.33% 89.33%

Jaccard(2) 91.07% 89.13% 86.94%

Overlap(0) 92.71% 91.03% 90.43%

Overlap(1) 95.06% 93.82% 93.52%

Overlap(2) 94.95% 92.42% 92.22%

Prefix(max) 79.20% 79.36% 79.36%

Prefix(min) 79.55% 79.66% 79.66%

LCS(max) 86.37% 84.75% 84.65%

LCS(min) 92.71% 91.72% 91.63%

Soerensen-Dice(0) 86.96% 85.54% 85.64%

Soerensen-Dice(1) 91.07% 88.33% 89.33%

Soerensen-Dice(2) 91.19% 89.43% 87.04%

ML combination 99.79% 97.21% 97.11%

between the chosen threshold and the accuracy. The values in parentheses are
choices for the given metric (e.g. order of n-grams).

Our second experiments are done using a 10-fold cross-validation. For each
fold, the data are divided in the ratio 80 : 10 : 10 between the training, devel-
opment and test data, respectively. For each similarity metric, we estimate the
optimal threshold using the training data and we apply it on the test data. For
the machine learning combination of similarity metrics, we use the training data
to find the optimal parameters of the maximum entropy classifier, the devel-
opment data to find optimal hyperparameters of the model (e.g. the optimal
compensation for missing words), and we apply the best model on the test data.
The results are shown in Table 1.

We can see, that it is possible to achieve accuracy over 90% using a simple simi-
larity metric. The highest score using similarity metric (93.52%) was achieved with
Overlap similarity using bigrams. The proposed algorithm further improves the
accuracy to 97.11%. These results highly surpassed our expectations.

7 Conclusion and Future Work

We have manually created a Czech corpus for a simplified entity linking task and
provided the necessary statistics. The data show a rather high variety (39.5%),
which can be explained by the rich morphology of Czech.
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We have carried out experiments with well-known similarity metrics. The
best similarity metric in our experiments was Overlap similarity with accuracy
93.52%. We also propose a classifier based combination of these similarity met-
rics, which achieved accuracy 97.11%.

In the future, we are going to create a new corpus for the full named entity
disambiguation task.
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Abstract. In this paper, we present a new approach for classification
of phrase types. It is based on utilization of context-dependent hidden
Markov models that consider the phonetic, prosodic and linguistic con-
text. The classification is performed by forced-alignment for particular
phrase types and selection of the type with the best alignment score.
Experiments were performed on 2 large speech corpora. The classifi-
cation results were successfully verified by a listening test. The speech
corpora with corrected prosodemes were used in a unit selection speech
synthesis framework. Another listening test confirmed that the prosody
of particular phrases improved in comparison with the baseline system.

Keywords: Speech corpora · Prosodemes · Speech synthesis · Unit
selection

1 Introduction

In modern speech synthesis systems [1,2], large speech corpora are utilized to
learn new voices. These speech corpora usually contain several hours of speech
spoken by talented speakers who are able to record such an amount of speech
data in a sufficient quality. An appropriate phonetic and prosodic annotation of
the particular utterances is necessary for a high quality of synthesized speech [3].
Generally, the knowledge of presence of various prosodic events in speech data
and their proper description is very useful in many other applications as well.

In connection with using the large speech corpora, the automatic phonetic
and prosodic annotation of speech [4,5] became an important task. This article
presents a new approach for the classification of the phrase type. The research
was done for the Czech language where the speech features within the last
prosodic word of a phrase (corresponding to a functionally involved prosodeme1)
are characteristic for particular types of sentences and for the phrase structure
of compound/complex sentences.

Nevertheless, in the real speech data, the expectation given by the prosody
models can be breached and speech features corresponding to a different type of
1 Prosodemes will be explained in Section 2.
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phrase/prosodeme can be present. Using a speech corpus with incorrect proso-
deme labels can be a source of prosody inconsistency in synthesized speech. The
proposed process of prosodeme classification helps to reveal and correct such
badly-labelled prosodemes. This should improve the overall quality of resulting
synthetic speech.

This paper is organized as follows, Section 2 explains the prosody model used
in this work. Procedure for prosodeme classification is proposed in Section 3.
Section 4 describes the evaluation of performed experiments. Finally, Section 5
concludes this paper and outlines the future work.

2 Prosody Model and Prosodemes

Within this paper, the formal prosody model proposed by Romportl [6] is used.
According to this model, an utterance can be divided into prosodic clauses sep-
arated by short pauses. Each prosodic clause includes one or more prosodic
phrases, which contain certain continuous intonation scheme. A prosodic phrase
consists of two prosodemes: null prosodeme and functionally involved proso-
deme which is supposed to be related to the last prosodic word in the phrase
and depends on the communication function the speaker intends the sentence to
have.

For the Czech language2, the following basic classes of functionally involved
prosodemes were defined (for a more detailed prosodme categorization see [6]):

P1 – prosodemes terminating satisfactorily (typical for declarative sentences)
P2 – prosodemes terminating unsatisfactorily (typical for questions)
P3 – prosodemes non-terminating (typical for non-terminal phrases in com-

pound/complex sentences)

Naturally, particular types of phrases do not vary solely within their last
prosodic words. Some specific prosodic differences can be present throughout
the whole phrase. However, those differencies are often rather content-related
(e.g. emphasis on some key words) and a more complex prosody model would
be required for their reasonable application. Our prosody model based on pro-
sodemes is uncomplicated and seems to be sufficiently descriptive for the phrase
type classification task [7].

Since our speech synthesis system [8] is created for neutral speech (i.e. with-
out emphasis, expressions etc.), 3 specific prosodemes are supported3: P1.1, P2.2
and P3.1. A typical example of prosodemes P1.1 and P3.1 is depicted on Figure 1.

Typical speech features are related to the particular prosodeme types. For
example, P1.1 is characteristic with a pitch decrease within its last syllable, a
pitch increase is specific for P3.1, etc. Beside the pitch shape, spectral, duration

2 A different/modified set of prosodemes can be specific for other languages.
3 This set of prosodemes proved to be sufficient to describe basic types of phrases

within the neutral speech. Other prosodemes are classified as one of those. A detailed
explanation is beyond the scope of this paper.
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Fig. 1. Prosodemes within a declarative compound sentence “Miloš Zeman řekl, že
všechno bude jinak.” spoken by a male speaker. It is composed from 2 phrases ended
by non-terminating prosodeme P3.1 and prosodeme terminating satisfactorily P1.1.

and energy features can be characteristic for particular prosodemes. However,
their impact seems to be not so relevant for prosody perception or the dependence
is more complex.

In real speech data, a different prosodeme than expected could be present.
This could have several reasons

– The theoretical expectation is wrong since the type of utterance was incor-
rectly assigned.

– The utterance was read improperly. Even professional speakers have some-
times difficulties in reading many structured sentences consistently.

– The sentence is ambiguous. Depending on the meaning, specific situation or
context, more prosodeme combinations are possible.

The most frequent case of prosodeme inconsistency is a compound sentence
that can be split into several independent sentences. Within the compound sen-
tence, all phrases (except the last one) should be terminated with the prosodeme
P3.1. However, when the link between particular sentences is rather weak, the
utterance can be split into independent sentences which are naturally terminated
by the prosodeme P1.1.

Another common case is confusion of the question type. In the Czech lan-
guage, wh-questions should be terminated with the prosodeme P2.3 that is sim-
ilar to the P1.14 (i.e. the pitch is not rising), whereas yes/no questions contain
the prosodeme P2.2 that is more like the P3.1 (i.e. the pitch is rising).

In any case, badly annotated speech corpora can be a source of various trou-
bles. In speech synthesis (specifically, in unit selection method), prosodeme labels
are important attributes for selecting sequence of optimal speech units for build-
ing resulting speech [9]. Using units from an inappropriate prosodeme or mixing
units from different types of prosodemes can cause a decrease in the overall
speech quality – prosody of synthesized speech does not correspond to the type
or the structure of the sentence, some unnatural fluctuations of pitch or other
prosody-related speech features occur, etc.
4 In our TTS system, the prosodeme P2.3 is not differentiated from P1.1, i.e. P1.1 is

used for both cases.
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3 Proposed Approach

To model the prosodic properties of speech we employed a similar HMM frame-
work as it is specific for the HMM-based speech synthesis [2,10].

Speech is described by a set of parameters based on STRAIGHT analy-
sis method [11]. In our experiments, the composed parameter vector contained
40 mel cepstral coefficients, logF0 value and 21 band aperiodicity coefficients
(together with their delta and delta-delta parameters). These parameters were
modelled by a set of multi-stream context dependent HMMs. HTS toolkit5 was
employed for the model processing.

In the HMM-based speech synthesis framework, the phonetic, prosodic and
linguistic context are taken into account, i.e. a speech unit (and the correspond-
ing model) is given as a phone with its phonetic, prosodic and linguistic context
information. In this manner, the language prosody is modelled implicitly – in
various contexts different units/models can be used.

Within our experiments, a context-depended unit is represented by a string

p1–p2+p3@P:pw1 pw2@S:sw1|sh1 sw2|sh2@W:wh1 wh2/Px

where all subscripted italic letters are contextual factors defined in Table 1. The
other bold characters in this string template help to refer to particular factors
(e.g. during model clustering).

Table 1. Contextual factors. Note: All the positions are forward and backward. Their
values are limited to 5, i.e. value 5 is used for all following positions. We assume that
the marginal positions are most prominent and the other positions are less relevant.

Factors Possible values

p1, p2, p3 Previous, current and next phoneme
Czech phoneme set

(see e.g. [10])

pw1, pw2 Phone position in prosodic word (fw, bw)

1–5
sw1, sw2 Syllable position in prosodic word (fw, bw)

sh1, sh2 Syllable position in phrase (fw, bw)

wh1, wh2 Prosodic word position in phrase (fw, bw)

Px Prosodeme type P0, P1.1, P2.2, P3.1

3.1 Training Stage

The process of prosodeme correction can be roughly divided into 2 stages:

1. Model Training – Model parameters were estimated from speech data by
using maximum likelihood criterion. 5-state left-to-right MSD-HSMM with
single Gaussian output distributions were used. For a more robust model

5 HMM-based Speech Synthesis System (HTS), http://hts.sp.nitech.ac.jp



Classification of Prosodic Phrases by Using HMMs 501

parameter estimation, context clustering based on MDL (Minimum Descrip-
tion Length) criterion was performed. Decision trees were separately con-
structed for particular parameter streams and duration. In this stage, the
default prosodic annotation of particular phrases is used.

2. Prosodeme Re-Classification – First, all utterances were divided into
clauses6. Then, we created clause transcriptions for all considered types
of functionally involved prosodemes, i.e. particular transcriptions differed
only in units belonging to the last prosodic word. And finally, the best-
matching transcription was selected for each clause, i.e. clauses were succes-
sively forced-aligned with particular transcriptions and the prosodeme with
the best value of alignment score was selected as the correct prosodeme type
for the given phrase.

After the second stage, a new corrected annotation is available. The whole
process can be run iteratively with the updated annotation from the previous
iteration.

Considering the main reasons for prosodeme mismatch aforementioned in
Section 2, we decide to define allowed prosodeme corrections

– P3.1 → P1.1 – corresponds to a compound/complex sentence splitted into
independent phrases

– P1.1 → P2.2 and P2.2 → P1.1 – correspond to different types of question

Without this limitation we could get some unwanted corrections, e.g. P3.1
could be classified as P2.2 or vice versa since they are very similar. Then the
annotation could become less transparent. Therefore, we prefer to allow the
interchangeability of some prosodemes during the unit selection process.

4 Evaluation and Results

For our experiments, we used 2 large speech corpora recorded for the purposes
of speech synthesis [12]: one male and one female voice. Each corpus contained
about 10,000 utterances.

4.1 Evaluation of Classification Results

The correctness of prosodeme re-classification was evaluated by a short listening
test. Test contained 10 short phrases for each speaker: 5 phrases were classified
as prosodeme P3.1 and 5 as P1.1. Prosodemes P2.2 were not included in the
test since they are very similar to P3.1 in many cases and the listeners’ decision
could be often random or context-related.

The test sentences were not used for training of the HMMs. The listeners
should determine the type of particular phrases. The capability of listeners to
6 We used clauses instead of phrases since the division can be simply performed by the

detection of pauses. As a result, only prosodemes from terminal phrases of particular
clauses were considered to be functionally involved.
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assign the phrase type properly was already proved in [7]. They were instructed
to focus on the prosody at the end of utterances. Eight listeners participated in
this test. The results presented in Table 2 showed that the HMM classification
results are in agreement with the listeners’ decisions in most cases (84% positive
results, 5% negative and 11% indecisive).

Table 2. Results of listening tests.

speaker
HMM listeners’ decision [%]

classification P1.1 P3.1 undecided

female
P1.1 77.1 11.4 11.4

P3.1 5.7 74.3 20.0

male
P1.1 97.1 0.0 2.9

P3.1 2.9 85.7 11.4

both
P1.1 87.1 5.7 7.2

P3.1 4.3 80.0 15.7

4.2 Evaluation of Unit Selection Synthesis

The incorrect prosodic annotation of utterances in training data can cause a
quality degradation of synthesized speech. Depending on combination of selected
units, the prosodic features can be improper and unnatural. Abrupt changes in
speech tempo and pitch fluctuation are common, too. Certainly, only a part of
such synthesis failures is related with bad prosodeme annotation.

The selection of a suitable set of utterances is essential for the evaluation
of the achieved benefit. The basic approach – evaluation of random synthetic
utterances – is suitable only when a general quality improvement is expected.

In cases when the modification is related with a specific phenomenon that
appears less frequently, it is better to select the suitable utterances system-
atically. To find out how often the performed corrections will affect the syn-
thetic speech, a huge set of about 520,000 sentences7 (about 1,050,000 particular
phrases) were synthesized and a record of selected units for each sentence was
created. By using this record, the statistics on usage of each unit from changed
prosodemes were ascertained – see Figure 2 and Table 3.

According to the statistics, only about 16% and 10% utterances were affected
by the changes in training corpora. The remained utterances are supposed to be
unchanged8. Since it has no sense to compare equal sentences, we ignored those
sentences and prepare a comparison listening test only with utterances that
contained different units. All sentences were selected randomly, their length was

7 This set of sentences is described in [13].
8 This is only a simplified assumption which is not fully accurate, since units from

changed prosodemes could be selected for other sentences, too. However for the
selection of suitable sentences for a listening test, these rare cases can be ignored.
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Table 3. Relative number [%] of synthetic utterances according to the number
of changed units.

number of changed units 0 1 2 3–5 6–10 > 10

female speaker 89.71 3.68 1.87 3.41 1.23 0.10

male speaker 83.91 7.32 2.34 4.20 2.03 0.20

Fig. 2. Number of changed units for female and male speaker, respectively.

Fig. 3. The utterance “Že o tom ta ch̊uzka nebyla, jsme zjistili až na závěr.”
synthesized by the male voice. It is composed from 2 phrases. Units at the end of the
first phrase used by the default system are not appropriate (do not correspond to the
P3.1 prosodeme). More proper units were selected by the corrected system. Besides,
different units were used at the end of the utterance.eps

limited to 8–10 words. Test participants listened to 20 pairs of synthesized utter-
ances and used 5-point scale for evaluation: A sounds significantly better than
B, slightly better, equal, slightly worse, significantly worse. Moreover, they knew
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Fig. 4. Results of listening test for unit selection synthesis.

that the differences are more likely within the functionally involved prosodemes.
A representative pair of synthesized sentences is depicted on Figure 3.

Results of listening test are presented on Figure 4. For both speakers, lis-
teners similarly preferred system with corrected corpora in about one half of all
cases, the default system was preferred in about one quarter of cases and the
remaining quarter of pairs were evaluated as equal. However, we should consider
that the sentences were selected to contain different units and the number of
equal utterances would be much higher for a random selection. In any case, we
could conclude that the system with corrected corpus was preferred in twice
more cases than the default system.

5 Conclusion

This paper presented the initial experiments on the classification of the type of
phrases. Hidden Markov models with extended contextual features were employed
in this task. The basic applications are the correction of badly annotated proso-
demes and the classification of phrases which type is unknown. In experiments
performed on 2 large speech corpora, trained HMMs revealed various numbers of
suspicious prosodemes whose default prosodeme label and its new classification
do not agree.

Listening test confirmed that the HMMs can be used for the determination
of proper functional prosodeme in particular phrases. The agreement between
speakers and HMMs was about 84%. From the remaining cases, 12% were inde-
cisive and only 5% were differently assigned by HMMs and speakers.

The corrected speech corpora were tested within the unit selection speech
synthesis framework. For evaluation a preference listening test containing spe-
cially selected sentences was performed. In this test, listeners preferred the new
TTS system above default (51% vs 22%), remaining utterances were evaluated as
equal. Naturally, the obtained results substantially depend on the speech data
for given speaker. For example, a smaller improvement can be achieved for a
speaker whose prosody better matches the expectation of used prosodic model.

5.1 Future Work

In our future work, more experiments on prosodeme classification will be per-
formed. We would like to include other types of prosodemes, too. For the pur-
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poses of unit selection speech synthesis, we consider to use the soft classification,
i.e. particular speech units will not exclusively belong to one prosodeme type.
Instead, a set of forced-alignment-score-based weights could be defined and used
during the process of unit selection. We also intend to experiment with speaker-
independent models. They could be employed in cases of non-professional speak-
ers whose speech prosody is not consistent enough to train new models or the
amount of speech data is low.
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Abstract. Unlike many other domains, biomedicine not only provides
a wide range of parallel text corpora to train statistical machine transla-
tion (SMT) systems on, but also offers substantial amounts of ‘parallel
lexicons’ in the form of multilingual terminologies. We included these
lexical repositories, together with common parallel text corpora, into a
Moses-based SMT system and three commercial systems and performed
experiments on four language pairs, three text genres and several cor-
pus sizes to measure the effects of adding the lexical knowledge sources.
Much to our surprise, the SMT systems additionally equipped with ‘par-
allel lexicons’ underperformed in comparison with those systems trained
on parallel text corpora only. This effect could consistently be shown for
all systems by Bleu scores, as well as assessments from human judges.

Keywords: Machine translation · Biomedicine · Terminologies

1 Introduction

The challenges of multi-lingualism in modern societies are manifold. Special
needs for (human or machine) translation services derive, e.g., from interna-
tional tourism, job mobility or business communication, while completely differ-
ent demands arise from growing streams of immigrants and fugitives. Medical
applications are natural targets for all sorts of translation activities, including,
e.g., national public health services, international epidemia control or individual
patient-doctor interactions. Hence, biomedical applications of machine transla-
tions are high on the agenda of desired outcomes of NLP and HLT.

The biomedical domain seems to be particularly suited for data-intensive NLP
because of its richness of resources. On the one hand, it offers a plethora of com-
prehensive parallel text corpora incorporating various text genres, which are well
suited for training statistical machine translation (SMT) systems. On the other
hand, a substantial amount of large-scale multilingual terminologies is available,
which can be considered as ‘parallel lexicons’ and, thus, complement the diverse
c© Springer International Publishing Switzerland 2015
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parallel text corpus resources. Many of these terminologies are combined in the
Unified Medical Language System Metathesaurus (Umls) [1].1 Since the integra-
tion of terminologies was already shown to increase translation quality in other,
non-biomedical domains (cf. e.g., [2]) we decided to utilize the Umls as a source
for training (S)MT systems as well—prior studies had shown both negative and
positive effects [3–5].

In this study, we investigate the impact of the Umls on the translation perfor-
mance of the Moses open source SMT system [6] and complement these exper-
iments with three commercial systems building on comparable methodological
premises, namely Google’s Translate,2 Microsoft’s Translator Hub3 and
another anonymous one (we granted anonymity for all collaborating companies,
if they desired so after the conduct of the experiments). We used the commercial
systems’ interfaces and a näıve solution for Moses disregarding more complex
configurations (as, e.g., proposed by [7,8]) to focus on the overall effect of the
Umls on different systems and for different genres, in an easy to implement and
reproduceable way. Our evaluation focuses on the n-gram-based Bleu metric [9],
a de-facto standard for automatically assessing SMT performance. Manual eval-
uations were used for some specific samples to compensate for some well-known
weaknesses of Bleu and gain additional evidence for our results.

The potential of MT systems for biomedical applications has already been
demonstrated by [10] who compared the performance of Moses with Google’s
Translate for translating titles of scientific papers indexed in Medline, with-
out any extra efforts, e.g. the inclusion of terminological resources. After addi-
tionally varying text genres, parallel corpora, SMT systems and language pairs,
we have consistent experimental evidence that SMT systems trained on paral-
lel text corpora and additionally equipped with substantial amounts of ‘parallel
lexicons’ in the form of multilingual terminologies underperform, most often dra-
matically, in comparison to systems lacking such additional lexicalized knowledge
input. Hence, training SMT systems merely on parallel text corpora seems to be
entirely sufficient—in the biomedical domain, at least.

2 Experimental Set-Up

2.1 Parallel Corpora and Biomedical Terminologies

Both the corpora and the terminologies were taken from the cleansed (e.g.
cycle-free) source data provided for the Clef-Er challenge4 [11]. The corpora
we used contained three different text genres: Medline titles from scientific
journal papers,5 drug labels with consumer use information from the Euro-
pean Medicines Agency (Emea) [12] and biomedical Patent claims6 from the

1 http://www.nlm.nih.gov/research/umls/
2 https://cloud.google.com/translate/docs
3 https://hub.microsofttranslator.com/
4 https://sites.google.com/site/mantraeu/access-content
5 http://mbr.nlm.nih.gov/Download/
6 Identified by their International Patent Classification code starting with ‘A61K’.

http://www.nlm.nih.gov/research/umls/
https://cloud.google.com/translate/docs
https://hub.microsofttranslator.com/
https://sites.google.com/site/mantraeu/access-content
http://mbr.nlm.nih.gov/Download/
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European Patent Office.7 The cleansed Umls contains language-independent
concepts, their language-specific labels (preferred synonym) and intralingual
(within one language) as well as interlingual (crossing languages) synonyms for
each concept. The Umls is a hierarchical thesaurus (mainly used for informa-
tion retrieval, clinical coding and accountancy) rather than a flat dictionary (as
needed for MT). Thus, the entire taxonomic information was removed for our
experiments, and all synonyms in the source language were mapped to the pre-
ferred synonym in the target language, for each concept (cf. also [5]), resulting
in a bilingual translation dictionary without any further information. Both the
Umls and the derived dictionary contain only basic word forms and some plurals,
as well as syntactically inverted forms suited for indexing (such as ‘cancer, breast’
instead of ‘breast cancer’). Table 1 gives an overview of dictionary entries and
parallel text units (i.e. titles, text fragments, claims—all roughly equivalent to
sentences) in the aforementioned corpora. Vastly more translations are provided
by the dictionaries for translations from English, as more English synonyms are
listed in the Umls. For tuning and evaluation 5,000 units each per language pair
and corpus were set aside, the rest was used for training.

Table 1. Number of Medline titles, Emea text fragments and Patent claims in
the parallel corpora as well as translations provided by the flattened Umls for each
language pair. Patents are not available for all languages as indicated by dashes.

Language Pairs Medline Emea Patent
Translations Translations
into English from English

German-English 719,232 140,552 154,836 132,183 575,661
French-English 572,176 140,552 154,836 152,720 572,556
Spanish-English 247,655 140,552 — 784,972 1,456,463
Dutch-English 54,483 140,552 — 127,904 458,743

2.2 Configurations of MT Systems

We performed our experiments using a typical Moses setup, by combining it
with Srilm [13], Mert, Giza++ [14], and the scripts of Moses’ Experiment
Management System (EMS). We tested two different configurations of Moses:
a biomedical baseline, for which we trained translational and language models
on parallel document corpora as is, and a Umls-enhanced version, for which
the translational (but not the language) model was trained on a combination of
the parallel corpus and the flattened Umls. Both configurations were tuned and
evaluated with unmodified sentences from the corpora introduced in Section 2.1.

Google Translate offers no option to customize their models. So, we
uploaded evaluation items to their API and calculated the Bleu score for
the resulting translations with the scripts contained in the Moses EMS. Both
Microsoft’s Translator Hub and the web interface of the anonymous com-
pany’s system allow to train models and include an evaluation suite used during

7 http://www.epo.org/

http://www.epo.org/
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our experiments. The anonymous system allows for the inclusion of both in-
domain and background training material, the latter was applied to incorporate
the terminology-derived dictionaries. The option to include glossary files was dis-
carded on direction of the anonymous system’s staff, as it is not designed for large
dictionaries. In contrast, Microsoft’s system offers only one way to integrate ter-
minologies, namely by uploading dictionaries as Excel sheets, a mechanism also
more apt for small dictionaries. Microsoft offers not only a training option, but
also general language translation baselines which we included in our comparison.

Caveat for Patent Texts. Sentences from the Patent corpus can be very
long, both before and especially after tokenization (Moses’ tokenizer is rather
aggressive in its treatment of the chemical names frequent in this subdomain).
Test and tuning sentences for Moses were thus tokenized and cropped with a
script. Patent sentences were especially problematic for the anonymous com-
pany’s MT system, a working configuration could not be achieved due to lack of
command over their tokenization process.

3 Evaluation

To assess the translation quality of the four systems and the effects of terminol-
ogy integration we performed an automatic evaluation with Bleu, using 5,000
test sentences from the corpora introduced in Section 2.1. To better understand
the negative effects of terminology integration that became evident in the course
of these experiments we investigated the two Moses configurations described in
Section 2.2 in more detail, including further automatic evaluation with Bleu,
manual translation quality judgments and a qualitative error analysis for some
Moses translations of Medline titles.

3.1 Automatic Evaluation—System Comparison

Fig. 1. Bleu scores for baseline and Umls-
enhanced Moses systems (trained on Med-
line, translation from English into Ger-
man) over varying training corpus sizes.

Table 2 (next page) depicts the
results for comparing Moses and
the three commercial systems from
Google, Microsoft and the anony-
mous company. Training systems on
texts from any biomedical genre
notably improved translation qual-
ity over general language-trained sys-
tems. Incorporating terminological
knowledge had, however, no positive
effect on translation quality and, espe-
cially for Microsoft’s system, a neg-
ative one. No system trained on in-
domain texts is generally superior,
each of them outperforms all the oth-
ers on one of the three corpora: the
anonymous system is strongest on
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Emea, Microsoft’s Translator on Medline and Moses on Patents.
Translations into English achieved higher scores than translations from English,
as was to be expected due to the higher morphological complexity in the non-
English languages under scrutiny.

Further automatic evaluation of different configurations of Moses revealed
that the baseline consistently outperformed the Umls-enhanced version on all
languages and corpora, even if training corpora were drastically shrunk (see
Figure 1). This is puzzling as small parallel corpora alone should increase the
number of out-of-vocabulary (OOV) words (cf. Section 3.3), the amount of which
which could be reduced by terminology integration. Since language models were
trained on the parallel text corpora alone, any negative influence of the termi-
nologies via this route can be ruled out.

Table 2. Bleu scores achieved by MT systems by corpus and language pair, best sys-
tem in bold. Multiple bold systems were not significantly different (p ≤ 0.05) during
paired bootstrap resampling [15]. Microsoft is abbreviated as MS, the anonymous sys-
tem as Anon. Systems marked as ‘general’ use general language models not trained on
texts from the corpus they are evaluated on, while those marked as ‘bio’ were trained
on the respective parallel corpus (baseline). Systems marked as ‘bio & Umls’ addition-
ally utilized the Umls-derived dictionary as described in Section 2. Dashes indicate
missing translations (cf. Section 2.1)

.

Google MS MS MS Moses Moses Anon Anon
From To Corpus general general bio bio & Umls bio bio & Umls bio bio & Umls

de en Emea 46.0 39.5 53.2 48.6 54.8 55.0 57.7 57.7
en de Emea 33.7 32.7 48.0 38.0 48.4 48.1 51.0 51.2
en es Emea 49.9 43.0 57.2 44.1 58.0 57.4 61.5 61.4
en fr Emea 38.4 37.0 48.5 39.0 55.7 55.4 58.9 58.7
en nl Emea 48.3 37.6 53.9 44.4 53.9 53.3 56.7 56.6
es en Emea 49.7 46.0 60.1 52.0 61.7 61.2 66.3 65.9
fr en Emea 47.0 43.0 56.9 56.7 58.5 58.5 63.3 63.4
nl en Emea 57.7 47.6 63.5 60.7 61.6 61.6 64.7 64.6

de en Medline 31.8 35.0 47.4 42.6 38.4 38.4 43.0 42.9
en de Medline 18.4 25.2 39.9 28.7 34.0 33.4 38.1 38.0
en es Medline 39.5 45.0 52.2 38.3 44.0 42.6 49.4 48.8
en fr Medline 29.0 37.6 48.9 36.7 43.5 42.9 47.2 47.5
en nl Medline 30.6 33.4 47.1 34.7 39.1 39.0 44.5 44.5
es en Medline 38.3 42.2 49.8 42.7 43.8 43.1 48.7 48.3
fr en Medline 30.1 35.1 45.6 44.8 41.2 41.0 45.7 45.6
nl en Medline 37.1 42.3 51.8 47.9 41.2 41.5 46.8 46.3

de en Patent 37.1 38.1 55.1 52.5 66.3 66.0 — —
en de Patent 39.3 30.0 47.6 39.0 60.0 59.3 — —
en fr Patent 30.2 42.5 53.2 45.6 57.0 56.6 — —
fr en Patent 36.1 41.8 56.7 56.5 59.6 59.5 — —

3.2 Manual Analysis

We also collected human assessments from three subjects for ‘fluency’ and ‘accu-
racy’ (cf. [16]), evaluating 100 Medline titles translated between English and
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Table 3. Averaged human assessment of fluency and adequacy of the translations
provided by the baseline and the Umls-enhanced Moses system. Measurements were
obtained from a random sample of 100 test sentences of a Medline-trained system
translating between English and German, trained on 709k sentences.

System
English to German German to English
Fluency Adequacy Fluency Adequacy

baseline 4.13 4.50 4.18 4.42
Umls-enhanced 3.96 4.37 4.11 4.43

German (a subset of the 5,000 items used for automatic evaluation). Table 3
depicts the outcome of these judgments, again confirming the superiority of the
baseline system without terminology integration. All three judges were bilingual
and rated only translations in their native language. Two were native speakers
of German and graduate students in the biomedical domain (judgments aver-
aged; κ = 0.23, seemingly low, yet consistent with the literature), the third was
a native speaker of English.

Upon further inspection of these 100 sentences we found lots of minimal dif-
ferences affecting mainly fluency, especially regarding inflection—often both the
baseline and the Umls-enhanced Moses configuration were equally unable to
cope with German cases (e.g. “präoperative Risiko” instead of “präoperatives
Risiko” for “Preoperative risk”). Major differences caused by including the
Umls are not always problematic for a human reader, e.g. “Erkrankungen des
Ösophagus” [‘esophageal diseases’]. Yet in some cases quite bizarre transla-
tions were produced, e.g. “pathway” (as in ‘care pathway’) being translated as
“Sehbahnenverletzung” [‘optic pathway injury’] due to the Umls entry ‘Injury
of optic nerve and pathways’.

3.3 Out-of-Vocabulary Analysis

When MT systems encounter words unseen before (i.e. not contained in the
parallel corpora) no model can be applied to them which, in the worst case,
leads to non-translations, i.e. the unknown word from the source text appears
unchanged, as the original source text item, in the target text—the OOV problem
of MT. While some OOV words may be unproblematic for adequate translations
(e.g. proper names) most of them will lead to low-quality translations, as is
reflected in both human and automatic translations (e.g. missing n-grams for
Bleu). Hence, adding a supplementary vocabulary resource, in our case the
Umls, should increase the number of words known to the MT system and thus
reduce the number of OOV words.

Whereas incorporating terminological resources caused mostly negative
effects for translation quality in our experiments, it significantly (p ≤ 0.01 for
paired t-test) reduced the proportion of OOV tokens and their associated types.
For example a system trained on the full Medline corpus for translating English
to German could not translate 7.1% of the types in the test set, whereas one
trained on both corpus and terminology missed only 6.5%; other corpora and
languages reveal similar results.
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Table 4. Absolute frequencies and examples for five
categories of OOV failure types: missegmented and
misspelled words, valid English words (not) con-
tained in the Umls, and non-translatable words.

OOV word type Frequency Example
Missegmented 33 edema--which
Misspelled 2 tecnnology
Valid, not in the Umls 43 periodontometry
Valid, in the Umls 5 willows
Non-translatable 17 Langenstein

We manually inspected
the OOV types of the
Medline English-to-German
example at the maximal cor-
pus size to better understand
the nature of the OOV errors,
using the following categories
(see, e.g. [17]): Missegmented
words, misspelled words, valid
words (missing from training
material, both contained or
not contained in the English Umls), and non-translatable words (e.g. proper
names). Table 4 lists the absolute frequencies and some examples based on 100
randomly selected OOV types from the test set of the aforementioned corpus.
Missegmentation is mainly caused by Moses’ tokenizer not separating on ‘--’
(e.g. ‘suicide--review ’), an issue that could easily be resolved by choosing a
domain-specific tokenizer. Yet this phenomenon is, just like misspelled words,
of little relevance for investigating terminology integration. Surprisingly, many
of the valid words are medical in nature, e.g. the tooth mobility test ‘periodon-
tometry’, yet neither contained in the training material, nor in the English part of
the Umls. Non-translatable words are mostly proper names and numbers which
have little impact for translating between languages using the same alphabet.

4 Conclusions

We assessed the performance of the open source Moses system and three com-
mercial systems (Google’s Translate, Microsoft’s Translator Hub and one
from an anonymous company) for translating texts in the biomedical domain,
both with and without adding terminological knowledge from the Umls. Experi-
ments were performed for four language pairs (i.e translating between English as
the anchor language and French, German, Spanish as well as Dutch) and three
biomedical genres (Medline article titles, Emea drug leaflets and biomedical
patents).

On all genres and languages, the in-domain trained systems outperformed
those for general language use. As far as the in-domain trained systems are con-
cerned, none is a clear winner genre-wise: the anonymous system is strongest on
Emea leaflet sentences, Microsoft on Medline titles and Moses on Patents.
The integration of the Umls had no positive and often even negative effects on
translation quality. While we could demonstrate a positive effect of the integra-
tion on the number of words covered by an MT system (cf. Section 3.3) the
negative effects caused by the introduction of unwarranted translations seem
to be stronger. In order to avoid them one might focus on OOV words only
when consulting the Umls (following [7]) or additionally cleanse the Umls, e.g.
by removing ill-suited entries (inverted index terms, cf. Section 2.1) or add fre-
quency information from other sources.
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Abstract. The paper describes a new tool Derivancze, which provides
an information on derivational relations between Czech words. After a
summary of linguistic descriptions of Czech derivation we present a struc-
ture of our data and types of derivational relations we use. We compare
our approach and results with Czech lexical network DeriNet, in partic-
ular, we discuss many differences between the two approaches. Our tool
presently works with Czech data only, but the solution is general and
can be used also for other languages.

Keywords: Derivational morphology · Derivational analysis · Seman-
tics of the derivational relations

1 Introduction

Standard morphological analyzers typically provide for an input word its corre-
sponding basic form but as a rule they do not offer (or in a limited way only)
information about derivational relations between words such as, for example, in
Czech otec – otc̊uv (father – father’s), řezat – řezáńı (cut – cutting), učit – učitel
(teach – teacher), etc. This information can be very useful for text indexation in
searching or in the course of the syntactic analysis of the natural language and
also for other applications.

In the highly inflectional languages like Czech derivational relations (fur-
ther D-relations) represent a system of both formal and semantic relations that
definitely reflects cognitive structures related to what may be characterized as
a language ontology. For language users derivational affixes function as formal
means by which they express semantic relations necessary for using language as
a vehicle of communication. The affixes denote several sorts of meanings which
we will try to classify in this paper. We will deal here primarily with Czech
language but presented results can be applied with the necessary modifications
to all Slavonic languages, see e. g. [1] or [2].
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2 Motivation

The first important reason for doing all this is a belief that D-relations and
derivational nests created by them reflect basic cognitive structures existing in
natural language. These cognitive structures can be partly traced down in the
standard Czech grammars [3] where they can be found under the term of the
onomasiological categories. The semantics of the D-relations will be in the focus
of our attention in the paper.

The second good reason for paying attention to the Czech derivational mor-
phology is a need to describe the derivational relations as formally as possible
and on this ground to develop software tools allowing to handle automatically
D-relations between lexemes in Czech. The obtained results can be useful for var-
ious applications such as information extraction, indexing for searching engines,
textual entailment, machine translation, etc.

The third inspiring reason is to confront the traditional description of the
Czech derivational morphology as it can be found in the standard Czech gram-
mars with its formal counterpart necessary for a computer treatment.

The last reason is to present a software tool, derivational analyzer called
Derivancze, and to compare it partially with an existing similar derivational
tool DeriNet [4].

3 Related Work

There is a well developed theoretical description of Czech derivational morphol-
ogy by Dokulil [3,5]. It has served as an excellent starting point for a further
work in this area (see, for example [6,7]). Dokulil in his explanation of the D-
relations intertwines both semantic aspects of the Czech word derivation and its
formal aspects in an interesting but also a complicated way.

It has to be remarked that Dokulil’s theory and also other derivational
descriptions in standard Czech grammars adopted from it are based on the par-
tial data containing just typical well selected examples. The situation becomes
different now when we have access to almost all relevant Czech data (relatively
complete lists of affixes, stems, word lists obtained from corpora) and can process
them with the appropriate software tools.

In particular, Dokulil works with what he calls onomasiological categories:
modifications (smaller change of the meaning within the same POS: učitel –
učitelka; teacherMASC – teacherFEM), transpositions (change of POS without
change of the meaning: dobrý – dobře; good – well, padat – pád; to fall – a
fall), mutations (with a substantial change of the meaning: slepý – slepec; blind
– blind man)) and reproductions (bác – bácnout (squab – to do squab) which
include onomatopoic derivations) — within this framework he treats most of the
derivational processes in Czech. It should be remarked that Dokulil’s treatment
of the D-relations is rather extensive, it takes 259 pages in [3], so it is not possible
to mention all the relevant points in this paper. Thus here we are trying to follow
just the main and most transparent derivational processes in Czech.
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We have to mention the attempts to handle Czech derivational morphology
in a more formal way which have appeared recently. One of them is a tool
developed by Ševč́ıková and Žabokrtský (2014) called DeriNet [4]. Another tool
is a modified version of the Derivational Ajka developed at NLP Centre FI
MU (Sedláček et al., 2005, it was not published and exists only as a computer
program).

Apart from them there are two other tools. The first one is Deriv [8]1 devel-
oped at the NLP Centre FI MU and the second one is a tool called Morfio [9]2

built in ÚČNK FF UK. It has to be remarked, however, that both Deriv and
Morfio are different from DeriNet and Derivancze. Particularly, Deriv is a web
tool for exploring derivational relations among word forms from a morphologi-
cal analyser of Czech using regular expressions. The results are linked to Czech
corpora (CzTenTen, SYN2000) in order to make its manual post-editing easier.
Morfio is a web interface as well allowing users to search the corpus by series
of parallel queries which specify a chosen derivational model. It also analyses
obtained results for the morphological productivity of affixes and estimates the
completeness of the derivational model.

4 Design of Derivancze: in Constrast with DeriNet

We take advantage of the fact that there are publicly available data of the
DeriNet network together with detailed description of its internals. It allows
us to describe our decisions on the design of the Derivancze data by means
of comparison of our approach with the approach of the DeriNet authors. The
substantial differences can be drawn up in three parts.

4.1 Semantically Labelled Relations Instead of Purely Derivational
Relations

The most prominent difference between the two approaches consists in our effort
to classify somehow the relations between words. We work with semantically
labelled relations whereas in DeriNet one finds just simple derivational relations
without any explicit labels, at most they vary in their members’ POS. In our
view, this can be sufficient e. g. for relation adjective–adverb mentioned as a
potential practical application of the network (subsection 5.1 of [4]) but for
more sophisticated applications (text generation, condensation, paraphrasing or
textual entailment) the more detailed information on the type of the link will be
needed. This seems to be confirmed by the DErivBase [10] derivational lexicon,
which is a German analog of the DeriNet, as its authors expect that for the
derivationally close words also their semantic proximity will have to be captured
because all existing applications assume strong correlation between derivational
and sematic proximity.

1 http://deb.fi.muni.cz/deriv/
2 https://morfio.korpus.cz/

http://deb.fi.muni.cz/deriv/
https://morfio.korpus.cz/
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Therefore, in our data we aim at the D-relations for which a regular and
transparent semantics can be found. So we are not interested in base words for
komunismus, rusismus and revmatismus, i. e. words komuna, Rus and revma3

because while from the formal point of view the derivational process is fully
regular, the semantic relations inside the three pairs differ from one another.
Similarly, for particular D-relations, we are not interested in word pairs which
do not correspond with the semantics of the given D-relation. For example,
all three contemporary Czech gramars ([3,6,7] mention mdloba (faints) as an
example of a quality/property name derived by means of suffix -oba, but the
relation to the base adjective mdlý (bland) is only formal and a “regular” mdlost
(blandness) is semantically much more proper (unlike e. g. chudoba > chudost
for chudý, similarly to English poverty > poorness for poor).

Moreover, in some cases we have to abandon purely formal approach and for
the sake of completeness and consistency ignore the direction of the derivational
process. For example, nouns describing actions or states denoted by verbs are regu-
larly derived bymeans of suffix -ńı: pracovat–pracováńı (to work–awork /working).
But in some cases also other words can be used, e. g. práce in this case. From the
formal point of view, pracovat is derived from práce, not conversely, but the infor-
mation on direction is not interesting for real world applications: they need to give
a verb and get the corresponding noun. A similar example are inhabitant names.
Most of them are derived from the name of an area, but there are also many excep-
tions: Vietnam–Vietnamec, Polsko–Polák (Poland), Rusko–Rus (Russia). Clearly,
the name of inhabitant is derived from the name of the area in the first case, both
names are derived from some common base in the second case and the name of the
area is derived from the name of the inhabitant (nation) in the third case. But from
the practical point of view this is not relevant, a potential application will ask for
an inhabitant name corresponding to the given area.

Even further, in some cases something similar to suppletion in inflectional
morphology appears. As well as plural forms of almost all Czech words are cre-
ated regularly and only a few exceptions have irregular (př́ıtel–přátelé; friend–
friends) or suppletive (člověk–lidé; man–people) forms, we can see that, for exam-
ple, almost all masculine → feminine changes are expressed by a respective suf-
fix (učitel–učitelka above, dělńık–dělnice; worker MASC–FEM) and only a few
exceptions display some irregularities (tchán–tchyně; father-in-law–mother-in-
law) — or they are entirely “suppletive” (syn–dcera; son–daughter). But then,
because it is hard to find any reasonable argument why the application should
get an answer if it requests for a feminine form of “regular” nouns vnuk (grand-
son) or medvěd (bear) (in Czech vnuč-ka and medvěd-ice) and should not in case
of “suppletive” nouns syn (son) or k̊uň (horse) (in Czech dcera and kobyla), aim-
ing at completness and consistency, we have to admit that even word pairs like
syn–dcera should be counted as derivational, albeit “suppletive”.

On the whole, the relations in our approach are based on the formal deriva-
tional relations, but as the semantics is what matters after all, they do not fully
agree with the D-relations as they are treated in the standard Czech grammars

3 communism, russism, rheumatism, commune, Russian, and rheuma
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— these, as we hinted above, are not suitable for use in practical applications.
It has to be remarked that we are trying to follow just the main and somehow
“fuzzy” tendencies as there are not any objective criteria for decision what is
semantically transparent and what is disguised (and to what extent).

4.2 More than One Base Word and Semantic Equivalence

In the DeriNet network, every word is allowed to have at most one base word,
but this constraint seems to be too restrictive in some cases. For instance, virový
(viral) is a relational adjective derived either from vir or virus (two shapes of
the same foreign word, virus). Another nice example offers the DeriNet net-
work itself: the base word of antikomunista is antikomunismus (anticommunist,
anticommunism), but the base word of antikomunist̊uv is komunist̊uv (anticom-
munist’s, communist’s) which is clearly inconsistent. But even if the authors
would prefer suffixation over prefixation (or vice versa), there would be no obvi-
ous reason for such decision. In our view, much better solution is to admit that
antikomunist̊uv can be derived both from antikomunista (with suffix -̊uv) and
komunist̊uv (with prefix anti-).

From the previous explanation it immediately follows that we also need some
concept of semantic equivalence, at least to be able to distinguish cases like
virový, where the two possible base words are semantically equal, from cases
like antikomunist̊uv, where they are different. This equivalence is going to cover
also orthographical variants (socialismus/socializmus, but only socialistický;
socialism–socialist(ic)) and synonymic suffixes (normalita/normálnost, but only
normalizace or normálńı; normality, normalization, normal).

4.3 Overgeneration Followed by Filtering through Language
Corpora

For an initialization of the DeriNet network, only lemmata with SYN corpus [11]
frequency ≥ 2 were used. In Derivancze, we prefer to acquire as many “correctly”
derived pairs as possible4 and then add frequencies from corpus or corpora.
Doing this we should be able not only to obtain the same results as DeriNet, but
also to make a distinction between impossible and infrequent. Moreover, we can
offer this information also to the user or application to let them decide between
synonymic suffixes. For example, name of the quality/property expressed by
an adjective hluchý (deaf) can be both hluchost and hluchota — althought the
suffix -ost is much more productive in general, hluchota is around two orders of
magnitude more frequent than hluchost.
4 We are not able to clarify what exactly means this “correctly” as it always be

questionable in cases of rare word forms. It should be noted there, that contempo-
rary Czech grammars cannot be trusted concerning statements what is possible. For
example for passive verbal adjectives the grammars mention only transitive verbs or
intransitive verbs with indirect object, but one can recall, e. g. padaná jablka (liter-
ally fallen apples), where the verb padat has no object at all. That is why we prefer
to try to generate such forms for all or almost all verbs, even where they may seem
“incorrect” (because not used).
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5 Results

The Derivancze itself is implemented in the same way as the morphological ana-
lyzer majka [12], i. e. the data are represented as a simple list of query:response,
which is converted to a minimal finite state automaton. Derivancze does not do
any real analysis, but it only looks up all possible responses (derived forms and
D-relations) for a given query (input word). It means that all possible analyses
for all known inputs are precomputed in a compilation phase, thus the tool itself
remains very simple and fast.

The current version of data comprises the following D-relations5:

– k1verb, k2pas, k2proc, k2rakt, k2rpas, and k2ucel from verbs, where:
• k1verb derives nouns describing process, action or state denoted by the

verb (kropit–kropeńı; sprinkle–sprinkling),
• k2pas and k2rpas are passive participle and past passive adjectival par-

ticiple, i. e. two forms of adjectives which describe the patient or object
of the action (kropit–kropen/kropený; sprinkle–sprinkled),

• k2proc derives present active adjectival participles, i. e. adjectives decrib-
ing a subject doing the action (kropit–kroṕıćı; sprinkle–sprinkling (man)),

• k2rakt are past active adjectival participles, i. e. adjectives describing
subjects which have completed the action (pokropit–pokropivš́ı; sprinkle–
who has springled st.), and

• k2ucel derives adjectives which describe an object used for the action
(kropit–kropićı; sprinkle–sprinkling (machine)),

– verb → agent noun relation k1ag (bádat–badatel; research–researcher),
– adjective → name of the property relation k1prop (rychlý–rychlost; fast–

speed),
– adjective → adverb relation k6a (dobrý–dobře; good–well),
– noun → possessive adjective relation k2pos (otec–otc̊uv; father–father’s),
– noun → relational adjective relation k2rel (virus–virový; virus–viral/virus),

semantically perhaps the most heterogenous relation among the Derivancze
relations,

– relations k1f, k1jmf, and k1jmr express changes in gramatical gender:
• k1f derives feminines from general masculines (doktor

–doktorka; doctorMASC –doctorFEM),
• k1jmf derives feminine forms of surnames (Novák–Nováková), and
• k1jmr derives family forms of surnames (Novák–Novákovi) — it should

be noted that k1f and k1jmf cannot be joined because of names of
nationalities, which can also act as surnames, but the derived forms
differ (Rus–Ruska X Rusová, i. e. RussianFEM X Mrs. Rus),

5 The names of D-relations can be seen as completely arbitrary, but in fact they are
slightly based on the morphological analyser majka tagset [13]: k1, k2 and k6 denote
that the derived word is a noun, adjective and adverb respectively.
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– area or city → inhabitant name relation k1obyv (Kanada–Kanaďan; Canada–
Canadian), formally the most heterogenous relation in Derivancze,

– noun → deminutive relation k1dem (d̊um–domek; house–little house).

The relations of the first group, verbal derivatives, are useful for tagging and
syntactic analysis as the derived words somehow retain valences of the base verbs,
i. e. they retain a syntactically relevant behavior (perhaps except for k2ucel), the
other relations were either requested by our commercial partners (Czech search
engine Seznam.cz) or useful for various kinds of text generation (e. g. [14]). The
data itself are partially taken from data of morphological analyzer [15] and Czech
WordNet [16,17], other relations and data were added from various sources, e. g.
k1obyv is from [18], but in the most cases the Deriv tool [8] was utilized.

The Table 1 shows a distribution of the derivational pairs in Derivancze data
according to the D-relation. The row var is the semantic equivalence introduced
in the Section 4.2. To make a comparison with DeriNet easier, we added another
two columns CzTenTen and SYN with numbers of pairs whose both members
occur in respective corpus CzTenTen [19] or SYN [11] more than once (the
criterion for inclusion a lemma to DeriNet was the same).

Table 1. Distribution of derivational pairs according to D-relation

Relation # of pairs CzTenTen SYN

k1ag 703 588 447
k1dem 6342 5250 3342
k1f 3170 2343 1854
k1jmf 2230 2049 2114
k1jmr 2212 1786 19
k1obyv 262 241 209
k1prop 9886 7503 5975
k1verb 34781 20466 15097
k2pas 34847 11273 192
k2pos 30953 11879 6861
k2proc 15765 7040 5539
k2rakt 18106 1150 600
k2rel 20023 16782 13257
k2rpas 35017 17844 12343
k2ucel 1672 1582 1390
k6a 39065 17281 11678
var 565 406 98

total 255599 125463 81015

Obviously, the numbers of pairs occurring in corpora are rather approxi-
mative as they depend on particular lemmatization of the respective corpora
(cf. [20] for CzTenTen and [21,22] for SYN). For instance, lemma of Novákovi
in the SYN corpus is Novák, not Novákovi as in CzTenTen, thus no k1jmr pair
should be found in SYN. But if the name is unknown to the morphological anal-
ysis component of the tagger, the lemma is retained equal to the word form, i. e.
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Varmužovi is lemmatized as Varmužovi. This is the cause of the very low, but
still non-zero count of k1jmr (and also k2pas and var) pairs in SYN.

Presently, Derivancze cannot be freely downloaded, but complete data is
accessible through a web interface http://nlp.fi.muni.cz/projects/derivancze.

6 Conclusions and Future Work

In the paper we have presented the results of the computational analysis of
basic and most regular D-relations in Czech exploiting the older unpublished
derivational version of the morphological analyzer D-Ajka and re-designed it as a
new derivational analyzer for Czech with the name Derivancze. Though the whole
project is a “work-in-progress” and the analysis is far from complete, the number
of the captured D-relations and generated derivational pairs is reasonable and
covers the basic D-relations in Czech.

We have compared Derivancze with the DeriNet network: the most important
differences are that Derivancze covers only semantically transparent D-relations,
assigns explicit labels to them and namely prefers semantic consistency if the
semantical and formal aspect of D-relations diverge from each other. It should be
noted that the last seems to be novel not only for Czech derivational morphology
tools and descriptions.

No evaluation has been done yet, but we plan to measure an “added value”
of our data for applications which are able to exploit them.

We have also data for some other D-relations, but as they are semantically
less transparent, we prefer to work on more regular relations, namely between
verbs (aspectual changes, iterativity, etc.) at first. In the future we also aim to
precisely describe productive derivational paradigms to be able to predict and
recognize word forms derived from loanwords and other new words emerging in
Czech texts.

Finally, we would like to note that the Derivancze is not only a theoretical
result in Czech derivational morphology: one of its versions has been used as a
concrete application in the Czech search engine Seznam.cz and it also serves as
an instrument for various kinds of text generation ([14]).
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1 Department of Cybernetics, Faculty of Applied Sciences,
University of West Bohemia, Pilsen, Czech Republic

{mate221,jmatouse}@kky.zcu.cz
2 New Technologies for the Information Society, Faculty of Applied Sciences,

University of West Bohemia, Pilsen, Czech Republic

Abstract. This paper investigates a possibility of an utilization of
regressive score predictive model (SPM) in a process of detection of large
segmentation errors. SPM’s scores of automatically marked boundaries
between all speech segments are examined and further elaborated in an
effort to discover the best threshold to distinguish between small and
large errors. It was shown that the suggested detection method with a
proper threshold can be used to detect all large errors for a specific type
of a boundary.

Keywords: Detection of segmentation errors · Large segmentation
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1 Introduction

One of the problematic areas in concatenative speech synthesis is a segmentation
of speech signal during the creation of the inventory of acoustic units [1]. Speech
signal is segmented automatically but segmentation algorithms sometimes make
mistakes. Basically, we divide errors to small and large where all mistakes greater
than 25 milliseconds are considered to be large errors. Although there is an effort
to minimize any error, they are mainly large segmentation errors that cause the
biggest problems in concatenative speech synthesis. Because of errors, acoustic
units have different properties (duration, spectral properties, ...) than expected
which brings problems during concatenation such as a creation of speech artefacts
or even an occurrence of phones or whole words that should not be in the speech [2].
Thus, if a large segmentation error occurs, it is necessary to correct it.

Before correction, however, we have to first determine that the segmentation
algorithm made such a mistake. Given that the size of a large error can be very
variable, it is very difficult to automatically detect these errors. However, the
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detection of large errors is an important step before their removal hence we were
concerned with a proposal of a process, which would allow us to detect large
segmentation errors. We use regression score predictive model (SPM) [3] which
we trained using tools from LIBSVM [4].

In Section 2 we present our data and score predictive model we trained.
Section 3 describes procedure of error detection. Section 4 presents conducted
experiments during search for optimal score threshold and their results. Conclu-
sions are drawn in Section 5.

2 Data and Score Predictive Model

Our data consists of 90 speech recordings (altogether 11 minutes and 9 sec of
speech) and HTK master label files (MLF) [5] with information about segmenta-
tion of those recordings. Furthermore, we use files with pitchmarks’ time stamps,
because the segmentation of recordings was done at phone level and boundaries
between phones were placed into pitchmarks [6]. Since we did not have a very
high number of data we grouped all phones according to their acoustic prop-
erties into five groups fricatives (FRI), nasals + liquids (NLQ), pauses (PAU),
plosives (PLO) and vowels (VOW). Our algorithm works with the boundaries
between those groups thus if we talk about the boundary it is always meant the
boundary between two groups.

The detection algorithm uses a regressive score predictive model (SPM). This
model is trained by support vector machine method [7]. We represented each
boundary in 70 speech recordings (8 minutes 49 sec) by 56 features and then we
used those representations in grid parameter search for regression from [4], which
uses cross-validation and finds the best parameters for training the SPM. Among
features, which describe boundaries, we picked zero crossing rates, short-term
energy of signal, fundamental frequency, voicedness, 12 line spectral frequencies
and 12 Mel frequency cepstral coefficients as it was described in [8] in Section
3.1. Moreover, to each feature we added its dynamic description computed using
the Formula (1) from [3]:

ΔF (t) =
∑M

r=−M F (t + r) ∗ r
∑M

r=−M r2
, (1)

where F are static features, M1 is equal to 2 and t is index of feature that is
being processed. These dynamic features represent changes in static features in
time, which gives us better understanding of the neighbourhood of boundaries.

After the training, we used SPM to rate automatically marked boundaries
(AMB) in the remaining 20 recordings (2 minutes 20 sec). Those boundaries
were marked automatically by segmentation algorithm and SPM’s score should
match the quality of the boundary. Furthermore, we also had manually marked
boundaries (MMB) to our disposal so that we could determine what a small and
1 It represents number of predecessors and successors from which we calculate the

dynamics.
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Table 1. Type of boundary with its error size and score value.

Type of Boundary time [s]

boundary MMB AMB Error [ms] Score of AMB

FRI-FRI 8.0767 8.0337 43.0 6.54

NLQ-VOW 3.5336 3.5888 55.2 8.72

FRI-FRI 6.4526 6.4465 6.1 24.48

FRI-FRI 1.0461 1.0512 5.1 43.51

FRI-FRI 4.7875 4.7825 5.0 52.19

NLQ-VOW 1.2140 1.2196 5.6 13.02

NLQ-VOW 1.7742 1.7804 6.2 37.23

NLQ-VOW 0.7170 0.7231 6.1 47.87

large mistake is. Therefore, following the rating of boundaries, we picked 2 rep-
resentatives of large errors and 6 representatives of small errors to compare their
scores. We assumed that the model should evaluate larger errors with a lower
score and smaller errors with a higher score. This assumption was confirmed as
shown in Table 1.

3 Detection Method

Previous comparison of MMB and AMB implies a possibility of distinguishing
large errors from small errors using an appropriately chosen threshold score.
Therefore we conducted an analysis of scores for all our tested boundaries to see
its dependence on the size of the error (see Figure 1).

The figure shows that small errors tend to receive higher scores, while large
errors rather get a lower score. However, there are cases where even small mis-
takes get a low score which is not very desirable because then our detection
ratio2 is quite small. For this reason we decided to detect large errors not only
by score of AMB alone.

For each AMB we took its neighbourhood to left and to right and we con-
sidered imaginary boundaries (candidates) in places of pitchmarks. Since in the
Figure 1 we saw that large mistakes do not get high score we chose the neigh-
bourhood size dynamically according to the following formula [3], which uses
information about the score,

d =

√
σmax

20
∗ log(

100
s

) (2)

where σmax is the maximum deviation between manual and automatic segmen-
tation for the given type of boundary and s is score of AMB. This equation was

2 Ratio between the total number of detected errors and the number of large errors
that were detected.
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Fig. 1. Dependence of AMB score on the size of errors.

chosen because if AMB has a high score the neighbourhood will be smaller and
thus we decrease the probability of corrupting a probably correct boundary.

For every candidate in the given neighbourhood we computed features, and
SPM assigned them a score. The score should again represent quality of the
boundary. In other words, SPM should rate candidates in the neighbourhood of
small error generally with a higher score than candidates from the neighbourhood
of a large error. That way we obtained to our AMB score more score represen-
tations (see Table 2) which can tell us something more about the position of
AMB.

Table 2. Scores of ABM with scores of their candidates and corresponding statistical
values.

Type of Score of candidates Score of Score of candidates

boundary left neighbourhood AMB right neighbourhood AA MA A3 M3

FRI-FRI – – 0.29 6.54 -14.23 – – -2.47 0.29 -2.47 0.29

NLQ-VOW – 10.67 12.13 8.72 1.47 – – 8,31 9,70 10,59 10,67

FRI-FRI 18.33 3.60 32.51 24.48 13.89 45.67 – 23.08 21.41 34.22 32.51

FRI-FRI – – 64.33 43.51 2.74 – – 36.86 43.51 36.86 4351

FRI-FRI – – 48.20 52.19 42.52 – – 47.64 48.20 47.64 48.20

NLQ-VOW 36.88 45.93 27.92 13.02 4.22 -3.19 1.35 18.02 13.02 36.91 36.88

NLQ-VOW – 30.73 69.03 37.23 19.22 -0.38 – 31.17 30.73 45.66 37.23

NLQ-VOW – – 89.52 47.87 10.16 – – 49.19 47.87 49.19 47.87
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We used the newly acquired scores to compute four statistical values (see
Table 2), which would give us better insight to the quality of the boundary.
Firstly, we took all scores that belong to each boundary – score of AMB and
scores of its candidates – and we calculated average of all (AA) of them and
median of all (MA) of them. Secondly, we wanted to minimize the probability
that a small error will be detected as a large error (false detection), when a small
error gets a low score. Therefore we took the same score values as before but we
used only three maximum values from every set to calculate average (A3) and
median (M3). According to results shown in Table 2 it seems that finding a score
threshold to distinguish large errors could be easier when using some of those
statistical values than using a single AMB score due to the bigger difference in
score (especially for M3) of large and small errors.

4 Experiments and Results

4.1 The Most Suitable Statistic Value

At this time, we have 4 statistical values – AA, MA, A3, M3 – which we can
use to identify large errors. To find out which of these values will be most suit-
able for identification, we performed detection with each of the value for five
different score thresholds as can be seen in Table 3. Total number of all errors
was 1570 where 43 of them were large errors greater than 25 milliseconds. For
every statistical value we were subsequently setting score threshold to 50, 40,
30, 20 and 10 and we were evaluating the total number of detected errors and
the number of large detected errors. We also added numbers for detection using
only the information from the single AMB score to the last row of the table.

Table 3. Detection of large errors by using different scores thresholds and various
statistical values. Errors show number of total errors detected and large errors detected
(numbers in brackets) and their ratio.

50 40 30 20 10

errors ratio errors ratio errors ratio errors ratio errors ratio

AA 1049 (43) 4.10% 828 (42) 5.07% 598 (38) 6,35% 315 (36) 11.43% 73 (17) 23.29%

MA 1024 (43) 4.20% 851 (43) 5.05% 658 (39) 5.93% 382 (33) 8.64% 130 (18) 13.85%

A3 920 (42) 4.57% 718 (40) 5.57% 469 (30) 6.40% 229 (25) 10.92% 36 (9) 25.00%

M3 903 (42) 4.65% 733 (40) 5.46% 517 (32) 6.19% 250 (23) 9.20% 52 (10) 19.23%

AMB 905 (39) 4.31% 754 (37) 4.91% 577 (33) 5.72% 343 (25) 7.29% 137 (13) 9.49%

The table above shows that the best detection ratio 25.00% is obtained by
using A3 and score threshold with value of 10. However, in that case we detected
only 9 large errors which is only 20.93% of all large errors. In contrast, the second
best result, detection with threshold 10 by using AA gave us only slightly lower
detection ratio 23.29% but the number of detected errors was 17 which is almost
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Table 4. Detection of large errors for fricatives and all other types of boundaries.

Type of boundary Threshold Total errors Large errors Ratio

FRI-* 17 39 12 30.76%

double. Since our priority is to find as many large errors as possible, considering a
reasonable amount of false detection, we decided to use AA values (see Figure 2)
for our next experiment.
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Fig. 2. Dependence of AA score on the size of errors.

4.2 Reducing Number of False Detections

By detection by using AA we achieved a better identification of large errors than
if we used only the single score of AMB. Due to the distribution of small errors
even in the lower score area there is still quite large number of false detections,
i.e. when we label a small error as a large one. We tried to cope with this problem
by dividing the data and investigating separately only one specific phone group.
Until now we have tried to find a common detection threshold for all types of
boundaries. Now we will focus only on the boundaries between fricatives and
other groups (FRI-*), because most errors occurred right there. We set apart
only errors that belong to boundaries3 FRI-FRI, FRI-NLQ, FRI-PAU and FRI-
VOW and we looked for a new score threshold to separate large errors.

3 Boundary FRI-PLO is included in FRI-PAU because of the character of the signal.



530 M. Matura and J. Matoušek
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Fig. 3. Dependence of AA score on the size of errors for boundaries FRI-*.

As shown in Figure 3, we were able to find threshold value of 17 (thick
black line) that can separate all large errors with a reasonable amount of false
detections. By considering only limited number of boundaries our detection ratio
increased from 23.29% to 30.76% as can be seen in Table 4.

This result encouraged us to further divide the data and to look for the score
threshold among single specific boundaries.

4.3 Specific Boundaries

In the previous case, we worked simultaneously with all errors that belonged
to FRI-FRI, FRI-NLQ, FRI-PAU and FRI-VOW. Now we take each border
separately and we will try to identify individual threshold for each of them to
get maximum detection ratio. We started with border FRI-NLQ where we were
not able to find lower threshold so we kept the previous value of 17. Then we
examined FRI-FRI and FRI-PAU where we were able to lower the threshold to
11 and detect all large errors at the same time. As the last one we processed FRI-
VOW and we found out that there was no large error for this kind of boundary
in our data; therefore, no detection was necessary. Table 5 summarizes results
obtained for those specific boundaries.

As Table 5 shows, the detection ratio raised from the previous 30.76% to
52.17% and that is just because we analysed each border separately. Looking
at the individual results it is obvious that for some types of boundaries we can
get reasonable number of false detection and still detect all large errors. Given
the small number of all types of boundaries it is therefore advantageous for each
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Table 5. Detection of large errors for specific boundaries.

Type of boundary Threshold Total errors Large errors Ratio

FRI-FRI 11 5 3 60.00%

FRI-NLQ 17 14 7 50.00%

FRI-PAU 11 4 2 50.00%

FRI-VOW – – 0 –

In total – 23 12 52.17%

type to determine its own detection threshold, which substantially increases the
detection ratio.

5 Conclusion

We were investigating a method that would be able to automatically detect
large errors in the automatic segmentation of speech. First, we tried to identify
large errors among all boundaries. That gave us poor detection ratio (i.e. ratio
between total number of detection and number of large errors detected), because
of the variety of boundaries. Then we proceeded to identification of large errors
in specific boundaries. There we tried to reduce the number of false detections,
which is the case when we label small error as a large one.

We showed that if we work with more specific types of boundaries, we can
afford to reduce the detection threshold and yet still increase the detection ratio.
This phenomenon is probably caused by the way SPM models boundaries. Each
type of boundary is generally differently predisposed to errors, because some
boundaries are better identifiable whereas some are pretty difficult to determine
even by a human expert. For this reason, range of score will show some differences
among different types of boundaries. Some boundaries can generally receive a
higher score and some a lower score. That is why it is then difficult to establish a
common threshold simultaneously for all borders and it is preferable to approach
each type as a separate unit.

In the future, we should explore the other types of boundaries and find out if
they have similar behaviour. Moreover, we could conduct testing with boundaries
between specific phones if we get more data.
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Abstract. Translation of noun compounds has been a challenging task
in machine translation for many years. Noun compounds are used very
productively and constitute a large amount of the text vocabulary. We
present a work on translation of noun compounds from English to Ger-
man, focusing on identifying the nominal structures in English which
represent compounds. This work is part of developing a speech-to-speech
translation system, and the input to the machine translation component
comes from automatic speech recognition. This brings in a further dif-
ficulty to the translation of noun compounds because the input might
introduce recognition errors and it does not have typical features of a
written text such as punctuation and capitalization. We present a method
of noun compound identification based on syntactic analysis and lexical
information and discuss the challenges that we encountered during the
compound identification process.

Keywords: Speech-to-speech-translation · Noun compounds · Error
analysis

1 Introduction

This paper presents a work on translating noun compounds from English to
German in the context of speech-to-speech translation (S2ST). The translation
of compounds is a non-trivial task, causing problems to both statistical and rule-
based machine translation systems [1,2]. Two major issues arise in the process:
first, the identification of nominal structures which represent compounds and
second, the generation of well-formed compounds in the target language. Both
phases are difficult and require careful analyses beforehand. In this paper we
focus on the former task.

Translation of noun compounds has been a challenging task in machine trans-
lation for many years. Noun compounds are used very productively and consti-
tute a large amount of the text vocabulary [2]. In German and other Germanic
languages (e.g., Dutch, Danish, Swedish) compounds are built by gluing differ-
ent words together, possibly creating new words, which have not existed before.
According to the official German spelling, the constituents of a German com-
pound are always written together, sometimes allowing for a dash in-between,
c© Springer International Publishing Switzerland 2015
P. Král and V. Matoušek (Eds.): TSD 2015, LNAI 9302, pp. 533–541, 2015.
DOI: 10.1007/978-3-319-24033-6 60
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e.g. Datenverarbeitung, Kaffee-Ersatz [3]. In English, some compounds are built
similarly to German by connecting two lexemes together (with or without a
dash), e.g. bookstore, brother-in-law, other compounds consist of non-connected
lexemes, e.g. health insurance.

In this paper we focus on the identification of noun compounds in English,
and more specifically on compounds of type noun-noun. Not all sequences of
nouns are regarded as noun compounds [2]. We need to identify the correct
sequencies in the source language and then to map the identified compounds to
their corresponding translations in the target language. Noun compounds are
reported to be the most typical compounds in English and noun-noun is the
most frequently used type [2,4]. The identification and translation of noun-noun
compounds is demanding enough, and for now we leave the processing of other
types of compounds for future work1.

This work is part of developing a speech-to-speech translation system, and
the input to the machine translation component comes from automatic speech
recognition (ASR). This introduces a further challenge to the translation of noun
compounds, because the input might introduce recognition errors. Furthermore,
the ASR output usually does not have typical features of a written text such
as punctuation and capitalization. We present a method of noun compound
identification based on syntactic analysis and lexical information and discuss
the challenges that we encountered during the compound identification process.

2 Identification of Noun-Noun Compounds

Noun compounds as well as multi-word expressions are interesting and important
for many natural language processing (NLP) applications, e.g. machine trans-
lation, information retrieval, question answering, etc. [2]. The first non-trivial
task in handling noun compounds automatically is to identify them in the input
data. To accomplish this, a clear definition of the notion of noun compound is
needed. Up to this date, however, there have been many discussions in the lin-
guistic literature of what exactly is a noun compound, and there is still not a
stable definition for it [2,6,7].2

2.1 Linguistic Tests for Compound Identification

Despite the controvercies, there have been defined some linguistic tests for com-
poundhood [6,7]: 1) inseparability of the compound constituents; 2) a compound

1 When more than two nouns are involved in the compounding process, another chal-
lenge appears - it is not always clear how to combine the constituents of the com-
pound, i.e. its interpretation becomes ambiguous [2,5].

2 One issue comes from the fact that sometimes compounds cannot be easily distin-
guished from phrases or derivations [6]. For example, traffic lights, hair dryer, and
cash machine are considered to be compounds, but not necessarily tomato bowl. It
might not be accepted as a single lexeme, but interpreted as a bowl that happened
to contain tomatoes [7].
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can be only modified as a whole (not its constituents); 3) compounds usually
have different prosody (stress) than phrases; 4) the head of the compound can-
not be replaced by a proform; 5) only the head of the compound is inflected.
In our implementation we use the first two of these tests, as well as further
restrictions, which we describe in section 4. Even though we identify compounds
from speech data and potentially we can use prosodic information as a feature,
in our case this feature might be ambiguous. The speech-to-speech translation
project SIWIS, of which the MT component is a part [8], aims at identifying and
transfering only salient prosodic events, i.e. particular aspects of speech such as
emphasis, focus or contrast, which represent the speaker’s intention. This means
that the prosody information will not necessarily represent normal stress, which
is required for linguistic test 3)3. With regard to linguistic tests 4) and 5), the
former needs human judgement, while the latter does not always hold (e.g.,
sportsman, salesperson). Moreover, it is reported to have recently become more
commonly used [9], and therefore we decided to ignore it for now.

2.2 Lexical Database

For the identification of all noun compounds in English we rely on the lexical
database of the Its-2 system. For example, the two-lexeme English compound
blackbird should be translated in German as the one-lexeme word Amsel [7].
The database contains also many collocations of type noun-noun. If any com-
pound or collocation is present in the database, it is identified in the input text
and the compound identification process ends. The second example in figure 1
illustrates how a compound from the lexical database, e.g., health insurance, is
recognized and then the compound identification rules build another compound
by combining the identified modifier health insurance with the head coverage.

The Its-2 [10] database has a rich collection of lexical items and collocations.
Table 1 presents the numbers of different lexical units4. From the 3452 Ger-
man collocations, 2402 are compounds of type noun-noun (e.g., Arbeitsunfall).
Currently, there are 514 English collocations mapped to German noun-noun
compounds5.

3 According to linguistic test 3), usually the head of a phrase is stressed, while the
stress of a compound goes on the first constituent. In this way compounds can often
be differentiated from phrases. In our application, however, the speaker’s intention
might change the normal stress in a compound.

4 Lexemes are basic word forms, corresponding to dictionary entries. Words are
inflectional forms of the lexemes. Collocations contain compounds and multi-word
expressions.

5 The database contains also English collocations of type adj-noun and noun-prep-
noun which are mapped to German noun-noun compounds. Our focus in this work
is only on compounds of type noun-noun, but later we will also rely on the database
for the identification of these other types of compounds. Examples: ”war of attrition”
= Abnutzungskrieg, ”flag of convenience” = Billigflagge.
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Table 1. Lexical database.

Lexemes Words Collocations

English 58 267 104 970 9826
German 43 835 450 910 3452

The lexical database contains also various lexical features for nouns, such
as gender, number, case, inflection class, etc., which are later used in the noun
compound generation component.

3 ASR Output Specifities

In S2ST systems the input to the machine translation module comes from the
output of the ASR module. This brings problems, because (i) some errors of the
ASR module are propagated to the MT module; (ii) typical features of written
texts, such as punctuation and capitalization, are missing.

Punctuation and capitalization are helpful features for the correct grammat-
ical analysis of written texts. Punctuation (e.g., commas, dashes, parentheses,
etc.) is helpful when dealing with the structure of more complex sentences con-
taining, for example, relative clauses, enumerations, parentheticals, etc. Lack of
punctuation can lead to ambiguous and incorrect syntactic constructions with
respect to the original meaning of a sentence. Here is an example which shows
how the lack of punctuation can affect the analysis of noun compounds:

(1a) Among the animals in tropical forests, antelopes and armadillos were
faced with danger.

(1b) AMONG THE ANIMALS IN TROPICAL FORESTS ANTELOPES AND

ARMADILLOS WERE FACED WITH DANGER

The sentence in (1b) shows how the output of the ASR component looks like.
In the case of English to German translation, the lack of punctuation can nega-
tively affect the translation module by allowing it to glue all nouns together into
a compound. If commas are removed from the sentences in (1a), it might not be
clear whether to treat the nouns forests and antelopes as separate nouns or to
merge them in a compound. In section 4 we show how our approach can solve
such a problem.

4 Implementation

For the identification of noun compounds we use a syntax-based approach com-
bined with lexical information. The syntactic analysis is performed by the Fips
parser [11], which is part of the Its-2 machine translation system [10]. Its-2 is a
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multilingual system with a standard tranfer architecure, consisting of analysis,
transfer and generation modules.6

The syntactic analysis gives us information about how the compound con-
stituents are combined and this information can be helpful for the identification
of correct noun compounds. We know that in both English and German the
heads of most compounds are their rightmost constituents [12]. We allow for
only such syntactic constructions, in which the compound constituents form a
single noun phrase, with the right most noun being the head of the phrase.
Figure 1 shows examples of such constructions.

Fig. 1. Examples of noun compounds.

The above mentioned restriction can prevent us from extracting many false
positives. The analyses of the sentence {The mother gave her child biscuits.}
illustrates what can happen if we identify noun compounds relying only on part-
of-speech tagging, and how syntactic information can be helpful for the correct
identification. In figure 2 we can see that the nouns child and biscuits are a
pair of consecutive nouns. The syntax tree7 reveals that the two nouns belong to
different syntactic constituents. This violates the requirement that the compound
constituent should build a single noun phrase, and the two consecutive nouns
are correctly not extracted as a noun compound.

6 The choice of a rule-based machine translation system is motivated by a distinctive
feature of the project, namely, the transfer of prosody, as well as by the need for
grammatical information (e.g., lexical categories, constituent structures). The S2ST
system should transfer from the source language to the target language important
cues in speech such as the identity of the speaker, focus, contrast or emphasis. To
transfer these prosodic events we need a link between the corresponding affected
parts of the input and output languages, and we hope that a rule-based MT system
can give us this link by providing more control over different linguistic structures.
For example, in the context of noun compound translation, the system needs to
keep track of all constituents of the noun compounds in order to assign properly the
relevant prosodic event. Depending on our intermediate results and tests during the
project, we are open to consider also statistical methods, if necessary.

7 We used the phpSyntaxTree (http://ironcreek.net/phpsyntaxtree/) to visualize the
syntax tree.
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The mother gave her child biscuits.
| | | | | |

Det N V Pro N N

Fig. 2. POS tagging ver-
sus syntactic analysis.

Fig. 3. The whole compound
should be modified (see left tree).

Moreover, the syntactic information allows us to impose further constraints.
We favour only noun phrases, in which the closest element to the left of the head
is a noun phrase (see figure 1). This accounts for the first linguistic test mentioned
in section 2.1 We also exclude noun phrases, in which only the first element of the
noun phrase is modified, but not the noun phrase as a whole. This restriction
satisfies the second linguistic test mentioned in section 2.1. For example, the
compound broad river bed should be interpreted as a broad bed for a river and
not as a bed for a broad river [9]. Therefore, the correct syntactic structure for
it is the one illustrated on figure 3 on the left. The syntactic structure on the
right represents the semantically incorrect interpretation.8

The syntactic analysis approach can also help with the problem of combining
consecutive nouns in a sentence when punctuation in the input is missing. In
section 3 we described how the nouns FORESTS and ANTELOPES in the ASR
output sentence can be incorrectly assumed to form a compound. In the syntactic
tree on figure 4 these nouns belong to two different syntactic constructions and
this prevents them from being put together in a noun compound.

5 Experiments and Related Work

We perform extraction of noun-noun compounds from English TED talks9 data
with the conditions described in section 2. The speech recognition has been
performed by the UEDIN speech recognition system [13]. Our test set consisted
8 Adjectival modification of the first element of a noun-noun compound is generally

assumed to be improbable or not grammatically correct [9]. However, [9] also lists
attested examples, which do not conform to this assumption (e.g. light-rail system,
instant noodle salad). The linguistic test seems not to hold all the time, but we
decided to stick to the general assumption, because the reason of the occurrence of
some of the attested examples is still not clear.

9 http://www.ted.com/
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Fig. 4. Syntactic analysis: FORESTS and ANTELOPES are not combined in a com-
pound.

Table 2. Evaluation results: identification of noun-noun compounds.

tst2011 Utterances Words WER Compounds Precision Recall F-measure

Talkid 1169 198 2956 14.5 39 62% 41% 49%
Talkid 1174 148 2948 5.6 60 76% 48% 59%
Talkid 1182 60 1052 7.2 19 63% 53% 58%
Talkid 1187 50 686 3.8 14 57% 29% 38%

Total 456 7642 7.8 132 65% 43% 51%

of 4 TED talks from the tst2011 set10. In table 2 we present our performance on
the noun-noun compound identification.

We have manually evaluated the results and we have seen that the perfor-
mance is very much influenced by propagation errors coming from ASR - in
18% of the error cases some of the constituents of the compounds were not cor-
rectly recognized, and additionally some incorrect compounds have been built
based on incorrectly recognized words. In other cases, incorrect assignment of
part-of-speech categories or incorrect syntactic analysis have been triggered. If
words in an utterance, not necessarily the noun compound constituents, have
been recognized incorrectly, they can affect the building of the whole syntactic
tree in a negative way. With respect to the correctly identified noun compounds,
it is interesting to know the type of identification - we have 51% of known com-
pounds (coming from the lexical database) and 49% of compounds recognized
by the compound identification rules.

[7] report very low results on the extraction of noun compounds using only
part-of-speech information. Their other methods achieve good results, but they
rely on the availability of multilingual data. The problems with lack of punc-

10 https://wit3.fbk.eu/
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tuation and capitalization in ASR output have recently been addressed as a
separate research topic [14–17]. The common for now solution is to introduce a
special punctuation and capitalization recovery module. For example, [14] uses
such a module in a speech translation system from English to Portuguese. In
this work we relied on syntactic analysis of the input language and the avail-
ability of lexical information so that we can correctly identify noun constituents.
We showed that this approach can be helpful for certain problems. Our results
showed that the propagation errors from the ASR module can influence consid-
erably the identification of specific linguistic structures (e.g, noun compounds)
and therefore further research is needed in the interface between the ASR and
MT components, so that a MT module obtains as good input as possible.
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Abstract. The paper describes the architecture of the prototype of the
spoken dialogue system combining deep natural language processing with
an information state dialogue manager. The system assists technical sup-
port to the customers of the digital TV provider. Raw data are sent to the
natural language processing engine which performs tokenization, mor-
phological and syntactic analysis and anaphora resolution. Multimodal
Interface Language (MMIL) is used for the sentence semantic represen-
tation. A separate module of the NLP engine converts Shallow MMIL
representation into Deep MMIL representation by applying transforma-
tion rules to shallow syntactic structures and generating its paraphrases.
Deep MMIL representation is the input of the module generating facts
for the dialogue manager. Facts are extracted using the domain ontology.
A fact itself is an RDF triple containing temporal information wrapped
in the move type. Dialogue manager can accept unlimited number of
facts and supports mixed initiative.

Keywords: Spoken dialogue systems · Domain ontology development ·
Natural language processing · MMIL applications · Paraphrase genera-
tion · Information state approach

1 Introduction

The developed dialogue system is to assess customer support to the clients of dig-
ital television provider. The prototype of the system communicates with clients
using chat window. The system is able to find out the problem and offer solution
and give instructions how to fix the problem, otherwise it redirects the client to
operator (human) or escalates the problem for another level of support.

The prototype deals with specially prepared textual data. Original training
data are 150 human-human dialogues (5600 tokens) between users and technical
support concerning troubles with digital TV subscription. The refinement included
ellipsis recovery, discontinuity and spontaneous speech disfluency removal.
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The main goal of the project was to develop a dialogue system which will
classify the problem dynamically, will be able to accept unlimited number of
facts and support mixed initiative. This determined choosing information state
approach for dialogue management.

2 Related Work

There is a number of plan-based dialogue systems in healthcare1 and technology[1]
which support mixed initiative and interpret the dialogue using ontologies[1][2].
We decided to develop Natural Language Processing engine performing full and
deep linguistic analysis instead of using n-gram or bag-of-words models. Shallow
syntax transformation and paraphrasing rules applied to shallow syntax struc-
tures to produce invariant utterance structures have been also implemented. It is
a well-known fact that direct mapping of the sentence to the system command is
impossible excluding some very simple cases (e.g., greeting, acknowledgement).

3 Natural Language Processing Engine

NLP engine performs full linguistic analysis of the text in Russian language
including tokenization, morphological analysis and syntactic analysis. SemSyn[3]
parser tags the sentence, analyzes its syntactic structure and produces a depen-
dency tree in the output, performing syntactic ambiguity resolution. SemSyn
parser performs correct morphological analysis in 95% of the cases and syntactic
analysis in 85-90% of the cases. Syntactic relations, ascribed by the parser, con-
sider semantics of the word (or the construction): the rule invocation depends on
the entries’ characteristics in the Tuzov semantic dictionary[4] There are about
60 relations used by the parser to resolve prepositional ambiguity, distinguish
subject and object, etc. These relations can be plainly mapped to semantic roles.
The XML parse tree is sent to the semantic representation module which con-
verts it to one or more MMIL components.

4 Sentence Semantic Representation

MMIL unit, a component, obligatory includes propositional content and dialogue
type. Propositional content includes events and participants of the sentence.

Dialogue types proposed in MMIL can be mapped to speech acts (see full
MMIL manual in [5]).

4.1 Utterance Semantic Representation in Shallow and Deep MMIL

MMIL generation module converts XML parse tree into a number of MMIL
components. Each MMIL component is referred to a single sentence or parts of
the compound sentence, includes the following entities and their characteristics:
1 http://www.openclinical.org/dm homey.html

http://www.openclinical.org/dm_homey.html
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type of the dialogue act, events (entities in time dimension), events character-
istics (time, aspect, mode, person, voice, polarity), participants (entities not
bounded in time dimension), participants characteristics (objType, mmilId, ref-
Status, number, person, gender, modifier), relations between entities (a special
relation “propContent” links speech act type and proposition, relations between
events and participants coincide with semantic roles).

MMIL generation module uses rules dealing with sentence semantics and
semantics of grammar categories of tense, aspect, modality relying on the results
of A.V.Bondarko functional grammar[6].

Deep MMIL is not specified by MMIL authors. In our work Deep MMIL rep-
resentation is inspired by the ideas of generative grammar, Meaning-Text theory
and its further applications. Semantic roles and grammar characteristics in Deep
MMIL to a large extent correspond to the relations in deep sentence structure in
the tradition of generative grammar. To produce Deep MMIL component from
Shallow MMIL component a number of transformations and paraphrases is per-
formed. These modifications are aimed to produce the same deep representation
for several shallow structures.

Shallow and Deep MMIL components for the input sentences “My digital
channels do not work” and “My digital channels stopped working” can be seen
in figure 1. Sentence 1 has the same representation for both Shallow and Deep
MMIL.

Fig. 1. Utterance representation in Shallow and Deep MMIL
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5 Paraphrase Generation

Implementing paraphrase generation in a dialogue system seems necessary for
several reasons. Firstly, the speaker can express the same meaning differently and
the system should be able to handle it and react the same way. Secondly, para-
phrases may be useful for the generation of clarification questions[7]. Moreover,
it was shown that lemmatizing, synonym handling and paraphrasing improve
performance of the dialogue system[8]. While developing the prototype of our
dialogue system, we encountered that paraphrasing also contributes to mini-
mization of ontology entities. There is a number of data-driven paraphrase gen-
eration techniques, which performance has already been evaluated[9]. A pivot
method to generate paraphrases is to use statistical machine translation tech-
niques when each utterance is translated into target language and then back into
source[8]. In the cited paper authors used Google Translate API. In our project
we used paraphrase generation method proposed by Apresyan and Cinman[10].
This method uses the notion of lexical functions introduced by I.A.Mel?cuk and
A.K.Zholkovsky[11]

Mel cuk defines[11] lexical function as following: ”A lexical unit f is a function
that associates with a given lexical unit [= LU] L, which is the argument, or key-
word, of f, a set {Li} of (more or less) synonymous lexical expressions (the value of
f) that are selected contingent on L to manifest the meaning corresponding to f:

f(L) = {Li}. (1)

Below are some examples of the lexical function OPER (ibid.) (do), (per-
form) [support verb]

– OPER 1 (strike N) = to be [on ]
– OPER 1 (support N) = to lend [ ]

In our study paraphrases have been manually extracted from the training cor-
pus and matched to the set of lexical functions. SYN, OPER and ANTI turned out
to be dominant lexical functions among the encountered in the corpus. The next
subsection gives examples of ANTI paraphrasing rules according to the paper[10]
and provides a mapping to the facts of the knowledge base using ANTI LF.

5.1 ANTI LF Paraphrase Rule

ANTI LF deals with antonyms and states that negative of the LU corresponds
to the positive value of LU’s antonym. Yu.D.Apresyan defines some antonyms as
lexical units, for which the following statements are true: “P = !R” (ANTI2) and
“stop R = begin !R” (ANTI1)[12, 18]. The following paraphrase rule is applied:
X + Y =¿ ANTI1(X) + ANTI2(Y). Consider the following example: “Two hours
ago internet stopped working” (“ ”). It is clear that internet does not work but
negation is hidden inside the verb “stopped”. Shallow MMIL generated for this
sentence will ascribe positive polarity to this verb meanwhile the fact sent to
the dialogue manager must include false value of the property corresponding
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to the lexeme “to work”. This paraphrase rule operates with polarity values in
MMIL and as list of verbs denoting action beginning and termination. The given
sentence will be paraphrased into MMIL intermediate structure corresponding
to the sentence “Two hours ago internet began not to work” (“ .”) and to the
final Deep MMIL representation where “work” will have the values of polarity
= ’negative’ and time = ’past’.

Paraphrase generation module uses specially compiled lexical resour es, which
specify the paraphrase rule, rule constraints and procedures changing Shallow
MMIL structure. if all constraints are fulfilled corresponding paraphrase rule is
invoked. It changes only the items of the MMIL component, no text is generated
or affected. After all possible paraphrase rules have been applied Deep MMIL com-
ponent is generated and sent to fact extraction module.

6 Domain Ontology

Firstly, we tried top-down approach to create domain ontology based on instruc-
tions provided for human customer support operator but in the end it proved
to be unusable, because our concepts occurred rarely in real dialogues making
impossible to build problem solving algorithms.

So, we switched to bottom-up approach and distinguished 6 types of problems
with TV subscription and built the ontology according to empirical data.

Devices (TV set, router, set-top box, etc.), connectors (cable, switch, etc.)
services and tariffs, user, etc. are represented as classes. Events are modeled as
properties, like operational property that has domain of Service and range of
boolean, and restrict our modelling power. The problem was that utterances
always has temporal reference which is difficult to model in OWL, so temporal
level was introduced to the fact structure.

6.1 Lexical Information in the Domain Ontology

Domain ontology incorporates the level of lexical semantics.
Synonyms are stored in listed as lemmas of the concept, i.e. for the boolean

datatype property “insert” lemmas “insert”, “stick in” and “put in” are stored.
Some operations, expressed by properties like “insert”, “switch on”, “plug in” etc.
have opposite operations. Each of these operations is stored in a separate sub-
class of the class defining the general name of these operations (see fig. 22). Such
representation of concepts that denote opposite operations allows to specify com-
plex operations using part-whole relation, e.g. rebooting,a holonym, except lemma
specifying can be defined with two its meronyms: “switch on” and “switch off”.
2 Visualized using http://www.ontodia.org/

http://www.ontodia.org/
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Fig. 2. Event representation in domain ontology

7 Extracting Facts for the Dialogue Manager from Deep
MMIL

Fact extraction is implemented in the separate model, having Deep MMIL in
the output and generally producing an RDF triple wrapped in the fact type and
move type tags.

7.1 Types of Facts in the Knowledge Base of the Dialogue Manager

The developed dialogue manager supports all main concepts of the informa-
tion state approach. Dialogue manager’s data structure pecularity is the fol-
lowing: each move, except the most simplest GREET and QUIT, includes fac-
tual information embedded in the “Fact” structure. There are three types of
“Fact” in the system: “SimpleFact” (stores short answers), “Agreement” (stores
boolean value for user’s confirmation/rejection), “PropertyFact” (stores subject-
predicate-value (for datatype properties) and subject-predicate-object (for object
properties) triples, each corresponding to the elementary fact) and “Alternative-
Fact” (stores multiple PropertyFacts).

7.2 Fact Extraction Algorithm

This module is responsible for Deep MMIL parsing and extracting facts for the
knowledge base which will be used for the dialogue manager. Basic idea of the
algorithm is the following: each participant is the candidate subject (participant
lemma is searched among lemmas of the domain ontology classes), each event is
the candidate predicate (event lemma is searched among lemmas of the domain
ontology properties)[13]. Combining move types, properties and temporal infor-
mation allows to use the same ontology entities for different utterances: the only
property tv:subscribed is stored in the ontology and corresponds to several situa-
tions, e.g. when the user 1) wants to subscribe a service, 2) has already subscribe
it, 3) wants to unsubscribe the service. Extending speech act type and propo-
sition distinction forth to the knowledge base and dialogue manager allows to
reduce ontology size and keep rules more observable.
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8 Dialogue Manager

8.1 Dialogue Move Engine

Dialogue move engine is responsible for maintaining context of dialogue, guid-
ing basic flow of dialogue and question answering. It knows if user or system
answered current question and maintains common facts for dialogue, as well as
keeps plan for the next few actions. Dialogue move engine was created following
the ideas described in GoDiS and implemented in TrindiKit with some modifica-
tions. We ve added dialogue move type TELL to provide informative messages
to user and not to confuse this messages with answers to user questions. We
ve also added modification to update rules to allow accommodation of incom-
ing facts when there are no relevant questions in QUD to implement mixed
initiative dialog scheme. Data structures of information state holding moves,
agenda, plan, common and private beliefs were created, along with update and
select rules in Java programming language, unlike traditional implementation of
GoDiS in TrindiKit in Prolog and therefore they use different abstractions for
rule definition and application.

8.2 Domain Binding

GoDiS defines different functions on facts: relevant (if answer fact is relevant to
question fact), resolves (if answer fact resolves question fact), combine (to com-
bine question fact with answer fact to produce resolving fact). As stated above,
we have information about concepts, properties and their types in ontology and
use it doing relevant, resolves and combines functions on facts: to check data
types, to use concept taxonomy trees to see if answer fits the question.

8.3 Problem Solving

Dialogue move engine handles only basic part of dialogue flow. The more complex
part of dialogue flow depends on things being said from both parties the more it
depends on domain knowledge. The developed dialogue manager doesn’t belong
to command dialogue managers (like Smart Home control) or search systems or
booking systems. The dialogue system should collaborate with user solving his
problem, present him diagnostics options or asking to do specific task and tell
if the main problem has gone. Simultaneously, user can ask questions about the
data in information system, like balance, etc. The system may choose to redirect
user to particular service to get additional help or query diagnostics system if
there were any problems with that particular user. To implement this kind of
system behaviour we chose to put the knowledge of interaction in rule system.
Each time a fact comes from user, we check if any rule has fired. We used Drools
Rule Engine3 with custom domain-specific language layer.
3 http://www.drools.org/

http://www.drools.org/
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9 Evaluation, Conclusion and Future Work

Intermediate prototype evaluation performed on automatically generated Shal-
low MMIL components and its parts has shown the necessity of incomplete and
contradictory facts handling. Future work implies massive research and develop-
ment activities. NLP engine should be implemented with the parser analyzing
spoken language syntax correctly. The algorithm of fact extraction needs refine-
ment and elaboration. Ontology requires enlargement and the dialogue manager
should be learnt to support partial and contradictory facts. Finally, handling
large rule base is a hard task and another ways of storing and executing knowl-
edge for problem-driven dialogue management should be elaborated.

Acknowledgments. This work was partially financially supported by the Govern-
ment of the Russian Federation, Grant 074-U01.
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Abstract. This paper summarizes the results of the reputation-oriented
Twitter task, which was held as part of SentiRuEval evaluation of Rus-
sian sentiment-analysis systems. The tweets in two domains: telecom
companies and banks - were included in the evaluation. The task was to
determine if an author of a tweet has a positive or negative attitude to
a company mentioned in the message. The main issue of this paper is
to analyze the current state and problems of approaches applied by the
participants.

Keywords: Sentiment analysis · Sentiment classification · Social net-
work

1 Introduction

People often use micro blogging platform Twitter to express their opinion about
the world around them. According to public sources, the number of people signed
up at Twitter exceeds 500 million and this number keeps growing. So Twitter
greatly facilitates the spread of information, in particular users’ attitude or cur-
rent news about various companies, their products and services.

Twitter differs from other social networks. The length of text messages in
Twitter is limited, so one can say that automatic text analysis is carried out on
the phrase or sentence level, but not on the document level. Users often write
tweets via mobile phones, so there are lots of misprints like “recreation abea”
instead of “recreation area” ( , instead of ). The
language in tweets abounds in slang, word contractions and abbreviations.

Although micro blogs are quite new, researchers pay a lot of attention to
the analysis of sentiment of messages in micro blogs in total and in Twitter
in particular [1–4]. Several Twitter-based sentiment-oriented evaluations were
organized [5,6]. In 2012-2014 within the CLEF conference, RepLab evaluation of
online reputation management systems was held [7,8]. In 2014-2015 one of tracks
within Russian Sentiment Analysis Evaluation SentiRuEval was directed towards
automatic reputation-oriented analysis of tweets in Russian. In this paper, we
c© Springer International Publishing Switzerland 2015
P. Král and V. Matoušek (Eds.): TSD 2015, LNAI 9302, pp. 551–559, 2015.
DOI: 10.1007/978-3-319-24033-6 62
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briefly describe the task, data and guidelines of this task, the participants’ results
and approaches and present our analysis of problems of current approaches.

The rest of this paper is structured as follows. In the next section, related
work is given. The third section describes the task, prepared training and test
collections, obtained results. The analysis of the participants’ results is presented
in the fourth section. Finally, section five concludes.

2 Related Work

Several evaluations were devoted to sentiment analysis of opinionated tweets.
In 2013-2014, the Twitter-oriented sentiment evaluation was held within the
SemEval conference. Two subtasks were given to participants: an expression-level
subtask and a message-level subtask. In the message-level subtask, participants
should determine whether the entire message was opinionated or not [5,6]. The
task is directed to reveal, namely, an author opinion in contrast to neutral or
objective information.

In 2012-2014 within the CLEF conference RepLab events devoted to the eval-
uation of online reputation management systems were organized [7,8].
The tasks included the definition of the polarity for reputation classification.
The goal was to decide if the tweet content has positive or negative implications
for the company’s reputation.

The RepLab organizers stress that the polarity for reputation is substantially
different from standard sentiment analysis that should differentiate subjective
from objective information. When analyzing polarity for reputation, both facts
and opinions have to be considered to determine what implications a piece of
information might have on the reputation of a given entity [7,8]. Tweets from
four domains were provided as data sets: automotive, banking, universities and
music. The training and test collections were temporally divided with at least
several month intervals. The evaluation of systems was based on the overall
results without subdivision to the domains.

The previous Russian-oriented evaluation of sentiment analysis systems was
held within the ROMIP workshop in 2011-2013 [9]. In 2011 the participants
should classify user reviews for movies, books, and digital cameras. Besides, in
2012 the tasks of sentiment classification on news quotes and sentiment-oriented
retrieval of blog-posts were set. The main goal of the previously performed
Russian-oriented tests was automatic sentiment analysis of texts or text frag-
ments in general. This year the SentiRuEval evaluation was directed to entity-
oriented sentiment analysis of user reviews and tweets in Russian. In the current
paper, we present the detailed analysis of achievements and problems of partic-
ipating systems in the Twitter-oriented task of SentiRuEval.

3 Twitter Entity-Oriented Task at SentiRuEval

The goal of the Twitter sentiment analysis at SentiRuEval was to find tweets
influencing the reputation of a company in two domains: banks and telecom
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companies. Such tweets may contain sentiment-oriented opinions or positive and
negative facts about the company.

Such a task is quite similar to the reputation polarity task at RepLab evalu-
ation [7,8]. The difference is that at SentiRuEval, tweets from only two domains
are taken, and the systems are evaluated for these domains separately, which
gives the possibility to compare results obtained in the domains. Tweets about
eight banks and seven telecom companies were taken for the evaluation. The
task for participants was to define the reputation-oriented attitude of a tweet in
relation to a given company: positive, negative or neutral.

In the training and test collections, fields with the list of all companies of the
chosen domain were denoted. By default, the field of a company mentioned in
the tweet obtained ‘0’ (neutral attitude) value. The participants should either
replace ‘0’ with ‘1’ (positive attitude) or ‘-1’ (negative attitude), or leave ‘0’, if
the tweet attitude to a company mentioned in the message is neutral.

3.1 Data Collections

The datasets were collected with Streaming API Twitter1. The training collec-
tions had been collected from July to August 2014, whereas the test collections
were collected from December 2013 to February 2014. The distribution of mes-
sages in the training and test collections according to sentiment classes is shown
in Table 1. The number of tweets is not equal to a sum of neutral, positive and
negative references, as users may mention more than one company in a message.

In tweets users may list companies – in this case their attitude to all com-
panies is usually the same. They can also compare and contrast companies with
each other – in this case the users’ attitudes are different.

Table 1. Distribution of messages in collections according to sentiment classes

Neutral Positive Negative
Number
of tweets

Telecom
Training collection 2397 973 1667 5000

Gold standard test collection 2816 413 944 3845

Banks
Training collection 3569 410 2138 5000

Gold standard test collection 3592 350 670 4549

We noticed that sometimes users do not want to be rude and add positive
emoticons to clearly negative or ironic messages. That is why simple methods
based on extraction of emoticons, which are used for classification on the whole
tweet level, do not work well [10,11].
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Table 2. Results of the voting procedure in labeling of the tweet in test collection

Domain The number of
tweets with the
same labels from
at least 2 asses-
sors

Full agreement The final number
of tweets in the
test collection

Telecom 4 503 (90.06%) 2 233 (44.66%) 3 845
Banks 4 915 (98.3%) 3 818 (76.36%) 4 549

3.2 Data Annotation and Measures

To prepare the datasets, 20,000 messages were labeled including 5,000 messages
in each domain for training and test collections. Each collection was labeled at
least by two assessors. The gold standard test collections were labeled by three
assessors. The task for assessors was to estimate the tweet reputation-oriented
attitude in relation to the labeled entity. To avoid inconsistency and disputes, the
voting scheme was applied to the test collections labeling. Irrelevant or unclear
messages were removed from the training and test sets. The results of preparing
the test collections are given in Table 2.

As the main quality measure, we used macro-average F-measure calculated
as the average value between F-measure of the positive class and F-measure
of the negative class ignoring the neutral class. But this does not reduce the
task to the two-class prediction because erroneous labeling of neutral tweets
negatively influences Fpos and Fneg. Additionally, micro-average F-measures
were calculated for two sentiment classes.

3.3 Participants and Results

A total of 9 participants with 33 runs have participated in the Twitter sentiment
analysis tasks. The best three results for telecom tweets are presented in the
Table 3. Table 4 contains the best results for bank tweets. The baselines are
based on the majority reputation-oriented category (negative one in this case).

Table 3. Top 3 results for telecom
tweets according macro F

Run id Macro F Micro F

Baseline 0.1823 0.337
2 0.4882 0.5355
3 0.4804 0.5094
4 0.467 0.506

Table 4. Top 3 results for telecom
tweets according macro F

Run id Macro F Micro F

Baseline 0.1267 0.2377
4 0.3598 0.343
10 0.352 0.337
2 0.3354 0.3656

1 https://dev.twitter.com/streaming/overview

https://dev.twitter.com/streaming/overview
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Most participants used the SVM classification method. The Participant 2
classified tweets on the basis of lemmas and syntactic links presented as triples
(head word, dependent word, type of relation). The Participant 10 employed
word n-grams, letter n-grams, emoticons, punctuation marks, smilies, a man-
ual sentiment vocabulary, and automatically generated sentiment list based on
calculation of pointwise mutual information (PMI) of a word occurrences in pos-
itive or negative training subsets. The Participant 3 used a rule-based approach
accounting syntactic relations between sentiment words and the target entities
with no machine learning applied; the performance similar to machine learn-
ing approaches was achieved. The Participant 4 applied the maximum entropy
method on the basis of word n-grams, symbol n-grams, and topic modeling
results.

In addition, one of the participants fulfilled independent expert labeling of
telecom tweets and obtained Macro-F – 0.703, and Micro F – 0.749, which can
be considered as the maximum possible performance of automated systems in
this task.

In general, the best results are comparable with the results of RepLab-2012
(F-measure=0.41) [7]. Their relatively low level is due to the difficulty of the
task and the limited size of the training collections.

4 Analysis of Participants’ Results in Two Domains

We analyzed the obtained results from several points of view trying to explain
the difference in the results level obtained in two domains, to reveal the most
difficult tweets for participants, and to understand if the approaches were really
entity-oriented.

4.1 Explaining the Difference in the Perfomance in Two Domains

One can see that the results in banking and telecom collections are quite different
(0.36 vs. 0.488 MacroF). It can be partially explained by different baseline levels
(0.1267 vs. 0.1823 MacroF), which means in this case that the number of negative
tweets was much larger in the telecom domain.

For further explanations we decided to compare word distributions in test and
training collections for both domains. To determine probabilities of words in each
collection, we applied additive smoothing to avoid zero-probabilities (Formula 1).

P (wi) =
fi + 1
N + d

, (i = 1, ..., d) , (1)

where fi is the frequency of a term wi in a collection, N – the number of all
terms in the collection, d – the number of different terms.

Then we computed the Kullback-Leibler divergence to compare the difference
of word probability distributions in the test collections in relation to the training
collections (Formula 2).
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DKL =
∑

i

testi × ln
testi
traini

, (2)

where testi = P (wi) in the test collection, traini = P (wi) in the training
collection.

The Table 5 presents the obtained values of the KL-divergence for full col-
lections and separately for sentiment-oriented tweets. To obtain a symmetric
measure, we estimated Jensen-Shannon divergence (Formula 3) that is a sym-
metrized and smoothed version of the KL-divergence (Table 6).

DJS =
1
2
(
∑

i

testi × ln
testi
M

) +
1
2
(
∑

i

traini × ln
traini

M
), (3)

where M = 1
2 (test + train).

Table 5. The values of KL-divergence of
word distributions in banking and tele-
com training and test collections

Domain Full Sentiment Positive Negative

Banks 0.465 0.505 0.397 0.561
Telecom 0.317 0.287 0.323 0.284

Table 6. The values of Jensen-Shannon -
divergence of word distributions in bank-
ing and telecom training and test collec-
tions

Domain Full Sentiment Positive Negative

Banks 0.084 0.123 0.092 0.139
Telecom 0.066 0.066 0.071 0.067

From the tables we can see that the difference of word distributions in test and
training collections is much larger for the banking domain, and this difference is
maximal for negative tweets. In our opinion, it is due to the fact that the topics
of reputation-oriented tweets greatly depend on positive or negative events with
the participance of the target entities.

Our evaluation demonstrated this problem quite evidently. Our training col-
lections in both domains were collected during July-August 2014 after Ukraine
events 2013-2014. Therefore negative banking tweets in the training collection
often concerned sanctions against Russian banks and their consequences. These
events also concerned telecom companies because of the problems with Ukraine
and Russian communication companies in Crimea, but to a lesser degree. For
testing, the tweets of the December 2013-February 2014 were utilized when
Ukraine events have already begun but did not influence the target entities.
Certainly, in the test collections, mentions of the sanctions and Crimea events
were absent.

4.2 Analyzing Difficult Tweets

The next step of our study was to analyze tweets whose classification was espe-
cially difficult for participants. With this aim, we extracted tweets that were
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wrongly classified by almost all participants. We obtained 71 tweets in the bank-
ing domain wrongly classified by all participants and 85 tweets in the telecom
domain that were difficult for almost all participants (maximum two systems
gave correct answers). We found that these tweets can be subdivided into two
groups with subgroups; each subgroup requires its specific method for improving
polarity classification.

The first group includes tweets that were misclassified because of the
restricted size of the training collection, which did not contain appropriate train-
ing examples. The first subgroup of this group (subgroup 1.1) of the wrongly
classified tweets contains evident sentiment words (such as – to
like) that were absent in the training set. In this case, the general vocabulary of
Russian sentiment words could help. However, the only published list of Russian
sentiment words was collected automatically and does not contain polarity labels
[12]. This general vocabulary should also contain sentiment slang widely used in
Twitter and other social nets.

The second subgroup (subgroup 1.2) of the difficult tweets contains words
expressing well-known positive or negative situations such as theft or murder but
absent in the training collection. These words are usually considered as neutral,
not-opinionated, but having positive or negative associations (so called conno-
tations) [13]. For solving these problems, a general vocabulary of connotative
words would be useful because the appearance of these words in connection with
a company influences its reputation.

The third subgroup (subgroup 1.3) of the problematic tweets contains
words and phrases describing current events, concerning the current news flow.
The apperance of some events and their influence the company’s reputation are
very difficult to predict, their mentioning will always be absent in the training
collection. In this case, the parallel analysis of the current news, revealing corre-
lations between tweet words and general sentiment and connotation vocabulaties
in news texts, can help.

The second group of the misclassified tweets includes tweets that are really
complicated. They can include several sentiment words with different polarity
orientation, mention more than one entity with different attitudes, or contain
irony.

The quantitative estimation of all above-mentioned groups and subgroups
showed that about 30% of difficult tweets in the banking domain could be pro-
cessed on the basis of various lexical resources (a general sentiment lexicon, a
lexicon of connotative words, Twitter sentiment lexicon, and etc.). For the tele-
com domain, the share of such tweets is about 15%. It means that integration
of various vocabularies into the machine-learning framework can improve the
performance of reputation-oriented automatic systems.

4.3 Understanding If Systems Were Really Entity-Oriented

At the last step of our study we checked if participants really cope with an entity-
oriented task or their systems classified tweets without accounting for mentioned
entities. With this aim, we extracted tweets containing more than one entity from
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the test collections. We extracted 58 tweets in the banking domain (15 tweets
with different polarity labels), 232 tweets in the telecom domain (71 tweets
with different polarity labels). Using these tweets we checked if the participating
systems can classify entities from the same tweet differently. We found that
only three of nine participants considered the task as entity-oriented one. Other
participants always assigned the same polarity class to all entities mentioned in
a tweet.

Our next question was if the entity-oriented systems achieved better results.
We calculated F-measure of classification only for tweets with two or more enti-
ties and found that entity-oriented systems in both domains obtained worse
results than other systems. So, the current capability of systems to solve entity-
oriented tasks in tweets, meanwhile, is very limited.

5 Conclusion

In this paper we briefly presented the reputation-oriented Twitter track of Sen-
tiRuEval evaluation of sentiment-analysis systems in Russian, which was fulfilled
in two domains: banking and telecommunication companies. The aim of the tweet
analysis was to classify messages according to their influence on the reputation of
the mentioned company. Reputation-oriented tweets may express an opinion of
an author, or positive or negative facts about this company. A total of 9 teams
took part in this testing, most participants applied various machine-learning
approaches.

We have analyzed the results of the participants and found that the best-
achieved performance in the reputation oriented-task for a specific domain is
correlated with the difference between word probability distributions over train-
ing and test collections in this domain. For the reputation task, such difference
can arise from current dramatic events.

Besides, at this moment, the large impact for improving results in the tweet
reputation task can be based on integration of a general sentiment vocabulary
and a general vocabulary of connotative words to machine-learning approaches.
Also we found that the most participants solved the general task of tweet clas-
sification; entity-oriented approaches did not achieve better results.

This work is partially supported by RFBR grant 14-07-00682. All prepared
collections are available for research purposes: http://goo.gl/qHeAVo.
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Abstract. The paper deals with neural network-based estimation of
articulatory features for Czech which are intended to be applied within
automatic phonetic segmentation or automatic speech recognition. In our
current approach we use the multi-layer perceptron networks to extract
the articulatory features on the basis of non-linear mapping from stan-
dard acoustic features extracted from speech signal. The suitability of
various acoustic features and the optimum length of temporal context
at the input of used network were analysed. The temporal context is
represented by a context window created from the stacked feature vec-
tors. The optimum length of the temporal contextual information was
analysed and identified for the context window in the range from 9 to
21 frames. We obtained 90.5% frame level accuracy on average across
all the articulatory feature classes for mel-log filter-bank features. The
highest classification rate of 95.3% was achieved for the voicing class.

Keywords: Speech recognition · Spontaneous speech · Articulatory
features · Neural networks · Phonetic segmentation · Log filter-bank
features

1 Introduction

Articulatory features (AFs) contain useful information about speech production
and their properties are currently very interesting for applications in important
areas of automatic speech recognition (ASR), e. g. spontaneous, low resource or
multilingual speech recognition [1], [2], etc. AFs are used separately or in various
combinations with the most common features (MFCC/PLP) for better modelling
of the co-articulation, assimilation and reduction processes which are presented
in spontaneous or casual speech [3]. They can also help in other technologies such
as language identification [4] or speaker identification/verification systems [5] and
improve the robustness of noisy speech recognition [6].

Various machine learning algorithms were used for the estimation of AFs.
Among the most frequently used approaches are Artificial Neural Networks
c© Springer International Publishing Switzerland 2015
P. Král and V. Matoušek (Eds.): TSD 2015, LNAI 9302, pp. 560–568, 2015.
DOI: 10.1007/978-3-319-24033-6 63
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(ANN) [3], [7] and Dynamic Bayesian Networks. In addition, also other clas-
sifiers such as Hidden Markov models (HMM), k-nearest neighbour algorithm or
Gaussian Mixture Model (GMM) are used [8], [9]. However, the standard Multi-
Layer Perceptron (MLP) network still represents the most frequent approach
used for AF estimation.

Concerning acoustic features used at the input of MLP, the Mel-frequency
cepstral coefficients (MFCC) or Perceptual Linear Prediction (PLP) coefficients
are commonly used. However, the suitability of cepstral based features for the
state-of-the-art hybrid DNN-HMM ASR systems or recently proposed novel
CNN-HMM approaches were discussed in [10], [11]. It was shown that the sys-
tems using the mel-log filter-bank features (band logarithmic energies) achieved
better results in contrast to cepstral features. It was also shown that the long
temporal contextual information is very important for the increase of ASR accu-
racy in general [12], [13].

On the basis of these results, we analysed the suitability of mel-log filter-bank
features (FBANK) in the task of the MLP based AF estimation and we compared
them with common cepstral features. The paper also investigates the usage of long-
time context information in the MLP-based AF estimation and analyses the opti-
mum length of contextual information in this task. At first, contextual information
is created from standard MFCC/PLP/FBANK features and then also from their
dynamic coefficients. Both approaches are compared in the experimental section.
Another purpose of this work is to analyse the optimum setup of the number of
hidden neurons in the MLP network depending on the length of the contextual
window. The KALDI toolkit was used to implement this task.

2 AF Estimation

The neural network based AFs estimation is currently the most frequently used
approach. Although Deep Neural Networks (DNN) are becoming very popular in
the speech community nowadays and they are also used by some authors for AF
estimation with very promising results [14], [15], [16], the 3-layer MLP networks
are still frequently used. The whole process of AF estimation is presented within
this section.

2.1 AF Classes for Czech

AFs are principally defined on the basis of particular phone generation known as
the process of articulation. For the English language, several approaches of AF
definition are used with slightly varying amount of classes and categories [3]. Con-
cerning Czech, we have defined them similarly to the above mentioned English
standard and we took into account phoneme categories as they are used stan-
dardly for Czech [17]. The Czech language consists of 49 phones which are defined
by SAMPA standard [18] and can be categorized into the phonetic classes such
as vowels, fricatives, affricates, plosives, sonorants (nasals and approximants).
The brief overview of used AFs for Czech is presented in Table 1. Each class is
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Table 1. AF classes for the Czech language.

AF class Cardinality Feature values

voicing 3 voiced, unvoiced

place c 9 bilabial, labiodental, prealveolar, postalveolar, palatal,
velar, glottal, nil

place v 5 front, central, back, nil

manner c 9 stop, nasals, affricates, fricatives, trills, lateral, glides, nil

manner v 5 open, mid, close, nil

rounding 4 rounded, unrounded, nil

sonority 4 noise, sonor, nil

completed by the ‘silence’ value which increases class cardinality. The particular
elements (phonemes) belonging to the AF categories for the Czech language are
described in more detail [19].

2.2 Acoustic Features for AF Estimation

As mentioned, above the common cepstral features are standardly used for AF
classification, i.e. MFCC/PLP features similarly as within GMM-HMM based
ASR systems. It was presented by many authors that the long temporal contex-
tual information is very important for increasing accuracy of ASR systems or
phoneme recognition [20], [12]. The long temporal contextual information can
be integrated into these systems by the TempoRAl Pattern (TRAP) based fea-
tures such as DCT-TRAP, wLP-TRAPS [21] or can be commonly caught using
context windows of various length. The contribution of TRAP based features in
the task of AF estimation was analysed for the English language [22] and also
used in our first work for the Czech language [19]. In this paper we focused on
the second method where the temporal context information is created using a
context window from several neighbouring short-time frames (MFCC/PLP). 90
ms was proposed as an optimum length of temporal context for English in [13]
and is standardly used by other authors for AF estimation [7].

On the basis of these results, we would like to analyse the optimum length
of context window in the task of Czech AF estimation. The context window is
made of MFCC/PLP and their delta, delta-delta coefficients. We work with rather
standard setup for MFCC/PLP features which can be summarized as follows; the
length of frame 25ms, the shift of frame 10ms, Hamming window, 30 mel-scaled
filter-bank in the range 64-8000 Hz for MFCC (bark filter bank for PLP), lifter-
ing of order 22 and finally 12 MFCC/PLP static coefficients with c0 completed
by their delta and double delta coefficients. Concerning the FBANK features, 23
bands of log mel-scaled filter-bank in the range 64-8000 Hz were used.

2.3 MLP-Based AF Classification

Finally, we worked with seven AF classes and the MLP network was used for
their classification. Precisely, the independent AF classifiers for each one of AF
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classes were created on the basis of feed-forward MLP structure consisting of the
three-layers. The input layer distributes the acoustic feature vector to the hidden
layer and the output layer generates posterior probabilities for corresponding AF
class. The sigmoid activation function for all neurons in the hidden layer and the
softmax activation function for the neurons in the output layer were selected.
The size of input and output layers are related to the size of the feature vector
and AF cardinality. The mini-batch Stochastic Gradient Descent training and
the Newbob learning rate strategy are employed for learning of MLP networks
to classify the AF classes.

3 Experiments and Discussion

Two groups of experiments were realized with the main purpose to find the
optimum length of context information for AF estimation for the cases when
the context window was created either from static or from differential features
respectively.

3.1 Experimental Setup

The Czech SpeeCon database was used for our analyses. The corpus consists
of 550 adult speakers and contains phonetically rich and balanced sentences.
The database covers varied environments such as an office, entertainment, a
public place or a car. The speech signals were recorded at 16 kHz sampling fre-
quency and each utterance contains orthographic transcription. This design of
the database is very suitable for creating acoustic models for speech recogni-
tion [23].

We performed all our experiments on the sub-part of this database which
contained read speech from office and entertainment environment. Since the
database contains only information about the orthographic transcription, the AF
target for MLP learning was obtained using HMM-based phonetic forced align-
ment followed by the mapping of phones to articulatory features. The sub-part
of the database was further divided into standard disjunctive data sets for train-
ing, testing and cross validation. The test set was manually labelled by phonetic
expert on level of phoneme. More details about datasets are shown in Tab. 2.

Table 2. Data subsets used in experiments.

set speakers sentences hours

training 101 3450 4.99

cross-val. 17 585 0.88

test 77 103 0.18

The initial feature vector was extracted by our CtuCopy tool [24] and then
stacked with additional vectors from neighbouring context frames in a pipeline.
The dimensionality of the resulting vector differed in dependence on the size
of the initial vector and the context window’s length. Finally, the whole feature
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vector was normalized using the cepstral mean and normalization (CMVN) tech-
nique and passed to the input layer of the MLP network. The implementation
of the MLP-based AF classifier was done in the KALDI toolkit (mainly the nnet
tools were used) [25]. The experiments were performed on two GPU nodes.

3.2 Results

In the course of our experiments, the accuracy of AF classification was evaluated
by the standard frame level accuracy (FAcc) criterion. It was computed as the
ratio between the number of correctly labelled short-time frames and the total
number of frames.

I. The Results of MLP Size Optimization
Empirical analysis of the optimum setup of MLP size for the range from 10 to
2400 hidden layer units was performed. The dependency of the frame accuracy
on the number of hidden neurons is shown in Fig. 1. Although the optimum
number of hidden neurons for various MLP based AF classifiers was in the range
from 400 to 800, only very little improvements were observed for more than 400
neurons. The best setups of the MLP network for training the AF classifiers
which achieved the best results estimation are summarized in Tab. 3.

Table 3. The optimum setup size of MLP for the best results classification of AFs.

Out MFCC 0 cw 17 PLP 0 cw 17 FBANK 0 cw 21
units hids Epoch CV hids Epoch CV hids Epoch CV

Voicing 3 400 12 94.8 400 14 94.9 600 13 95.4
P con. 9 600 12 86.3 600 13 86.5 800 14 87.6
P vowel 5 600 14 89.2 600 14 89.4 800 16 89.9
M con. 9 600 13 87.2 600 14 87.4 800 14 88.4
M vowel 5 600 15 88.0 600 13 88.1 800 15 88.8
Rounding 4 500 14 89.9 500 14 90.1 600 15 90.1
Sonor 4 600 12 89.3 600 13 89.4 800 14 90.1

II. The Results of Context Length Optimization
The optimum length of the context information in AF estimation was analysed in
the two similar scenarios of the experiments. Two groups of experiments focused
on finding the optimum length of the context information for the case where the
context window was created either from static or dynamic features.

Firstly, the experiments were focused on modelling of the context information
based on the context window with static MFCC, PLP or FBANK features only.
The context window size in the range from 3 to 61 frames was analysed. The
results are shown in Fig. 2. The average absolute improvement of the accuracy of
AF classification depending on the varying size of the context window was com-
pared to the zero context. The results are presented in Fig. 2 and the best size
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Fig. 1. The dependency of the number of hidden neurons on FAcc. Lines: red � - voicing,
yellow ∗ - placed consonant, blue × - placed vowel, black • - manner consonant, cyan
� - manner vowel, magenta ◦ - rounding, green � - sonority.

of the context window is marked by blue color of the proper bar. Secondly, the
similar scenarios were applied also to differential features (dynamic and acceler-
ation) of MFCC, PLP or FBANK. The results of experiments are presented in
Fig. 3. In this case the context window size was analysed in the range from 5 to
31 frames and the average absolute improvement is also presented using a bar
graph. All results presented in Fig. 2, 3 were evaluated against automatically
labelled test data set.

Experiments showed that it was better to work with the static features only
and to take slightly longer context instead of using differential features. In addi-
tion, this setup led to a vector with lower dimensions which sped up the process
of MLP training and reduced the data requirements. Finally, the optimum length
of contextual information for particular types of parametrization achieving the
best results of AF classification are summarized in Table 4. The results for frame
accuracy evaluated for manually labelled test set are also presented. The best
results of AF classification were achieved for FBANK static features with the
context of 21 frames (FBANK 0 cw 21).

Table 4. The best results estimation of AFs.

MFCC PLP FBANK
0 0 d a 0 0 d a 0 0 d a

cw 17 cw 9 cw 17 cw 9 cw 21 cw 9
test test m. test testm. test testm. test testm. test testm. test testm.

Voicing 95.0 90.7 94.9 90.7 94.9 90.8 94.8 90.7 95.3 90.9 95.2 90.8
Place con 86.9 79.5 86.0 79.2 86.2 79.3 86.0 79.0 87.9 80.2 86.5 79.4
Place vow 89.8 82.7 89.9 82.7 89.6 82.5 89.8 82.6 90.5 83.1 90.2 82.9
Manner con 87.8 80.1 87.4 80.0 87.2 80.1 87.3 80.1 88.7 80.5 87.9 80.2
Manner vow 88.9 81.6 88.5 81.5 88.6 81.7 88.7 81.5 89.5 82.2 89.1 81.9
Rounding 90.3 83.2 90.2 83.0 90.2 83.1 90.4 83.3 91.0 83.9 90.8 83.5
Sonor 89.5 81.8 89.5 81.7 89.3 81.6 89.4 81.8 90.5 82.2 90.0 82.0

avg. 89.7 82.8 89.5 82.7 89.4 82.7 89.5 82.7 90.5 83.3 90.0 83.0
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Fig. 2. The evaluation of AF estimation for lengths of context information for static
features. Lines: red � - voicing, yellow ∗ - placed consonant, blue × - placed vowel,
black • - manner consonant, cyan � - manner vowel, magenta ◦ - rounding, green � -
sonority.
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Fig. 3. The evaluation of AF estimation for lengths of context information for differen-
tial features. Lines: red � - voicing, yellow ∗ - placed consonant, blue × - placed vowel,
black • - manner consonant, cyan � - manner vowel, magenta ◦ - rounding, green � -
sonority.

4 Conclusions

In this paper we presented the results of MLP based AFs classification for the
Czech language using various acoustic features. We performed detailed analy-
ses of the optimum length of contextual information. Experiments showed that
the optimum length for the modelling of context information is between 150
and 210 ms for the static parameters. When differential features were used, the
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length decreased to 90 ms for all used features, which corresponds to conclusions
in [22]. The best result of 90.5% was reached for the log mel-scaled filter-bank
setting. It represented more than 2% improvement of FAcc across all AF classes
in comparison to our best results obtained within previous research [19].
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Abstract. We address the question of how Bag-of-Words (BoW) models
of text relatedness can be improved by using important words in the text-
pair instead of all the words. To find important words in a text, we use
a new approach based on word relatedness. We use two text relatedness
methods: Latent Semantic Analysis (LSA) and Google Trigram Model
(GTM) on five different datasets where words in the text-pair are sorted
based on importance. We compare the use of a small number of important
words against the use of all the words in the texts, and we find that both
LSA and GTM achieve better results on four of the data sets and the
same result on the fifth dataset.

Keywords: Text relatedness · Word relatedness · Bag-of-Words · GTM ·
LSA

1 Introduction

Text relatedness1 methods have many applications in natural language process-
ing (NLP) and related areas such as text or document clustering [1], text sum-
marization [2], word sense disambiguation [3], information retrieval [4], image
retrieval [5], text categorization [6], and database schema matching [7]. In gen-
eral, most works on text relatedness can be abstracted as a function of word
relatedness [8]. This reflects the direct importance of words chosen in determin-
ing text relatedness. Thus, the question arises: Does taking into account all or
some of the words in texts impact performance of text relatedness? This ques-
tion is important especially for BoW models where a text (such as a sentence
or a document) is represented as an unordered collection of words, disregarding
grammar and even word order. It is obvious that removing stop words provides
better relatedness scores. The question is whether removing some unimportant
words in addition to the stop words provides better text relatedness scores. To
the best of our knowledge, no text relatedness method has tried to address this
issue. The reasons for using BoW models are threefold. First, most BoW mod-
els do not require extra NLP tools and resources. Second, most BoW models
are time-efficient as they do not use extra NLP tools and resources. Third, the
1 We use ‘relatedness’ and ‘similarity’ interchangeably in this paper, though ‘similarity’

is a special case or a subset of ‘relatedness’.
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performance accuracy of some BoW models is comparable to the methods that
use substantial NLP tools and resources (e.g., [9,10]) as shown in this study. In
a classical BoW text relatedness method, a pair of unordered texts is fed into a
method and a relatedness score is returned for the pair (Figure 1 without dotted
box). We propose the application of the text relatedness method to a small(er)
set of important words instead of the set of all words, and our hypothesis is that
the quality of the results (in terms of relatedness score) is at least as good in the
former case as in the latter (Figure 1).

Fig. 1. High-level overview of the proposed approach based on sorted words

The rest of this paper is organized as follows: A brief overview of the related
work is presented in Section 2. An unsupervised approach to find important
words is described in Section 3. Two BoW methods of text relatedness are briefly
described in Section 4. A brief description of five evaluation datasets and the
experimental results is in Section 5. We address some contributions and future
related work in Conclusion.

2 Related Work

To the best of our knowledge, the use of important words against all the words
has not been compared in different BoW methods to text relatedness. Existing
work on determining text relatedness is broadly categorized into three major
groups: corpus-based (e.g., [11]), knowledge-based (e.g., [12]) and hybrid mea-
sure (e.g., [13]). A detailed survey of text relatedness can be found in [14]. In
general, BoW methods fall into corpus-based category. In [11] a corpus-based
semantic text similarity (STS) measure is proposed as a function of string simi-
larity, word similarity, and common-word-order similarity. For determining word
similarity, they focused on corpus-based measures [15,16]. In [12] a word-to-word
relatedness measure is used based on the construction of semantic links between
individual words from WordNet. In [13] a hybrid measure using three dictionar-
ies (i.e., WordNet, OntoNotes, and Wiktionary) along with the Brown corpus is
proposed.

Most methods in SemEval-2012 [17] and SemEval-2013 [18] shared task on
semantic textual similarity are hybrid where different tools and resources were
used. The UKP system [9], the top-ranked system for SemEval STS 2012 task [17],
uses a trained log-linear regression model and combines multiple text similarity
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methods based on lexical-semantic resources. The UMBC EBIQUITY-CORE sys-
tem [10], the top-ranked system for SemEval STS 2013 core task [18], uses a term
alignment algorithm augmented with penalty terms. It also uses a word similarity
feature that combines LSA word similarity and WordNet. The tools and resources
used by this system are monolingual corpora, WordNet, KB Similarity, lemma-
tizer, POS tagger, and time and date resolution [18].

3 Finding Important Words Using Word Relatedness

We use the assumption that a word in a text is more ‘important’ if it is more
representative as well as more discriminative compared to the rest of the words
in the text. A word in a text is more representative if it gives higher relatedness
scores with the rest of the words in the text. This notion can be captured by the
mean relatedness scores of a word with the rest of the words in the text. Again,
a higher standard deviation of the relatedness scores of a word with the rest of
the words in the text is an indication of how discriminative a word is compared
to the other words. Combining these two notions indicates that the word that
maximizes the mean (μ) and the standard deviation (δ) of the relatedness scores
of itself with the rest of the words in the text is more important than others.
Thus, we call this approach ‘Mean+STD’ (henceforth, μ+δ).

Fig. 2. Word relatedness symmetric matrix

For each word against the rest of the words in a text, T , consisting of b

words2, we compute b2−b
2 word-pair relatedness values. Using the special char-

acter of symmetric matrices can save time and storage during the word-pair
relatedness calculation. Generally, a square matrix, M1, of order b requires stor-
age for b2 elements. If M1 is a symmetric matrix then it can be stored in about
less than half the space, b2−b

2 elements (shown as grey cells in Figure 2). Only
the upper (or lower) triangular elements of M1 excluding the main diagonal
need to be explicitly stored. The implicit elements of M1 can be retrieved inter-
changing row and column numbers. An efficient data structure for storing a
symmetric matrix is a simple linear array. If the upper triangular elements of
M1 excluding the main diagonal are retained, the linear array, B, is organized as:
2 After removing punctuation and stop words.
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B = {w12, w13, · · · , w1b, w23, · · · , w2b, · · · , w(b−1)b}. The indexing rule to retrieve
the element wij from B is: wij ← B[(i − 1)(b − 1) − (i − 1)i/2 + j − 1]

To find important words using this assumption and data structure, we use
two algorithms based on the word relatedness method proposed by [19]. We use
word relatedness method proposed by [19], though other word relatedness meth-
ods could be used instead. The arithmetic means of each of b rows (excluding
the diagonal cells shown in Figure 2) are computed using Algorithm 1. The ini-
tial text, T , relatedness scores of b2−b

2 word-pair, and arithmetic means of each
of b rows generated by Algorithm 1 are used by Algorithm 2 to compute the
summations of means and standard deviations of each of b rows and then to sort
the b words by this score in descending order.

Algorithm 1. Computing the arith-
metic means of each of b rows excluding
the diagonal cells

Require: A linear array,
B = {w12, w13, · · · ,
w1b, w23, · · · , w2b, · · · , w(b−1)b}

Ensure: A linear array,
C = {μ1, μ2,· · ·, μb}

�
|C|=b and μi ∈C is the mean of
the relatedness scores of wi with
the rest b−1 words

1: i ← 1
2: while i ≤ b do
3: j ← 1, sum ← 0
4: while j ≤ b do
5: if j > i then
6: wij ← B[(i − 1)(b −

1) − (i − 1)i/2 + j − 1]
7: else
8: if i > j then
9: wij ← B[(j −

1)(b − 1) − (j − 1)j/2 + i − 1]
10: end if
11: end if
12: sum ← sum + wij

13: increment j
14: end while
15: C[i] ← sum

b−1
16: increment i
17: end while

Algorithm 2. Sorting based on the
summation of mean and standard devi-
ation of each of b rows

Require: B={w12, w13, · · · ,
w1b, w23, · · · , w2b, · · · , w(b−1)b},
C = {μ1, μ2, · · · , μb} and
T = {w1, · · · , wb}

Ensure: T ′ = {w′
1, · · · , w′

b}
1: i ← 1
2: while i ≤ b do
3: j ← 1, sum ← 0
4: while j ≤ b do
5: if j > i then
6: wij ← B[(i − 1)(b −

1) − (i − 1)i/2 + j − 1]
7: sum ← sum + (wij −

μi)2

8: else
9: if i > j then

10: wij ← B[(j −
1)(b − 1) − (j − 1)j/2 + i − 1]

11: sum ← sum +
(wij − μi)2

12: end if
13: end if
14: increment j
15: end while
16: σi ←

√
sum
b−1

17: D[i] ← μi + σi

18: increment i
19: end while
20: T ′ ← Sort T by D in desc. order
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4 Methods Used

This section presents the two methods to text-relatedness that are used in this
study: the LSA [20] and the GTM [19].

4.1 Latent Semantic Analysis

LSA is a method for extracting and representing the similarity of meaning of
words and texts by statistical computations applied to a large corpus of text. The
underlying idea is that the aggregation of all the word contexts with the presence
and absence of a given word provides a set of mutual constraints that generates
a representation of the similarity of meaning of words and set of words to each
other [20]. LSA is based on Singular Value Decomposition (SVD), a mathemat-
ical matrix decomposition technique, to condense a very large matrix of word-
by-context data into a much smaller, but still high-typically 50-500 dimensional
semantic space. A semantic space in LSA is a mathematical representation of a
large corpus of text and every term, text, or novel combination of terms has a
high dimensional vector representation. In our experiment section in this paper,
we have used the general knowledge space (college level) available on the LSA
Web site (http://lsa.colorado.edu/). These spaces use a variety of texts, novels,
newspaper articles, and other information, from the TASA (Touchstone Applied
Science Associates, Inc.) corpus.

4.2 The Google Trigram Model

GTM uses Google n-grams [21] to compute word relatedness of representative
words from each text to ultimately compute text-pair relatedness as described
in [19] and available on the GTM Web site (http://ares.research.cs.dal.ca/gtm/).
In word-pair relatedness, the frequencies of the Google trigrams that start and
end with the given pair and the unigram frequencies of the pair are taken into
account. The text relatedness method first separates shared words between texts
being compared before computing the word relatedness. The count of the sepa-
rated words and the relatedness scores of representative words between the texts
are then normalized using the texts’ lengths.

The GTM constructs a (|t1| − δ) × (|t2| − δ) ‘relatedness matrix’, M2, using
the word relatedness method described in [19], where t1, t2 are the two texts
with |t1| ≤ |t2|, the number of shared words between texts t1 and t2 is denoted
by δ, and wij is the relatedness between word i of t1 and word j of t2. In order
to determine the relatedness between t1 and t2, the following strategy is applied:

sim(t1, t2) =
(δ +

∑|t1|−δ
i=1 μ(Ai)) · (|t1| + |t2|)

2 · |t1| · |t2| (1)

where Ai is a set of elements from row i of matrix M2 such that each element in
the set is greater than or equal to the summation of the mean and the standard
deviation of that row, and μ(Ai) is the mean of Ai.

http://lsa.colorado.edu/
http://ares.research.cs.dal.ca/gtm/
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5 Evaluation Datasets and Results

There are very few publicly available collections of long text pairs with their
ground truth of text relatedness. Four out of the five datasets used are from
the SemEval-2012 [17] and SemEval-2013 [18] shared task on semantic textual
similarity. For all of the datasets, preprocessing (i.e., punctuation and stop words
removal) is done. Maximum (Max.), minimum (Min.), average (Avg.) number
of words, and standard deviation (STD) from the average before and after the
preprocessing for all the datasets are shown in Table 1.

Table 1. Statistics of Datasets used

Number of Words
After Stop word removal Before Stop word removal

Dataset # of pairs Max. Min. Avg. STD Max. Min. Avg. STD

ABC1225 1225 59 23 39.32 8.42 126 45 80.2 17.5
OnWN2012 750 22 1 4.75 3.07 55 4 15.13 6.67
SMTeuroparl2012 459 12 1 6.80 3.48 37 2 21.40 9.40
SMT2013 750 57 1 16.24 7.46 188 2 52.79 23.24
HDL2013 750 16 2 5.93 2.44 38 8 14.42 3.65

5.1 ABC1225

This dataset [22] contains 1225 pairs of documents evaluated by human judges.
To create this dataset, 50 documents were selected from the Australian Broad-
casting Corporation’s news mail service, which provides text emails of headline
stories (henceforth, ABC1225) and 83 human subjects were used. In [22] it was
also produced the ‘inter-rater’ correlation (0.605).

Using GTM for text relatedness, μ+δ method for sorting words (henceforth,
GTM with μ+δ) and 23 sorted words from this dataset, we achieve Pearson
correlation r = 0.588 with human ratings, while using all the 59 words we achieve
Pearson’s r = 0.519 (Figure 3) and the difference is statistically significant at
the 0.05 level3. Similarly, using LSA for text relatedness and μ+δ for sorting
words (henceforth, LSA with μ+δ), we achieve Pearson’s r = 0.543 for 33 sorted
words while for all the words we achieve Pearson’s r = 0.531 and the difference
is statistically significant at the 0.05 level.

5.2 OnWN2012

This dataset from SemEval-2012 [17] contains 750 pairs of glosses from OntoNotes
4.0 and WordNet 3.1 senses (henceforth, OnWN2012). The similarity between
the sense pairs was generated using simple word overlap. On this dataset, using
3 To compare between two dependent (overlapping) correlations, we use the procedure

mentioned in [23]. In the rest of the paper, the difference between two Pearson’s r
is not statistically significant at the 0.05 level, unless otherwise specified.
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Fig. 3. Corr. with human
ratings for ABC1225

Fig. 4. Corr. with ground
truth for OnWN2012

Fig. 5. Corr. with ground
truth for SMT2013

9 sorted words for both GTM with μ+δ and LSA with μ+δ gives the highest
Pearson’s r = 0.676 and r = 0.631, respectively with the ground truth while
using all the 22 words also gives the same correlation (Figure 4). GTM also
marginally outperforms the top ranked system [9] of SemEval-2012 [17].

5.3 SMTeuroparl2012

SemEval-2012 [17] selected 459 unique human evaluated French to English test
pairs (henceforth, SMTeuroparl2012) from the 2008 ACL Workshops on Statis-
tical Machine Translation (WMT). In Figure 6, it is shown that on this dataset,
GTM with μ+δ and using 9 sorted words give Pearson’s r = 0.505 with human
ratings while using all the words gives that of r = 0.503. For LSA with μ+δ,
using only 3 sorted words gives Pearson’s r = 0.309 while using all the words
gives r = 0.287 and the difference is statistically significant at the 0.05 level.

Fig. 6. Corr. with human ratings for
SMTeuroparl2012

Fig. 7. Corr. with human ratings for
HDL2013

5.4 SMT2013

This dataset from SemEval-2013 [18] comprises 750 pairs of sentences used in
machine translation evaluation (henceforth, SMT2013). In Figure 5, it is shown
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that on this dataset, GTM with μ+δ and using 22 sorted words give Pearson’s
r = 0.380 with the ground truth while using all the 57 words gives that of
r = 0.377. For LSA with μ+δ, using 17 sorted words gives r = 0.313 while using
all the words gives r = 0.300. On this dataset, GTM matches the top ranked
system [10] of SemEval-2013 [18].

5.5 HDL2013

This dataset from SemEval-2013 [18] comprises 750 pairs of news headlines
(HDL) gathered by the Europe Media Monitor (EMM) engine from several dif-
ferent news sources (henceforth, HDL2013). In Figure 7, it is shown that on this
dataset, GTM with μ+δ and using 13 sorted words give Pearson’s r = 0.681
with the ground truth while using all the 16 words gives that of r = 0.680. For
LSA with μ+δ, using 9 sorted words gives Pearson’s r = 0.478 while using all
the words gives r = 0.477.

Both LSA and GTM achieve better correlation with the ground truth using
a smaller number of sorted words than using all the words on all the datasets,
except on OnWN2012 where the same correlation is achieved. On the dataset
with the highest average text length (i.e., ABC1225), both methods achieve
statistically significant (at the 0.05 level) better correlation with the ground
truth using a smaller number of sorted words than using all the words. We do
not formally evaluate the ‘μ+δ’ approach of finding important words, though it
is shown that the approach improves the text relatedness result in comparison
with the classical BoW models.

6 Conclusion

We applied two text relatedness methods—latent semantic analysis (LSA) and
the Google trigram model (GTM)—to five datasets, and found that using a
smaller number of more important words achieves better or at least the same
correlation with the ground truth than using all the words. This demonstrates
that in most cases a smaller number of more important words in text-pair could
improve the accuracy of the BoW models of text relatedness. Future work could
consider the application of other BoW models of text relatedness and other meth-
ods of finding important words on datatsets of larger average text length to see
whether there is any correlation between the number of important words used
and the average text length. Another future work could be to find a method-
ological way to select a threshold on the words in the text.
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Abstract. Automatic inconsistency detection in parsed corpora is sig-
nificantly helpful for building more and larger corpora of annotated texts.
Inconsistencies are inevitable and originate from variance in annotation
caused by different factors as, for instance, the lack of attention or the
absence of clear annotation guidelines. In this paper, some results involv-
ing the automatic detection of annotation variance in parsed corpora are
presented. In particular, it is shown that a generalization procedure sub-
stantially increases the recall of the variant detection algorithm proposed
in [1].
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1 Introduction

Variation in annotation (and, thus, potential inconsistencies) in parsed corpora
tends to be more frequent than the intuitions of annotators would suggest, as
indicated by a number of studies on the detection of annotation inconsisten-
cies carried out in recent years [1–6, amongothers]. However, although being
a potential problem both for information extraction from the corpus and for
parser training, the actual impact of inconsistencies is difficult evaluate fully.
Nevertheless, inconsistencies are something to be avoided since these may not
only impact the extraction of information from the corpus – demanding different
queries to extract the same kind of information (to the extent that the relevant
inconsistencies are predictable) – but also because it may have a negative effect
on the performance of parsers trained on the annotated portion of the corpus.

A corpus can be inconsistent in two different ways: by having violations of
clear and strict annotation guidelines (e.g., applying a wrong label) and/or by
lacking guidelines for certain kinds of expressions which leads to variation in
annotation (see [7]). Both are inconsistencies, but the former are true errors.
Since going through a (growing) corpus again and again in order to find incon-
sistencies is painful and quite inefficient, developing automatic methods to do so
is a welcome contribution to the field of corpus linguistics.

This research is funded by Sao Paulo Research Foundation – FAPESP – through
grants no. 13/18090-6 and 14/17172-1.
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In this paper, an updated and extended version of the alternative algorithm
in [1] is presented along with results of its application to the Tycho Brahe Corpus
(TBC, [8]). The TBC is a parsed corpus of historical texts in Portuguese, but
the algorithm discussed here may be applied to any text annotated in the Penn
Treebank ([9]) style. The updated version of the algorithm presented here is able
to detect one more type of variation (missed by the previous one) and also covers
a significantly larger portion of the corpus as a consequence of a generalization
procedure applied to the detected variants. The paper is organized as follows:
Section 2 introduces the algorithm in [1]. In Section 3 the new generalization
procedure is discussed. Experimental results are reported on Section 4 followed
by a discussion. Related work is presented in Section 5 and the paper ends with
some concluding remarks in Section 6.

2 Alternative Approach

The algorithm proposed by Faria ([1]) is an alternative implementation of the
algorithm for variance detection proposed in Dickinson & Meurers’ ([2]) study.
Their algorithm searchs for variation nuclei, that is, sequences of tokens (words
and punctuation) occurring two or more times in a corpus which were at least
once analyzed as a constituent (i.e., there exists a label that dominates all and
only the tokens in the sequence) and that exhibit two or more distinct labels
(including a “non-constituent” pseudo-label NIL assigned for non-constituent
occurrences of a given nucleus). After extracting the variation nuclei, the algo-
rithm generates “variation n-grams”, that is, it filters out variation nuclei for
which there is no similar context (i.e., surrounding tokens) of occurrence. This
second step is necessary for their algorithm to obtain higher precision although
at the cost of lowering its recall.

Leaving the second step aside, it turns out that the criterion for finding
variation nuclei based on root labels of partial trees may produce the opposite of
the desired results. First, two instances of a nucleus may have the same label but
inconsistent internal structures as the left pair in Figure 1 exemplifies.1 Although
being structurally distinct, they will be considered as equivalents since they have
the same root label, PP.

On the other hand, although not forming a constituent of its own, a particular
instance of a nucleus may still be syntactically consistent with another instance.
Take, for example, the right pair of trees in Figure 1. There are two instances of
the nucleus “d@ @os homens”, both consistent with each other on the structure
assigned. The only difference is that the NP node in the second tree contains one
more element which turns out to be irrelevant in this case: with respect to those
three words both trees are equivalent. Nonetheless, Dickinson & Meurers’ method
will take them as distinct variants, with the second being labelled as NIL.

As an alternative criterion, [1] uses what the author calls “dominance chains”
(DC), that is, the set of sequences of nodes from the root label to each terminal
1 The symbol “@” in these data is used in TBC for contracted words that undergone

splitting.
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Fig. 1. Examples of inconsistency involving constituents of the same label (left pair)
and consistency between a constituent and a “non-constituent” instance of “d@ @os
homes” (right pair).

Fig. 2. Dominance chain sets give the desired results.

symbol in a (partial) tree. Variants are distinguished on the basis of their sets
of DCs which gives us the desired opposite results for the trees in Figure 1, as
Figure 2 allows us to infer. A local implementation of the original method and
the alternative algorithm were compared based on their results for the current
publicized version of the TBC. It consists of 16 parsed texts which comprise
(after some clean-up) a total of 707,685 tokens distributed over 34,265 sentences.
A partial corpus with 1,000 sentences was used to compare both methods.

Results were manually checked to determine whether a variation nucleus was
a genuine case of variation in annotation or just a false positive, that is, variants
consistent with each other. Absolute measures of recall are not obtainable given
that one would have to go sentence by sentence to list the inconsistencies in the
corpus. Therefore, measures of recall are relative, that is, the union set of the true
variants found by both algorithms is taken as the goal. That said, the original
method found 606 variation nuclei whereas the alternative found 202. From these,
188 are nuclei found by both methods. Thus, 418 nuclei were exclusively found
by the original whereas the alternative found 14 exclusive nuclei. It turns out,
however, that all 418 nuclei were verified to be false positives, that is, consistent
structures taken as variants because of non-constituent occurrences of the nuclei
involved. On the other hand, the 14 nuclei found by the alternative algorithm
were true variants.2

2 Being variants here does not imply being true errors of annotation. Some variants
derive from semantic ambiguities of the words involved, being thus legitimate, while
others derive from the permissiveness of the guidelines which in some cases do not
establish a particular analysis.
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Consequently, for the purposes of a relative comparison, the 202 nuclei found
by the alternative can be taken as the “target” for the original method which,
thus, shows a precision of 31.02% and relative recall of 93.06%. This result
demonstrates that the precision of the method can be substantially improved
with only a modification in the criterion for distinguishing variants. In fact,
even without resort to variation n-grams, the alternative algorithm shows for the
partial corpus an “error detection precision” – that is, the proportion of variation
nuclei that turned out to involve true errors in annotation – of 61.29% for n ≥ 2,
not a bad result given that the recall is also improved.3 If we consider non-
erroneous cases that are still useful to highlight certain aspects of the annotation
system which are possibly inconsistent4, precision goes to 69.35% (n ≥ 2).

3 Generalization of Variants

The algorithm in [1] introduced in the previous section was further developed
here in order to increase its recall. Given that variation nuclei are initially dis-
covered by means of multiple occurrences of specific token sequences, we are
at first limited by the number and variety of sequences that repeat in a cor-
pus. Therefore, it is likely that some or even many other instances of the same
type of variation are lost simply because the sequences of tokens involved do
not repeat or do repeat but with the same incorrect annotation. We could use
part-of-speech (POS) tags instead of words to overcome this problem, but it
turns out that this strategy overgeneralizes significantly, since non-constituent
repetitions of sequences of POS tags abound. In a sense, POS tags are in general
too abstract, while tokens may be too specific (see a related discussion in [6]).

The solution found is in between these two options. Once a variation nucleus
is found on the basis of token sequences, the “types” of its variants are used to
match instances of the same template for different sequences of words. “Type of
variant” here means simply a variant abstracted away from its terminal nodes,
as shown in Figure 3. For each variant, the algorithm searches for compatible
(partial) trees in the corpus. This generalization is less radical because the POS
tags are constrained by the DCs. Consequently, although the method’s recall
is still bound by the number and variety of repeating sequences of words, it
nonetheless maximizes the number of instances found for each type of variant.

3.1 Some Minor Changes

Some minor changes and adjustments were made to the algorithm with some
important but smaller effects on its output. Now the preprocessing procedure
3 Nuclei of size 1 are very likely cases of ambiguity caused by variation in part-of-

speech tags.
4 As one example, in the TBC, interrogative pronouns head phrases whose labels

start with a “W” (like WNP, WPP, etc.). But this decision is inconsistent with the
general option of starting with the syntactic category and then adding dash tags to
represent more specific properties. Thus, it would be more consistent in this case to
have something like a -WH dash tag added to the label, since that would prevent
the algorithm supposing that WNP and NP are distinct categories.
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Fig. 3. A variant of the nucleus “d@ @a terra” and its type.

Fig. 4. Two formerly non-distinguishable variants of the nucleus “em@ @a vaidade”.

removes punctuation marks from the corpus, since they can be fixed automati-
cally by other means.5 This change is expected to increase the chance of finding
larger nuclei and also occurrences of nuclei that would otherwise not be exact
repetitions because of intervening punctuation marks. Another change was in the
way dominance chains are represented. Now it is possible to distinguish between
distinct sister nodes with the same label. One consequence of this change is that
the particular type of variation shown in Figure 4, which was missed by the first
version of the algorithm, is now accounted for.

4 Experiments and Discussion

In the experiments described in this section, the same version of TBC used in [1]
is also used. In this version, the total number of parsed sentences is 34,265 from
which 32,458 (94.73%) remained after the clean up procedure, which also removes
functional labels, null elements (e.g., “*pro*”) and punctuation. Two sets of
experiments are presented, each followed by the relevant discussion. The first
set evaluates only the impact of removing punctuation from the corpus, under
the hypothesis that more and larger variation nuclei may be found if punctuation
is removed. The second set – with punctuation removed – evaluates the effect of
the generalization procedure. It is expected that many more instances of variants
will show up, specially for those variants that stand for correct annotations. On
the other hand, generalization is expected to make the number of nuclei decrease,
5 At least for corpora following the guidelines of the Penn Treebank which dictates

that punctuation must be located as high as possible in a tree.
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Set Max n Mean n Nuclei Variants Instances Mean σ Covering

With punct. 3 1.26 168 406 4,694 10.20 96.11%
Without punct. 6 1.29 168 405 4,693 10.20 96.11%

Generalization 6 1.84 (3.90) 44 (2,473) 172 6,357 23.65 98.21%

Fig. 5. Results for the partial corpus (for n ≥ 1)

Set Max n Mean n Nuclei Variants Instances Mean σ Covering

With punct. 20 2.58 2,500 7,517 58,027 6.53 63.27%
Without punct. 18 2.52 2,421 6,740 49,714 6.55 60.46%

Generalization 18 3.33 (4.08) 698 (67,989) 3,291 144,376 38.27 86.09%

Fig. 6. Results for the whole corpus (for n ≥ 2)

since many of them actually belong to the same “type” of variation. Tables 5
and 6 summarize the results for the partial and the whole corpus.

In the tables presented, columns Max n and Mean n show, respectively, the
size (in number of tokens) of the largest nuclei found and mean size of all nuclei
found. The column Nuclei lists the number of nuclei found. Variants lists the
total number of variants found and Instances the total number of instances (i.e.,
actual subtrees in the corpus) for the set of variants (with possible overlaps).
The column Mean σ lists the mean of the standard deviation in the number of
instances per variant for each nuclei. Finally, the column covering is a measure
of the proportion of corpus sentences involved in the detected variation as an
indirect measure of recall.

4.1 Effects of the Minor Changes

Removing punctuation seems to have a positive effect for the partial corpus,
although not dramatic, but for the full corpus we see an overall decrease in the
measures, contrary to expectation. Although a careful inspection is needed before
drawing any conclusions, a possible explanation is that many inconsistencies
involve only punctuation. Thus, if that is the case and since they can be fixed
automatically and easily, it is a good idea to ignore them and focus on more
relevant cases. Regarding the representation of variants, the modification was
expected not to lead to a significant increase, since the type of variation it
captures (see Figure 4) is unlikely to happen very often.

4.2 Effects of Generalization

As expected, the generalization procedure leads to a substantial increase in the
number of nuclei (the number inside parentheses) and instances found. The num-
ber of variants now relates to “types of variants” as discussed above and that
explains it being smaller than those of the other experiments. Finally, the out-
come of this procedure becomes clear in the measures mean σ and covering.
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The algorithm covers much more data (for the whole corpus) and the signifi-
cant increase in the mean σ suggests that a tentative classification of variants as
either correct or incorrect may be possible. Since correct variants are expected
to recur while incorrect ones tend to be rare, we may more confidently classify
them based on their number of instances, as in [3].

5 Related Work

Accurately comparing different detection methods is not yet an easy task for
reasons that go from the accessibility to the corpora used to the access to the
actual algorithms. Nevertheless, a raw comparison may be drawn between the
present algorithm and the ones in [2], [3] and [4,5], all sharing the same basic
strategy of variance detection based on repetitions of sequences of tokens. Over
a sample of 100 variation nuclei taken from the results for the whole corpus,
the present algorithm shows a precision of 77% in detecting true errors – 84% if
we consider unclear cases and cases involving inconsistencies in the annotation
guidelines.

In [2], after applying heuristics for classification, the authors report a preci-
sion of up to 78.9% in the detection of true errors, from a random sample of 100
“variation n-grams” out of 6,277 obtained from the Wall Street Journal (WSJ)
corpus [10]. Using another corpus, precision in subsequent work ([11]) is reported
to be 80% (by the same kind of random sampling). In both cases, recall is sacri-
ficed (in the process of generating n-grams) in order to obtain higher precision.
Also using the WSJ corpus, [3] reports a precision of 71.9% in a sample with
the first 100 rules induced for annotation correction. Their algorithm induces
a Synchronous Tree Substitution Grammar from a “pseudo-parallel corpus” of
partial trees. They measured the precision of each rule and 70 achieved 100%
precision, that is, they hit only incorrect instances.

Finally, [4,5] propose a Tree Adjoining Grammar (TAG) based approach in
which trees are compared on the basis of their derivation trees, obtained by
the decomposition of the corpus into elementary trees. Their algorithm also
group inconsistencies by type and generalize them in order to increase recall.
They report that, of the first 10 different types of derivation tree inconsistencies
found, all 10 appear to be real cases of annotation inconsistency. They used the
Penn Arabic Treebank (ATB) [12] and a subset of the English treebank newswire
section of the Ontonotes 4.0 release [13].

6 Final Remarks

As expected, the modifications to the algorithm had positive effects on the over-
all goal of improving the recall of the algorithm proposed in [1]. Another benefit
is that the generalization procedure makes revision faster, since it provides all
the related variants and instances at once for each type of variation. Thus, an
automated script for revision can be specified with all relevant contexts at hand.
Of course, additional qualitative analyses are still necessary in order to better
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assess the impact of these modifications. For example, it is important to analyze
how the generalization procedure affects the relative number of instances for
correct and incorrect annotations. It will be also important to evaluate the algo-
rithm on corpora of different languages, on a variety of genres, and on different
sets of labels and POS tags, since all these factors may affect the results.

It is worth noting that studies like the present one also contribute to the field of
natural language parsing. Parsers not only benefit from more consistent corpora,
but also (and crucially) benefit from more consistent annotation systems. In that
regard, one issue that still lacks a good solution is how to deal with dash tag, co-
indexing, and empty category inconsistencies in phrase structure treebanks. The
present algorithm as well as the ones considered in Section 5 all lack a good treat-
ment of these sorts of inconsistency, since they involve more abstract properties
of syntactic trees. This is, thus, an important issue for future work.
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Abstract. In this article we present a methodology for classification of
text from web authors, using sociolinguistic inspired text features. The
proposed methodology uses a baseline text mining based feature set,
which is combined with text features that quantify results from theoret-
ical and sociolinguistic studies. Two combination approaches were eval-
uated and the evaluation results indicated a significant improvement in
both combination cases. For the best performing combination approach
the accuracy was 84.36%, in terms of percentage of correctly classified
web posts.

Keywords: Text classification algorithms · Sociolinguistics · Gender
identification

1 Introduction

The expansion of text-based social media is impressive and the need of classi-
fying the provided information into sub categories is an important task. This
categorization can be made in terms of topic, genre, author, gender, age, etc.
according to the informational need and the purpose of the users. This is imple-
mented by identifying differential features characterizing the demanded purpose.
Every social media user leaves his digital fingerprints on the web, not only by
declaring personal information, but unconsciously through his writing style. One
of the most important issues on this field is the identification of the user’s gen-
der and the classification of documents according to this specification. It is a
challenging task, given that in the typical case the gender is identified without
taking into account the personal information the user provides, but estimated
only using the content of his/her texts.

Gender classification is an important field of text mining with many com-
mercial applications. The knowledge of the user’s gender is important to com-
panies in order to promote a product or a service, if it is preferable mostly by
women or men. Market analysis and advertising professionals are interested in
which product or service is more talked or liked between the two groups, and
c© Springer International Publishing Switzerland 2015
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should be addressed to women or men. Gender classification is also considerable
in e-government services and social science studies. Useful conclusions can be
extracted about the different trends among women and men, different topics of
interests, political views, social concerns, world theories, and many other issues.
Since it is quite difficult for social scientists to manually go through large volumes
of data, computer-based solutions supported by the recent advances in natural
language processing and machine learning have techniques been proposed. In
parallel to computer-based solutions sociolinguists have offered essential knowl-
edge in support of the task of gender identification from written language.

Sociolinguistics is the specific scientific domain of linguistics which studies
the influence of social factors into the written and spoken language. Factors
as gender, age, education, etc., delimitate the linguistic diversity and variation,
the linguistic choices that people and social groups make in everyday life. The
differences between men and women’s language can be detected in their texts,
due to the separate linguistic choices they make. These choices can be identified
in all levels of linguistic analysis (from the phonetic to the pragmatic one) and
they may be conscious or not, differentiating the speaker’s attitude from the
standard language in a given communicative occasion [1].

In our study, an interdisciplinary methodology for the detection of the author’s
gender is proposed, based on features derived from two different disciplines, the
gender linguistic variation and the gender classification. These two kinds of fea-
tures are fused in order to achieve higher accuracy and prove that linguistics and
textmining,when combined, can contribute to better gender identification results.

The remainder of this paper is organized as follows. In Section 2 we present
the background work in the field of gender identification, after theoretical, empir-
ical and computational studies. Section 3 describes our methodology and in
Section 4 the experimental part of our work is presented. Finally, in Section 5
we conclude this work.

2 Related Work

Several studies related to author’s gender discrimination have been reported in
the literature, both based on computer-based methods (text mining) and theo-
retical models (sociolinguistic). The first ones concentrate on efficient computa-
tional algorithms while the latter ones on social cues expressed through linguistic
expressions on written text.

As considers text mining based approaches, they typically consider author’s
gender identification as a text classification issue [2,3]. Koppel et al. [4] pro-
pose text classification methods to extract the author’s gender from formal
texts, using features such as n-grams and function words that are more usual
in authorship attribution. This research combines stylometric and text classifi-
cation techniques, in order to extract the author’s gender. Argamon et al. [5]
have applied factor analysis for gender and age classification in texts mined
from the blogosphere. Ansari et al. [6] have used frequency counting of tokens,
tf-idf and POS-tags to find the gender of blog authors. In Burger et al. [7] a study
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on gender recognition of texts from Twitter was presented, where the content
of the tweet combined with the username and other information related to the
user we used. Many recent studies around gender classification deal with social
media and they propose methods that identify the gender [8–10] and in some
cases the age of the web users [11]. Most of the reported approaches implement
their experiments, taking into account features, such as gender-polarized words,
POS tags and sentence length, in order to obtain best classification results.
In Sarawgi et al. [12] a comparative study of gender attribution, without taking
into account the topic or the genre of the selected text is presented. Holgrem and
Shyu [13] applied machine learning techniques using a feature vector containing
word counts, in order to detect the author’s gender of Facebook statuses. In
Rangel and Rosso [14] a set of stylistic features to extract the gender and age of
authors using a large set of documents from the social web written in Spanish
was presented. Marquardt et al. [15] evaluated the appropriateness of several
feature sets for age and gender classification in social media.

Except the text-mining approaches, sociolinguistic studies offer valuable infor-
mation about the gender characterization of a text. The basic concept of soci-
olinguistics, and more specifically the gender linguistic variation, is perceived
as a socially different but linguistically equal way to say the same thing [8].
A general opinion about the women’s language is that women tend to make
a more conservative use of language by using more standard types than men
[16]. Women use non-normative forms only when they adapt socially prestigious
changes, local linguistic elements, communicative indirection, and under spe-
cific communicative situations [17,18]. Under standard conditions, they have a
smaller vocabulary than men, using a narrower range of different lexical types.
Compared to men discourse, women tend to use more complex syntactic struc-
tures by forming many explanatory secondary phrases in the period. The use
of “empty” adjectives which have the sense of admiration and/or approval is
also frequent in women’s language, as well the use of questions in place of state-
ments [19–21]. Moreover, specific lexical choices that women do unlike men (use
of norm types, avoid bad words, etc.), researchers observe their effort in many
cases to decline the illocutionary force of their utterances. This phenomenon
is achieved by using palliative forms like tag-questions, interrogative intonation
instead of affirmations, extension of requests and hedges of uncertainty. As con-
siders women’s language, they use different politeness, agreement and disagree-
ment strategies than men and more sentimental expressions, indirect requests
and hypercorrected grammar types [22,23]. Men on the other hand, tend to use
more bad words, slang types and coarse language. They insert in their vocab-
ulary non-norm forms and neologisms. In Alami et al. [24] study of the lexical
density in male and female discourse and comparison of the relationship to the
discourse length is performed. Eckert [25] merged existing and traditional theo-
ries, in order to create patterns about the gender-specific variation, and analyzed
the meaning and the social context around a given linguistic attitude. In recent
studies [26–28] researchers discuss the social factor and the stylistic information
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in different communicative situation in order to explain the specific linguistic
choice of speakers.

3 Gender Classification Methodology

Most of the previous studies in the field of gender identification are based either
in theoretical analysis and empirical findings or in computational approaches.
The first kind of research, conducted by expert sociolinguists, can reveal frequent
but also rare differential characteristics after empirical studies. These studies
confirm existing theories and they create new rules. However, theoretical stud-
ies are time consuming, since working with large and different data collections
is tedious, especially when need to verify rare discriminative rules which will
probably appear only in large volumes of text data. On the other hand, compu-
tational approaches based on data mining algorithms can perform efficient and
fast process of large data collections; however, the results are frequently biased to
the specifications of the dataset used. Moreover, infrequent discriminative rules
either will not appear in the evaluation text or they will be considered by the
algorithm as outliers rather than newly discovered patterns.

The objective of the present approach for author gender identification is to
exploit existing knowledge from the sociolinguistics domain in order to enhance
the performance of the dominating text mining solutions. Thus, we combine
sociolinguistic characteristics and data-driven features for gender classification.
Specifically, a number of well-known and widely used in text mining methods fea-
tures for text, author and gender classification are used to build a baseline feature
vector [29]. This feature vector is combined with features inspired from sociolin-
guistic studies in order to enhance the gender discriminative ability of a clas-
sification engine. The sociolinguistic characteristics of gender variation may be
summarized as: ‘syntactic complexity’, ‘use of adjectives’, ‘sentence length’, ‘dif-
ferent politeness and agreement/disagreement strategies’, ‘tag questions’, ‘slang
types’, ‘bad words’, ‘sentimental language’, ‘lexical density’, ‘interrogative into-
nation’ and ‘vocabulary richness’.

The baseline (BASE) feature set and the features inspired from sociolinguistics
(SLING) are presented in Table 1. The baseline feature vector has length equal to
24 and the sociolinguistic-inspired list of features has length equal to 11.

For the combination of the baseline (BASE) and sociolinguistic-inspired
(SLING) features we relied on two fusion approaches. In the first approach (early
combination), the SLING features are appended to the BASE vector and the con-
catenated feature vector is processed by a classification algorithm. In the second
approach (late combination), the data-driven (BASE) and the knowledge-based
(SLING) vectors are separately processed by classification engines and the results
are fused by a second-stage classifier. In both early and late fusion scenarios both
data-based (from data mining) and sociolinguistic-inspired knowledge is utilized
in the classification procedure.
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Table 1. The BASE and SLING features used in author’s gender classification.

BASE features SLING features

# of characters per web post normalized # of the sentence verbs

normalized # of alphabetic characters normalized # of adjectives per com-
ment

normalized # of upper case characters normalized # of the text’s words

# of occurrence of each alphabetic
character

# of standard polite, agreement / dis-
agreement phrases

normalized # of digit characters # of tag question phrases

normalized # of tab (’\t’) characters # of slang types

normalized # of space characters # of bad words

normalized # of special characters
("@", "#", "$", "%", "&", "*",

"~", "^", "-", "=", "+", ">",

"<", "[", "]", "{", "}", "|",

"\", "/")

normalized # of sentimentally polar-
ized words of the comment, according
to SentiWordNet[30]

total # of words normalized # of the document’s con-
tent words

normalized # of words with length less
than 4 characters

normalized # of the question marks to
the total # of the document’s punctu-
ation

# of punctuation symbols (".", ",",

"!", "?", ":", ";", "’", "\"")

normalized # of different words per
comment

average word length

# of lines

average # of characters per sentence

# of sentences

normalized # of unique words

# of paragraphs

average # of words per sentence

# of "hapax legomena"

# of "hapax dislegomena"

normalized # of characters per word

# of function words

average # of sentences per paragraph

average # of characters per paragraph

4 Experimental Setup and Results

The text mining based and sociolinguistic-inspired combination methodology
described in Section 3 was evaluated using a dataset collection of users’ com-
ments on web. Our dataset consists of user comments in English about various
topics extracted from forums and web sites. It contains comments from different
sources, covering various thematic areas both from gender-preferential sites and
forums, like fashion (typically preferred by women) or cars (typically preferred
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by men) and neutral web sources (like news, health etc). The size of the corpus
is 326,736 words. The number of the characters is equal to 1,643,547. The gender
division between men and women is 42% and 58% respectively.

For the classification stage, we relied on several dissimilar machine learning
algorithms, which have extensively been reported in the literature. In particu-
lar, we used a multilayer perceptron neural network (MLP) and support vec-
tor machines (SVMs), using radial basis kernel (RBF) and polynomial kernel
(poly). Furthermore, we employed Adaboost.M1, which is a boosting algorithm
combined with decision trees (AdaBoost) and a bagging algorithm using deci-
sion trees (Bagging). Finally, we used three decision tree algorithms, namely the
random tree (RandTree), the random forest (RandForest) and the fast decision
tree learner (RepTree). All classifiers were implemented using WEKA toolkit
[31]. In order to avoid overlap between training and test subsets a 10-fold cross
validation evaluation protocol was followed. The performance results in terms of
percentages of correctly classified web posts are tabulated in Table 2. The best
performance per setup is indicated in bold.

Table 2. Gender classification results using different combination setups and
algorithms.

BASE SLING BASE+SLING BASE+SLING

(early fusion) (late fusion)

MLP 82.31 66.87 82.51 84.36

SVM(rbf) 67.49 50.00 68.31 83.13

SVM(poly) 82.72 63.17 84.16 82.92

Bagging 82.72 69.35 83.54 82.30

Boosting 82.10 69.14 82.51 81.07

RepTree 82.92 67.08 80.86 81.48

RandForest 82.72 69.34 82.72 79.84

RandTree 79.84 66.05 81.07 75.51

As can be seen in Table 2, the use of SLING features improves gender clas-
sification accuracy by almost 1,5% comparing to the best BASE alone. Specif-
ically, the best BASE performance was 82.92% using the RepTree classifier,
while the overall best performance was 84.36%, which was achieved with the
late combination approach and the MLP classification algorithm. The SLING
approach standalone does not offer competitive performance comparing to the
BASE setup, however in both fusion setups there is an increase of performance
which shows the importance of the sociolinguistic-inspired features. As considers
the evaluated classification algorithms for the case of early combination where
the fusion feature vector is of length equal to 24+11=35, the SVM algorithm
outperforms all others, probably to the fact that it does not suffer from the curse
of dimensionality. In the late fusion case, where the fusion vector consists of the
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probability of being male/female from BASE and SLING (i.e. 2+2=4 length)
the MLP classifier performs better than SVM.

5 Conclusions

The exploitation of the existing knowledge extracted from theoretical and soci-
olinguistic studies and the transformation of this qualitative information to quan-
titative metrics can improve text-based gender classification accuracy. The use
of sociolinguistic-inspired text features is not essential only for combination with
typical text mining features, as demonstrated in this article, but can also be used
to fine-tune computational algorithms by supporting the training of statistical-
based models through definition initialization values and restriction of range of
values of free parameters which will protect from models biased to specific data.
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Abstract. Modified group delay features have shown promising results
for automatic speech recognition (ASR) task. In this paper, features
are derived from the modified group delay function. These features are
then used to classify asthma and hypoxy ischemic encephalopathy (HIE)
infant cries. Our experimental results show that the performance of the
proposed features is better than the state-of-the-art feature set, i.e., Mel
frequency cepstral coefficients (MFCC). Best classification accuracy is
achieved with the proposed features is 90.38 % as opposed to 84.92 %
obtained with MFCC, when applied to a SVM classifier with radial basis
function kernel. The proposed feature set performs much better for clas-
sification of asthma infant cries. However, for HIE both features perform
equally well. The class separability distance of the group delay feature
is higher than the MFCC feature (for most of the features Bhattacharya
class separation distance is higher by 0.2 units compared to MFCC),
which also confirms that the proposed features are better than MFCC.

Keywords: Group delay · Fourier transform · Support Vector Machine
(SVM) classifier · Magnitude spectrum · Phase spectrum

1 Introduction

Diagnosis of pathologies in infants is a difficult task. It is due to the inability
of an infant to convey the symptoms in the form of speech and inability of the
caretakers to understand the symptoms of diseases. Cry and facial expressions
are the only means to communicate their needs. It has been found that cry
carries acoustic features which vary with the reasons of crying, e.g., cry acoustics
for pain, discomfort and hunger are different. Researchers have worked on the
analysis of cry using pitch, harmonics, short time spectral features, formants and
energy. Classification of various pathological cries has also been reported by some
researchers for classification of normal and deaf infant cries, normal and cardiac
disorders, normal and asphyxia. All have reported significant differences in cry
patterns of normal and pathological cries [1-5]. In this paper, we are proposing
a classification of asthma and Hypoxy Ischemic Encephalopathy (HIE) infant
cries using modified group delay-based features. In our work, we are assuming
c© Springer International Publishing Switzerland 2015
P. Král and V. Matoušek (Eds.): TSD 2015, LNAI 9302, pp. 595–602, 2015.
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that the classification of asthma and HIE cries from the normal infant cries is
possible and hence the goal here is to investigate about discrimination ability of
proposed feature set for different pathologies.

Asthma is a chronic inflammatory disease of the airways in which airways
become blocked or narrowed. Almost five percent of infants (less than one year
after the birth) suffer from asthma [6]. Diagnosis of asthma in early ages espe-
cially in infancy is very difficult. HIE is a condition in which brain does not
receive enough oxygen. Because of oxygen deficiency, brain cells may begin dying,
resulting in brain damage due to severe oxygen deficiency after the birth [7]. HIE
is a leading cause of deaths or severe impairments such as delays in physical and
mental development among infants.

Mel frequency cepstral coefficients (MFCC) feature set has been used as the
state-of-the-art feature by many researchers for infant cry classification [3]. In
this paper, features are derived from the modified group delay function from the
infant cry signal. Modified group delay has been used widely for speech recog-
nition task [8]. It has also been used for speaker verification, formant analysis,
and signal reconstruction from minimum phase systems [9],[10]. Performance of
the proposed features is compared with the state-of-the-art MFCC feature set
and is found to be better for proposed problem under study.

The rest of the paper is organized as follows: Section 2 presents details of the
modified group delay whereas method for feature extraction is detailed in Section
3. Section 4 briefs the details of Support Vector Machine (SVM) classifier. In
Section 5, experimental results are discussed. Conclusions and future work are
reported in Section 6.

2 Modified Group Delay Function

Modified group delay function has been proved effective in semi-automatic seg-
mentation of speech and features derived from the modified group delay func-
tion have been applied for language identification, speech recognition and speaker
identification [8]-[9]. Normally, the information in the speech signal is represented
by the short-time Fourier transform (STFT). In that method, the magnitude of
the FT is considered for feature extraction and phase of FT is ignored. The
significance of phase in speech recognition has been shown by the researchers. It
has been proved that in presence of significant phase distortions, the recognition
of speech by human ear is very poor. The information in the FT phase can be
extracted by the negative derivative of the phase, i.e., group delay function, is
given by

τ(ω) = −d(θ(ω))
d(ω)

(1)

where θ(ω) is the unwrapped phase function. The group delay function can be
computed from the FT magnitude function as given below [9]:

τx(ω) =
XR(ω)YR(ω) + XI(ω)YI(ω)

|X(ω)|2 (2)
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where X(ω) and Y(ω are the FT of the signal x(n) and nx(n) , respectively.
The subscripts R and I represents the real and imaginary parts of the FT,
respectively. The group delay function requires that the signal be minimum
phase signal. The group delay function becomes spiky on/ near the unit circle in
z-domain [8]. To remove the source information, the denominator term |X(ω)|
can be replaced by its cepstrally smoothed envelope. The cepstrally smoothed
envelope is given by Sc(ω). The modified group delay is represented as [9]:

τx(ω) =
XR(ω) ∗ YR(ω) + XI(ω) ∗ YI(ω)

Sc(ω)2
(3)

Fig. 1. Block diagram for extraction of features from modified group delay function.

To reduce the dynamic range of modified group delay spectrum and peaks at
the formant locations, two parameters named, α and γ were introduced in [9].
The new modified group delay is defined as

τc(ω) = − τ(ω)
|τ(ω)| (|τ(ω)|)α (4)

where τ(ω) = −d(θ(ω))
d(ω) and the parameters range from 0 < α < 1, 0 < γ < 1.

3 Feature Extraction

Features are extracted from the proposed method as shown in the Fig. 1. Ini-
tially, the cry recording from an infant is divided in several cry units. From the
cry unit, mean is subtracted. The cry signal is filtered with a 4th order But-
terworth lowpass filter to remove high frequency noise. Since most of the signal
information is contained in signal below 4 kHz, the filter cutoff frequency is
taken as 4 kHz. The cry signal is segmented into non-overlapping frames of 10
ms duration. For each of the frame, modified group delay as mentioned in eq. (4)
is computed. In our experiments, we have kept γ = 1 and α = 0.1. For the same
frame, MFCC are also calculated. One feature vector is extracted for a cry unit.
Mean is taken over all the frames of a cry unit (same is done for MFCC feature as
well). The modified group delay is taken as feature vector for the proposed work.
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4 Support Vector Machine (SVM) Classifier

Support vector machine (SVM) classifier is a popular pattern classifier used for
classification and regression. SVM does not take the assumption of distribution of
features being Gaussian. Especially in cases, where the data size is very small, one
cannot work with Gaussian approximation. SVM is a discriminative approach,
where the boundaries are learned froms the training data. SVM transforms the
data to a high-dimensional feature space using Covers theorem of separation
[11]. Data which is nonlinear in the original space becomes linear in the high-
dimensional space using kernel functions. Hence, it is possible to get a linear
hyperplane in the high-dimensional space which can form a decision boundary.
Radial basis function (RBF) kernel is defined as [12]:

K(Xi,Xj) = exp(−γ(|Xi − Xj |2)) (5)

where Xi and Xj are vectors in the input space and γ is kernel parameter. In our
work, we have used LIBSVM toolbox for SVM classification [13]. K corresponds
to the inner product in a feature space based on some mapping given by

K(x, y) =< φ(x), φ(y) > (6)

5 Experimental Results

5.1 Database Used

In this paper, infant cry data was collected from the NICU units of King George
Hospital (K.G.H), Visakhapatnam and Child Clinic, Visakhapatnam, India. The
duration of recorded infant cry varied from 30 s to 2 min. Data was collected
with a Cenix digital voice recorder at a sampling rate of 12 kHz and 12-bits
quantization. The infant cries were recorded during vaccination and while infants
were crying due to inconvenience during medical examination, wet diaper or
hunger (details of data collection is available in [14]). The number of cries with
asthma pathology are 7 infant cries and of infants suffering from HIE are 13.
One cry per infant was recorded. These infant cries are then divided into cry
units for further analysis. A cry unit is defined as the cry sound produced during
one expiratory and inspiratory cycle. The cry samples were divided into cry units
manually. In asthma database, there are total 182 cry units and in HIE dataset,
there are 205 cry units. Per infant number of cry units is not same, it depends
on the cry duration.

5.2 Experimental Results

For each of the cry unit, features are extracted as explained in Section 3. These
features are then applied to a SVM classifier for training and testing. In our
experiments, we have considered RBF kernel for SVM classifier. Classification
accuracy (in %) is defined as the ratio of total number of cry units correctly
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classified to total number of cry units given for testing, multiplied by 100. In
our experiments 7-fold cross-validation is performed to validate the results since
the sample size is very small. In one fold one of asthma infants cry and two
HIE infants cries are considered in testing and remaining infants are taken for
training the system.

Table 1 shows the classification accuracy (in %) for the asthma and HIE cry
samples classification with both MODGRD and MFCC feature sets using SVM
classifier with RBF kernel. It can be observed that the proposed features are
performing better in classification of pathologies. Table 2 shows the classification
accuracy of the same experiment with different values of gamma (γ) parameter
in RBF kernel function. It is observed that reducing to 0.125 improves the
performance of proposed features whereas it decreases the classification accuracy
of MFCC features set.

Table 1. Classification accuracy (in %) with MFCC and proposed MODGRD features
applied to SVM classifier with RBF kernel with γ = 0.25 for 7-fold cross-validation.

Feature Feature Size Classification Accuracy (in %)

MODGRD 1x256 90.38

MFCC 1x12 84.92

Table 2. Classification accuracy (in %) with MFCC and proposed MODGRD features
with radial basis function (RBF) kernel applied to SVM classifier for 7-fold cross-
validation.

Value of γ MFCC MODGRD

0.25 84.92 90.38

0.125 87.42 90.82

Table 3. Confusion matrix with MFCC feature set using γ = 0.25 with RBF kernel
function for 1-fold experiment.

Asthma HIE

Asthma 27 7

HIE 0 18

Confusion matrices are shown in Table 3 and Table 4 to compare the perfor-
mances of the two features in classification of asthma and HIE infant cries. For
the same experimental setup confusion matrices are shown. These results are
reported when infant 4 of asthma and infant 1 and 2 of HIE are considered for
testing. Most of the time in our 7-fold cross validation experiment, asthma cry
units are classified as HIE. However, MODGRD features captures the differences
in two cry patterns and can classify the two pathologies almost correctly. MFCC
and MODGRD are able to classify HIE correctly. However, MODGRD is also
capable of classifying asthma samples correctly.
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Table 4. Confusion matrix with MODGRD feature set using γ = 0.25 with RBF kernel
function for 1-fold experiment.

Asthma HIE

Asthma 34 0

HIE 0 18

To compare the performances of the proposed features and MFCC, their
class separability distances are calculated using Bhattacharya bound [15]. The
Bhattacharya distance is a measure of similarity of two discrete or continuous
probability distributions. It is used to measure separability of classes in classifi-
cation. Bhattachraya distance between two classes is given by [15]

τ(ω) = −d(θ(ω))
d(ω)

(7)

where p and q are the two classes, σp and σq are the variances of p and q
classes, respectively. μp and μq are the means of classes p and q, respectively.
For better visibility of the curves, only first 12 coefficients of the feature vectors
are considered in the plot. Fig. 2 shows that the class separation of the proposed
features is higher than the MFCC feature set.
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Fig. 2. Class separability of MFCC and proposed features.

Fig. 3 shows the signal waveform and their respective modified group delay
functions for the three cases, normal, HIE and asthma infant cries. It can be
observed that the in case of normal and HIE infant cries, we get higher number
of peaks of group delay function. However, in asthma infant cries, we get well
separated peaks in the group delay function. These peaks in the group delay
functions correspond to formants of the infants. Hence, there may be changes in
the formants and their harmonics of the infants corresponding to a particular
pathology.
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Fig. 3. Modified group delay function for normal (Panel A), HIE (Panel B) and asthma
(Panel C) infant cries. In all subfigures, figure (a) corresponds to infant cry signal and
figure (b) corresponds to its group delay function.

6 Summary and Conclusions

In this paper, features derived from the group delay are proposed for the classi-
fication of asthma and HIE infant cries. It has been observed that the modified
group delay-based cepstral features outperform the MFCC feature set which has
been the state-of-the-art method in infant cry classification. Both the features
are capable of capturing the information in HIE cry samples. However, classi-
fication of asthma pathology is better in the proposed features. The improved
performance of the proposed features may be due to its property that it captures
the phase information of the signal, while MFCC is derived from the magnitude
spectrum of the FT, ignoring the phase spectrum completely. This difference
in two feature sets suggests that in asthma patients, phase variations are very
frequent. These fast variations in phase of the signal may be introduced by the
blocked airways. It has also been observed that the selection of kernel func-
tion is also important in the classification work. In this work, we have assumed
that classification of normal and pathological cry samples is possible with some
features and after this classification, we can use the proposed method for classi-
fication of asthma and HIE diseases in infants. As a part of our future work, we
would like to come up with a feature set which can classify normal cries from
pathological (asthma and HIE) infant cries.

Acknowledgments. Authors would like to thank Department of Electronics and
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Abstract. This paper reports on the status of an ongoing work to enrich
the syntactic extension of normalized LMF dictionaries. It proposes an
approach to find out the syntactic behaviors associated with the lexical
entries and to link them to the corresponding meanings of these entries.
The used corpus is constructed from texts associated with each mean-
ing in the dictionaries, such as definitions and contexts. These texts are
largely available and semantically controlled because of their association
to the meanings, which fosters the establishment of efficient links. The
proposed approach has been implemented and tested on an available Ara-
bic normalized dictionary. The experiment concerned about 9,800 verbal
entries. Both the identification of syntactic behaviors and the establish-
ment of syntactic-behaviors-to-meanings links have been evaluated.

Keywords: Self-enrichment · LMF dictionaries · Syntactic behaviors ·
Meanings

1 Introduction

Syntactic lexicons are obviously an extremely valuable basic element for Natural
Language Processing (NLP) systems. As demonstrated by [1], an exhaustive and
detailed syntactic lexicon improves the performance of syntactic parsers. Also,
as has been repeatedly argued in [2,3], a syntactic lexicon is the core component
resource for information extraction or for machine translation systems. Syntac-
tic lexicons contain a large amount of knowledge such as the sub-categorization
frames that provide the syntactic behaviors of the entries. These syntactic behav-
iors specify the number and type of the arguments used. The automatic acqui-
sition of sub-categorization frames has been an active research area since the
mid-90s [4,5].

Because of their importance, several syntactic lexicons have emerged for dif-
ferent languages. For French, we can mention the lexicon-grammar [6] that con-
tains a detailed list of lexical unit complementation. Another example is the
Lefff (Lexicon of French Inflected Forms) [7] that is a morphological and syntac-
tic lexicon that includes partial sub-categorization knowledge constructed using
an automatic corpus analysis and a fusion data from different resources.
c© Springer International Publishing Switzerland 2015
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For English, we can enumerate the Comlex Syntax [8], which is a handmade
moderately broad coverage lexicon including detailed knowledge about the syn-
tactic characteristics of each lexical item. The VerbNet [9] is another lexicon for
the English language that is based on Levins [10] verb classification.

For Arabic, there are few examples of such syntactic lexicons. One of them is
the Arabic syntactic lexicon [11], which represents a syntactic lexicon compliant
to the LMF standard. The Arabic VerbNet [12] is an Arabic version of English
VerbNet classifying verbs into classes sharing the same syntactic and semantic
proprieties based on the Levins [10] verbs classification.

The main criticisms that we can level at the existing syntactic lexicons con-
cern their models and their contents. Indeed, each lexicon is modeled with respect
to a particular use without providing solutions for the extension and re-use. The
represented knowledge is not well detailed, notably the link between syntactic
and semantic knowledge. In particular, we note the absence of correspondence
between each meaning of a lexical entry and the syntactic.

In this context, the Lexical Markup Framework (LMF) standard [13] provides
effective solutions to the modeling problems. Thus, several works have started
to build lexicons compliant to this standard including syntactic lexicons such as
the “syntactic lexicon for Arabic verbs” [11] and the LG-LMF [14]. However,
the problem of enrichment persists. Indeed, these lexicons describe the syntactic
behaviors related to the lexical entries but not to their meanings because they
use external dictionaries as well as corpus or other linguistic resources to identify
the syntactic behavior.

In this paper, we propose an approach to find out the syntactic behaviors
associated with the lexical entries in LMF dictionaries and to link them to the
corresponding meanings. This approach is based on the analysis of a corpus
constructed from the textual contents associated with each meaning in LMF
dictionaries such as definitions and contexts. These contents are largely available
and semantically controlled because of their association to the meanings, which
fosters the establishment of efficient links.

The remainder of this paper will be devoted primarily to the presentation
of the proposed approach to the self-enrichment of LMF normalized dictionaries
with syntactic behavior related to meaning of lexical entries. Thereafter, the
experimentation carried out on an available normalized Arabic dictionary will
be described. Finally, related works and their comparison with our study will be
given. Some future works will be announced in the conclusion.

2 Related Works

In this section, we will present some works related to syntactic lexicons. We will
define the Arabic syntactic lexicon [11] and the Arabic VerbNet [12] syntactic
lexicon for the Arabic language.

The Arabic syntactic lexicon [11] is a lexical resource dedicated to the repre-
sentation of syntactic properties of Arabic verbs using the LMF standard. This
lexicon was built semi automatically using the editor Lexus. The enrichment
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approach of the lexicon with syntactic behavior of Arabic verbs consists of three
steps: the manually specification of the sub-categorization frames accepted by
verbs in Arabic language. Then the enrichment of the lexicon with the syn-
tactic behaviors identified in the previous step by using the Lexus editor. And
finally, the edition of Arabic verb lemmas and the affectation of one or many
sub-categorization frames to each entered verb. The lexicon contains 2,500 verb
lemmas with an average of 2.7 sub-categorization frames per verb. This is a small
syntactic lexicon of Arabic verbs including only 17 sub-categorization frames that
do not represent the specificities of Arabic language. Also, the sub-categorization
frames were affected to verbs without consider meanings.

The Arabic VerbNet [12] is a class-based lexicon for Arabic verbs based on
Levin’s classification [10]. The same building procedure used in the English Verb-
Net was re-used to construct the VerbNet for the Arabic language. To describe
verbs, both syntactic and semantic features were considered. Indeed, all the verbs
sharing syntactic and semantic properties were grouped together into the same
class. Each frame includes the root, the derived forms the present participle
and the past participle of the verb, the thematic roles of arguments, the sub-
categorization and the syntactic and semantic description of each verb. Some
Arabic verb classes were subdivided into subclasses. The Arabic VerbNet lexi-
con contains 291 verb classes and 7,937 verbs represented by 1,202 frames. These
frames take into account, together with the syntactic features, the thematic role
of arguments of the syntactic behaviors.

Even though all the approaches presented in the above studies on the Ara-
bic language suggest some interesting ideas, each one of them includes some
shortcomings. Indeed, the syntactic lexicon of [11] is a very small lexicon rep-
resenting only the syntactic aspects of very few Arabic verbs while, the Arabic
VerbNet does not represent the native features of Arabic verbs because its a
simple translation of the classes used in the English VerbNet.

3 Proposed Approach

In this section we will present an overview concerning the LMF syntactic model
and its specificities and the syntactic proposed approach to enrich LMF dictio-
naries with the syntactic behaviors of lexical units using corpora.

3.1 Basis Concepts

In an LMF normalized dictionary, each meaning of a lexical entry is represented
by a class named Sense. Each Sense can be attached to the Definition class that
represents a narrative description of a sense. It is displayed for human users
to facilitate their understanding of the meaning of a Lexical Entry and is not
meant to be treated by computer programs. A Sense instance can have zero to
many definitions. Contrary to the Definition class, which is dedicated to human
users, the Context class selected from the Machine Readable Dictionary (MRD)
extension supports electronic machine readable dictionary access for both human
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use and machine processing. Nonetheless, the Context class represents a text
string that provides authentic context for the use of the word form managed by
the lemma of lexical entry. It is in a zero to many aggregate associations with
the Sense class.

Based on the specificities of the Context LMF class used to describe the uses
of the meanings related to the lexical entries by a simple sentence on the one
hand, and also with the aim to find out the syntactic behaviors associated to the
meanings of the lexical entries in LMF normalized dictionaries on other hand,
we propose to analyze this textual content in order to identify the syntactic
behavior related to each meaning.

Therefore, the analysis of the textual content of Context in LMF dictionaries
represents the main idea used in the proposed approach to identify syntactic
behaviors connected to the meanings of the lexical entries in LMF dictionaries.

3.2 Steps of the Approach

The proposed approach for the identification of the syntactic behaviors associ-
ated with the meanings of the lexical entries in LMF normalized dictionaries
consists of five steps as shown in Figure 1.

Fig. 1. Proposed approach

To describe each step of the proposed approach, we take the “leave” verb
from the Wiktionary 1 represented as an LMF lexical entry. As shown in Figure 2
1 http://en.wiktionary.org/wiki/leave

http://en.wiktionary.org/wiki/leave
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Fig. 2. “leave” verb in LMF dictionary

given bellow, this verb has three senses described by Contexts and Definitions
and two syntactic behaviors.

Searching for the Predicate. A predicate is a well-known and extensively
studied concept in linguistics. It can be a verb, a noun, an adjective or an
adverb. The proposed approach can be applied to any predicate. Therefore, the
first step aims to search for the treated predicate and thereafter the attached
meaning represented by the Sense LMF class.

Illustration:
For the example of Fig. 2, the first step identifies the predicate having “l4”
identifier that corresponds to the “leave” verb. This predicate has three senses
identified respectively by “l4P1”, “l4P2” and “l4P3” identifiers.

Searching for the Contexts of the Senses. Each Sense is described by
Context classes. These Contexts are largely available and semantically controlled
because of their association with the meanings and their representation as simple
sentences without complex structure. Indeed, when aiming to attach syntactic
behaviors to Senses, it is sufficient to treat these efficient Contexts. For this
reason, this step intends to search for one Sense all attached Contexts.

Illustration:
The application of the second step of the proposed approach on the “leave”
predicate identifies two contexts for the first sense “l4P3”, three contexts for the
sense “l4P2”, and one context for sense “l4P3”.

Identification of the Syntactic Behavior of the Context. All Contexts
searched previously will be treated in order to identify their corresponding syn-
tactic behaviors. The identification of the syntactic behavior is performed by
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Grammars. These later must be constructed for each syntactic behavior of the
treated language and they should be able to differentiate both essential and
optional supplement in simple sentence. Thus, this step needs the Contexts of
Sense and the Grammars of syntactic behaviors in input.

Illustration:
For the first context “I left my car at home and took a bus to work” of the first
sense “l4P1”, Grammars of syntactic behaviors is able to segment this sentence in
order to identify: “I”: the Subject, “left”: an inflected form of the “leave” treated
predicate, “my car”: First Object, “at home”: Second Object, “and”: conjunc-
tion and “took a bus to work”: other sentence doesnt contain the treated “leave”
predicate. So, this second sentence will not be segmented. Grammars applied to
the first sentence of the context recognize the syntactic behavior SVC1C2 (Sub-
ject Verb First Complement Second Complement). The same treatment applies
to other contexts identify: the same SVC1C2 syntactic behavior for the second
context of the first sense, the SVC1C2 (Subject Verb First Complement, Second
Complement), SVC and SV (Subject Verb) syntactic behaviors for the three
contexts of the second sense and the SVC1C2 for the context of the third sense.

Enrichment of the New Syntactic Behavior. Each predicate in the LMF
normalized dictionaries has a list of syntactic behaviors. But when we apply all
grammars of syntactic behaviors, new syntactic behaviors can appear. The new
syntactic behavior must be added to the list of syntactic behaviors of the treated
predicate in the LMF dictionaries.

Illustration:
In the LMF dictionary, “leave” verb predicate has two syntactic behaviors: SVC
and SVC1C2 whereas, the treatment of contexts in the last step finds the SV
new syntactic behavior that doesnt appear with the “leave” verb. Indeed, this
step aims to enrich the LMF dictionary with adding a new SyntacticBehaviour
LMF class instance:
<SyntacticBehaviour id=“l4C3” subcategorizationFrames=“SV”>

Association of Syntactic Behaviors to Senses. When the syntactic behav-
iors of senses are detected, all that remains to do is to associate these syntactic
behaviors with the Senses in the LMF dictionary. Thus, the purpose of this step
is the association of the current Sense with the relevant syntactic behavior.

Illustration:
The sense “l4P1” has the SVC1C2 syntactic behavior. The sense “l4P2” has the
SVC, SVC1C2 and SV syntactic behaviors. The sense “l4P3” has the SVC1C2
syntactic behavior. The performed association adds for each SyntacticBihaviour
the identifier of related senses:

<SyntacticBehaviour id=“l4C1” senses=“l4P1 l4P2 l4P3” subcategorizationFrames=“SVC1C2”>

<SyntacticBehaviour id=“l4C2” senses= “l4P2” subcategorizationFrames=“SVC”>

<SyntacticBehaviour id=“l4C3” senses= “l4P2” subcategorizationFrames=“SV”>
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4 Experiment and Results

4.1 Experiment

In order to evaluate our proposed approach, we carried out an experiment using
the El-Madar Arabic LMF dictionary [15]. This dictionary contains about 37,000
lexical entries: 10,800 verbs, 3800 roots and 22,400 nouns. These lexical entries
incorporate morphological knowledge such as the part-of-speech, some inflected
forms, some derived forms etc. It includes also semantic features like the syn-
onymy relationships that can relate one sense with other senses of different lexical
entries. On the other hand, regarding syntactic knowledge, El-Madar dictionary
includes 155 syntactic behaviors of Arabic verbs and 5,000 verbs are linked to
those syntactic behaviors. The experiment concerned only the verbal predicates.

4.2 Results

El-Madar dictionary [14] contains up to now 10,800 verbs. However, the experi-
ment that we have performed treats only 9,800 verbs because there are actually
1,000 verbs that are not yet enriched by their appropriate Senses. The appli-
cation of the proposed approach to these verbs generates 30,300 affectations
that are added between the syntactic behaviors and meanings. A human expert
has evaluated a sample of 1,550 affectations selected with a proportion of 10
affectations per kind of syntactic behavior. The expert has identified 246 incor-
rect affectations and 137 missing affectations. So, for these 1,550 affectations we
obtain 90.15% rate for the Recall and 83.60% rate for the Precision.

The error rate detected is due to the fact that the sentences representing the
Contexts are complex and the developed Grammars for the analysis don’t treats
certain complexes linguistic phenomena or the Contexts given by the author of
the dictionary do not exhibit the appropriates syntactic behaviors of the verb.

5 Conclusion and Perspectives

This paper reports on an ongoing approach which aims to enrich an LMF nor-
malized dictionary with the syntactic behaviors related to the meanings of pred-
icates. It is a self-enrichment because the approach uses the textual content
named Context to identify the syntactic behaviors of each meaning of a lexical
entry. This Context is a largely available text in the LMF normalized dictionary
and it is semantically controlled because of its association with the meanings.
This association fosters the establishment of efficient links between the syntactic
behaviors of treated predicate and their meanings. An experiment was carried
out on an available El-Madar Arabic LMF dictionary. In this experiment, we
have been able to link syntactic behaviors with the meanings of 9,800 verbs.

In the future, we intend to enrich an LMF normalized dictionary with Con-
text from external corpora. Thus, the constructed grammars must be able more
elaborated in order to take into account complexes sentences with linguistic phe-
nomena like metaphor. Moreover, we intend to propose an approach to enrich
semantic predicates.
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