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Abstract. This paper describes the CLEF QA Track 2015. Following the scena-
rio stated last year for the CLEF QA Track, the starting point for accessing in-
formation is always a Natural Language question. However, answering some 
questions may need to query Linked Data (especially if aggregations or logical 
inferences are required), some questions may need textual inferences and que-
rying free-text, and finally, answering some queries may require both sources of 
information. In this edition, the Track was divided into four tasks: (i) QALD: 
focused on translating natural language questions into SPARQL; (ii) Entrance 
Exams: focused on answering questions to assess machine reading capabilities; 
(iii) BioASQ1 focused on large-scale semantic indexing and (iv) BioASQ2 for 
Question Answering in the biomedical domain. 

1 Introduction 

Following last edition of the CLEF QA Track, the starting point is always a Natural 
Language question that has to be answered against Linked Data, Natural Language or 
both. Answering some questions may need to query Linked Data (especially if aggre-
gations or logical inferences are required), some questions may need textual infe-
rences and querying free-text, and finally, answering some queries may require both 
sources of information. The final goal is to help users understand the document by 
answering their questions. 

Thus, given this general scenario, CLEF QA Track will work on two of its in-
stances: one targeted to (bio)medical experts (BioASQ Tasks) and one targeted to 
Open Domains (QALD and Entrance Exams Tasks). In the former, medical know-
ledge bases, ontologies and articles must be considered. In the latter, textual docu-
ments and general resources such as Wikipedia articles and DBpedia are considered. 
 
 
 



540 A. Peñas et al. 

2 Tasks 

The CLEF QA Track 2015 was divided into the following tasks:  

 

2.1 QALD: Question Answering Over Linked Data 

QALD-51 [1] is the fifth in a series of evaluation campaigns on multilingual question 
answering over linked data, with a strong emphasis on multilingual question answering 
and hybrid approaches using information from both structured and unstructured data. 

The challenge aims at all question answering systems that mediate between a user, 
expressing his or her information need in natural language, and semantic data. The 
general task is the following one: Given a natural language question or keywords, 
retrieve the correct answer(s) from a repository containing both RDF data and free 
text, in this case the English DBpedia 2014 dataset with free text abstracts. 

The key challenge lies in translating the users' information needs into a form such 
that they can be evaluated using standard Semantic Web query processing and infe-
rence techniques. 

QALD-5 provides a benchmark comprising two kinds of questions: 

1. Multilingual questions are provided in seven different languages (English, Ger-
man, Spanish, Italian, French, Dutch, and Romanian) and can be answered using 
the provided RDF data. They are annotated with corresponding SPARQL queries 
and answers retrieved from the provided SPARQL endpoint. 

2. Hybrid questions are provided in English and can be answered only by integrat-
ing structured data (RDF) and unstructured data (free text available in the DBpe-
dia abstracts). The questions thus all require information from both RDF and free 
text. They are annotated with pseudo-queries that show which part is contained in 
the RDF data and which part must be retrieved from the free text abstracts. 

                                                           
1 http://www.sc.cit-ec.uni-bielefeld.de/qald 
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To get acquainted with the dataset and possible questions, a set of training questions 
was provided, comprising of 300 multilingual questions and 40 hybrid questions.  
Later, systems were evaluated on 60 different test questions, comprising of 50 multi-
lingual ones and 10 hybrid ones. Overall, of the 350 training questions, 59 questions 
require aggregation (e.g., counting, filtering, ordering) and 102 questions require  
namespaces other than from the DBpedia ontology (21 of which use the YAGO  
namespace, 2 require FOAF, and all others rely on the DBpedia property namespace). 
Similarly, of the 60 test questions, 15 questions require aggregation and 12 cannot be 
answered with the DBpedia ontology only (3 of which use the YAGO namespace, all 
others rely on the DBpedia property namespace). As an additional challenge, 14 train-
ing and 1 test question are out of scope, i.e. they cannot be answered using the dataset. 

The results submitted by participating systems were automatically compared to the 
gold standard results and evaluated using precision and recall metrics. 

2.2 Entrance Exams Task 

The challenge of Entrance Exams2 [3] aims at evaluating systems reading capabilities 
under the same conditions humans are evaluated to enter the University. 

Participant systems are asked to ingest a given document and answer a set of ques-
tions. Questions are provided in multiple-choice format, with several options from 
which a single answer must be selected. Systems must answer questions by referring 
to "common sense knowledge" that high school students who aim to enter the univer-
sity are expected to have. The exercise does not intend to restrict question types, and 
the level of inference required to respond is very high. 

Exams were created by the Japanese National Center for University Admissions 
Tests, and the "Entrance Exams" corpus is provided by NII's Todai Robot Project and 
NTCIR RITE.  

For each examination, one text is given, and some (between 4 and 8) questions on 
the given text are asked.  Each question has four choices. For this year's campaign, 
we reused as development data the 24 examinations from the last two years' cam-
paigns. For testing, we provided 19 new documents where 89 questions and 356 can-
didate answers had to be validated. 

Data sets for testing originally in English were manually translated into Russian, 
French, Spanish, German and Italian. They are parallel translations of texts, questions 
and candidate answers that offer a benchmark for evaluating systems in different lan-
guages. 

In addition to the official data, we collected unofficial translations for each lan-
guage. Although they preserve the original meaning, each translation has its particu-
larities that produce different effects on systems performance: text simplification, 
lexical variation, different uses of anaphora, and overall quality. This data is useful to 
obtain insights about systems and their level of inference.  

                                                           
2 http://nlp.uned.es/entrance-exams 
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Systems were evaluated from two different perspectives: question answering, 
where the relevant number is the overall number of questions being answered correct-
ly; and reading comprehension, where results were grouped by test (document plus 
questionnaire) and we measure if machines were able to pass each test. 

2.3 BioASQ: Biomedical Semantic Indexing and Question Answering 

BioASQ [2] aims at assessing: 
 

• large-scale classification of biomedical documents onto ontology concepts  
(semantic indexing),  

• classification of biomedical questions onto relevant concepts,  
• retrieval of relevant document snippets, concepts and knowledge base triples,  
• delivery of the retrieved information in a concise and user-understandable form.  

 

The challenge comprised two tasks: (i) a large-scale semantic indexing task and  
(ii) a question answering task. 

2.3.1   Task BioASQ 1: Large-Scale Semantic Indexing  
The goal was to classify documents from the MEDLINE digital library unto concepts 
of the MeSH2015 hierarchy. New MEDLINE articles not yet annotated are collected 
weekly. These articles are used as test sets for evaluating the participating systems. 
As soon as the annotations are available from the MEDLINE curators, the perfor-
mance of each system is computed using standard information retrieval measures and 
hierarchical ones. 

To provide an on-line and large-scale scenario, the task was divided into three in-
dependent batches. In each batch five test sets of biomedical articles were released 
consecutively. Each of these test sets were released in a weekly basis and the partici-
pants had 21 hours to provide their answers.  

2.3.2   Task BioASQ 2: Biomedical Semantic QA  
The goal of this task was to provide a large-scale question answering challenge where 
the systems should be able to cope with all the stages of a question-answering task, 
including the retrieval of relevant concepts and articles, and the provision of natural-
language answers. This process involves a variety of technologies and methods, rang-
ing from information retrieval from text and knowledge bases to information extrac-
tion and summarization. 

It comprised two phases: In phase A, BioASQ released questions in English from 
benchmark datasets created by a group of biomedical experts. There were four types of 
questions: yes/no questions, factoid questions, list questions and summary questions. 
Participants had to respond with relevant concepts (from specific terminologies and 
ontologies), relevant articles (PubMed and PubMedCentral articles), relevant snippets 
extracted from the articles and relevant RDF triples (from specific ontologies). 

In phase B, the released questions contained the correct answers for the required 
elements (concepts, articles, snippets and RDF triples) of the first phase. The partici-
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pants had to answer with exact answers and with paragraph-sized summaries in natu-
ral language (dubbed ideal answers). 

The task was split into five independent batches. The two phases for each batch 
were run during two consecutive days. For each phase, the participants had 24 hours 
to submit their answers. The evaluation in phase B was carried out manually by bio-
medical experts on the ideal answers provided by the systems. Each answer was 
evaluated along four dimensions: readability, recall, precision and repetition, using a 
scale from 1 to 5. 

3 Participation 

Table 1 shows the distribution of the participating teams among the exercises pro-
posed by the CLEF QA Track 2015. 

Table 1. Number of participants in CLEF QA Track 2015 

Task # Registered Sub-task # Participants 

QALD 26 QALD 7 (English) 

Entrance 
Exams 

28 Entrance Exams 
5 (English) 
1 (French) 

BioASQ 
19 BioASQ 1 18 (English) 

23 BioASQ 2 12 (English) 

Total 96 - 43 

 
QALD-5, the fifth edition of the QALD challenge, has attracted seven participants. 

Two participants submitted results only for the multilingual questions, two partici-
pants submitted results only for the hybrid questions, and three participants submitted 
results for both kinds of questions. Although the overall number of participants is one 
less than in last year's challenge, the number of participating hybrid question answer-
ing systems increased from one to five, which is an important step towards advance-
ment in the field. However, all systems still processed only the English questions, not 
yet addressing multilingualism. 

Continuing the trend that appeared in the second edition of BioASQ, the number of 
participating teams increased further in the third BioASQ challenge. Particularly en-
couraging is the increase of participation in the hard QA task (BioASQ2), where by now 
a corpus of over 1,300 questions has been formed, including associated material (docu-
ments, snippets, concepts, triples) and correct answers produced by biomedical experts. 

Concerning Entrance Exams, 18 systems were presented by the five participating 
teams. This represents a lower amount of runs than in the previous edition despite the 
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fact that the number of participants was the same. Moreover, only one team has parti-
cipated in the three editions of the task, while there has been two teams taking part also 
in the last two editions. Although the benchmarks were provided in Russian, Spanish, 
Italian, German and French, all systems run for English and only one for French. 

4 Conclusions 

Top systems performance appears to have improved in all tasks.  
The average result in Entrance Exams was similar to the last edition, and only the 

best team from the last edition improved its score in English, obtaining similar results 
in French. From the reading perspective evaluation we had two systems (from the 
same team) able to pass at least half of the reading tests.  

Concerning earlier challenges of QALD, question answering systems have made 
an important step towards hybrid question answering, querying not only RDF data but 
also including information in plain text sources. One of the biggest challenges re-
mains the matching of natural language questions to correct vocabulary elements. 

Something similar was also observed in Entrance Exams. In this task, there is a big 
lexical gap between the supporting text, the question and the candidate answer. The 
level of textual inferences that current systems perform is not adequate yet to solve 
the majority of questions.  

In BioASQ the best systems increased their performance over last year and outper-
formed clearly all baselines, e.g. the difference between the best system in the seman-
tic indexing task (by University of Fudan, China) and the MTI baseline was 5-6 per-
centage points throughout the challenge. 
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