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Preface

Future ICT technologies, such as the concepts of Ambient Intelligence, Cyber-physical
Systems, and Internet of Things provide a vision of the Information Society in which a)
people and physical systems are surrounded with intelligent interactive interfaces and
objects, and b) environments are capable of recognizing and reacting to the presence of
different individuals or events in a seamless, unobtrusive, and invisible manner. The
success of future ICT technologies will depend on how secure these systems are and to
what extent they protect the privacy of individuals and individuals trust them.

In 2007, the Workshop on Information Security Theory and Practice (WISTP) was
created as a forum for bringing together researchers and practitioners in related areas
and to encourage interchange and cooperation between the research community and the
industrial/consumer community. Due to the growing number of participants, the 2015
event became a conference – The 9th WISTP International Conference on Information
Security Theory and Practice (WISTP 2015).

WISTP 2015 sought original submissions from academia and industry presenting
novel research on all theoretical and practical aspects of security and privacy, as well as
experimental studies of fielded systems, the application of security technology, the
implementation of systems, and lessons learned. We encouraged submissions from
other communities such as law, business, and policy that present these communities’
perspectives on technological issues.

These proceedings contain the papers selected for presentation at the 9th WISTP
International Conference on Information Security Theory and Practice (WISTP 2015),
held August 24–25 in Heraklion, Crete, Greece.

In response to the call for papers 52 papers were submitted to the conference. These
papers were evaluated on the basis of their significance, novelty, and technical quality.
Each paper was reviewed by at least three members of the Program Committee. Of the
papers submitted, 14 full papers and 4 short papers were selected for presentation at the
conference.

There is a long list of people who volunteered their time and energy to put together
the conference and who deserve acknowledgment. Thanks to all the members of the
Program Committee and the external reviewers for all their hard work in evaluating and
discussing papers. We are also very grateful to Damien Sauveron, Chair of the WISTP
Steering Committee, for his guidance through all stages of the conference. Last, but
certainly not least, our thanks go to all the authors who submitted papers and all the
attendees.

We hope that you will find the proceedings stimulating and a source of inspiration
for future research.

July 2015 Raja Naeem Akram
Sushil Jajodia
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On Secrecy Amplification Protocols

Radim Ošťádal, Petr Švenda, and Vashek Matyáš(B)

Masaryk University, Brno, Czech Republic
ostadal@mail.muni.cz, {svenda,matyas}@fi.muni.cz

Abstract. We review most important secrecy amplification protocols
that are suitable for ad-hoc networks of devices with limited resources,
providing additional resistance against various attacks on used crypto-
graphic keys without necessity for asymmetric cryptography. We discuss
and evaluate different designs as well as approaches to create new proto-
cols. A special focus is given to suitability of these protocols with respect
to different underlying key distribution schemes and also to open issues.

1 Introduction

Ad-hoc networks of nodes with limited capabilities often handle sensitive infor-
mation and security of such networks is a typical baseline requirement. Such
networks consist of a high number of interacting devices, price of which should
be as low as possible – limiting computational and storage resources. On top of
the limited capability of the devices, there usually comes also the requirement
of avoiding expensive tamper resistance. As a detection of an attack with lim-
ited resources is quite difficult, systems secure by design with a strong focus on
autonomous self-defense are desired. Lightweight security solutions are prefer-
able, providing a low computational and communication overhead. When consid-
ering key management in nodes of limited capabilities, symmetric cryptography
is the preferred approach, yet with a low number of predistributed keys. While
all results we present can be applied to general ad-hoc networks, we present
them directly on wireless sensor networks (WSNs) as typical representatives.

Our work targets scenarios with ad-hoc networks where a link between par-
ticular nodes can be compromised, yet the nodes themselves are not. A typical
example comes with some schemes based on symmetric cryptography, requiring
suitable key distribution schemes (KDSs). During the attack, an attacker learns
a fraction of used keys, resulting in a partially compromised network.

Substantial improvements in resilience against node capture or key exchange
eavesdropping can be achieved when a group of neighbouring nodes cooperates
in an additional secrecy amplification (SA) protocol after the initial key estab-
lishment protocol. A strong majority of secure links (> 90%) can be obtained
even when the initial network compromise is at 50% [15]. This technique can be
utilized in a broad range of scenarios, even if the particular results depend on a
particular key distribution scheme and attack strategy.

c© IFIP International Federation for Information Processing 2015
R.N. Akram and S. Jajodia (Eds.): WISTP 2015, LNCS 9311, pp. 3–19, 2015.
DOI: 10.1007/978-3-319-24018-3 1



4 R. Ošťádal et al.

The contributions of our work are: 1) a comparative review of all SA proto-
cols (we are aware of), together with unified notation and taxonomy; 2) exten-
sive multicriterial evaluation of all these protocols; and 3) identification of open
research challenges in this area.

The SA concept was originally introduced in [1] for the key infection plaintext
key exchange, but can be also used for a partially compromised network resulting
from node capture in probabilistic pre-distribution schemes of [6]. SA protocols
were shown to be very effective, yet for the price of a significant communication
overhead. The overall aim is to provide SA protocols that can secure a high
number of links yet require only a small number of messages and are easy to
execute and synchronize in parallel executions in the real network.

Let us briefly present the principles of SA protocols and their most important
features. Due to an attacker action, the communication link between nodes A and
B secured by a link key K can be compromised. When the group of neighbouring
nodes of A and B cooperates in an additional protocol, communication link(s)
protected by the previously compromised key K can be secured again, if a new
key K ′ can be securely transported to both nodes. If this is the case, there has
to exist at least one non-compromised path. The exact way the new key value
K ′ is transported specifies a particular secrecy amplification (SA) protocol.

The network owner usually does not know which concrete link key was com-
promised by an attacker and which was not. SA can be executed as a response to
a partial compromise already happened or as a preventive measure for potential
future compromise. SA can be also executed as another layer of protection even
if a particular link key might not be compromised at all. Different key distribu-
tion schemes and related attacks correspond to different compromise patterns
as described in Section 1.1, influencing how successful a SA protocol will be. SA
protocols can try all possible paths, yet for the price of a huge communication
overhead. Proposed SA protocols therefore aim to find a good tradeoff between
the number of paths tried and the probability of finding at least one secure path.

SA protocols consist of the following principal steps:

1. Selection of neighbouring nodes participating in a given SA protocol.
2. Generation of new key values (shares).
3. Transport of key values (shares) via transport path or multiple paths accord-

ing to the given SA protocol.
4. Combination of transported key values (shares) and existing old key into a

new link key with an appropriate one-way function. New key will be secure
if either old key or at least one of shares was previously secure.

The paper roadmap is as follows: the next subsection provides a short intro-
duction to networks where a partial compromise is inevitable and one has to
deal with compromise patterns resulting from different key distribution schemes
and corresponding attack strategies. Section 2 provides a unified taxonomy of
SA protocols and surveys previous work. Section 3 evaluates properties of SA
protocols based on performance, memory and transmission overhead as well as
ease of synchronization during massively parallel executions. Section 4 highlights
open research problems and conclusions are provided in Section 5.
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1.1 Partial Network Compromise

A wide range of key distribution, establishment and management techniques was
proposed for sensor networks, see [3] for an overview. Distinct key distribution
schemes behave differently when a network is under an attack targeted to disturb
link key security. Although various schemes differ significantly in the way how
keys are distributed and managed, similar compromise patterns can be detected.
A compromise pattern provides us with a conditional probability that link Y is
compromised when another link X is compromised after a relevant attack. The
characteristics of a particular compromise pattern may significantly influence the
success rate of an SA executed later. We will perform analysis of SA protocols
according to the following two most prominent compromise patterns, but our
work can be as well extended to additional patterns.

1.2 Random Compromise Pattern

The random compromise pattern arises when a probabilistic key pre-distribu-
tion scheme of [6] and many later variants of [2,5,8,9] are used and an attacker
extracts keys from several randomly captured nodes. In case of a node capture,
all links to the captured node are compromised. If a probabilistic pre-distribution
scheme is used, then some additional links between non-compromised nodes
become compromised as well. Probabilistic key pre-distribution schemes exhibit
an almost uncorrelated pattern resulting from node capture and extraction of
randomly selected keys.

1.3 Key Infection Compromise Pattern

Compromised networks resulting from key distribution based on the idea of
“key infection” [1] and later extended by [4,7,15] and others form the second
inspected pattern. Here, link keys are exchanged in plaintext (no keys are pre-
distributed) and an attacker can compromise them if the transmission can be
eavesdropped by the attacker. The weakened attacker model assumes that an
attacker is not able to eavesdrop on all transmissions, yet has a limited number
of restricted eavesdropping nodes in the field. The closer the link transmission
is to the listening attacker node and the longer the distance between link peers,
the higher the probability of a compromise. An eavesdropping of the exchanged
key in the key infection approach of [1] does not compromise nodes directly, but
compromises links in the reach of eavesdropper’s radio instead.

2 Protocol Survey

Different classes of SA protocols use different capabilities to improve security
throughout the network. Although all SA protocols aim to setup new (possibly
more secure) link key, three main distinct classes of SA protocols exist:
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1. A node-oriented protocol sends key updates via every possible neigh-
bour or neighbours by a simple protocol. Note that node-oriented protocol
is executed for all possible k-tuples of neighbours in the network. A number
of such k-tuples can be high, especially for dense networks.

2. A group-oriented protocol shares new key values inside a bigger group
of cooperating nodes identified by their geographical areas in the form of
relative distance to selected nodes.

3. A hybrid-design protocol uses sub-protocols (similarly to node-oriented),
relative distances (similarly to group-oriented) and additionally utilize sev-
eral repetitions of the whole process to achieve required success rate.

A summary of published protocols follows, with all details available in [13].

Table 1. Notation used for secrecy amplification (SA) protocols.

notation description

A,B identification of nodes for which the link key is strengthened during SA
Ci identification of intermediate node(s) used during SA
NC identification of the central node during group-oriented SA protocols
NP identification of the node with a special role during group-oriented SA

protocols
Nd1 d2 relative distance identification of a node with distance d1 from NC and

d2 from NP

Ri identification of a memory register
H cryptographic one-way hash function

protocol instruction description

NOP no operation
RNG Na Ri generate a random value on node Na into slot Ri

CMB Na Ri Rj Rk combine values from slots Ri and Rj on the node Na and store the result
to Rk; the combination function may vary on the application needs (e.g.,
a cryptographic hash function such as SHA-3)

SND Na Nb Ri Rj send a value from Ri on node Na to slot Rj on Nb

ENC Na Ri Rj Rk encrypt a value from Ri on node Na using the key from Rj and store the
result to Rk

DEC Na Ri Rj Rk decrypt a value from Ri on node Na using the key from Rj and store the
result to Rk

2.1 Used Notation

SA protocols can be described in the common form of message exchanges and
operations executed on communicating nodes. Alternatively, each node in the
protocol can be modelled as a computing unit with a limited number of mem-
ory slots, where all local information is stored. Each memory slot can contain
either a random value, encryption key or message. SA protocol is then a sequen-
tial series of primitive instructions, manipulating values in memory slots and
exchanging values between nodes. Some protocols require only one memory slot,
but protocols with more than five different memory slots were also published.
Latter case is more suitable to describe non-deterministic protocols without a
fixed set of communicating peers and with execution differing at actual network
layout and nodes positions (e.g., group-oriented protocols). Table 1 summarizes
the used notation.
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Using this set of primitive instructions, a simple plaintext exchange of a new
key for node-oriented protocols can be written as {RNG N1 R1; SND N1 N2

R1 R1;}, a Push protocol [1] as {RNG N1 R1; SND N1 N3 R1 R1; SND N3

N2 R1 R1;}, a Pull protocol [4] as {RNG N3 R1; SND N3 N1 R1 R1; SND N3

N2 R1 R1;}, a multi-hop version of Pull [4] as {RNG N3 R1; SND N3 N1 R1

R1; SND N3 N4 R1 R1; SND N4 N2 R1 R1;} and a multi-hop version of Push
[1] as {RNG N1 R1; SND N1 N3 R1 R1; SND N3 N4 R1 R1; SND N4 N2 R1

R1;}. Group-oriented and hybrid-design protocols consist from of the same type
of instructions, but are typically longer and more complex, see [13].

2.2 Node-Oriented Protocols

The multi-hop (two-hop) and multi-path (number of neighbours reachable from
both A and B) SA protocol was described in [1]. Node A generates q different
random key values and sends each one along a different path over an interme-
diate node(s) Ci to node B, encrypted with existing link key(s). Key infection
compromise pattern was assumed and simulations for attacker/legal nodes ratio
up to 5% are presented, showing that the plaintext key exchange followed by the
Push protocol is suitable within this attacker model. More detailed and precise
simulations were later performed in [4]. The Push protocol is used as a basis for
an establishment of the intra-group link keys between multiple nodes belonging
to different groups when more structured deployment is assumed [10]. Multi-hop
version of the Push protocol is analyzed in [11]. For the comparison, we assume
Push protocol with one (denoted1 as NO 3PUSH04) and two (NO 4PUSH04)
intermediate nodes.

A variant of the Push protocol called Pull protocol was presented in [4]. The
initial key exchange is same as for the Push protocol, but node Ci generates fresh
key values that are used to improve secrecy of the key shared between nodes A
and B instead of node A as in the Push protocol. The basic idea here is that the
area where eavesdropping nodes must be positioned to successfully compromise
the link key is smaller than for the Push protocol. The resulting fraction of
compromised keys is then lower as an attacker has a smaller chance to place
eavesdropping nodes properly. For the comparison, we assume Pull protocol with
one (denoted as NO 3PULL05) and two (NO 4PULL05) intermediate nodes.

A variant of initial key exchange mixed with the Push protocol (denoted
as Commodity) without explicit SA is presented in [7] together with formal
security proof. We omit the Commodity protocol from the comparison as it is
only a variant of the Push protocol, does not provide SA as a separate operation
and the fraction of secured links is lower than for the Push protocol alone.

A linear genetic programming in combination with network simulator was
used to design a node-oriented protocol [15] for the key infection pattern.

1 For the rest of the paper, we will name protocols consistently in the form protocol-
Class protocolVariantYearOfPublication, with additional compromise pattern desig-
nation when protocol was designed specifically for that pattern. E.g., NO 3PUSH04
means node-oriented protocol, Push variant with 3 participants, published in 2004.



8 R. Ošťádal et al.

Due to the nature of stochastic algorithms, a protocol was initially designed
with up to 100 instructions storing intermediate values into up to 12 memory
registers. Then was processed to omit all unused instructions and memory reg-
isters (based on performance provided by a network simulator), resulting in the
10 instruction protocol for four nodes (denoted as NO EA09 for comparison).

As already mentioned, node-oriented protocols introduce a high communica-
tion overhead – all k-tuples of neighbours must be involved in a single execution
of such a protocol. Another issue is an unknown number of direct neighbours
and their exact placement. All neighbours can theoretically participate in the
protocol and help to improve the fraction of secure links, but it is much harder
to design an efficient protocol for ten nodes without unnecessary message trans-
missions instead of three or four nodes. Finally, due to the random placement of
nodes in the sensor networks, the number of direct neighbours may vary signifi-
cantly; a protocol constructed for a fixed number of parties can even fail due to
an insufficient number of participants.

In short, the main advantage of node-oriented protocols is simple synchro-
nization of multiple protocol executions running in parallel and generally low
memory overhead. The main disadvantage is the high number of messages trans-
mitted, especially for the dense networks (see section Section 3.3 for details).

Fig. 1. Left: An example of instructions of a several node-oriented SA protocols. The
Push, Pull and multi-hop version of Pull are included. A distance between nodes NC

and NP is 0.5 of the maximal transmission range. Right: An example of instructions of
a basic hybrid SA protocol. The Push, Pull and multi-hop version of Pull protocol are
included. Selected node-relative identification (distance from NC and NP ) of involved
parties are displayed as the geographic most probable areas, where such nodes will
be positioned. A probabilistic layout shown is for the case where the distance between
nodes NC and NP is 0.5 of the maximal transmission range. Notation used is according
to the Table 1.

2.3 Group-Oriented Protocols

In group-oriented protocols, an identification of the parties in the protocol is no
longer “absolute” (e.g., node designation A, B, C), but it is given by the relative
distance from other parties (we are using the distance from two distinct nodes).
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It is assumed that each node knows the approximate distance to its direct neigh-
bours. This distance can be approximated from the minimal transmission power
needed to communicate with a given neighbour. If the protocol has to express the
fact that two nodes Ni and Nj are exchanging a message over the intermediate
node Nk, only relative distances of such a node Nk from Ni and Nj are indicated
in the protocol (e.g., N0.30 0.70 is a node positioned 0.3 of the maximum trans-
mission range from Ni and 0.7 from Nj). Based on the actual distribution of the
neighbours, the node closest to the indicated distance(s) is chosen as the node
Nk for a particular protocol run. There is no need to re-execute the protocol
for all k-tuples (as was the case for node-oriented protocols) as all neighbours
can be involved in a single execution, reducing the communication overhead
significantly. Detailed description of group-oriented protocols is provided in [15].

Note that inferring the relative distance from the received signal strength
indication (RSSI) is usually a burden with errors resulting from the generally
unreliable propagation of wireless signal and also as the relation between distance
and RSSI is not linear. Relative distances used in group-oriented protocols are
robust against moderate inaccuracies as a precise node position is not required
for a protocol to succeed.

The protocol described in [15] consists of twelve instructions (denoted as
GO EA09 for comparison), but protocols with a better success rate were also
generated by [14] (GO EA12 KI and GO EA12 RP). Group-oriented protocols
consist of multiple times more instructions when compared with node-oriented
protocols.

Due to the stochastic nature of the linear genetic programming used to gen-
erate group-oriented protocols, many different group-oriented protocols can be
constructed based on the defined evaluation metric (fitness function). Evaluation
metric can guide genetic programming towards protocols not only maximizing
the fraction of secured links, but also to lower the number of messages exchanged,
see [14]. In principle, new protocols can be generated for a particular usage sce-
nario on demand, which is an interesting option.

In summary, the main advantage of the group-oriented protocols is a signif-
icantly lower (compared to node-oriented protocols) number of messages trans-
mitted. The main disadvantage is the complicated synchronization of the paral-
lel executions and also complicated security analysis due to the high number of
nodes involved (e.g., the best performing group-oriented protocol presented in
[14] has 41 instructions and might include cooperation of up to 34 nodes. Com-
pare this to the Push protocol with 3 instructions and only 3 nodes involved.).

2.4 Hybrid-Design Protocols

Hybrid protocols [12] combine properties of both node- and group-oriented proto-
cols. A protocol consists of several primitive instructions as described in Table 1.
They were constructed with an application of knowledge from node-oriented and
group-oriented protocols (thus hybrid design) and statistical data about the most
suitable placement of the participating intermediate nodes.



10 R. Ošťádal et al.

A hybrid protocol is executed for every pair of neighbouring nodes instead
of every k-tuple – same approach as in case of group-oriented protocols. Other
participating intermediate nodes are used for transmission of n different values
in the same fashion as previously described basic node-oriented protocols. Par-
ticipating intermediate nodes are not required to store any forwarded values and
can erase them as soon as a message with the value is forwarded to the next
node towards destination. This allows for a simpler synchronization even within
large and dense networks.

Steps of a hybrid protocol are similar to those of group-oriented protocols
and also exhibit only a linear increase in the number of messages sent with
respect to the number of neighbours. The main difference is independence of
separate SA protocols executions and the fact that the key is updated only
between nodes NC and NP in the last step. Relative distance from special nodes
NC and NP is also used in the same way as for group-oriented protocols. Hybrid
protocols contain a lower number of instructions and their construction, analysis
and implementation are simpler than for group-oriented protocols.

Hybrid-design protocols optimized separately for key infection (denoted as
HD PULLPUSH14 KI) and random compromise (HD PULLPUSH14 RP) pat-
terns as well as for better tradeoff between overall success rate and number
of messages (HD PULLPUSHOPT14 KI and HD PULLPUSHOPT14 RP) were
proposed in [12].

As was observed early in [4], multiple repetitions of an SA protocol can
additionally improve the number of secured links, yet for the price of additional
multiplication of the total number of required messages. Hybrid-design protocols
designed in [12] use three repetitions with the total number of messages still lower
then for node- and group-oriented design.

In summary, the main advantage of the hybrid-design protocols is simple
synchronization of parallel executions and low number of messages. The main
disadvantage is the longer execution time due to multiple amplifications repeti-
tions (but with possibility for parallel executions).

2.5 Comparison of General Characteristics

Published SA protocols can be compared through several distinct characteristics:
Rules for selection of protocol participants – what neighbours and how
they are included in SA protocol has a profound effect on the total number of
protocol executions, overall number of messages transmitted and paths tested.
Early protocols involved all neighbours indiscriminately (node-oriented) whereas
later designs involved only nodes selected based on their relative positions w.r.t.
to nodes controlling protocol execution (group-oriented and hybrid), resulting
in probabilistic selection of nodes.
Design approach – early protocols were designed manually [1,4,7]; later came
design with simulator-aided search for protocol settings, with stochastic opti-
mization (genetic programming) [15] with semi-automatic postprocessing [12].
Number of involved intermediate nodes per single path – basic key exchange
between A and B requires no intermediate node. If at least one intermediate node
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is used then the protocol performs so-called multi-hop amplification. The path is
compromised if an attacker is able to eavesdrop at least one link on the path. If
more then one intermediate node is involved, a suitable end-to-end routing proto-
col must be available.
Communication overhead – significant metric influencing protocol practical-
ity due to energy-intensive radio transmissions necessary to transmit new key
values during an amplification protocol. Communication overhead can be pro-
portional to the network density (number of neighbours). The lower the number
of messages, the faster the amplification phase is and the lower are the energy
requirements.
Number of required repetitions – an additional iteration of a SA protocol
can provide better results as links newly secured in a previous iteration can
be used in the current one. Some protocols are simpler, but expect multiple
repetitions whereas others expect only a single iteration.
Synchronization requirements – a SA protocol is usually not executed only
between two nodes in the whole network, but between many different nodes in
parallel. Degree of required synchronization is therefore an important character-
istic, influencing speed of the SA phase as well as memory requirements on every
node.

Table 2. Basic characteristics of SA protocols. M/A means manual/automatic design
approach respectively. Synchronization 1/3 means easy/difficult.
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NO 3PUSH04 [1] 1 M 3 2 24 98 784 1-2 2
NO 3PULL05 [4] 1 M 3 2 24 98 784 1-2 2
NO 4PUSH04 [1] 2 M 4 3 72 804 21509 1-2 2
NO 4PULL05 [4] 2 M 4 3 72 804 21509 1-2 2
NO EA09 [15] 2 A 10 6 144 1609 43019 1 2

GO EA09 [15] 1-8 A 12 9 36 68 183 1 3
GO EA12 KI [14] 1-31 A 35 23 92 173 467 1 3
GO EA12 RP [14] 1-33 A 41 24 96 180 487 1 3

HD PULLPUSH14 KI [12] 1-4 A 14 9 108 203 548 3 1-2
HD PULLPUSHOPT14 KI [12] 1-2 A/M 6 4 48 90 244 3 1
HD PULLPUSH14 RP [12] 1-5 A 15 10 120 225 609 3 1-2
HD PULLPUSHOPT14 RP [12] 1-2 A/M 6 4 48 90 244 3 1
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Number of distinct paths used to send new key values – if more than one
path is used then the protocol performs so-called multi-path amplification. An
attacker must eavesdrop all paths to compromise the new link key. If two nodes
A and B exchange a new key directly in one piece, then only one path is used.
Basically all SA protocols can be classified as multi-path to some extent if dif-
ferent intermediates or multiple repetitions are assumed.

2.6 Practical Implementation

Practical implementation on the real nodes in existing work was provided only for
hybrid-design protocols [12] on the TelosB hardware platform with the TinyOS
2.1.2 OS and tested with 30 nodes. The hybrid-design protocol implementation
had a small memory footprint – additional (N ∗ 41) bytes of RAM are required
(where N is the number of neighbours) and less then 3KB of additional code in
EEPROM. Times required to finish different phases was highly dependent on the
network density and the signal propagation characteristics of the surrounding
environment. The radio discovery took most of the time to complete as multiple
messages had to be sent from every node in the network to obtain a reliable
averaged RSSI value. Reported time was roughly minutes or tens of minutes to
finish. Rest of the protocol took only few seconds. The node-oriented protocols
requires similar instructions to be executed on every node, therefore memory and
computational requirements would be comparable. The radio discovery phase
does not require lengthly averaging of RSSI values, but number of protocol runs
is significantly higher, depending on the network density.

3 Comparison of Protocol Performance

SA protocols are able to provide a significant increase in secure links, e.g.,
from 50% of originally secured links to more than 90% [15]. To achieve such
an improvement, there is a considerable overhead in communication and on-
node processing. In the subsequent section, we compare and evaluate all SA
protocols we are aware of – w.r.t. to various metrics, including fraction of secure
links newly secured by a protocol, communication and memory overhead, syn-
chronization requirements. All comparisons are done on different compromise
patterns.

Different initial settings can be used as a basis for the comparison, resulting
in high number of combinations where SA protocols can be evaluated. First axis
is formed by the selected initial compromise pattern – either random compromise
or key infection pattern. Second axis is formed by the network characteristics,
most importantly by the network density. For the comparison, we provide only
selected combinations with complete results available2.

2 http://crcs.cz/papers/wistp2015

http://crcs.cz/papers/wistp2015


On Secrecy Amplification Protocols 13

3.1 Reference Network and Simulator

The following reference setting of simulator was used: network has 1000 deployed
legal nodes and each node has 0.5 unit maximum transmission range. Target
plane is a 13.8x13.8, 10.0x10.0 and 6.0x6.0 unit large that result in 4.0, 7.5 and
20.3 legal neighbours on average for networks with low, normal and high density
respectively. Both random compromise and key infection patterns (see Section
1.1) were examined.

The evaluation of presented protocols is done using the same simulator that
was developed specifically for security analysis of key distribution protocols and
message routing by the authors of [15]. Commonly used simulators like ns2 or
OMNeT++ work with an unnecessary level of details for our purposes (e.g., radio
signal propagation or MAC layer collisions), significantly slowing evaluation of
given network scenarios. The simulator is able to simulate a SA protocol on fifty
networks with 1000 nodes each in about 5 seconds when executed on one core
CPU @ 2.7 GHz. Compare this to several minutes necessary to process only one
network on OMNeT++ simulator.

Protocols evaluated in the simulator are described in a metalanguage of pro-
posed primitive instructions, see the second part of Table 1 for more details.

3.2 Upper Bound for Amplification Success

A modified Floyd-Warshall algorithm can be used to establish an upper bound
for a given network, no matter what type of SA protocol is used. A single exe-
cution of the algorithm will find the shortest path between all pairs of vertices.
When a graph is formed only from secure links, existence of the path between two
nodes also implies possibility to transport and establish secure new key. As the
precise compromise pattern for a given network is not known in advance (depends
on an attacker, particular SA protocol, exact placement of nodes, etc.), we per-
form multiple evaluations for different networks to obtain an average result. As
a side effect, we will also obtain lowest number of intermediate nodes necessary
to transport new secure key.

There is a significant difference between two inspected compromise patterns.
In the random compromise pattern, significantly more link keys can be secured
than in the key infection compromise pattern. Also, that most benefit can be
gained using only two intermediate nodes. With more nodes, the increase in
secure links fraction is very small. Complete results of these experiments are
provided in [13].

3.3 Number of Messages

The number of messages sent during the protocol execution mainly depends on
the protocol type. Nonetheless, it also depends on the number of participating
parties and the average number of neighbours. Node-oriented protocols exhibit
a polynomial increase of messages with respect to the number of neighbours in
the network and an exponential increase of messages with respect to the number
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of communicating parties in the protocol execution. Group-oriented protocols
exhibit only a linear increase of messages and the same dynamics holds for
hybrid protocols. The growth in the number of messages depends on the count
of SEND instructions within a particular protocol.

Figure 2 shows the number of messages sent by every node in the protocol
execution on networks with different average number of legitimate neighbours. It
can be seen that node-oriented protocols have advantage for networks with low
density about 4 neighbours in average. The group-oriented and hybrid protocols
are more suitable for dense networks.

Fig. 2. Total number of messages per single node required by a particular SA proto-
col. Even when group-oriented protocols utilise more messages per single execution and
hybrid protocols utilise several protocol repetitions, the total number of messages is
smaller than in case of node-oriented protocols for networks with higher density. Num-
ber of messages grows polynomially with the number of neighbouring nodes for node-
oriented protocols compared to linear increase in case of group-oriented and hybrid
protocols. Note the logarithmic scale of the y-axis.

3.4 Success Rate

We compare and evaluate all published SA protocols we are aware of w.r.t. to
the fraction of secure links secured by particular protocol and also we compare
the protocol effectiveness, which means the number of newly secured links for
one message sent.

All SA protocols perform better with a rising density of network. The
improvement is bigger for the random compromise pattern than for key infec-
tion (where the compromised links are concentrated in particular areas around
eavesdropping nodes).

The impact of tested protocols for the random compromise pattern is com-
pared in Figure 3, with additional results including the key infection compromise
pattern in [13]. The HD PULLPUSH14 protocols give us the best results regard-
ing the overall success rate for both random compromise and key infection pat-
terns regardless of the network density. NO EA09 and HD PULLPUSHOPT14
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Fig. 3. Increase in the number of secured links after SA protocols in the random
compromise pattern on network with 20.3 legal neighbours on average. With increas-
ing number of neighbouring nodes the general effectiveness of protocol grows. As
can be seen, a strong majority of secure links (> 90%) can be obtained even when
the initial network had 80% of compromised links. The best performing protocol is
HD PULLPUSH14 RP and it sends only little bit more messages than GO EA12 RP.
As can be observed, the 4-party node-oriented protocols show very good results on
networks with high density. The least successful protocol is GO EA09 because it was
optimized for key infection pattern.

perform similarly, but there is a big advantage for the HD PULLPUSHOPT14
considering the communication overhead of both protocols. There is no difference
between NO 3PUSH04 and NO 3PULL05 protocol in case of random compro-
mise pattern. NO 3PULL05 performs slightly better than NO 3PUSH04 on key
infection. Both protocols are constantly in the lower half of success rate rating
for both random compromise and key infection compromise patterns, however
we can take advantage of their effectiveness for networks with low density where
they present the best improvement compared to number of messages sent.

An increase in the number of secured links for one message sent during
the protocol execution is showed in Figure 4 for random compromise pattern.
Efficiency of node-oriented protocols with respect to improvement per mes-
sage rate decreases with rising network density and remain more constant for
group-oriented and hybrid protocols. The NO 3PUSH04 and NO 3PULL05 pro-
tocols are the most efficient for network with low density regardless the com-
promise pattern. They perform worse for a higher network density, but they
are still better than 4-party node-oriented protocols. For networks with nor-
mal and high density, the most efficient protocol is HD PULLPUSHOPT14.
HD PULLPUSH14 and GO EA12 present very similar results regardless the
network density or compromise pattern. They are in the middle spectrum
compared to the rest of protocols. 4-party node-oriented protocols NO EA09,
NO 4PUSH04 and NO 4PULL05 give the worst results regarding the efficiency
per message. It drops very quickly with rising network density.
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Fig. 4. Increase in the number of secured links divided by the number of exchanged
messages during the protocol execution (random compromise pattern, 20.3 legal neigh-
bours on average). Node-oriented protocols send significantly more messages with rising
network density. This stands especially for 4-party node-oriented protocols, which are
the least effective. The best tradeoff shows group-oriented and hybrid protocols, while
HD PULLPUSH14 RP also outperforms the rest of protocols with regards to success
rate.

4 Open Research Questions

So far, we inspected two compromise patterns in detail – the highly correlated
key infection pattern for which the term secrecy amplification was originally
coined, and the random compromise pattern without a significant correlation.
As we have demonstrated, differences in the patterns have a significant impact
on the success rate of SA protocol, rendering some parts of protocol vital for
one pattern ineffective in another one. Is there a better approach than testing all
possible SA protocols to obtain well performing and message efficient protocol?
Can we analyze the compromise pattern and directly select an appropriate SA
protocol?

We examined compromise patterns relating directly to the link keys randomly
extracted from a nodes or eavesdropped by an attacker. Other attacker models
have to be considered, based on attacker’s interaction with a node. We considered
that all keying material could be exfiltrated and the the node may continue
working in an unchanged manner. Yet what if the attacker installs some malware
and the node is under her control? How can that malware affect the behaviour
of the node and what will be resulting compromise pattern?

The SA protocols were evaluated mostly for a flat network topology, where
no node has a special status (e.g., cluster head) and initial keys were estab-
lished in the same way for all nodes (e.g., same number of predistributed keys).
More optimal protocols might be designed when these differences are taken into
account. For example, if some nodes are equipped with a tamper resistant hard-
ware (smartcards), but others are not, routing more messages via more resistant
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nodes during the SA can secure more links per messages transmitted. The dif-
ferent communication paths can be selected once a SA protocol is used inside
cluster-based networks.

The SA phase usually takes a predefined time interval, provides fresh session
keys and then finishes. But what if SA is performed in a continuous manner,
producing fresh keys during the whole network lifetime? As a network in the
production phase is usually exchanging many messages, the continuous SA may
“piggyback” on these transmissions using already transmitted values without an
additional message overhead. Some directions were already proposed in [11], but
new problems need to be solved – how to maintain consistency of the current key
on communicating nodes without an additional overhead, especially when the
wireless transmission medium with a high packet loss is used? Can an attacker
adapt his strategies like a selective node capture during the longer time-frame?

In the principle, the more paths are used to distribute key shares, the better
is the chance to find a non-compromised one. But as the new key is constructed
from all key shares, a missing or corrupted key share will render the result-
ing key incorrect. Therefore, the tradeoff between the resulting confidentiality
(probability of establishing the non-compromised key) and integrity (probabil-
ity of establishing a same value of shared key) exists. Yet, this perspective was
not yet inspected in detail, with existing publications focusing mainly on the
confidentiality part of the schemes. Protocols for threshold cryptography could
be used to limit the impact of the corrupted key share, but these have to be
executable with significant performance limitations.

5 Conclusions

Secrecy amplification protocols can significantly improve the fraction of secure
links in partially compromised networks. These protocols were originally intro-
duced for the key infection plaintext key exchange, but can be used also for a
partially compromised network resulting from a node capture for the probabilis-
tic pre-distribution and other partially compromised networks.

Node-oriented protocols are simple to execute in synchronized parallel exe-
cutions and able to secure a high number of previously compromised links,
but require a significant transmission overhead. Group-oriented protocols sig-
nificantly decrease the transmission overhead and still provide a high number of
secured links, but synchronization of multiple runs of secrecy amplification pro-
tocols executed in parallel between multiple nodes is their critical issue. Hybrid-
design protocols share similar internal design with group-oriented protocols, but
exhibit a significantly simpler synchronization of parallel executions. Multiple
repetitions are generally required to obtain the same success rate as for other
designs, but a lower number of messages in a single iteration provides a lower
transmission overhead in total.

Even though every SA protocol class has its advantages and disadvantages,
we identified several patterns that hold for both key infection and random com-
promise patterns. The HD PULLPUSH14 protocols showed us the best results
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regarding the overall success rate. Its optimised version HD PULLPUSHOPT14
is the most efficient protocol for networks with normal and high density. For
networks with low density, the NO 3PUSH04 and NO 3PULL05 protocols are
the most efficient.

SA protocols can make a network almost completely secure (more than 95% of
secure links) when 60% of links are initially secure (probabilistic pre-distribution)
or less than 10% ratio of eavesdropping nodes are present (key infection). When
appropriate, SA should be executed as an additional strengthening mechanism
after a basic key establishment.
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Abstract. In many mobile crowdsensing scenarios it is desirable to give
micro-payments to contributors as an incentive for their participation.
However, to further encourage participants to use the system, one impor-
tant requirement is protection of user privacy. In this work we present a
reverse auction mechanism as an efficient way to offer incentives to users
by allowing them to determine their own price for the data they provide,
but also as a way to motivate them to submit better quality data. At
the same time our auction protocol guarantees bidders’ anonymity and
suggests a new rewarding mechanism that enables winners to claim their
reward without being linked to the data they contributed. Our protocol
is scalable, can be applied to a large class of auctions and remains both
computation- and communication-efficient so that it can be run to the
mobile devices of users.

Keywords: Mobile crowd sensing · Multi-attribute auctions · Incentive
mechanisms · Security and privacy

1 Introduction

The availability of sensors in today’s smartphones, carried by millions of people,
has led to a new sensing paradigm, where people provide sensing capabilities to
applications in order to map the environment and offer a better understanding
of people’s activities and their surroundings. This trend is often referred to as
Mobile Crowdsensing (MCS) [1] or, using the more general term, as Mobile
Crowdsourcing [2].

In this paradigm there is a platform provider who publicizes multiple sensing
tasks from which people can choose and execute those that match their location
and sensing capabilities. However, there are two factors that hinder the large-
scale deployment of such applications. First, lack of proper incentives does not
motivate users to participate, and second, in many cases data coming from users’
smartphones can have a large impact on user privacy.

These two issues have been studied separately in existing research. For exam-
ple, a number of MCS systems started incorporating different incentive features,
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including various forms of rewards based on monetary [3], social or gaming-
related mechanisms [4]. The work from Zaman et al. present an overview of
many available incentive mechanisms in MCS till today [5]. In particular, micro-
payments have been shown to be effective in encouraging participation [6] and
recently Rula et al. [7] presented additional experimental evidence that such a
mechanism can increase the productivity of the participants.

One of the challenges in offering micro-payments to contributors is to deter-
mine the right amount they expect to receive as a payment for their effort in
reporting sensing data. This amount may depend on personal preferences and the
perceived cost of their participation, but also on the context and situation users
are currently involved which can be different among individuals. One attrac-
tive solution to this problem is the use of reverse auctions, where the auction
takes place among data providers (sellers) and data requester (buyers) of sensing
data [3,8,9]. This mechanism is more attractive as it eliminates the need for the
requester to set or guess the price which users consider reasonable for their data;
instead it is the data provider who sets the price for the data it is willing to
provide to the requester.

However, as mentioned above, privacy is an important factor that hinders
user participation. Indeed, collecting data from users’ devices has many privacy
implications since user-sensitive information such as daily patterns, location and
social relationships can easily be deduced from provided data [10,11]. It is thus
imperative to address privacy in mobile crowdsensing systems. While several
efforts already exist that suggest anonymizing users’ contributions to protect
user privacy (see for example [12]), it still remains an open problem on how to
provide privacy protection when incentive mechanisms are also incorporated in
the system.

Our Contribution: In this work, we suggest a privacy-respecting protocol that
allows anonymous users to participate in reverse auctions employed by an MCS
system. Our protocol consists of two main parts. The first part provides bidders’
anonymity for the auction while it offers guarantees in terms of correctness and
fairness of the auction process. The second part explores different options of
rewarding users and suggests a new mechanism that enables winners of the auc-
tion to claim their rewards without being linked to their contributed data. Thus
participants can have the highest privacy assurance, while the MCS platform
operator can maintain the flexibility of offering incentives to users and encour-
aging participation. More specifically, our protocol (i) offers strong privacy pro-
tection by guaranteeing user anonymity and unlinkability of transactions, (ii) it
is scalable and applicable to typical MCS applications, (iii) it offers resilience
to compromised or colluding MCS entities, and (iv) it can support any type of
reverse auction.

Organization: The rest of the paper is organised as follows. In Section 2, we
overview work related to privacy and incentives for MCS systems, while in
Section 3, we describe the system and adversarial models for our protocol. In this
section we also present a generic auction mechanism that does not take privacy
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into account. Then, in Section 4, we add privacy by describing a scheme that
provides for bidder anonymity in MCS auctions as well as different mechanisms
that can be used to reward participating users. In this section we also specify the
security properties expected by both the auction and rewarding schemes. The
protocols’ security guarantees and performance are analyzed in Section 5, while
Section 6 concludes the paper.

2 Related Work

One of the earliest works that addresses the use of incentives for participatory
sensing using auctions is [9]. Since then several other incentive models based on
reverse auctions have been proposed [3,13,14]. At the same time, auction theory
for electronic commerce continues to advance and multi-attributive auctions have
gradually become a research hot spot, incorporating qualitative attributes to
decide the winner [15]. This was shown to have many advantages for the MCS
case, too [8].

Privacy is an important requirement in auctions which are used to facilitate
the trade of goods. For example, Shi [16] proposes a sealed bid multi-attribute
contract auction protocol that pays special attention on bid privacy and bidder
anonymity. However, this and previous work [17–20] on conducting secure auc-
tions has emphasized on attaining full privacy in which case bids remain secure
even after the auction is over. This is typically achieved by distributing trust
among bidders or by using multiple auctioneers. As a result, these works rely on
heavier cryptographic operations and primitives (e.g. secret sharing techniques,
multi-party computations, etc.) and as such they are not considered suitable for
the MCS model described here. To this end, we have chosen to protect bids only
during the bidding phase. Once this phase is over, all bids are revealed as they
don’t affect the correctness and fairness of the process or the privacy of users.

Some generic privacy-respective architectures for MCS exist that could be of
interest in our discussion. For example, Gisdakis et al. [21] recently proposed the
SPPEAR architecture, which supports anonymous users to contribute to sensing
tasks and receive credits, as long as they submit at least n reports. In that sense
it supports incentive mechanisms, but it concentrates mainly on the rewarding
process.

Another recent work that places emphasis on rewards is given by Li and
Cao [22], who propose two privacy-aware schemes for mobile sensing, where
each data provider gets some credit for each contribution they make. The use
of these credits/tokens may incentivize users to participate, however no auction
mechanism is presented to help improve the quality of data provided.

Finally, Krontiris and Dimitriou [23] have proposed a solution to protect the
privacy not only of data providers but also of data requesters. However, to the
best of our knowledge, this is the first work that shows how to integrate more
advanced incentive mechanisms, like auctions, in mobile sensing frameworks,
while offering strong privacy protection guarantees.
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3 Preliminaries

3.1 System Model

We consider a generic Mobile Crowdsensing (MCS) system that consists of the
following three actors.

Service Providers: These are the requesters of sensing data. We assume that
a requester has a specific budget and wants to collect real-time sensing data
from a specific area of interest. To ensure data is real-time, the requester defines
short time periods Ti, within which data are to be collected from a given area.

Users: They participate in the sensing process using various types of mobile
devices such as smartphones or wearable devices. These devices come equipped
with different types of sensors such as cameras, microphones, GPS, etc.

Auction Infrastructure: For the sake of modularity we separate this into three
different servers, even though they can belong to the same entity: The Task
Server, which is responsible of publishing the sensing tasks, the Auction Server,
which is responsible for running the auction process, and the Report Server,
which collects the reports from the auction winners and forwards them to the
Service Provider.

Participating users first contact the task server to see if there are any tasks
that match their preferences and context. Then, they decide which ones to down-
load and execute. The advantage of this approach is that users do not reveal pri-
vate information, like context or location, to the task server in order to execute
the sensing task. At the network level, we assume the existence of an anonymizing
network which can be used to protect the network identities of the communicat-
ing devices as in [12].

3.2 Threat Model

We assume that both internal and external adversaries could try to compro-
mise the system. External adversaries can monitor communications, in order to
extract information about user activities. They can also manipulate the collec-
tion of information by submitting unauthorized data or replaying data of benign
users. Typically, these attacks can be mitigated using traditional cryptographic
mechanisms to provide confidentiality and integrity guarantees. External attack-
ers can also target system availability by launching jamming and DoS attacks,
but here we assume that these are handled by the network operators and so they
fall outside the scope of this work.

Internal adversaries, on the other hand, can be malicious users or MCS sys-
tem entities that target the auction and/or rewarding processes. For example,
adversarial users could try to obtain rewards without offering contributions or
could try to double-spend already redeemed quotas. Internal adversaries can also
target the privacy of participating users, by trying to profile them and reveal
their identities by colluding with other entities in the system. Thus, with respect
to user privacy, our goal would be to ensure that bids, reports and rewards can-
not be linked to a particular user even if that user has submitted multiple bids
and has accepted multiple rewards for the data it has provided.
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Fig. 1. Acquisition of sensing data.

Attacks where malicious users submit false sensing data are outside the scope
of this work, as these can be addressed by different methods, such as anonymous
reputation schemes [24].

3.3 A Generic Auction Mechanism

The goal of this section is to give a description of a generic MCS system, inte-
grating an auction mechanism, without, however, taking privacy concerns into
consideration. Then, in the next section, we will pose our security and privacy
requirements and add all the mechanisms required.

As we mentioned in Section 2, many auction mechanisms proposed for MCS
systems are mainly based on reverse auctions [3,9,13,14]. However, reverse
auctions constitute a sub-optimal solution because they incorporate only the
expected price into the user’s auction bid and they do not allow participants
to negotiate on data quality as well. In MCS applications, sensing data may be
of different qualities and this has to be considered in the auction mechanism in
order for better data to reach the service providers.

A more general form of auction is the multi-attributive auction, which enables
service providers also pose quality criteria on the sensed data they are looking to
buy, in addition to the price. This, however, does not affect our privacy solution,
which is generic and can work with any reverse auction variant. In Figure 1,
we highlight the three main phases of the auction process. The specific steps
involved are described below, however for a more detailed discussion the reader
is referred to [8].

Step 1 : The Task Server (TS) publishes the tasks received by the Service
Providers. Once a task is published, the bidding phase for this task begins and
lasts for a fixed amount of time Ti. This deadline is announced in the description
of the task, which also contains other details like the acceptance conditions Ci

which define the required sensors, termination conditions, etc., and a utility
function S(x) for this task, setting the ground for which mobile devices qualify
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for executing it. The role of the utility function is to allow the service provider
to announce its budget and quality requirements in order to be addressed by the
mobile user (seller) when bidding for this task.

In summary, each task contains the following information: (i) Geographic
area of interest, (ii) Acceptance Conditions Ci, (iii) Utility Function S(x), and
(iv) Bid duration Ti.

Step 2 : The mobile devices periodically check with the Task Server to see if
there are any tasks available for them, filtered based on their acceptance criteria
which may also include other local, user-defined conditions like remaining battery
level of the mobile device, and so on.

Step 3 : If the user/mobile device decides to execute a task, then it bids for it
by calculating and sending the value of the utility function S(x) to the Auction
Server (AS), during the bidding phase of this task. The value of S(x) is calculated
locally at the mobile device, as all necessary information is already available to
the device.

One important attribute that affects the calculation of S(x) is the price that
the user expects for this task. However, besides the price, additional attributes
can be integrated into the bid using multi-attribute auctions. More precisely, a
bid can be expressed as a n-dimensional tuple of attributes xi, represented as
x = (x1, . . . , xn), which can be weighted together to compute the overall utility
of a bid in terms of a utility score.

Typical examples of attributes xi that can be incorporated in the utility
function include the distance from the desired location, the location accuracy,
the sampling frequency, etc.

Step 4 : Before submitting their bids, the users can see their utility score, and
if not satisfied, they can choose to improve it by adjusting the various attributes.
For example, a user could set a lower price, move closer to the sensing area in
order to provide more accurate data (see Figure 1(a)), and so on. When the
utility score can no longer be improved, the bidder submits her bid to the AS
(Figure 1(b)). We stress again that the user’s bid is not comprised of the actual
sensed data but is equal to the computed utility score.

Step 5 : Once the bidding phase for a task is over, the opening phase begins
where the winning bidders will be determined. More specifically, the Auction
Server determines the winners to be those with the n highest utility scores (n
does not have to be equal to 1). These winners are publicly announced by the
Auction Server.

Step 6 : The actual sensing data of the winning bidders are submitted to the
Report Server (Figure 1(c)). Once the RS verifies the provided data match the
utility scores promised in the bid, the winners collect their rewards for this task,
typically the price that they have asked for in their bids.
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4 Privacy-Respecting Auction and Rewarding Protocols

So far we have not considered security and privacy in the auction protocol. Here
we pose such requirements and we demonstrate how they can be satisfied in an
efficient way.

The participants of the protocol include the m bidders (potential sellers of
sensing data) and the Auction Server (buyer) who will get the data from the
bidder(s) with the maximum utility scores. The auction consists of two main
phases: the bidding and the opening phase. During the bidding phase, each
bidder commits to a bid that is kept secret from the other participants. When the
bidding phase is over, the Auction Server (AS) opens the bids and determines
the winners with the highest utility scores. These bidders are the winners of the
auction and they will be rewarded for their participation once they upload their
sensing data.

4.1 Security and Privacy Requirements

The following properties are expected from our protocol.

– Correctness and Fairness: The result of the auction is determined according
to the rules described in the previous section. In our case the first n < m
bidders (e.g. n = 2) that made the highest utility bid win the auction and
get rewarded. Additionally, no bidder can obtain an unfair advantage over
the rest of the bidders by determining or changing its own bid based on
information revealed about other bids.

– Bidders’ privacy : Bidders remain anonymous throughout the whole process
of the auction. This means that the identity of the bidder cannot be linked
in any way to the bids they submit. Moreover two different bids from the
same user cannot be linked with each other, thus nobody can build a profile
and reduce users’ anonymity. Finally, the claim of a reward by a winning
bidder cannot be linked with either a bid or a user ID.

– Confidentiality of bids: All bids remain secret until the opening phase. If the
Auction Server (AS) or any other party can recover some of the bids before
the opening, he can inform a colluding bidder in order to cheat and win the
auction. Contrary to prior work [16]-[20] that requires distribution of shares
among participants or the use of heavy zero-knowledge schemes which are
not easy to apply in the participatory sensing paradigm, we will develop
a lightweight, yet secure protocol, that guarantees bid secrecy up until the
opening phase.

– Public verifiability : The correctness of the auction process should be easy to
verify by any interested party. This includes assurance about the validity of
the bids, as well as winner selection.

– Non-repudiation: No bidder should be able to change its mind (e.g. deny
or modify its bid) once the bid is submitted. Our protocol will ensure this
property by requiring the bidders to commit to their bids prior to the opening
phase.
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4.2 Auction Protocol

In what follows we assume that bidders are aware of the public key KAS of the
auction server. They can use this to send confidential information to AS and
authenticate messages signed by the AS. We denote by H() a secure crypto-
graphic hash function with at least 256 bits of output. In this context ‘secure’
means that H() is one-way and collision resistant. Thus inverting the hash func-
tion or finding x and y satisfying H(x) = H(y) is computationally infeasible.

We also assume the existence of a “bulletin board” that is used to communi-
cate messages between the bidders and the Auction Server (AS). Once a message
is posted to the bulletin board, anybody (even third-parties) can read it. How-
ever, erasing from the bulletin board is not possible. Thus, the bulletin board
is nothing more than a public channel where broadcasted messages are received
by anybody and can be verified by any third party [25].

The two main phases of the auction are bidding and opening, however, there
is also an implicit, registration phase in which the AS sets up the bulletin board,
publishes its public key and announces various parameters of the auction like
the auction ID, starting/ending time, duration of each phase, and so on. Upon
registration, each bidder i sends to the AS a pseudonymous ID (BidderID) to
represent its identity during the auction along with a one-time public key Ki.
AS publishes this information to the bulletin board and every bidder can verify
it has been properly registered for the auction.

Bidding: During the bidding phase, each bidder i computes its utility score Si,
masks it with a random number ri and sends a commitment Ci of the form

Ci = Sigi(AuctionID||BidderID||hi), (1)

where hi = H(Si||ri). Thus the auction server receives a bid, however it cannot
read this bid before the opening phase. Additionally, these values are published
in the bulletin board so that anybody can verify that its bid has been correctly
accounted for.

Opening: When the auction server marks the end of the bidding phase, each
bidder reveals both Si and ri that have been used in the computation of the
commitment Ci. The server goes through the values Ci and recovers the n highest
utility scores as the winners of the auction. Then it sends a signed message

SigAS(AuctionID, 〈BidderIDi1 ,Ki1 , Si1 , ri1〉,
〈BidderIDi2 ,Ki2 , Si2 , ri2〉, . . .) (2)

which contains the pseudonymous IDs of the winners along with their public
keys and the committed values that have been opened in the beginning of the
phase. Thus, any participant can verify correctness by computing H(Si||ri) and
comparing with the signature Ci received during the bidding phase. In the next
section we discuss how the winning bidders can be rewarded for the data they
provide.
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4.3 Rewarding Mechanisms

Once the winning bidders are selected, they contact the Report Server (RS) in
order to transmit their sensed data (recall Figure 1(c)). Each winning bidder i
provides RS with the winning notification shown in (2) (alternatively the auction
server can forward this directly to the RS) and submits its sensed data as follows:

Bidderi → RS : 〈BidderID,AuctionID,D, σ〉, (3)

where σ = Sigi(BidderID,AuctionID,H(D)) and D is the sensed data for the
relevant task. The Report Server goes on to verify if the signature comes from
a winning bidder whose public key is listed in the winning notification shown
in (2) and evaluates the utility function on the received data D. If the utility
score matches the one shown in the winning notification, it proceeds to reward
the bidder for the data provided1. In the following, we demonstrate how this can
be achieved using (i) an existing payment service (e.g. a Bank) along with an
e-cash scheme, and (ii) a decentralized token-based scheme.

While the e-cash scheme may be easier conceptually, it suffers from a poten-
tial loss of privacy if the report server and the Bank collude together to reveal
the bidder’s identity. To mitigate this possible loss of trust, we have developed
a decentralized variant where the RS is the sole issuer of rewards that can be
redeemed by the bidder.

Using e-cash: An e-cash scheme in its general form is a set of cryptographic
operations that allows a party S (in our case the report server) to withdraw
electronic money from a bank in order to purchase something from a second
party B (the bidder), and B to deposit the money in its bank account. E-cash
schemes are distinguished between “on-line” and “off-line” ones depending on
whether the bank has to be actively involved in the purchase protocol. The
auction protocol that we present here works with both schemes, however an off-
line scheme is more preferable as the bidder does not have to query the bank for
the validity of the payment it will receive from the report server. We therefore
abstract away the actual implementation details of the digital cash protocol used
and describe a coin as tuple 〈c, σBank(c)〉, where c basically denotes the value of
the coin and σBank(c) is the signature of the bank. Other information such as
expiration day, or details that might help in extracting the ID of the owner in
case of double-spending are omitted here [27].

Once the Report Server receives the data sent by the winning bidder in
message (3), it sends back to the bidder a coin 〈c, σBank(c)〉 encrypted with

1 An issue may arise if the provider refuses to reward the bidder after obtaining the
sensed data. Although there are cryptographic protocols to mitigate this type of
behavior [26], we chose to keep the protocol as simple as possible since (i) the damage
to the reputation of the provider will be much higher than any gains for data received
but not paid, and (ii) the provider runs the risk of losing potential bidders which goes
against the idea of introducing payments in the first place as a means to enhance
user participation in crowdsensing applications.
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the bidder’s public key. The value of the coin matches the price agreed in the
specification of the utility function. The RS does not need to know who the
bidder is, only that it is one of the winners of the auction. The encryption of the
coin is required so that only the bidder can recover (and use) the coin. Thus,
anyone else who eavesdrops on the communication line cannot steal and spend
the coin. The bidder now can either deposit the coin to the Bank or spend it
if the coin is transferable. This depends on the underlying digital cash protocol
used.

Another alternative, that avoids the use of digital cash but still uses a cen-
tralized payment service, is for the Report Server to authorize a payment directly
with the bank. In this scheme, the winning bidder computes

μ = F (H(D), N),

where F is a secure one-way function, D is the data submitted and N is a new
unpredictable number. Then it includes μ in the message and the signature σ
shown in (3). Once the Report Server receives and validates the signature, it
produces a payment pRS = SigRS(〈H(D), μ,Amount〉), where Amount corre-
sponds the price for the data received, and forwards pRS to both the bidder and
the payment service. To claim the money from the bank, the bidder has to reveal
N used in the computation of μ. Once the bank verifies the signature of RS on
pRS and validates μ, it credits the bidder with the specified amount.

Both schemes presented here protect the bidder’s anonymity as long as the
Report Server and the payment service/Bank do not collude to reveal the bid-
der’s identity. If the payment service is not trusted, we can use a decentralized
variant where the bidder itself constructs the coins to be redeemed by the RS.
This is explained below.

Using a Decentralized Scheme: To eliminate the need for a centralized
payment service, we can use the Report Server as an issuer of reward tokens
that can be redeemed by the bidder. However, since it is the RS who issues these
tokens we must be sure that tokens cannot be used to track bidders. A similar
token service was developed in [28], however for use in a different setting. There,
a querier Q wishing to access an MCS network for sensor data could use tokens
issued by the application owner to pay for data received by some producer P .

In our setting there is no querier for data, however we can leverage this tech-
nology to allow a winning bidder to obtain rewards for the data provided once
the auction is over. This approach can still be thought as a lightweight e-cash
scheme, yet without the requirement of a trusted payment service. However, in
this case, double-spending detection becomes an important property as bidders
may be tempted to redeem these tokens more than once. In what follows, we
explain how to adapt these ideas to build a rewarding mechanism for auctions. In
particular, we will explain (i) how tokens can be constructed during submission
of sensing data without compromising bidder privacy, and (ii) how tokens can
be redeemed.
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Token construction: To create such a token, the collaboration of both the bidder
and the Report Server is needed. The bidder has to introduce some private piece
of information (a unique ID) to the token T so that upon redemption, the RS can
tell if T is already spent. The token will also contain a public part, introduced
by the RS, minimally containing the value of the coin but perhaps an expiration
date, etc. To make these tokens untraceable, blind signatures will be used to
blind the private information introduced to the token by the bidder before it is
signed by the RS. When the blinding factor is later removed, the token will bear
the signature of the RS but the only identifiable information on the coin will be
its public part.

To introduce this unique ID to the token and make double-spending possible,
we leverage the identification scheme of Schnorr [29]. The bidder first selects two
primes p and q, where q|p−1. Then it chooses at random two numbers s, r ∈ Zp

and computes u = g−s mod p and v = gr mod p, where g is a generator of
order q in Z∗

p . The token ID now is comprised of the two values u and v, which
has to be further blinded by the bidder and signed by the RS as mentioned
above (details omitted due to space restrictions, however the interested reader
is referred to [30]). After the signature by the RS, the bidder will have in its
possession a token T of the form

T = SigRS(〈u, v, V alue,Expiration〉). (4)

Token spending: When, at some future time t, the bidder wants to spend T , it has
to prove it knows s, r. This is possible using a non-interactive zero-knowledge
proof. In particular, the bidder sends along with the token T , the pair 〈y, t〉,
where t is the date/time of the transaction, e = H(T, t) and y = r + es mod q.
The RS verifies the authenticity of the token by first checking its signature on T
and then wether v = gyue mod p. If both tests succeed, the token is considered
valid. However, RS still needs to check that T has not been used before.

So, RS looks in its database of spent tokens for a token with the same ID
〈u, v〉. If no such token exists, T is accepted and RS records the tuple 〈T, y, t〉.
If, however, a token T with the same ID already exists, there will be two tuples
〈y, t〉 and 〈y′, t′〉 of token T such that v = gyue mod p, v = gy

′
ue′

mod p,
y = r + es and y′ = r + e′s. From these two last values, RS can obtain the secret
value s = (y−y′)/(e−e′) and subsequently r. Thus, two submissions of the same
token will result in evidence that the coin has already been spent. However, as
these values are not tied to the bidder’s identity, its privacy is maintained even
in the case of double-spending.

In summary, the protocol ensures that i) tokens are not tied to bidder iden-
tities, and ii) the RS is protected by malicious bidders who try to double-spend
tokens. A snapshot of both data submission and token construction phases is
shown in Figure 2 (although Steps 1a and 1b are shown separate for presenta-
tion clarity, they can be merged into one.)
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Winning Bidder Bi Report Server RS

Data submission and token generation

D is the sensed data
Set σ = Sigi(BidderID, AuctionID, H(D))

1a: 〈BidderID, AuctionID, D, σ〉−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−→
Verify signature σ.
Is Bi a valid winner?

Pick random numbers s, r ∈ Zp

Set u = g−s mod p, v = gr mod p
Create blinded token ID 〈u∗, v∗〉
Obtain blind signature 1b: 〈u∗, v∗〉−−−−−−−−−−−−→

Send signed, blinded token
2: SigRS(〈u∗, v∗, V al, Exp〉)←−−−−−−−−−−−−−−−−−−−−−−−−−

Remove blinding factor
TokenT = SigRS(〈u, v, V al, Exp〉)

Fig. 2. Data Reporting and Token Generation.

5 Evaluation

In this section we first emphasize on how our solution satisfies the security and
privacy requirements posed in Section 4.1. Then, we also discuss performance
issues.

– Confidentiality of bids. Since bids are opened only after the bidding phase,
nobody can compute the bids before they are opened. This is because the bids
at this time consist of only a commitment of the form hi = H(Si||ri). The
one-wayness of the hash function H ensures that bid values remain hidden,
eliminating the possibility of collusion since no bidder or the Auction server
can leak any information about anybody else’s bidding. It is only after the
opening phase that bids are revealed to all.

– Correctness & Verifiability. Since all values are published in the bulletin
board anybody can verify the correctness of the auction. This is possible as
all bidders reveal their utility scores Si and the random numbers ri used
in the computation of the signed bid commitment hi. Hence no new values
can be introduced at this point (all values must already exist in the bulletin
board) or changed (due to the collision resistance of the hash function H).
A value that is not available in the bulletin board at the end of the opening
phase automatically excludes the bidder for the remaining of the auction.
Additionally, anybody can compare and verify if the winning bidders pub-
lished in message (2) by the AS are indeed the ones with the highest utility
scores. Thus, correctness of the auction is assured.

– Non-repudiation. Since each bid carries the bidder’s signature, nobody can
deny its bid. The collision resistance of the hash function also ensures that
it is not possible to find a different set of (S′

i, r
′
i) such that H(S′

i||r′
i) =

H(Si||ri). Hence nobody can deny its bidding price once the bids are opened.
Furthermore, if a dispute arises over the winning bids, the bid commitment
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can be used to resolve the dispute: the values (Si, ri) and the bidder’s sig-
nature can be used to prove authenticity of a bid.

– Unlinkability between bids. This property is related to the privacy of the
bidder. In particular, we would like to be sure that it is not possible to
relate two bids submitted at different auctions by the same bidder. It should
be clear that this property holds as bidders participate in auctions using
different pseudonyms and public keys. Hence it is not possible to relate the
bids.2

– Unforgeability/Unreusability of tokens. The zero knowledge proofs used dur-
ing token spending ensure that only a bidder who knows the representation
of u and v in the token ID can supply these proofs. Furthermore if the bidder
supplies two different proofs for the same token, the secret values r, s used in
the construction u and v can be extracted, thus providing a proof of double-
spending. Thus, a token can be used only once, satisfying the unreusability
property.

– Bidder privacy/Unlinkability of tokens. When a user tries to redeem a token
and provides the server (directly or indirectly through a proxy) the zero
knowledge proof, the server cannot tell which bidder created the token as the
only visible part during the token construction is the public part 〈V al, Exp〉
of the token.

There are, however, other side channels that can be used to infer bidder
information. Consider, for example, the case where the IP address of a bidder
is visible when the user submits sensed data/retrieves a token to/from the
server and then tries to spend this token. Obviously, in such a case additional
mechanisms are required to ensure that a connection cannot be made with
the reporting bidder. However this can be avoided by using an anonymizing
network at the network layer, as we mentioned in our system model.

Another side channel is the structure of the token’s public part
〈V al, Exp〉. If the value of the token or its expiration date is an unusual quan-
tity, both can be used to associate the data with the bidder upon redeeming
the token. Hence these values must be drawn from a universe that does not
allow for this kind of discrimination. For example, expiration dates can be
set to the end of the current year and token values can be coarsely defined.
This would exclude tokens with unusually precise values, e.g. $1.236743. A
simpler alternative, however, is to use a trusted proxy or representative that
can redeem these rewards on behalf of a user.

Performance

The bid submission protocol is very simple, requiring the submission of just a
single message (recall the bidding message shown in (1)). The bidder has to
compute a hash value H(Si||ri) on the utility score Si and random ri, along

2 This, however, necessitates the use of an anonymity service so that bid submissions
cannot be linked to an internet identifier such as the IP address of the bidder. Hence
the use of services like TOR mentioned in the system model.
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with a signature Ci on this data. A typical signature using a 1024-bit signing
key on a 450MHz processor takes approximately 30ms as shown in [31], which
is well within the capabilities of modern-day phones incorporating much faster
CPUs. Similarly, the opening phase requires one more message in which each
bidder reveals the committed values Si and ri.

Perhaps it is more instructive to consider the token rewarding protocol we
developed in Section 4.3, as this actively involves the bidder in the token gen-
eration process. Here we argue that the most expensive operation is the actual
transmission of the sensed data submitted by the user (Step 1a in Figure 2).
The creation of the token requires two modular exponentiations for u and v, and
two modular multiplications for the blinding and unblinding of the u∗ and v∗.
However, these operations are well within the capabilities of modern phones as
mentioned above. Token redemption requires the user to prove knowledge of the
values u and v, however this requires only one extra addition and multiplication
to compute 〈T, y, t〉. The burden is on the side of the server who has to verify the
corresponding signature, but this overhead is negligible given the capabilities of
the RS.

Finally, from a storage point of view, the server has to maintain only the
collection of tokens that have not expired yet. As the sensor data collected along
with these tokens are perhaps orders of magnitude larger, the overhead for the
Report Server is again minimal.

6 Conclusions

In this paper we have presented a protocol for privacy-protecting auctions in
mobile crowdsensing systems. Users of mobile devices can participate anony-
mously in the auctions and define the price they expect for contributing sensing
data. On the other side, the buyer of the data can select the winners based not
only on the price, but also on the quality of the offered data. The winners of the
auction can then collect their price without linking their real identity to the data
they contributed. Our solution uses a lightweight and decentralized rewarding
scheme eliminating the need for a single trusted payment system.

As future work, we plan to extend our protocol to address some research ques-
tions that remain open. In particular, we plan to incorporate a mechanism for
encouraging users who lose the auction, to return, so that the system maintains
its base of participants. We also think it is important to include user credibility
as one of the attributes that determine the winners of the auction. In order to
do that, we plan to show how to integrate an anonymous reputation mechanism
in our auction protocol so that winners can collect reputation points based on
the quality of their submitted data.
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Abstract. Inter-Pulse Intervals (IPIs) have been proposed as a source of
entropy for key generation and establishment algorithms in Implantable
Medical Devices (IMDs) and Body Area Networks (BANs). Most of the
proposed protocols built on top of this biometric feature assume that
reliable measures of the IPIs are only available to devices maintaining
physical contact with the user. However, computer vision techniques have
proved to be able to obtain estimates of heart timings from a video
recording of the user’s face. In this paper, we study the impact of these
techniques on IPI-based authentication protocols, comparing a heart sig-
nal captured using a traditional contact-based approach against a signal
retrieved using such a contactless technique. One key finding is that
quantization is a crucial step in the process and we report our empirical
assessment of the main approaches proposed so far. Our results show that
up to 70% of the information obtained by means of the contact-based
method can be also obtained through contactless techniques.

Keywords: Implantable medical devices · Inter-pulse intervals · IMD
Security · Security protocols

1 Introduction

Implantable Medical Devices (IMDs) allow physicians to treat medical conditions
such as heart or neurodegenerative diseases. Similar kind of devices are increas-
ingly being used in Wireless Body Area Networks (WBANs), in which wireless
sensors deployed over the patient are able to monitor her physical status. The
current trend in the design of this sort of devices is making totally unneces-
sary the intervention of patients, thus facilitating the remote operation by the
physician with the aim of programming them or performing diagnostic tasks.
As this family of devices evolves and becomes more sophisticated, new chal-
lenges arise concerning their security and more efficient protection mechanisms
are demanded [1]. For instance, the inclusion of wireless radio communication
capabilities in IMDs has given rise to several concerns regarding the privacy and
integrity of information exchanged between the physician and the device.
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As the patient’s privacy and physical safety are the main assets involved,
security plays a vital role for these new technologies. Several authors have shown
the potential risks derived from deploying security-lacking protocols in these sce-
narios, including the modification of the implant’s operational parameters or the
leakage of the patient’s private information [2–4]. It is also worth mentioning that
IMDs suffer from important limitations regarding their computational capabil-
ities and energy consumption, which so far has hindered the use of strong and
well-known security protocols, for example those based on public-key cryptogra-
phy algorithms [1]. This has motivated experts to seek more lightweight alterna-
tives in the field of biometry. Specifically, one of the most promising approaches
so far relies on the use of the Inter-Pulse Intervals (IPIs) obtained from the
patient’s heart signals via electrocardiography (ECG) or photoplethysmography
(PPG). The use of this information comes supported mainly by the high degree
of entropy contained in IPIs [5–8] and by the simplicity and consistency in the
measuring process, which allows the retrieval of nearly the same values in dif-
ferent body parts. Overall, this fact makes such signals very resilient against
noise.

All the proposed protocols built on top of this feature assume that IPIs
cannot be retrieved if there is no physical contact between the patient and a
measuring device (i.e., a set of electrodes). This peculiarity has been proposed
as an additional security warranty, since if a potential attacker is not touching
the patient, she will be unable of authenticating herself against the implanted
device or the WBAN and, therefore, unable to inject fraudulent information or
modifying the applied therapies. Nevertheless, driven by the rise of telemedicine,
new techniques with the ability to retrieve heart signals such as ECG or PPG
without establishing physical contact with patients have emerged [9,10]. These
techniques are roughly based on the amount of light reflected by the human
skin when the blood flows through capillaries located near the skin surface. The
variations in the reflected light are totally imperceptible to the human eye, but
could be enhanced and magnified using video processing and computer vision
techniques [10]. Despite the fact that these techniques could threaten the need
of physical contact assumed in IPI-based protocols, to the best of our knowledge
their potential impact has not been yet explored.

In this paper, we study how contactless techniques developed to retrieve heart
signals that can be used as the basis for security protection mechanisms on-board
of IMDs. To do so, we present a comparison of heart signals obtained by means
of a contact-based and a contactless method. Our approach uses commodity
hardware to show that, following a process akin to those presented in related
works, it is possible to extract nearly equal IPIs using both methods. Particularly,
our final results show that up to 70% of the information contained in the signal
obtained through the contact method can be extracted from the signal retrieved
using the contactless technique.

The rest of this paper is structured as follows. In Section 2 an overview
of cardiac signals and feature extraction is introduced. Section 3 presents our
proposal, attending to important aspects such as signal retrieval, preprocessing,
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and feature extraction. The experimental setting and our results are presented
in Section 4. In Section 5, we discuss the applicability of our approach and the
potential impact to the IPI-based protocols proposed so far. Finally, in Section
5 we present our conclusions and future research lines.

2 Background

During the past few years, several biometric features have been proposed to be
used in human identification and other security-related scenarios. For instance,
biometric traits like fingerprints, the voice pitch, or iris pigmentation have been
successfully used as verification or identification mechanism [11–13]. The rise
of mobile health services and telemedice have forced the experts to seek new
biometric features that could be measured in a more continuous and ubiquitous
way, i.e., without requiring the interruption of the patient’s activity. Further-
more, as many kinds of WBANs and IMDs exist, it is desirable for a candidate
biometric trait to be accessible in almost every part of the body. Nowadays,
the most promising features are those related to the heart activity, particularly
those related to the Heart Variability (HV), i.e., the variation in the time inter-
vals between heartbeats, which can be measured by the analysis of different
cardiac biosignals such as the ECG or the PPG.

The ECG signal describes the variations in the electrical activity of the heart
within a time interval. An ECG graph can be used to obtain a clear representa-
tion of the HV through the analysis of the QRS complex, a set of waves represent-
ing the fluctuations of electrical potential due to depolarization of heart muscles
during a heartbeat. As depicted in Figure 1(a), the QRS complex is composed
by the superposition of several waves (Q, R, and S) with different amplitudes
and duration. The ECG signal can be retrieved by using a set of sensors or
electrodes attached to different body parts and connected to a measuring device
that interprets and stores the collected data. Nowadays it is possible to find
small and wearable versions of these devices, resulting in a measuring process
that does not interfere with the normal activity of the patient [14].

On the other hand, the photoplethysmogram (PPG) signal, also known as
pulse signal, describes the variation in the amount of blood flowing in a certain
body area during a time interval. Like the ECG signal, a PPG signal can be
retrieved using a sensor attached to some body parts such as a finger, an earlobe,
or the forehead. The PPG is obtained by illuminating the skin with a light pulse
and measuring the amount of reflected or absorbed light, which varies depending
on the volume of blood that flows in a given instant. These variations can be
represented in a graph such as the one depicted in Figure 1(b). As it can be
seen, the PPG also contains local maxima similar to those that can be observed
in the ECG graph. This means that the same heartbeat (i.e., the R peak) can
be detected in both signals.
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2.1 The Inter-Pulse Interval Feature

Depending on the purpose of the biometric system, one-to-one or one-to-many
comparisons are performed for verification and identification, respectively. In
these comparisons, it is unusual to compare all the raw-biometric material, but
rather a set of features extracted from it. For instance, when using fingerprints,
it is possible to extract many features such as the fingerprint size, its shape, or
the distance between ridges. Instead of using the whole set of features, only a
subset is commonly employed. This is done because using all extracted features
could affect the protocol performance, for instance by increasing the probability
of false positives or negatives. Therefore, the common approach is to choose a
representative set of features and build a robust protocol on top of them.

(a) ECG

(b) PPG

Fig. 1. Example of ECG and PPG signals.

In the case of the cardiac signals, several authors have shown the existence of
certain features that can be used for security purposes due to their randomness
[5–7]. This is the case of the Inter-Pulse Intervals (IPIs). An IPI is the temporal
distance between two heartbeats (i.e., the inverse of the heart rate). Thus, given
a cardiac signal, an IPI can be extracted by just measuring the temporal distance
between two R peaks, which are correlated with the heartbeats. As said before, a
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heartbeat is detectable in both the ECG and the PPG signal, so the IPI feature
can be extracted from these two signals.

Since the R wave is the most prominent in the QRS complex, its detection
is easier than in the case of other signal features. This greatly simplifies the
measuring process, given the fact that it relaxes the need of having a large set
of sensors attached in order to obtain a reliable dataset. In practical terms, just
one or three electrodes would suffice for the acquisition of the PPG and ECG
signals, respectively.

2.2 Digitalization

In order to use the retrieved IPI, it must be digitally represented using an encod-
ing process. Digitalization is approached in previous works by means of a quan-
tization algorithm. The use of one quantizer or another will affect the overall
system performance. Quantization consists in mapping the image set of an ana-
log and continuous signal (representing, for example, a voltage signal) into a
small set of discrete values. Combining this process with a subsequent binary
codification, it is possible to obtain a digital representation of an analog signal. It
is important to note that the quantization process introduces a noise component
due to the rounding errors between the real values and the approximated dis-
crete values. The amount of noise varies depending on several parameters such
as the quantization step (i.e., the distance between the discrete values the real
values are mapped to) or the quantization algorithm employed.

Choosing a particular quantization algorithm and its parameters is a crucial
step in the development of IPI-based protocols, as this will affect the amount
and the quality of the obtained digital representation. Surprisingly, despite this
fact, only a few of the publications in this field explain in detail the particular
quantization process used. Furthermore, even those works that facilitate details
about the process usually only provide details about the precision used in the
encoding process, i.e., the number of bits used to encode the quantized values. In
Section 3.3, the quantification alternatives included in our study are described
in detail.

3 Biosignal Retrieval: Physical Contact vs Contactless

The high levels of entropy that can be found in the IPIs of cardiac signals make
it a very attractive feature to be used in the generation of shared keys between
an IMD and a programmer device. Besides, as the extraction of IPIs requires
physical contact, it prevents that this information could be retrieved by a third
party without the implant owner noticing it. However, this last assumption has
been overridden by contactless biosignal retrieval techniques such as the one
mentioned above. Thus, if it is possible to achieve a similar signal resolution
using contactless techniques as that achieved with contact-based ones, this would
mean that an attacker might try to defeat the security of IPI- based protocols
without needing physical contact with the user.
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With the aim of exploring the impact of this threat, we carried out an effective
comparison between two heart signals retrieved by both methods. The first will
be retrieved by a traditional contact-based technique. Specifically, we use a pulse
sensor similar to the ones used in medical environments to obtain a PPG signal.
The second signal will be recorded using a contactless method. In our case,
we will use a heart rate monitor software based on real time video analysis to
estimate heart variability. This signal will be compared against the first one,
which will be considered as a control signal, extracting the same features and
measuring their similarity.

To extract the features from the signals, we followed a procedure similar to
the one proposed by previous works on IPI-based protocols. First, we identify
the R peaks in both signals with the aim of detecting when a heartbeat happens.
The number of heartbeats identified on each signal will be used as a preliminary
metric of similarity. After this, we calculate the IPIs on both signals and apply a
quantization algorithm in order to get their binary representations. After that,
we use traditional techniques such as Hamming distance and entropy analysis
to measure the similarity between both signals at low level.

Our final goal is to measure the impact of contactless biosignal retrieval
techniques on security solutions for IMDs. To do so, we have followed a similar
approaches to the one described for the paring stages of protocols such as IMD-
Guard [15] or H2H [8]. The following sections present a more detailed description
of the experimental process and the obtained results.

3.1 Signal Acquisition

The signal retrieval process has been carried out by using commodity hardware
and software. In order to capture the control signal, we have used a DIY pulse
sensor1 attached to an Arduino microcontroller2, which acts as interface between
the sensor and the computer used for storing the signal. The sensor is supposed
to be placed in an area where the blood flow could be easily measured, such as
a fingertip or an earlobe. The microcontroller was loaded with a program that
reads every 50 ms the analog input to which the sensor is connected and sends it
to the computer through its serial interface. The sensor circuitry roughly consists
of a LED that emits a light pulse and a light-dependent resistor that changes its
value depending on the amount of light that it receives from the environment.
As explained above, the amount of light reflected by the skin changes when a
heartbeat happens. In this way, it is possible to get an approximation of the
blood flow and the HV. The computer to which the microcontroller is connected
runs a simple process that periodically reads the serial port and saves the read
data.

On the other hand, the contactless signal has been taken using the built-in
webcam of an Apple MacbookPro laptop. The camera is used as a real-time video
source for an open-source pulse monitor software that is able to approximate

1 http://pulsesensor.myshopify.com/
2 http://www.arduino.cc/

http://pulsesensor.myshopify.com/
http://www.arduino.cc/
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Fig. 2. Experimental Setup

the patient’s PPG signal. This software locates the forehead of the subject using
the OpenCV3 computer vision library and performs spectral power analysis to
approximate the heart rate and its corresponding PPG signal. In our setup, the
subject is located in front of the camera, at a distance of around 50 cm from the
laptop. The recorded video resolution is 640x480 pixels at a frame rate of 30 fps
and the color scheme used is RGB with 8 bits per channel. This software has
been slightly modified for the purpose of our experimentation.

3.2 Preprocessing

The experimental setup described before, sketched in Figure 2, has been used
for retrieving 13 pairs of samples from subjects of ages between 20 and 40 years
old with no known heart condition and Caucasian skin tone. All signals have
a length of 60 seconds. The frequency of the sensor signal is 100 Hz while the
frequency of the webcam signal is 14.7 Hz.

Once the two raw signals were gathered, a preprocessing stage is needed prior
to the detection of the R-peaks. As a first step, both signals were resampled to
the same frequency. In this case, we decided to resample the signal sampled at the
highest frequency (the sensor signal) to the lowest one in order to reach the same
temporal resolution in both of them. Following this approach, the sensor signal
has been resampled to 14.7 Hz. The next step was to apply a filtering strategy
to reduce in both signals the noise components introduced during the measuring
process. A low-pass filter with a 3 Hz threshold frequency was applied in order
to remove higher frequencies. This parameter has been tuned according to the
highest heart rate considered, which is 180 heartbeats per minute. After filtering,
the next step is to identify the R-peaks in both signals for further digitalization
and comparison. Figure 3 depicts the result of applying the filtering process,

3 http://opencv.org/

http://opencv.org/
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Fig. 3. Processed signals with marked peaks

Table 1. R-peaks (beats) detected on each sample.

Sample Beats Webcam Signal Beats Sensor Signal Error
sample 1 62 64 2
sample 2 68 71 3
sample 3 59 59 0
sample 4 63 60 3
sample 5 60 62 2
sample 6 60 59 1
sample 7 66 65 1
sample 8 69 69 0
sample 9 62 60 2
sample 10 85 81 4
sample 11 61 65 4
sample 12 69 70 1
sample 13 68 69 1
Mean Error - - 1.69

where the red dots represent the heartbeats detected on each graph—webcam
on top and PPG sensor at the bottom.

As it can be seen in Fig. 3, in the case of the PPG sensor all the R-peaks
corresponding a heartbeat have been detected. However, in the webcam case
it is easy to observe the presence of false peaks (red dots located very close
each other) or real peaks not marked with a red dot (the distance between two
marked peaks is anomalously wide). This translates into a different number of
heartbeats detected on the retrieved signal pairs. In fact, in only 2 of the 13
subjects we obtained a perfect match in the number of detected beats. In Table
1 we show a comparative analysis between the number of heartbeats detected in
both signals. In most cases, although the number of beats is different, the mean
error is lower than 2 heartbeats, which is lower than previously reported results
[9]. Even though this is by no means a concluding evidence of its similarity, it
shows a certain degree of closeness between both signals.

More preprocessing can be applied to the webcam signal to match as much
as possible the peaks detected by the PPG signal. We implemented a simple
algorithm to find hidden peaks (i.e., those that were not initially detected) and
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Table 2. Average IPI values and and average IPI differences.

Sample Mean IPI value Mean IPI value Difference(s)
PPG Sensor Webcam

sample 1 1.0296 1.198 0.2188
sample 2 0.928 0.9394 0.1364
sample 3 1.0092 1.0681 0.2348
sample 4 0.9884 0.9685 0.3506
sample 5 0.9525 1.025 0.2512
sample 6 1.0071 1.038 0.1694
sample 7 0.9855 1.0167 0.1570
sample 8 0.8576 0.8924 0.2649
sample 9 0.9148 0.958 0.1684
sample 10 0.6756 0.7032 0.0676
sample 11 0.9137 0.9973 0.1951
sample 12 0.8472 0.9048 0.1570
sample 13 0.8586 0.8816 0.1182

to discard false peaks (i.e., those located very close to each other). The procedure
is described next. First, the IPI vector is extracted from the webcam signal and
the mean value (meanIPI) is computed. We next compare meanIPI to each IPI
and, if the rate between the meanIPI value and the detected IPI is bigger than
a predefined experimental value N , we conclude that there is a hidden beat that
has not been detected, so a new IPI is added to the extracted IPI vector. This
new IPI has the value meanIPI. Otherwise, if the rate is lower than another
experimental factor M , then we conclude that one of the heartbeats from which
the IPI has been extracted is not real. In this case, the first heartbeat of the pair
is deleted and the IPI vector is recalculated.

By applying this algorithm and tuning the {N,M} parameters, the same
number of heartbeats can be found in both signals. In order to measure the
error of approximating the IPI locations, we have performed a preliminary com-
parison between the mean of the IPI values for each sample and then computed
the mean error between both signals. Table 2 shows the result of this com-
parison. The mean and standard deviation of the difference between the mean
IPI obtained using the camera signal and using the PPG sensor are 0.191 and
0.073, respectively. As these are very small values, we consider them as another
preliminary evidence of the similarity between both sources of features.

3.3 Quantization

Having the same number of heartbeats (and thus the same number of IPIs) in
both signals, the next step was to encode the signals into their binary repre-
sentation. To proceed with the quantization process, we first studied different
available alternatives: scalar, uniform, and dynamic quantization.

A scalar quantizer is the simplest type of quantization algorithm. It con-
sists of a direct mapping from the input values (in this case, the time intervals
between heartbeats) into a set of integers. The parameters of this algorithm
are the codebook and the set of boundary points. The set of boundary points
contains the values to which the input values will be rounded. That is, it con-
tains values between the minimum and the maximum input values incremented
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by a quantization step obtained as a result of dividing the distance between
limit values by the number of codes considered. The smaller this step is, the
less quantization error will appear in the final result. The codebook contains
the different values associated to each boundary point. The cardinality of these
two sets depends on the desired characteristics of the output value. In order to
emulate the approaches followed by previous works on IPI-based protocols [15],
we encoded each quantized value as an 8-bit unsigned integer, so 28 = 256 codes
have been used.

On the other hand, an uniform quantizer unifies the process of quantizing
and encoding the output value. It follows a similar approach to the scalar quan-
tizer algorithm and, as a final step, it maps the output value into an integer of
the desired precision. The parameters of this algorithm are the maximum and
minimum input value and the precision of the desired encoded output value. In
our case, we established this parameter to 8 bits as explained above.

Finally, we also implemented the quantization algorithm employed by Ros-
tami et al. in the H2H protocol [8], known as dynamic quantization. This algo-
rithm assumes that the perturbation of the signal (i.e., the remainder of sub-
tracting the signal baseline) can be modeled with a normal distribution with
mean μ = 0 and a standard deviation of σ. Knowing this, the Normal Cumula-
tive Distribution Function (NCDF) is calculated for each value in the raw signal.
This yields a set of values between 0 and 1 that allows us to multiply them by a
roof factor to obtain values between this threshold and 0. We set this roof factor
to 256 (28) in order to have the same resolution than in the other quantizers.
Finally, the quantized values were encoded as 8-bit unsigned integers.

Once the IPI values are quantized using one of the three mentioned algo-
rithms, its Gray code representation is calculated. This is done with the aim
of eliminating (or, at least, reducing) the differences between the contact and
contactless signals.

4 Results and Discussion

To analyze and measure the similarity between the PPG sensor and the webcam
signals, we performed two experiments. In the first experiment, we evaluate the
similarity of both signals by comparing the decimal digits of each IPI. To do
so, we have grouped the decimal digits of the IPIs in four groups: two first
decimal digits, three first decimal digits, second and third decimal digits, and
third and fourth decimal digits. For each group, we have converted the digits
into an unsigned integer, then transformed it into its 8-bit binary representation
(10 bits in the case of the second group, as it includes values from 0 to 999), and
finally computed the Hamming Distance (HD) between the value obtained from
the PPG sensor and the value captured from the webcam. We have computed
an overall similarity value (i.e., % of bits that are equal for all IPI decimals in
each sample) for each sample. The results are shown in Table 3 and clearly show
a similarity higher to the one that would be obtained by pure chance between
both signals.
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Table 3. Signal similarity of InterPulse Intervals (IPIs) at digit level

sample 2 first decimals 3 first decimals 2nd and 3rd 3rd and 4th
Sample 1 56.96% 51.80% 57.50% 65.36%
Sample 2 62.31% 55.67% 56.71% 63.61%
Sample 3 58.40% 56.37% 61.20% 61.20%
Sample 4 63.98% 51.52% 56.77% 57.41%
Sample 5 56.14% 44.90% 51.63% 61.68%
Sample 6 59.91% 54.48% 63.14% 65.51%
Sample 7 61.71% 52.18% 54.29% 65.82%
Sample 8 59.74% 48.67% 57.16% 61.94%
Sample 9 59.11% 48.81% 54.66% 62.92%
Sample 10 69.68% 59.10% 63.59% 65.93%
Sample 11 56.05% 56.40% 54.88% 61.71%
Sample 12 64.67% 58.84% 59.96% 58.51%
Sample 13 65.99% 58.08% 58.63% 60.29%
Overall 61.13% 53.60% 57.70% 62.45%

Table 4. Percentages of similar bits and entropy values obtained with the dynamic
quantizer for all samples.

Entropy
Bit Hit Probability (%) Sensor Webcam

1 (MSB) 62.157 0.979 0.946
2 65.071 0.947 0.959
3 49.88 0.991 0.951
4 55.741 0.781 0.959
5 47.010 0.905 0.977
6 49.880 0.997 0.961
7 51.555 0.657 0.983

8 (LSB) 52.990 0.9290 0.999
Last 4 bits 50.358 0.959 0.999
Overall 54.41 0.990 0.999

In the second experiment, we applied the quantization algorithms explained
in previous subsections to obtain the binary representations of the IPI values.
We have conducted the same experiment for the three different quantization
algorithms. We quantized all the IPI values of each sample (the IPI values were
previously normalized) and then converted them to their binary representation.
This process was applied to all samples of all signals captured by both devices.
Finally we computed an overall similarity measure between the binary repre-
sentations of both IPI strings (PPG sensor and webcam) belonging to all the
samples in our dataset. For a better understanding of what exactly is happening
here, we have also computed the similarity at the bit level (Hit Probability).
Table 4 and Table 5 summarize the similarity and entropy results obtained for
all the signals using the dynamic and the scalar quantizers. Due to space reasons,
we do not include the results obtained with the uniform quantizer, as they are
very similar to those obtained with the dynamic quantizer.

As it can be observed, the best results are obtained with the scalar quantizer.
Even when the entropy is high, the Hit Probability is over 60% for the majority
of the bits, including the four Least Significant Bits (LSB), which is particularly
remarkable as these bits have been pointed out by previous works as the most
suitable for cryptographic purposes due to their high degree of randomness [5].
In the case of the dynamic quantizer, it is evident that the results do not improve
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Table 5. Percentages of similar bits and entropy values obtained with the scalar quan-
tizer for all samples.

Entropy
Bit Hit Probability (%) Sensor Webcam

1 (MSB) 70.095 0.714 0.868
2 61.483 0.941 0.689
3 61.004 0.898 0.762
4 62.918 0.929 0.709
5 58.688 0.959 0.816
6 94.976 0.143 0.228
7 82.775 0.0.266 0.593

8 (LSB) 70.095 0.719 0.764
Last 4 bits 76.883 0.718 0.657
Overall 70.37 0.782 0.708

a blind guessing approach for the last four bits, although it is possible to observe
a higher hit ratio in certain high entropic bits, for instance in the most significant
bit. Though we are not completely guessing the bits, these results show that the
webcam provides insights about the heart beat of the subjects. In the case of
the scalar quantizer, the percentage of equal bits is 70% (overall value), which
again supports the hypothesis of signal similarity between the PPG sensor and
the heartbeats derived from the webcam.

5 Applicability and Impact

We next analyze the potential impact of our results in a recently proposed ECG-
based protocol in which IPI values are extracted from ECG chunks. In particular,
we focus our efforts in the H2H (Heart-2-Heart) scheme proposed in 2013 by
Rostami et al. [8]. In H2H, the authors developed cryptographic authentication
and pairing protocols for IMDs such as pacemakers or Holter monitors. The
proposed protocol is based on a comparison between a set of IPIs obtained
from the implanted device (α) and another set of IPIs simultaneously taken by
an external programmer (β). If both sets are nearly equal, the programmer is
authenticated to the IMD and, hence, both are able to interchange commands.

As ECG signals contain a certain amount of noise, a perfect match between
both set of features is rarely achieved. Thus, a similarity threshold must be
established in order to have a trustworthy evidence of sameness between the
compared features. However, if this threshold is naively established, it would
be possible for an attacker to circumvent the protocol security by replacing a
legit ECG signal with another one randomly generated. In the H2H scheme,
the authors propose an statistical characterization for ECG authentication that
allows to discern if the signal provided by a programmer device has been retrieved
by means of physical contact or else if an attacker is trying to replace it with
a fraudulent one. To do so, the authors base their approach on the statistical
distribution of the error rates found in a legit comparison (both signals are
retrieved synchronously by means of physical contact) and the error rate found in
a fraudulent signal, which is assumed to be 0.5 (as the attacker is assumed to be
unable to doing better than random guessing). In detail, the authors assume that
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Table 6. Results of False Positive rates values achieved for different N and FNreq.

N-IPI values FNreq = 1 × 10−3 FNreq = 1 × 10−4

5 3.591 × 10−1 5.440 × 10−1

10 7.37 × 10−2 1.555 × 10−1

15 1.11 × 10−2 3.28 × 10−2

20 1.4 × 10−3 5.6 × 10−3

25 1.687 × 10−4 8.1912 × 10−4

an IPI feature set β can be accepted as a legit sample if and only if the likelihood
ratio between the probability distributions of the error rates for a fraudulent
read (P (u)) and a legit read (Q(u)) is bigger than a computed threshold τ .
This threshold comes associated with a false positive ratio (FP ) that indicates
the probability of accepting a fraudulent β set of IPI features as a legit one.
Mathematically:

log
(

P (u)
Q(u)

)
> τ (1)

Rostami et al. modeled Q(u) as a binomial distribution B(N, p), where N
represents the number of IPIs in the feature set and p represents the mean error
rate for the four LSBs of the IPI, obtained from a comparison between two
legitimate signals. On the other hand, the P (u) distribution is also modeled as
a binomial distribution with the same N parameter and p = 0.5.

It is important to note that, as shown in Table 4, the dynamic quantization
algorithm employed in H2H returns results that are not much better than 50%
for the LSBs—only better results are obtained for the MSBs. Nevertheless, as
depicted in Table 5, we are able to obtain substantially better results that blind
guessing (having a hit ratio of 76.9% for the four LSBs) when using the scalar
quantizer. Having results better than blind guessing makes necessary to calculate
new false positive rates. To do so, we used the algorithm provided by the authors
in the original paper (see Algorithm 1 in [8]). The inputs to this algorithm are
P , the vector of the error rates in the four LSBs, N the number of IPIs to be
compared, and FNreq the false negative ratio yielded by a legit programmer
(i.e., meaning that a legit programmer will fail once in 10000 attempts).

In Table 6 we show our results after calculating the false positive rate for differ-
ent FNreq and N values. As it can be seen, the false positive rates are much bigger
when the adversary error rates decrease from 50% to 23%. A consequence of this
difference is that, in order to achieve the same false positive rate, it is needed to
retrieve more IPIs, extending the duration of the IPI retrieval process. This result
can be more clearly observed in the following graphs. In Figure 4, it is possible
to observe how the false positive rate decreases as the number of retrieved IPIs
grows. This represents the variation for the H2H case, in which the error rate of the
attacker is estimated to be 0.5. However, if a lower error rate is considered (i.e., the
attacker is more accurate than random guessing), it is needed to retrieve a larger
number of IPIs to achieve the same false positive rates. This can be observed in
Figure 5, where the attacker error rate is set to 0.23, i.e., one minus the hit proba-
bility 0.77 shown in Table 5 for the scalar quantizer.
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Fig. 4. Error rate equal to 0.50 (dynamic or uniform quantizer)

Fig. 5. Error rate equal to 0.23 (scalar quantizer)

Fig. 6. Variation of the FP rate with the number of retrieved IPIs for attacker’s error
rates equal to 0.50 and 0.23.

6 Concluding Remarks and Future Work

We have presented a study on the security of IPI-based security protocols when
the attacker can obtain heart signals by means of a contactless method, in par-
ticular through video recording via webcam. We have analyzed the information
extracted from both signals and presented a comparative study of the achieved
similarity. The study has been done with different quantization algorithms, and
the use of one to another will greatly affect the similarity of both signals and,
therefore, the success probability of an attack. Finally, we have used the approach
followed by Rostami et. al in H2H scheme to validate our hypothesis [8].

We have shown how using freely available commodity hardware it is possible
to remotely gather useful information of cardiac signals. Through an analysis
of the retrieved data, we have shown that even when the data obtained using
contact-based techniques is highly entropic, the data obtained through a contact-
less technique represent up to the 70% of that information, which is clearly better
than randomly guessing. Particularly, two main conclusion should be extracted
from our study. First, quantization is a critical step for IPI-based schemes, so
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protocol designers should put more emphasis on selecting an appropriate scheme.
Second, entropy should not be the only criterion used for determining the most
appropriate bits for generating cryptographic material such as keys; other cri-
teria should include, for instance, bits that are more resistant to leakages via a
webcam, as shown in this paper.

Our dataset is composed of 13 pair of signals retrieved from different vol-
unteers, which is certainly a reduced sample for extracting strong conclusions.
One immediate future work is to further validate our results with an extended
dataset. It is also interesting to study how physiological parameters of the vol-
unteers could affect the final results. For example, since all the volunteers share
roughly the same skin tone, the performance of our proposal when considering
volunteers with other skin tones remain unknown. We also found out that the
quality of the data retrieved with the webcam strongly depends on environmen-
tal conditions such illumination or the distance between the camera and the
subject. Because of our limited experimental setup, it is unclear if the use of
better equipment (e.g., a camcorder with much higher resolution) will translate
into a performance increase. Experimentation in open environments with a nat-
ural source of light and arbitrary distance between the subject and the camera
will be also necessary.
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Abstract. In this paper, we propose an efficient biometric authentica-
tion protocol for fingerprints particularly suited for the minutia-based
representation. The novelty of the protocol is that we integrate the most
efficient (linear complexity) private set intersection cardinality proto-
col of Cristofaro et al. and a suitable helper data system for biomet-
rics in order to improve the accuracy of the system. We analyze the
security of our scheme in the standard model based on well-exploited
assumptions, considering malicious parties, which is essential to elimi-
nate specific attacks on biometric authentication schemes designed for
semi-honest adversaries only. Finally, the complexity is compared to the
existing provably secure schemes for fingerprint matching, which shows
that the new proposal outperforms them both in semi-honest and mali-
cious security models.

Keywords: Secure remote authentication · Biometrics · Set difference ·
Private set intersection · Standard model

1 Introduction

Over the last decade, it has been shown that biometrics have some advantages
in authentication systems compared to password-based systems, as passwords
can be easily lost, forgotten or compromised using various attacks.

However, biometrics is sensitive data, thus, biometric data, either stored on
a central database or on a tamper-proof smartcard, should be protected using
cryptographic techniques. For instance, biometric cryptosystems such as fuzzy
extractors, fuzzy vault and bipartite biotokens are used for biometric key gen-
eration, key binding and key release, respectively. Juels and Wattenberg [20]
introduce the fuzzy commitment scheme as a cryptographic primitive, which is
is applicable for biometrics that can be represented as an ordered set of fea-
tures. However, biometrics can be affected from two types of noise, i.e. white
noise that represents the slight perturbation of each feature and the replace-
ment noise caused by the replacement of some features. Thus, Juels and Sudan
have developed the fuzzy vault [19], which assumes that biometrics consists of
an unordered set of features and is designed for the set difference metric. Specif-
ically, fuzzy vault [19] is a key binding system that hides an encoded secret
among some chaff points, where the secret key is encoded as the coefficients of
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a polynomial that is evaluated at the biometric feature locations such as fin-
gerprint minutia coordinates. Implementation of fuzzy vault for fingerprints are
given in [8] and [32,33], where the latter two include helper data constructed
from the high curvature points of the fingerprint minutia, which does not leak
any information about the minutia locations and used for easing the alignment
of the query fingerprint to the original template.

However, the implementation of biometric cryptosystems come along with
various attacks that question the security of them [27,28]. In fact, the first paper
that considers provable security in biometric remote authentication is the work
of Bringer et al. [6] that proposed a hybrid protocol distributing the server side
functionality in order to detach the biometric data storage from the authentica-
tion server. The common point of this work and the following papers designed
for security against semi-honest adversaries -where security is guaranteed if each
party follows the protocol- is that they are all implemented for biometric data
represented as a binary string such as Iris. Hence, they depend on the hamming
distance metric for the matching operation of the verification protocol. For this
particular metric, an efficient face-identification protocol between a client C and
server S are described in [22] that is based on Secure Function Evaluation (SFE)
-a special case of Secure Multiparty Computation-. Within the same framework,
biometric identification [2,3] and authentication [29] protocols are described for
iris and fingerprint (in particular fingercode), all of which are based on euclidean
distance metric.

Finally, one should note that the most popular and widely used techniques in
fingerprint identification extract information about minutiae from a fingerprint
and store that information as a set of points in the two-dimensional plane as
in fuzzy vault. Fingerprint matching can also be performed using a different
type of information extracted from fingerprint image, i.e. FingerCode, that uses
texture information from a fingerprint scan to form fingerprint representation.
Although FingerCodes are not as distinctive as minutiae-based representations,
[2,3] describe privacy-preserving protocols for FingerCodes due to the efficient
implementation within the euclidean distance.

2 Related Work

It is quite surprising that despite the various papers on minutia-based biomet-
ric cryptosystems [8,19,30–33] designed for the set difference metric, the only
paper that describes a private minutia-based fingerprint authentication proto-
col based on SFE and set difference metric is [12]. In particular, the authors
of [12] design an efficient minutia-based biometric authentication scheme for a
client server architecture based on the Private Set Intersection (PSI) protocol of
[13] that is secure against semi-honest parties in the standard model and mali-
cious adversaries in the random oracle model (ROM). This PSI protocol is based
on homomorphic encryption and polynomial interpolation and its computation
complexity is quadratic, although the number of modular exponantiations can
be reduced to O(n log log m). Here, m denotes the size of the client set and
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n denotes the size of the server set with m ≈ n in the authentication mode.
Besides, [3,29] describe private minutia-based fingerprint matching using homo-
morphic encryption for euclidean distance, the former considering semi-honest
adversaries only in a system based on garbled circuit evaluation. The latter is
also based on polynomial interpolation idea of [13] but it is much more complex
compared to the original scheme as it can be deduced from the computation
complexity that is O(nmwh) for the semi-honest case, where w and h denote
the pixel sizes of the fingerprint image.

As one can notice, current minutia-based biometric authentication schemes,
whose security is proven against semi-honest attackers are based on PSI, in
particular the combination of homomorphic encryption and polynomial interpo-
lation. A natural question is whether there exists more efficient constructions of
PSI that is applicable to input sets that can be represented as an unorderded
set of elements such as fingerprint minutia. To answer this, we need to inversti-
gate several techniques that realize PSI protocols such as Public-Key-Based PSI,
Circuit-Based PSI, OT-Based PSI and Third Party-Based PSI as summerized
in [23]. Specifically, the first PSI protocol based on the Diffie-Hellman (DH) key
agreement scheme was presented in [16] without any security analysis. This pro-
tocol is based on the commutative properties of the DH function and was used
for private preference matching, which allows two parties to verify if their pref-
erences match to some degree. The Diffie-Hellman-based protocol of [16], which
was the first PSI protocol, is actually the most efficient w.r.t. communication
(when implemented using elliptic-curve crypto) [23]. Therefore it is suitable for
settings with distant parties which have limited connectivity. Lastly, it is possi-
ble to incorporate a relatively efficient zero-knowledge proof and authenticated
inputs that each party is following the protocol honestly, so that active cheating
by either party will be detected. In this context, [10] extends the protocol of [16]
for malicious server and semi-honest client by incorporating zero-knowlege proofs
and two additional communication rounds and provides a simulation based proof
in ROM in order to build a Private Set Intersection Cardinality (PSI-CA) proto-
col. Similarly, [18] also extends the protocol of [16] so that security is guaranteed
for malicious parties (both C and S) in ROM. The protocols in [10,18] provide
linear complexity in the sizes of the two input sets, however the PSI protocol
in [18] cannot be converted to a PSI-CA scheme due to its ROM based security
proof that reveals the common elements of the intersection set to one of the
parties (C or S).

2.1 Motivation and Contributions

When confronted with the PSI problem, most novices come up with a solution
where both parties apply a cryptographic hash function to their inputs and
then compare the resulting hashes. Although this protocol is very efficient, it is
insecure if the input domain is not large or does not have high entropy, since
one party could easily run a brute force attack that applies the hash function
to all items that are likely to be in the input set and compare the results to
the received hashes. This is exactly the case for minutia based fingerprint data.
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To avoid this attack, our solution is to incorporate a malicious-secure PSI to
biometric authentication.

First of all, when designing a secure biometric authentication protocol, one
should consider three major points: The matching should be performed pri-
vately for both sides, namely, for the two parties, a client C and a server S
who jointly compute a function of their private inputs, the parties should only
learn the output of the matching and nothing else. Secondly, the protocol should
consider both honest-but curious adversaries and malicious adversaries. This is
required for a secure biometric system in order to protect against the attack of
[1], which regenarates the enrolled biometric image from a random template with
a hill climbing attack, that depends on the matching score. However, a recent
publication [15] shows that with malicious behaviour against the cryptographic
identification protocol SciFI [22] designed for the semi-honest adversaries, one
can reconstruct a full face image with the help of computer vision techniques
although SciFI does not output any matching score. The attack relies on the fact
that a dishonest adversary is able to input vectors of any form, not just vectors
that are properly formatted [15]. The attack learns the client’s face code bit-by
bit through the output of ′match′ or ′nomatch′ decision. Thus, the new protocol
should be designed in the malicious security model so that neither learning the
matching score nor the accept/reject decision could help a malicious party to
learn additional information about the private data of the other party includ-
ing the common elements of the intersection set as in PSI schemes. Finally, the
protocol should be practical and efficiently implementable with linear complex-
ity (in terms of computation and communication cost) and it should depend on
widely adopted representations of biometric data.

With these goals in mind, we present a new minutia-based fingerprint authen-
tication protocol for set difference metric between a client and a server based on
PSI techniques. In particular, the only work within this framework is the work
of [12], that depends on the PSI scheme of [13].

Specifically, our protocol is inspired by the PSI-CA scheme of [10] although
our scheme is defined on an elliptic curve group that simplifies the PSI-CA pro-
tocol of [10] slightly by removing the last step of the protocol (i.e. hashing), but
more importantly, the need for a random oracle which questions the security of
the systems when the ROM is replaced by a real hash function. In fact, certain
artificial signature and encryption schemes are known which are proven secure
in the ROM, but which are trivially insecure when any real function is substi-
tuted for the random oracle [7]. This way, we also reduce the communication
complexity since the communication overhead of [10] amounts to 2(m + 1) |p|-
bit values with |p| = 1024 or |p| = 2048, whereas our protocol requires 2(m + 1)
|q|-bit values with |q| = 160 or |q| = 224. Thus, our scheme is a scalable and
efficient protocol with linear complexity and its security relies on well exploited
cryptographic assumptions (DDH and l-DDHI) in the standard model. Besides,
our protocol reveals neither the server nor the client the elements of the inter-
section set S, but only the size of the intersection set d = |S| is learned by a
single party (C or S). Similar to the scheme of [12], the computation complexity
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of [29] is also quadratic, i.e. O(nmwh) for the semi-honest case, where w and
h denote the pixel sizes of the fingerprint image. Thus, our proposal is more
efficient compared to the current private fingerprint matching schemes [12,29]
that are based on Oblivious Polynomial Evaluation (OPE) of [13].

Furthermore, we discuss the security of our scheme in malicious model in
order to prevent the attacks presented in [1,15]. Unfortunately, the PSI-CA
scheme of [10] can only achieve one-sided simulatibility in ROM, i.e. the scheme
only provides privacy of the server against a semi-honest client. Thus, we extend
the security of our protocol so that both parties can be corrupted by a malicious
adversary in standard model.

To the best of our knowledge, the proposed scheme is the first private minutia-
based fingerprint authentication protocol for set difference metric that achieves
complexities linear in the size of input sets, i.e. set of user’s minutia that is secure
in the standard model both for semi-honest and malicious adversaries.

3 Building Blocks

3.1 Fingerprint Data

The approach that forms the basis for the biometric data representation of our
scheme is the Minutiae Fuzzy Vault Implementation of Uludag et al. [32,33].
Our system operates on the fingerprint minutiae that are generally represented
as (xi, yi, θi) triplets, denoting their row indices (xi), column indices (yi) and
angle of the associated ridge, respectively. Next, we concatenate xi and yi coor-
dinates of a minutia as [xi|yi] to arrive at the data unit bi for i ∈ [1,m]. To
account for slight variations in minutiae data (due to fingerprint distortions),
raw minutiae data are first quantized. We require an alignment step where the
query minutiae templates are aligned to the registered template based on using
auxiliary alignment data aux, i.e. helper data derived from the orientation field
of fingerprints. Naturally, it is required that the helper data does not leak any
information about the minutiae-based fingerprint template. Another approach
could be the use of alignment-free features, i.e. features that do not depend on
the finger’s rotation or displacement. The reader is referred to [32,33] for the
details of this representation.

3.2 Cryptographic Tools

Since our system works in set difference metric, we need to compare/match
aligned query template to the registered template in a private manner. In par-
ticular, our protocol is inspired by the (reversed) PSI-CA scheme of [10] that
enables two parties, i.e. a client C which has a set B′ = (b′

1, ..., b
′
m) of size m

and a server S which has a set B = (b1, ..., bn) of size n to compute the size of
the intersection of their respective sets without disclosing anything about their
inputs including the common elements of the intersection set. After the compu-
tation the server has obtained the size of the intersection d = |B ∩ B′| and the
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client has learnt nothing other than the accept/reject notification based on the
system threshold t.

In short, PSI and PSI-CA can be achieved using OPE [13], Oblivious Pseudo-
Random Functions (OPRF) [17], Bloom filters [11] and blind signatures [10],
where the latter is the primitive we require in our protocol to achieve linear
complexity. As different from the scheme of PSI-CA of [10] we eliminate the last
step of the protocol, namely hashing the result of the verification and computing
the size of the intersection on these hashes. Besides, we swap the roles of the
server and the client in [10], thus, the biometric server obtains a signature on
its input without disclosing it. This simplification is caused by describing our
protocol on a suitably chosen elliptic curve group where DDH (and l-DDHI)
assumption holds, whereas PSI-CA of [10] works on groups where DDH (and
One-More-Gap-DH) assumption holds. Thus, the client performs 2(m+1) expo-
nentiations and server computes (m+n) modular exponentiations modulo p-bit
prime with p = 1024 or p = 2048, whereas in our scheme the same operations
are performed modulo q-bit prime with q = 160 or q = 224. In [10], commu-
nication overhead amounts to 2(m + 1) p-bit values and n κ-bit values, where
κ is a security parameter of H′:{0.1}∗ → {0.1}κ. Since, we eliminate H′ and
work on an elliptic curve group, the communication complexity is reduced from
p-bit values to q-bit values. To provide client and server privacy against mali-
cious adversaries, we employ standard techniques of cryptography such as zero
knowledge proof of knowledge (PoK).

3.3 Security Model

We provide efficient biometric authentication protocols with security in the pres-
ence of both semi-honest and malicious adversaries. Here, the term adversary
refers to insiders, i.e., protocol participants. Outside adversaries are not consid-
ered, since their actions can be mitigated via standard network security tech-
niques. Informally, we have the following goals for our protocols.
Client Privacy: No information is leaked about client C biometrics, except an
upper bound on its size m and the matching score, i.e. the number of common
elements between the biometric template registered at the server and the client’s
fresh template.
Server Privacy: C learns no information beyond an upper bound on the size
of his registered feature set n at the server and the accept/reject notification.
Unlinkability: Neither party can determine if any two instances of the protocol
are related, i.e., executed on the same input by client or server, unless this can
be inferred from the actual protocol output [10].

Our first protocols for authentication are presented in the semi-honest model,
i.e. adversaries that are honest-but-curious, who follow the protocols and try to
gain more information than they should on the other parties’ inputs. An honest-
but-curious party is a party that follows the instructions of the protocol, but
may record the communications it receives and try to infer extra information
using such recordings. In this case, the traditional real-versus-ideal definition
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is applied in the security proof. Basically, the protocol privately computes a
function for an honest-but-curious Client C (resp. Server S) if there exists a
PPT algorithm SIM that is able to simulate the view of C (resp. S), given only
Client’s (resp. Server’s) (private and public) input and output. The random
variable representing the view of Client (resp. Server) during an execution of the
protocol with Client’s private input B′ = {b′

i}, Server’s private input B = {bi}
is denoted here by V iewS(B,B′, P ) (resp. V iewC(B,B′, P )).

Definition 1. (Privacy against Honest-but-curious Adversaries).
Let V iewS(B,B′) be a random variable representing server’s view during execu-
tion of PSI-CA with inputs B,B′, P . There exists a PPT algorithm SIM that
is able to simulate the view of Server (resp. Client), given only Server’s (resp.
Client’s) respective (private and public) input and output; i.e., ∀(B,B′, P ):

V iewS(B,B′, P )
c≡ SIMS(B,P, |B ∩ B′|))

(resp. V iewC(B,B′, P )
c≡ SIMC(B′, P ))

The security of our protocols relies on the following assumptions.

Definition 2. Decisional Diffie-Hellman (DDH). Let x, y, z
R← Z

∗
q and g ∈ G be

a random generator of the prime order group G. Given (g, gx, gy) distinguishing
between the distributions (g, gx, gy, gxy) and (g, gx, gy, gz) is hard.

Definition 3. l-Diffie-Hellman inversion problem (l-DHI). Let l ∈ Z, z
R← Z

∗
q

and g ∈ G as above. Given (g, gz, gz2
, ..., gzl

) computing g
1
z is hard.

Definition 4. l-Decisional Diffie-Hellman inversion problem (l-DDHI). Let l ∈
Z, z

R← Z
∗
q , g ∈ G. Given (g, gz, gz2

, ..., gzl

, v) deciding whether v = g
1
z is hard.

In section 7, we present our last protocol for authentication in malicious model,
where a malicious adversary uses any kind of strategy to learn information. A
malicious party is a part that does not necessarily follow the instructions of the
protocol. Finally, the number of minutiae used in the protocol, namely n and m,
are considered to be public. If privacy of the number of minutiae is required, C
and S can simply agree on a size (or two sizes) beforehand and then adjust the
number of minutiae they use as input by either omitting a number of minutiae
or adding a number of chaff minutiae to their set.

4 The New Protocol

As a warm up, this section presents our first construction in authentication mode,
secure in the presence of semi-honest adversaries in the ROM. An overview of
the scheme is given in Fig. 1. Although our scheme integrates the PSI-CA of [10],
its security is based on a different assumption. Besides, we work on a group G

implemented using a group of points on a certain elliptic curve with generator g
of prime order q and require a MaptoPoint hash function (modeled as a random
oracle) H: {0.1}∗ → G together with two random permutations P and P′.
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The client C registers his biometric features bi for i ∈ [1, n] at the server S as
described in section 3.1 and stores the helper data aux publicly. For verification,
C presents his fresh biometrics, aligns it with the help of aux, and obtains {b′

i}
for i ∈ [1,m]. Next, C makes an authentication request and the server S replies
by masking the hashed biometric feature set items corresponding to the client
C with a random exponent k ∈ Zq and sends resulting w′

is to C, which blindly
exponentiates them with its own random value α ∈ Zq. Next, C shuffles these
v′

is and sends to S the resulting u′
is together with the exponentiations of client’s

items H(b′
j)

′s to randomness α ∈ Zq as x′
js. Finally, S tries to match these

x′
j values received from C with the shuffled ui values, stripped of the initial

randomness k ∈ Zq. S learns the set intersection cardinality (and nothing else)
by counting the number of such matches and notifies C based on the system
threshold t with an accept/reject decision.

Fig. 1. Protocol in ROM: m ≈ n

Lemma 1. The proposed scheme achieves client privacy against a semi-honest
server based on the l-DDHI assumption in the random oracle model.

Lemma 2. The proposed scheme achieves server privacy against a semi-honest
client based on the DDH assumption in the random oracle model.

Due to page limitations, the proofs will appear in the full version of the paper.
By designing the protocol for an elliptic curve group G, we do not require

a second hash function H′, hence our scheme is less complex compared to [10],
since the elements of G are already 160 or 224-bits instead of 1024 or 2048-bit
as in [10]. Hence, the comparison performed over the H′ values as in [10], can be
performed on x′

js and y′
is directly. Since the protocol is designed for semi-honest

adversaries, the attack of [1] does not work since the parties are passive attackers
and do follow the protocol specifications. However, the distance/matching score
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or accept/reject notification could be useful for a malicious server for a brute
force attack against the privacy of the client or the opposite, namely, a malicious
client trying to impersonate a user. In other words, this information is only
helpful as in the case of malicious behaviour by one of the parties. However,
to prevent malicious behaviour as presented in [1,15], where the latter attack
is able to break the secure face identification scheme SciFI even if no matching
score or distance information is output by the protocol, one should extend the
security of the new scheme for malicious adversaries.

5 Security in Standard Model

As described above, our protocol requires one hash function that is assumed as
a random oracle. However, by slightly modifying the protocol, we are able to
prove the security of our scheme in the standard model. In particular, instead
of extracting the input set of each party via the random oracle queries as in
[10], we use the Proof of Knowledge (PoK) to extract the randomness k used by
each party and determine the input set as in [17,18]. Hence, we use the input
set of the semi-honest (resp. malicious) party directly in the simulation due
to the extraction of sender’s inputs given this randomness that is obtained by
running the extractor algorithm for PoK with the semi-honest party to extract
k, such that it satisfies the commitment gk sent by that semi-honest party. As
an example application, we can replace the hash function with the MapToPoint
hash function of [4,14], we are able to prove the security in the standard model.

For instance, [14] relies on a variant of Dodis-Yampolskiy’s Pseudo-Random
Function (PRF) based on the Boneh-Boyen unpredictable function [17]. The
Boneh-Boyen function is fy(x) = g1/(y+x) where g ∈ G generates a group G of
prime order q, and y is a random element in Z

∗
q . This function is unpredictable

under the computational l-DHI assumption on G [17]. Thus, the decisional l-
DHI assumption on group G implies that the Boneh-Boyen function is a PRF.
Besides, the OPRF construction of [17] is also based on the Boneh-Boyen PRF
with the sole modification being a substitution of a prime-order group G with a
group whose order is a safe RSA modulus.

Lemma 3. The proposed scheme achieves client privacy against a semi-honest
server in the standard model.

Proof. We show that server’s view can be efficiently simulated by a probabilis-
tic polynomial time algorithm SIMS . The server’s view includes his inputs B,
randomnesses he uses, and messages he receives. The server has inputs of the
registered feature set B = {bi} and randomness k ∈ Zq. We follow a similar proof
technique that is presented in [17]. The simulator is constructed as follows:

1. Upon receiving gk, π1 and w1, ..., wn from the server, if the server succeeds
in the proof π1, then SIMS runs the extractor algorithm for π1 with the
server to extract k. Then when getting the randomness k from S, SIMS tries
every possible input in the range of the hash function -which is identical to
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Fig. 2. Protocol in standard model: m ≈ n

the Boneh-Boyen PRF- to reconstruct the set B as in OPRF proof of [17].
This can be performed due to the fact that the domain of this hash/PRF is
polynomially-sized [17].

2. SIMS picks at random α ← Zq, computes gα, computes π2 and adds dis-
tinct pairs (H(bi), xi)=(hi, xi), where xi =H(bi)α and bis (i.e. the set B)
are computed as in the previous step. SIMS computes vi = wα

i and sends
P′(v1, ..., vn) = (u1, ..., un) and (x1, ..., xm) to the server. Here, (x1, ..., xd)
denotes the intersection of the client and server’s input set constructed by
selecting a random subset of xi =H(bi)α values with size |d|. For the remain-
ing m − d elements, the simulator padds the set with random values, i.e. cα

i

for i ∈ [d + 1,m].

Server learns nothing either interacting with the real world client or inter-
acting with SIMS , therefore, the environment (distinguisher) D’s views in the
real world and ideal world are indistinguishable. Now we show that this SIMS

does a successful simulation. Consider the following series of games:

1. In the first game, the public parameters are generated as in the definition of
the protocol, and then the adversary A interacts with the real world party
as defined above.

2. In the second game, the parameters are generated the same way, but now A
interacts with a SIM which behaves as the real protocol for step 1, but then
behaves as SIMS for step 2. The only difference then is that this simulator
padds the set with random values, i.e. cα

i for i ∈ [d+1,m] for the remaining
m − d elements. This differs from the first game only in that the elements
not common with the set B and the simulated set B′ are randomly chosen in
order to simulate the fresh biometric reading of the client biometrics which
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cannot be equal to the registered biometric set B totally due to the nature
of biometrics. Thus, this is indistinguishable from the first game by the
randomness of these padded elements chosen from the underlying group.

3. In the last game, the public parameters are generated the same way, and
then adversary A interacts with SIMS . This differs from the second game
only in that SIMS extracts k from the proof, and uses this k to form the
registered biometric set of the authenticating client at the server. Note that
if the proof is sound, then this set will be identical to that used in the
previous game. Thus this is indistinguishable from the previous game by the
extraction property of the ZK proof system.

Since the first game is indistinguishable from the third, the probability that the
adversary A can detect the simulation in each game can differ only negligibly.
Thus, the simulation is successful.

Lemma 4. The proposed scheme achieves server privacy against a semi-honest
client in the standard model.

Due to page limitations, the proof will appear in the full version of the paper.

6 Use of Multi-modal Biometrics for High-Entropy
Inputs

One factor limiting the security of biometric cryptosystems is the entropy of the
biometric feature data. To increase the entropy of biometric data and to achieve
higher privacy levels in biometric cryptosystems, one combines the information
of several biometric traits (e.g. fingerprints with finger vein, or face with iris)
or several instances of the same biometric trait, denoted as multi-biometrics
systems. Compared to traditional (uni)biometric authentication, multibiometric
systems offer several advantages such as better recognition accuracy, increased
population coverage, greater security, flexibility and user convenience. For these
systems, different fusion approaches exist, and in [21], fusion at the feature level
is performed for both multi-modal and multi-instances that the key entropy in
the biometric cryptosystem is increased to sufficient levels required in security
applications. In [24–26], another fusion at the feature level is described in the
context of biometric IBE in order to avoid the collusion attacks inherent in
fuzzy IBE systems. Considering our biometric matching system, one can follow a
similar strategy as described in [28]. Specifically, 2048 bits Iriscode b has inherent
entropy of 249 bits. If we implement the Iris fuzzy commitment scheme of [5], we
can see this Iris code as z = b ⊕ c, where c is a codeword that is stored in form
of H(c) as a helper data together with z. If we concataneted to each biometric
feature (for instance fingerprint minutia value) this c, each of the biometric data
has enough input entropy for the hash function. To further increase the input-
entropy, a client password can be concatanated to the biometric inputs, where
a randomly generated 8-character password can have 52-bit entropy [21].
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7 Security in Malicious Model

Consider a malicious client (or an adversary trying to impersonate a user) that
implements one of the attacks presented in [1,15] against the biometric authen-
tication system. To prevent this, the security should be guaranteed considering
malicious behaviour of both parties. We note that the PSI-CA protocol of [10]
provides security against semi-honest server and malicious client, when the roles
of server and client are swapped, namely the protocol provides one-sided simu-
latibility in ROM.

To upgrade our scheme presented in Fig. 2 to malicious parties in the stan-
dard model, we add one additional zero-knowledge proof π3 as in [10], where
π3= PoK {α|(∏m

i=1 wi)α =
∏m

i=1 ui} since a proof of logical and of n separate
statements wα

i = ui would reveal the relationship between each index i of wi

and corresponding index j of uj with wα
i = uj after permutation P′ allow-

ing the server to determine which elements belong to the intersection, rather
than just how many [10]. We note that considering our protocol in a group
equipped with a bilinear map does not solve the problem since the server can
check ê(wi, g

α) = ê(uj , g) for each uj until he determines all the common ele-
ments instead of just their cardinality.

The commitments gk, gα together with the proofs of knowledge allows the
simulator to extract the malicious party’s input and may help to ensure that
the inputs are consistent and that the same values are used along the protocol.
However, since any logical and of n separate PoK as in the above sense would
reveal the common elements themselves instead of just their total number, a
challenge/response mechanism similar to the one in [10] is needed to guarantee
that the same α is used on each wi. An overview of the protocol is presented in
Fig. 3.

Lemma 5. The proposed scheme achieves client privacy against a malicious
server in the standard model.

Sketch of the Proof. A malicious server against a honest client can behave arbi-
trarly as in the following ways.
Case 1: A malicious server can pick a random set of inputs instead of the
registered user information B or does not apply the same random exponent
k that is committed in wi = H(bi)k and gk. To avoid this, one can include
a zero knowledge proof in order to prove the honest client that the malicious
server knows the underlying registered biometric feature hashes and another
zero knowledge proof to prove that the committed value in gk is consistently
used in all wis. However, as it is proven in [18], the server (i.e. the receiver of
the PSI scheme of [18]) cannot change its input set B after sending the wis
since the server’s input set is committed in the first and only message he sends
regarding the biometric data. With this behaviour, the server does not gain
any advantage since the honest client can detect the malicious behaviour from
the authentication result (i.e. a reject decision for a honest client that should
be accepted) as the malicious server cannot compute the matching score and
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Fig. 3. Protocol in malicious model: m ≈ n

returns a random accept/reject notification or aborts the protocol without any
notification. We note that an accept decision of that server for a honest client that
should be authenticated remains undetected. Hence, to prove that the committed
input set of the server belongs to the particular client that tries to authenticate to
the system, authorization of server input must be enforced. This can be achieved
via the signature of the sensor on the inputs of the server during the registration
phase of each client to the server, since the sensor, which captures the biometric
data of each client is fully trusted in any biometric authentication system [6]. An
example application in a different context is presented in the Authorized PSI-
CA scheme of [10], which we can integrate into our construction with the sole
modification of substitution the prime-order group G with a group whose order
is a safe RSA modulus N . It is shown that prime-order groups also imply that
the Boneh-Boyen function in a composite-order group N remains a PRF under
the l-DDHI assumption on such groups (and hardness of factoring) and the same
generic-group argument which motivated trust in the l-DDHI assumption on the
prime-order groups carries to composite-order groups as well [17]. Hence, if we
use the MapToPoint hash function of [14] that is identical to the Boneh-Boyen
PRF, we can integrate authorization of server inputs via the signatures of the
trusted sensor at the registration.
Case 2: Hence, the only misbehaviour left for the malicious server is to abort
without sending the final decision although it computed the (correct) matching
score. This can be eliminated by providing fairness via integrating an optimistic
fairness protocol, i.e. a semi-trusted offline third party arbiter. Fairness is out of
the scope of this paper.
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Lemma 6. The proposed scheme achieves server privacy against a malicious
client in the standard model.

Due to page limitations, the proofs will appear in the full version of the paper.

8 Comparison

As it is noted in [23], the Diffie-Hellman-based private matching protocol of [16],
which was the first PSI protocol, is actually the most efficient w.r.t. communica-
tion (when implemented using elliptic-curve crypto). Besides, the PSI scheme of
[18], PSI-CA scheme of [10] and our scheme are based on small variations of the
protocol in [16], this protocol is suitable for settings with distant parties which
have limited connectivity. To the best of our knowledge, the only schemes that
provide private fingerprint matching protocols with a concrete security analysis
based on fingerprint minutia representation are described in [3], [29],[12], where
the latter considers set difference metric, whereas the others implement the pro-
tocols for euclidean distance. All three of the protocols provide security against
semi-honest adversaries, although the scheme of [29] includes an extention of
his semi-honest protocol for malicious adversaries without any security analysis.
Thus, the comparison is based on the protocols for semi-honest adversaries for
consistency and we assume m ≈ n for the authentication mode since the total
number of minutia m registered at the server and captured at the client side n
will be close to each other as opposed to the identification mode as in [3].

Table 1. Comparison of time complexity

Complexity Estimate, i.e. Underlying
Number of exponentiations Method

Blanton et al.∗ quadratic in m Homomorphic encryption
[3] + m OT protocols and Garbled Circuits

Shahandashti et al. [29] quadratic in m OPE

Feng et al.† [12] quadratic in m OPE

Our Construction‡ linear in m PSI-CA

∗:in authentication mode;
†: [13] reduces the number of exponentiations to O(n log log m) using Horner’s rule and
hashing for bucket allocation; ‡ m ≈ n with 20 < m < 40;

Therefore, our construction is the most efficient authentication protocol for
minutia-based fingerprint authentication based on PSI techniques, in particular
the OPE of [13]. In addition, our protocol is more efficient compared to the
garbled circuit-based construction of [3], as it is shown in [9], the PSI and PSI-
CA constructions of [10] are more efficient compared to garbled-circuit based
constructions. Finally, the only scheme that considers malicious parties is [29]
(without any security analysis). Similar to the comparison in the semi honest
model, our scheme outperforms [29] also in malicious model due to the additional
PoKs at each step of the protocol which is already complex enough for semi-
honest model.
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9 Conclusion

In this paper, we design an efficient biometric authentication protocol for a
client-server architecture based on one of the most efficient PSI-CA technique.
Our scheme is suitable for any type of biometrics that can be represented as
an unordered set of features similar to the constructions of fuzzy vault. We
provide the security in standard model based on the well-exploited assumptions
and consider malicious parties, which is essential to eliminate specific attacks
on biometric schemes. A future work could be integration of fairness protocol to
prevent a malicious abort of the server.
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Abstract. Low-end embedded devices and the Internet of Things (IoT)
are becoming increasingly important for our lives. They are being used
in domains such as infrastructure management, and medical and health-
care systems, where business interests and our security and privacy are
at stake. Yet, security mechanisms have been appallingly neglected on
many IoT platforms. In this paper we present a secure access control
mechanism for extremely lightweight embedded microcontrollers. Being
based on Sancus, a hardware-only Trusted Computing Base and Pro-
tected Module Architecture for the embedded domain, our mechanism
allows for multiple software modules on an IoT-node to securely share
resources. We implement and evaluate our approach for two application
scenarios, a shared memory system and a shared flash drive. Our imple-
mentation is based on a Sancus-enabled TI MSP430 microcontroller. We
show that our mechanism can give high security guarantees at small
runtime overheads and a moderately increased size of the Trusted Com-
puting Base.

Keywords: Protected module architecture · Internet of things ·
Embedded file system · Access control · Resource sharing · Trusted
computing

1 Introduction

Ongoing developments in our ever-changing computing environment have led
to a situation where every physical object can have a virtual counterpart on
the Internet. These virtual representations of things provide and consume ser-
vices and can be assigned to collaborate towards achieving a common goal. This
Internet of Things (IoT) brings us unpreceded convenience through novel pos-
sibilities to acquire and process data from our environment. With numerous
applications in domains such as infrastructure management, transportation, and
medical and healthcare systems, the increasing growth of the IoT raises ques-
tions regarding the safe and secure deployment and use of extremely intercon-
nected devices. Computing nodes in the IoT are often equipped with inexpensive
low-performance microcontrollers that provide just enough computing power to
periodically perform their intended tasks, e.g., obtain sensor readings and pass
them on to other nodes. As a result, well established concepts and mechanisms
c© IFIP International Federation for Information Processing 2015
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from desktop and server environments – hierarchical protection domains, virtu-
alisation, virus scanners, firewalls, etc. – are either not available or cannot easily
be employed on IoT-nodes [17].

The problem of trustworthiness and trust management of low-power low-
performance computing nodes has previously been discussed in the context of
sensor networks [8,14]. Most techniques proposed for this domain focus on observ-
ing the communication behaviour and on validating the plausibility of sensor
readings to assess the trustworthiness of nodes, which is shown to reliably detect
the systematic failure nodes. Yet mechanisms to protect software and data on
a node are rare as most work in this domain focuses on efficiency and handles
security and privacy requirements as second-class citizens at best.
Contributions. In this paper we describe and evaluate an approach to implement
and securely enforce application-grained access control policies for IoT-nodes.
Our access control mechanism can manage access to various system resources
such as a file systems, Memory-Mapped I/O (MMIO) devices or specific devices
attached to an external communication bus. While incurring low overheads, our
mechanism guarantees at runtime that only authenticated software modules gain
access to resources as specified in the policy; the internal state of the access
control implementation is protected and cannot be tampered with.

Our approach is based on Sancus [16], a lightweight hardware-only Trusted
Computing Base (TCB) and Protected Module Architecture (PMA) [18]. San-
cus targets low-cost embedded systems which have no virtual memory. Recent
research on Program Counter Based Access Control (PCBAC) [19] shows that,
in this context, the value of the program counter can be used unambiguously to
identify a specific software module. Whenever the program counter is within the
address range associated with the module’s code, the module is said to be exe-
cuting. Memory isolation can then be implemented by configuring access rights
to memory locations based on the current value of the program counter. San-
cus also provides attestation by means of built-in cryptographic primitives to
provide assurance of the integrity and isolation of a given software module to a
third party, which we use to authenticate software modules.

We evaluate a prototypic implementation of our access control mechanism
in two application scenarios that facilitate secure data sharing between software
modules, (1) through a shared memory implementation and (2) through periph-
eral flash memory and the Coffee [20] file system. Our evaluation shows that
module isolation and access control impose relatively low overheads that should
be acceptable in deployment scenarios with stringent safety and security require-
ments. The application scenarios run on a Sancus-enabled TI MSP430 microcon-
troller, a single-address-space architecture with no memory management unit.
The source code of the evaluation scenario is available at https://distrinet.cs.
kuleuven.be/software/sancus/wistp2015/.

2 Protected Module Architectures and Sancus

As mentioned in the introduction, our work is built upon Sancus [16], a
lightweight PMA [18] specifically designed for embedded systems. Sancus

https://distrinet.cs.kuleuven.be/software/sancus/wistp2015/
https://distrinet.cs.kuleuven.be/software/sancus/wistp2015/
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guarantees strong isolation of software modules, called Sancus Modules (SMs),
through low-cost hardware extensions. Moreover, Sancus provides the means for
local and remote parties to attest the state of, or communicate with, the isolated
software modules. This section gives a detailed introduction of the features of
Sancus we use in the rest of this paper.

Isolation. Like many PMAs, Sancus uses PCBAC [19] to isolate SMs. Soft-
ware modules are represented by a public text section containing the module’s
executable code and a private data section containing data that should be kept
private to the module. The core of the PCBAC model is that the private data
section of a module can only be accessed from code in its public text section. In
other words, if and only if the program counter points to within a module’s code
section, memory access to this module’s data section is allowed. Note that on
systems that use MMIO, an SM can get exclusive access to a device by mapping
its private data section around the MMIO region of the device.

To prevent instruction sequences in the code section from being misused
by external code to extract private data, entry into a module’s code section
should be controlled. For this purpose, PMAs allow modules to designate certain
addresses within their code section as entry points. Code that does not belong
to a module’s code section is only allowed to jump to one of its entry points. In
Sancus, every module has a single entry point at the start of its code section.
Table 1 gives an overview of the access control rules enforced by Sancus.

Table 1. Memory access control rules enforced by Sancus using the traditional Unix
notation. Each entry indicates how code executing in the “from” section may access
the “to” section. The “unprotected” section refers to code that does not belong to a
SM.

From/to Entry Text Data Unprotected

Entry r-x r-x rw- rwx

Text r-x r-x rw- rwx

Unprotected/
Other SM r-x r-- --- rwx

SM Identification. Sancus allows SMs to reliably identify each other. To this
end, Sancus assigns a unique ID to each SM when its isolation is enabled. The
instruction sancus get id can be used to retrieve the ID of an SM at a specific
address. This can be used to, for example, verify the expected SM is isolated at
a specific location before calling its entry point.

To enable the implementation of access control policies, Sancus keeps track
of the ID of the previously executing SM. This ID can be queried using the
sancus get caller id instruction. SMs typically use this feature to restrict
access to their entry point to some specific SMs.

Besides enabling SMs to identify each other, Sancus also provides crypto-
graphic primitives for modules to attest each other’s state. That is, to verify
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that a module’s code section has not been tampered with before the isolation was
enabled and that its code and data sections are loaded at the correct addresses.
For this, Sancus employs an elaborate key management scheme that is beyond
the scope of this paper. Suffices to say that SMs can be deployed with a Message
Authentication Code (MAC) of the code section and load addresses of a mod-
ule it needs to attest and Sancus provides instructions to verify that the actual
isolated module corresponds to this MAC.

Sancus Module Compilation. To securely create SMs for Sancus, a number
of specifics have to be considered. For example, every SM needs a separate stack
in its private data section to ensure the integrity of control data and local vari-
ables. Also, whenever exiting an SM, registers need to be cleared to avoid data
leakage. The Sancus distribution includes a C compiler to automate the process
of creating SMs. The compiler generates the necessary entry and exit stubs to
deal with intricacies mentioned above. Moreover, the compiler allows for the
definition of multiple entry points that are dispatched from the single physi-
cal entry point supported by Sancus. A generic approach to securely compiling
high-level code to low-level language with fine-grained memory access control is
presented in [1].

3 Motivation and Related Work

In this section, we introduce the need for a secure embedded file system and
discuss this in the light of recent related research. In a wider context, our pro-
totype demonstrates the feasibility of encapsulating and controlling access to a
shared system resource through a lightweight trusted software layer on top of
hardware-enforced mechanisms.

3.1 Embedded File System Security

Existing embedded file systems [5,6] focus mainly on performance aspects: flash
specific optimisations, RAM usage and energy consumption, whereas file pro-
tection is non-existing or remains very limited. This is in line with the original
concept of a single static unprotected embedded application. Indeed, the design
notes for Matchbox, a file system for TinyOS, state literally: “We do not need:
Security in any form, [...]” [7]. As another example, Contiki features the Cof-
fee file system [20], a dedicated lightweight flash file system without any form
of access control. LiteOS [4] provides its own LiteFS UNIX-like file system in
which files may represent data, binaries or devices. It also offers a coarse-grained
user-oriented protection mechanism that classifies all users in one of three levels,
each with its own rwx mode bits.

We argue that in an embedded context, featuring a dynamic multi-
stakeholder deployment model, it is software modules rather than users that
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represent the unit of file protection. Indeed, recall from Sec. 2 that an SM repre-
sents the unit of memory protection and authentication. Extending these guar-
antees with SM-grained protection for shared system resources would thus be
valuable.

File protection on a per-SM-basis would furthermore be interesting as it dif-
fers from conventional UNIX-like user-oriented file protection [2]. UNIX decides
file access based on the identity of the owner of the currently executing program.
This coarse grained scheme does however not shield a user from malicious pro-
grams that run with her permissions [3]. Moreover, fine-grained file protection is
hindered by the default owner/group/others file attributes. Capability-based
process-specific file protection for UNIX has been proposed [3] as a countermea-
sure and fine-grained access control can be accomplished with access control
lists [9].

3.2 Secure Resource Sharing

PMAs reorganise an unprotected single-address-space into a set of hardware-
delimited protected SM enclaves. Secluding SMs in their respective protection
domains allows strong security guarantees on the one hand, but also limits the
overall flexibility of the system. Indeed, Sancus [16] does not natively support
complex policies, such as dynamically allocating and sharing of protected mem-
ory, or fine-grained peripheral access control. In this respect, our protected file
system serves as a case study on how to encapsulate a typical shared system
resource (i.e. secondary storage) in its own protection domain with flexible SM-
grained access control policies.

Self Protecting OS Modules. An SM should either fulfil its own needs or
rely on the services of an untrusted OS to interact with the outside world. This
implies poor trade-offs between flexibility and protection. Consider for example
an SM that wants to save confidential data in a file system or read secret values
from a sensor. Without additional support this SM would have to either claim
the file system / sensor for itself, effectively denying others access to the resource,
or accept to use it in an unprotected way.

The key idea we explore in our secure file system prototype is to mitigate this
flexibility vs. protection trade-off by adding a level of indirection. In our setup,
we build upon the existing Sancus primitives to provide a dedicated module
SMserver with exclusive access to a system resource and we implement a thin
software layer on top to enforce flexible access control policies. Sancus’ hardware
logic ensures SMserver is solely responsible for the resource it encapsulates. This
shows that even though this intermediate SM performs a typical OS task – shared
resource management – it differs significantly from a conventional omnipotent
trusted kernel software layer.

Secure resource sharing for PMAs thus requires a disjoint set of self protecting
OS modules. Every such module encapsulates and controls access to a platform
resource (e.g. a protected memory buffer, a file system, a keyboard, a network
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interface, etc.). This way, client SMs that use its services are offered availability
and access control guarantees.

Zero-Software Microkernel. The idea of implementing the OS as a set of non-
privileged modules echoes the widely known microkernel approach [12,13]. In a
microkernel architecture all non-essential OS services – such as device drives, file
systems, process management, etc. – are implemented as regular user programs,
known as servers. The main task of the privileged microkernel is to separate the
applications from each others and provide inter-process communication between
them. User programs and servers always communicate indirectly through the
microkernel. From a security perspective, a true microkernel limits the TCB by
reducing the kernel’s size. The actual OS services are implemented in user space
on top of these abstractions.

There is no consensus on which mechanisms should be implemented in the
microkernel. In a way, the Sancus platform is a truly minimal zero-software
microkernel that provides two basic mechanisms to SMs: memory isolation and
authentication. The question then becomes whether such a zero-software micro-
kernel is sufficient to securely implement OS-like services on top. In this respect,
Liedtke [12,13] identifies only three basic abstractions for his minimalist second
generation L4 software microkernel: address spaces, inter-process communica-
tion and threads. He argues a microkernel has to “hide the hardware concept
of address spaces, since otherwise, implementing protection would be impossi-
ble.” [12]. The Sancus platform provides fine-grained hardware-enforced protec-
tion domains in a single-address-space. Furthermore, Liedtke identifies the need
for a microkernel to “establish a communication channel which can neither be cor-
rupted nor eavesdropped” and states “uids are required for reliable and efficient
local communication” [12]. This clearly resembles Sancus’ hardware-supplied
unique SM IDs and attestation features.

Our protected file system prototype, SMsfs, demonstrates Sancus’ hardware-
enforced mechanisms are sufficient to realise SM-grained logical file access restric-
tions. SMsfs offers security guarantees similar to those of user-space file system
server which is effectively shielded from other protection domains. Moreover, a
client is ensured confidentiality and integrity when communicating with SMsfs.
Importantly, Sancus realises these security guarantees without any trusted soft-
ware layer. Its hardware-enforced protection scheme indeed makes an omnipotent
kernel layer inherently impossible.

3.3 Application Scenarios

The problem domain of low-end embedded devices is characterised by conflicting
interests between economic considerations on the one hand and security require-
ments on the other. Sancus presents the SM as the unit of lightweight memory
isolation and authentication. Our protected file system SMsfs module supple-
ments these hardware-enforced security properties with logical file access control
guarantees by means of an explicit software TCB. It thus shows the feasibility
of securely sharing system resources on a per-SM-basis.
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Protected Shared Memory. Being able to pass a moderate sized buffer
securely between protection domains is useful in many contexts. A first scenario
concerns parameter passing of large values. Indeed, one can only pass parameters
securely through a limited number of CPU registers when calling an SM [16].

Protected shared memory is also useful in the context of secure I/O. Recall
from Sec. 2 that an SM can be provided with exclusive access to a MMIO
peripheral. As an example, a keyboard driver module SMkeyboard could offer an
entry function to get an input line confidentially from the user. The module may
then use protected shared memory to pass the result to a client SM.

Secondary Storage. Several authors identify an emerging application area
for embedded platforms using secondary storage file systems [5,6,20]. In a multi-
stakeholder model with software extensibility by multiple untrustworthy vendors,
fine-grained access control for secondary storage resources is essential. Consider
for example a low-end extensible wearable device. One application could save
sensitive medical logs in the file system; another one could simultaneously use
the file system to save privacy-sensitive data such as environment sensor data,
recordings, GPS locations, etc. Needless to say reliable and fine-grained memory
protection and file access control is imperative in such a system.

4 Design and Implementation of a Protected File System

In this section, we present a protected file system for the Sancus platform [16].
The file system is encapsulated in its own SMsfs protection domain with exclu-
sive access to the storage device, ensuring file system integrity. Furthermore,
our file system realises SM-specific access control, allowing fine-grained access
control policies for logical file sharing between SMs.

4.1 Layered Design

The protected file system depicted in Fig. 1 features a layered design with a
front-end access control layer deciding access to a private back-end software
layer, encapsulating the actual resource. From the point of view of the front-end,
the back-end is an abstract Contiki File System (CFS) interface implementation
that can be plugged in when compiling the SMsfs module. We provide two dif-
ferent back-end implementations. Section 4.3 discusses an implementation that
operates on a Sancus-protected memory buffer, allowing a form of protected
shared memory between SMs. Section 4.4 plugs in a real-world embedded flash
file system, realising SM-grained protection on a shared system resource.

From a security perspective, the front- and back-end are merely a logical
structure, as the entire file system runs in a single protection domain SMsfs.
The front-end offers the public interface (i.e. SMsfs’s entry points) towards
clients, whereas the back-end is called through private non-entry functions. As
the PMA hardware guarantees a protection domain can only be entered from
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Fig. 1. Our protected file system SMsfs module consists of a generic public front-end
access control layer controlling access to a pluggable private back-end software layer,
encapsulating the actual resource.

its predefined entry points, a client is effectively prohibited from bypassing the
access-control front-end and calling the back-end directly.

The division of responsibilities between the front- and back-end is as follows.
The front-end presents a transparent UNIX like file system interface towards
client SMs to provide them with the concept of a contiguous logical file with
offset-addressable content. Internally however, the front-end is only concerned
with SM-oriented access control policies and maintains the data structures to do
so. It relies on the back-end CFS implementation for the concept of a logical file.
The back-end in its turn encapsulates the actual file system implementation and
is completely unaware of any access control going on. It is important to note here
that the front-end has no notion of persistence and stores all its access control
data structures in volatile protected memory. Our SMsfs prototype does not
support persistent SM-grained file protection (c.f. Sec. 6) since it uses Sancus’
unique hardware IDs that do not last over multiple boot cycles [16].

4.2 Generic Front-End Access Control Layer

The front-end is conceived as a wrapper implementation that associates an access
control list (ACL) of (ID, permissions flag) pairs per logical file to validate
the caller’s permissions before passing the call to the back-end.

Software-Module-Grained Access Control. Recall from Sec. 2 that the
IDs, uniquely identifying a Sancus module within one boot cycle, are inher-
ently unforgeable as they are exclusively managed by hardware. They can there-
fore safely be used for subsequent client authentications in a software layer.
Essentially, the front-end accomplishes its access control guarantees through the
sancus get caller id hardware instruction, which it uses to reliably retrieve
the ID of the client – i.e. the SM that entered the currently executing module.
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To realise our protected file system prototype SMsfs, we build upon San-
cus’ hardware-enforced security guarantees in two ways. On the one hand, San-
cus’ memory isolation techniques grant SMsfs exclusive access to its back-end
resource. On the other hand, Sancus’ SM identification scheme provides SMsfs

with a reliable client authentication mechanism that allows implementing a thin
software layer to realise flexible access control policies for its private back-end
resource.

Interface. We based our Sancus File System (SFS) interface on the UNIX-like
Contiki File System (CFS) interface [20], modifying it where needed and extend-
ing it with SM-specific access control functions. Specifically, we had to replace
the cfs read and cfs write functions, requiring a pointer to an unprotected
memory buffer and a length argument, with sfs getc and sfs putc functions,
which pass the arguments and return values securely through CPU registers. For
the same reason we had to replace file name strings with single chars.

In addition, our interface supports SM-specific access control. Using the
sfs chmod function, the software module that first created a file can assign or
revoke fine-grained permissions for a specific SM via a bit flag. Currently our
prototype supports read-only, write-only and read-write permissions, but due
to the generic access control scheme, more advanced policies such as append-
only could be added relatively easy. Client SMs open files through a modified
sfs open function, requiring a permissions flag argument and an initial size hint
which is passed to the back-end.

Data Structures. Our prototype stores all access control data structures in its
protected private data section. It employs a linked list for logical files, each with a
corresponding SM-grained permission ACL. This allows a two phase permission
lookup procedure when specifying a file by name. The file list is first traversed
to locate the file, using the name as a key. Thereafter, the corresponding ACL
is searched using the calling SM’s ID as a key. To speed up future accesses,
using a file descriptor, we employ a fixed-sized file-descriptor-indexed array with
pointers to the corresponding ACL entry.

On each function call, before translating the call to the CFS back-end, the
front-end validates the caller’s permissions. If the caller passes a file descriptor,
the implementation first checks whether it is in the expected range and points to
an ACL entry that belongs to the caller. Furthermore, to allow safe revocation
of earlier assigned permissions, SMsfs closes any remaining open file descriptors
when revoking a permission – as opposed to the POSIX standard [10] which
leaves such behaviour implementation-defined.

As Sancus [16] requires the protected memory section of an SM to be fixed-
sized during the SM’s lifetime, SMsfs should fulfil its own dynamic protected
memory requirements. To do so, our implementation enforces a maximum num-
ber of open file descriptors, pre-allocates a fixed number of file and permis-
sion structs at compile time and maintains them in a free list at run time.
When running out of protected memory, the front-end rejects requests to create
additional files.
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4.3 Protected Shared Memory Back-End

In the protected shared memory implementation, the back-end operates on a
fixed-sized Sancus-protected memory buffer. Internally, we use a dynamic mem-
ory allocation malloc implementation on this buffer, allowing clients to trans-
parently claim a portion of the buffer through a UNIX-like API.

Logical files in the protected shared memory back-end have a fixed size during
their lifetime. When creating a new file, the implementation uses the initial size
argument to allocate a buffer of the corresponding size. From then on, it does
proper bounds checking, refusing to seek beyond the buffer’s end.

Files are arranged in a linked list, each element containing a pointer to a loca-
tion inside the private malloc buffer and the corresponding size. As in the front-
end, we maintain a file-descriptor-indexed array to speed up common file opera-
tions and to store the current client-specific logical file offset. This bookkeeping
information must also reside in protected memory. To support a dynamic num-
ber of logical files, the prototype implementation allocates the required structs
using its own protected malloc buffer.

4.4 Protected Shared Flash Storage

The research presented here adopts Contiki’s open source Coffee FS [20] as our
case study flash file system back-end. Coffee FS is highly optimised for small
flash memories, requires a small and constant RAM footprint per open file and
does not provide any existing file protection mechanism.

The shared flash storage back-end introduces the important issue of secure
peripherals [11]. Indeed, SMsfs should be provided with exclusive access to the
flash drive to ensure file system integrity and confidentiality. For peripherals that
are being accessed through the memory address space, Sancus’ program counter
based memory access control scheme grants a dedicated driver SM exclusive
access to a resource by including the relevant MMIO addresses in its private data
section [16]. The driver module then mutually authenticates with SMsfs, using
attestation as discussed in Sec. 2, to realise end-to-end file system protection.

5 Experimental Evaluation

In this section we evaluate the protected file system SMsfs prototype; our imple-
mentation and evaluation suite are available online. We discuss runtime overhead
as well as the induced memory footprint and code size. We define total runtime
overhead from a client SM’s perspective as the additional number of CPU cycles
needed to call an SMsfs entry function, compared to calling the respective func-
tion of an unprotected file system. Furthermore, we split the overall overhead into
a Sancus-dictated component, induced by switching Sancus protection domains,
and an implementation-dependent component caused by the access control layer.
Finally, we provide the relative overhead for the protected shared memory and
Coffee flash file system back-ends.
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All experiments were conducted on a Sancus-enabled MSP430 FPGA running
at 20 MHz. The FPGA is connected to a Micron M25P16 serial flash drive,
using the Coffee file system from Contiki release 2.7. For technical details on the
MSP430 and Sancus extensions we refer the reader to [16].

Sancus Protection Domain Switching. As explained in Sec. 2, SMs need
entry and exit code stubs that take care of private call-stack switching and
clearing of CPU registers to avoid leaking of confidential data. These code stubs
thus incur overhead for function calls that switch protection domains. The exact
number of cycles needed for such a function call varies with the number and size
of the arguments and return value. Calling an unprotected function from within
a module SMA takes between 120 and 170 cycles, whereas calling an SMB entry
function from within SMA requires between 210 and 280 cycles.

These results indicate an additional Sancus-dictated overhead of roughly 100
cycles for client SMs calling our protected SMsfs module, as opposed to calling
an unprotected file system. Note that this overhead is solely caused by encap-
sulating the file system in its own protection domain SMsfs, independent from
any additional access control logic.

Access Control Overhead. We first provide micro benchmarks of the access
control front-end layer. The last column of Table 2 shows the total number of
CPU cycles needed for a protected client SMA to call our protected file system
SMsfs configured with a dummy back-end. The “Sancus Induced” column lists
the number of cycles thereof caused by calling the respective Sancus entry func-
tion, depending on the number of arguments. These numbers are responsible for
the vast majority of cycles, illustrating how SMsfs realises SM-grained access
control policies through a thin software layer on top of Sancus.

Table 2. The number of cycles needed for SMsfs configured with a dummy back-end,
assuming a single open file with one ACL entry. The “Sancus Induced” column lists
the number of cycles needed to call the respective SMsfs entry function. The next two
columns show the overhead of the front-end and the last column lists the summation.

SFS API Sancus Front-End Induced Total
function case Induced ACL checks back-end call

format 211 181 17 409
open creat 279 120 69 468
open exist 259 95 69 423
seek 259 18 58 335
getc 229 46 59 334
putc 234 55 63 352
close 229 56 24 309
remove 226 138 27 391
chmod add 247 120 0 367
chmod revoke 247 158 0 405
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We further detail the overhead induced by the front-end. The “back-end call”
column of Table 2 lists the number of cycles needed by the front-end to call the
back-end – the downside of a layered design. The “ACL checks” column shows
the number of cycles needed to traverse the access control data structures, in the
case of a single file and ACL entry. The impact of using the file-descriptor-indexed
array is clearly visible, resulting in a constant and low access control overhead
for the functions seek, getc, putc and close. As explained in Sec. 4.2, our
prototype uses linked lists, resulting in a linear growing access control overhead
for functions without a file descriptor. We experimentally verified the worst-case
overhead indeed grows linearly with a reasonable factor of about 12 extra cycles
per additional logical file or ACL linked list entry.

The memory overhead of our SMsfs prototype is bounded at compile time
by pre-allocating the file descriptor array and a maximum number of structs for
logical files and ACL entries, which is common practice in embedded file systems
(as in the Coffee back-end). Both structs occupy 6 bytes. In our test setup, we
configured the SMsfs module with a maximum number of 10 ACL entries, 5 files
and 8 file descriptor entries, resulting in a total memory usage of 106 bytes. In
terms of code size, the access control layer of SMsfs occupies 1.9 KB, whereas
the Coffee back-end requires 5.3 KB. Our front-end access control layer thus
increases the code size with a factor of 0.36.

Protected Shared Memory Back-End. To investigate the runtime overhead
of the protected file system module SMsfs configured with a shared memory
back-end, we compare it to the case where two SMs communicate via an unpro-
tected dynamically allocated shared memory buffer in the single-address-space.
The “shm” column of Table 3 thus shows our baseline, i.e. the number of cycles
needed to create a shared buffer of size 100 via an unprotected malloc call,
read/write a character and free it.1 The next two columns list the number of
cycles needed for our protected shared memory SMsfs module and the absolute
overhead.

The key thing to note here is that, once the unprotected dynamic memory is
allocated, read and write accesses are equivalent to normal memory accesses and
thus require very few cycles. Our SMsfs protected shared memory setup however
adds a level of indirection, implying a huge relative overhead for memory accesses.
Moreover, setting up the memory buffer takes longer as the meta data structures
should be initialised and clients have to open the logical file before accessing it.
Emulating flexible access control policies on top of Sancus’ native protection
model is however for the moment the only way of realising complex protected
interactions between SMs.

Protected Shared Flash Storage Overhead. We investigate the runtime
overhead of our protected SMsfs file system prototype on top of Contiki’s Cof-
fee FS [20], a typical real-world embedded flash file system. The “coffee” column
1 Recall from Sec. 4.2 that we cannot support a multi-byte read/write API.

Reading/writing a buffer will thus need multiple calls to getc/putc.
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Table 3. The overhead for a client SMA that uses SMsfs’s services for each back-end,
assuming a single open file with one ACL entry. The “Shared Memory” columns list
from left to right: the number of cycles needed by SMA to use unprotected dynamic
memory, SMsfs with a shared memory back-end and the absolute overhead. The “Flash
Storage Back-End” columns list from left to right, the number of cycles needed for SMA

to call: an unprotected Coffee file system, SMsfs with a Coffee back-end; the absolute
and relative overhead and the overhead percentage induced by the ACL lookup.

API Shared Memory Flash Storage Back-End
baseline overhead baseline overhead

function case shm sfs-shm shm-abs coffee sfs-coffee abs rel acl

format - 584 584 360 e6 360 e6 286 0 63
open creat 192 1,326 1,134 76,133 76,436 303 0 40
open exist - 706 706 2,604 2,862 258 10 37
seek - 322 322 430 594 181 44 10
getc 2 342 340 902 1,081 179 20 26
putc 4 351 347 1,288 1,485 197 15 28
close - 539 539 317 498 181 57 31
remove 192 670 478 8,033 8,293 260 3 53
chmod add - 367 367 - 367 367 - 33
chmod revoke - 405 405 - 405 405 - 39

of Table 3 lists our baseline, i.e. the total number of CPU cycles needed for a
protected client SMA to call an unprotected Coffee flash file system. The “sfs-
coffee” column shows the number of cycles needed by SMA to call our SMsfs

protected file system module, configured with a Coffee back-end. Note that these
numbers reflect the ideal case where the front-end as well as the back-end imple-
mentation and flash driver share the same protection domain SMsfs. In our test
setup the Coffee file system and the flash driver operate in unprotected mode,
see also Sec. 6. We thus arrived at the presented data by carefully subtracting
the fine-grained overhead of switching Sancus protection domains.

The “abs” column of Table 3 lists the absolute number of overhead cycles
caused by the protected file system implementation, as compared to the unpro-
tected Coffee setup. To interpret these numbers, the next columns provide the
relative overhead and the percentage of the total overhead that is caused by
the access control front-end implementation. These results indicate the over-
head of protected resource sharing on top of a real-world flash file system is
reasonable. Due to the delay of the flash I/O and the file-descriptor-indexed
array, the relative number of additional cycles remains limited for commonly
used file operations: under 20 % for getc and putc; it even drops to zero for
I/O-heavy operations such as format, creat and remove. Moreover, the addi-
tional SM-specific chmod access control function consumes a number of cycles of
the same magnitude as the unprotected in-memory file operations, such as seek.
Finally, the front-end access control software layer shows to be lightweight in
the sense that over half of SMsfs’s overhead – in the case of a single file and
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ACL entry – can be attributed to calling the respective Sancus entry function
and the back-end function call.

Comparing the two back-ends reveals another characteristic of SM interac-
tions: the relative overhead of switching protection domains decreases as the
execution time of the callee module increases. Specifically, the relative overhead
of SMsfs with a flash back-end is reduced by the flash I/O delay, whereas fast
unprotected memory access aggravates overheads in the protected shared mem-
ory case.

6 Discussion

In this section, we discuss the security guarantees and limitations of our pro-
tected file system SMsfs prototype.

Trusted Computing Base. Our SMsfs module builds upon Sancus’ existing
hardware primitives [16] to supplement the hardware-enforced security guaran-
tees of its clients with logical file access restrictions. Clients using SMsfs nat-
urally incorporate it in their TCB. Our approach differs significantly from a
traditional trusted OS computing base however for two major reasons.

Firstly, only client SMs using SMsfs have to trust SMsfs and Sancus offers
strong authentication to verify SMsfs. A client can attest an SM, guarantee-
ing that, i.e., SMsfs has not been tampered with and was loaded correctly,
with exclusive access to the MMIO flash drive addresses. This results in a small
explicit TCB, as opposed to the implicit TCB induced by an omnipotent trusted
kernel.

Second, the SMsfs module is solely entrusted its dedicated file system task,
echoing the well known principle of least privilege. Thus, a faulty SMsfs module
can only tamper with or leak the file system data it is entrusted. A client SM
still preserves exclusive access to its private section. In this, SMsfs’s security
guarantees are similar to those of a microkernel file system running in user space
as it is shielded from other protection domains. Notably, Sancus does not rely
on any trusted kernel software layer to enforce this separation.

Limitations. We acknowledge several limitations in our SMsfs prototype.
Firstly, in our test setup, the Coffee file system back-end runs in unprotected
mode. We believe that protecting the Coffee implementation by an SM is rela-
tively easy, albeit out of scope for the work presented in this paper.

A second limitation concerns the protected flash driver. Currently Sancus’
program counter based memory access control hardware logic only allows a sin-
gle contiguous private data section per Sancus module [16]. This implies that
a module including a MMIO address range in its private data section, cannot
at the same time have protected data. Moreover, as it cannot safely provide
the stack needed by higher level programming languages, its corresponding code
section should be entirely implemented in assembly. We therefore need a sepa-
rate dedicated flash driver SM, exclusively communicating with SMsfs. From a
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security perspective, there is no real issue here, but switching protection domains
decreases the performance, as explained in Sec. 5. In a real-world setup however,
Sancus’ program counter based access control logic [16] could relatively easy be
extended to allow a MMIO address range as well as another contiguous protected
address range in a single protection domain SMsfs.

Finally, SMsfs ensures confidentiality and integrity of logical files as long as it
is up and running (which can be verified by the client), but does not persist these
guarantees across reboots. Indeed, since the IDs assigned to SMs by Sancus, do
not persist after reboots (see Sec. 2), they may change when redeploying an SM.
We argue that extending SMsfs’s file protection guarantees across reboots is non-
trivial, as anything could happen between crashing of the node and successful
redeployment of SMsfs. In this respect, our protected file system does also not
protect against physically removing and reading out the flash drive. This matches
Sancus’ attacker model [16] which does not consider attackers with physical
access to the hardware. The only way to protect against such attacks and to
support persistent file protection would be to encrypt all data on the flash disk
with SMsfs’s Sancus-provided private key. Such an approach would however
dramatically reduce performance, especially since all data is transferred safely
through CPU registers on a byte-per-byte basis. Moreover, there would be little
advantage over the situation where clients encrypt the data themselves before
passing it to SMsfs or even an unprotected file system.

We therefore consider our protected file system SMsfs module as a way for
SMs to extend their fixed sized private data section considerably, while at the
same time offering flexible access control guarantees. In this respect, it could be
an interesting future work direction to ensure the hardware automatically clears
the flash drive on system boot – even before SMsfs is deployed – to enforce the
non-persistence of file system data.

7 Conclusion

Low-end embedded devices are becoming increasingly present and interconnected
in our everyday lives. Adequate software isolation for these platforms is crucial
in a multi-stakeholder context. In this perspective, PMAs offer strong hardware-
enforced memory isolation and authentication guarantees, but cannot realise
flexible access control policies for shared system resources. SMs should either
claim the resource for themselves or rely on the services of an untrusted OS
when interacting with the outside world.

In this paper we presented a protected file system SMsfs module that builds
upon existing PMA hardware primitives to construct a software layer that
realises access control, i.e. logical file protection guarantees for client SMs. In
a broader perspective, this demonstrates the feasibility of supplementing the
hardware-enforced security properties offered by PMAs with SM-grained access
control guarantees enforced by a protected software TCB.

While our implementation is based on Sancus [16], a hardware-only TCB for
lightweight embedded microcontrollers, our approach is fairly general and can
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be implemented with other PMAs that provide (1) memory isolation, (2) attes-
tation guarantees and (3) exclusive use of MMIO ranges. Yet, to the best of
our knowledge, Sancus is the only PMA satisfying all these requirements in the
embedded world. In server and desktop computing, our approach can be imple-
mented using a trusted hypervisor and a PMA such as Intel’s SGX [15]. Since
SGX enclaves cannot claim MMIO ranges directly, a rather large software TCB
would be necessary.

In the future we will further investigate the effectiveness and efficiency of our
access control mechanism based on extended evaluation scenarios that allow for
meaningful macro-benchmarks. A particularly interesting scenario would be to
provide access control for I/O devices connected to a peripheral bus.
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Abstract. Anonymous authoring includes writing reviews, comments
and blogs, using pseudonyms with the general assumption that using
these pseudonyms will protect the real identity of authors and allows
them to freely express their views. It has been shown, however, that writ-
ing style may be used to trace authors across multiple Websites. This is
a serious threat to privacy and may even result in revealing the authors’s
identities. In obfuscating authors’ writing style, an authored document is
modified to hide the writing characteristics of the author. In this paper
we first show that existing obfuscation systems are insecure and propose
a general approach for constructing obfuscation algorithms, and then
instantiate the framework to give an algorithm that semi-automatically
modifies an author’s document. We provide a secure obfuscation scheme
that is able to hide an author’s document securely among other authors’
documents in a corpus. As part of our obfuscation algorithm we present
a new algorithm for identifying an author’s unique words that would be
of independent interest.

We present a security model and use it to analyze our scheme and
also the previous schemes. We implement our scheme and give its per-
formances through experiments. We show that our algorithm can be used
to obfuscate documents securely and effectively.

Keywords: Obfuscation · Stylometry · Privacy · Anonymity

1 Introduction

Creating accounts on Websites under pseudonyms and using them to write
reviews or post comments is a common practice, with the general belief that
authors remain anonymous and can freely express their opinions and views.
Although major review Websites do not allow mass collection of data by out-
siders, it is possible to collect substantial number of reviews and posts from Web-
sites such as IMDB and Netflix and so a natural question is whether authors
can be traced across websites that they have posted their blogs, reviews and
comments.

Authorship attribution techniques are based on the observation that people
write in their own individual styles. Authorship attribution techniques have made
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significant progress. Today, with sufficient amount of data it is possible to iden-
tify an author among a large number (e.g. 100,000) of authors [1]. An author’s
writing style is referred to as the writeprint and can be extracted as a feature set
from the documents written by them, and used to identify their anonymously
written documents with accuracy above 90% [2]. Examples of writeprint fea-
tures are syntactic features (such as part-of-speech tags, function words) and
lexical features (e.g., word frequencies, word n-grams). Using writing style to
link an author on multiple web sites was proposed in [3,4]. It was shown that
this can pose a real threat to the user’s anonymity and allow adversaries to learn
more about a user than they intended to reveal, including access to their private
information such as photos, places that they live and work. In some cases, if the
information can be linked to websites such as forums of universities that include
the users’ real names, the user identity will be revealed. In [3], Narayannan et al.
showed that attackers who know a small amount of information about a Netflix
subscriber can identify the subscriber in the dataset. Similarly through a linka-
bility study of Yelp reviews [4] authors showed that using letter distribution of
alphabet, up to 83% of anonymous reviews can be linked to their authors. To
summarize, analysis of writing style allows one to breach users’ privacy by tracing
their activities across the Internet. This is particularly concerning because users
are unaware of the fact and could inadvertently reveal sensitive information.

This problem can be alleviated if authors’ writing style is obfuscated. A
direct approach is to imitate another author’s style by analysing their style
using a set of documents on the same topic, learning the style characteristics and
modifying one’s own style to match those characteristics. This however would
be a tedious process that needs sufficient automation and computer support to
become acceptable. To support users in hiding their writing styles, a number
of approaches have been proposed. Unfortunately, these approaches [5,6] are
vulnerable to attacks that allow the adversary to narrow down the number of
users and in some cases recover the original author. We review previous works
and present our attacks on these works in Section 2.

We also propose a new approach to obfuscation of writing style and give
details of an instance of the approach, its security analysis and experimental
results supporting feasibility and practicality of the approach.
Our Contributions: Our contributions can be summarized as follows:

– We present attacks on the schemes [5,6] and show the attacks substantially
reduce the claimed security and in some cases completely reverse the obfus-
cation. The attacks exploit the deterministic nature of the algorithms and are
successful in revealing the original author of an obfuscated document. In the case
of Anonymouth (an instantiation of [6]) which is not completely deterministic,
using the data set and experiments that are reported in the paper, we can iden-
tify a set of size 2 that includes the author, with probability 14

32 = 0.438. In this
experiment, in total 10 authors were considered and so random guessing of a set
of size 2 that includes the author would have the success chance of 9

(102 ) = 0.2.

Hence, our attack doubles the success chance of the attacker compared to this
random guess.
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– We propose a general approach for designing stylometry obfuscation
schemes and give an instantiation that provides a secure obfuscation system.
In this approach, a document is represented by a set of features. One can obfus-
cate a document with respect to a subset of features as described below. Consider
a corpus of documents of N authors and assume the corpus is used to determine
a set of features for both a user that is represented by a set of documents, and
a single document. A feature fD

i in a document D has value wD
i , and is also

referred to as a feature point (e.g. frequency of occurrences, a measure of the
uniqueness of the feature, etc.). To obfuscate a document D of the user U with
respect to a subset of features FD, the following steps are applied to elements of
FD in sequence. For a feature fD

i ∈ FD, a feature point wu′
i of another author

U ′ is selected and wD
i is modified so that it becomes “close” to wu′

i . Here “close”
means the distance between wD

i and wu′
i is made small under a distance mea-

sure. The resulting document will be used as the input of the same process for
the next feature in the sequence.

In our instantiation of this approach we will use Basic-9 as the feature set. A
feature point is a non-negative real number representing one of 9 characteristics
of a user’s writings. Moving “close” to a feature point means a user modifies
their document such that the corresponding feature in that document becomes
close to that target feature point.

We also present a new unique word identification algorithm using information
theoretic measures and use it as an identifying feature for users during obfusca-
tion. This algorithm may have other applications and would be of independent
interest.

– We present a security model for stylometry obfuscation algorithms and
will use it to analyse other schemes as well as our scheme. The model provides
a framework for the evaluation of style obfuscation systems. In this model, we
describe attackers’ capabilities, discuss possible attack strategies and define the
success of their attacks.

The rest of the paper is organized as follows. Section 2 summarizes the related
works and we present attacks to the security flaws of those previous works. In
Section 3 and 4 we introduce our approach and implementation. We provide a
security analysis in Section 5. Section 6 presents our experimental results. We
conclude the paper in Section 7.

2 Related Work

Rao and Rohatgi suggested round trip machine translation (for example, English -
German - English) as a possible method for document anonymization [7]. However,
with the improvement in machine translation, it has been shown empirically that
round trip machine translation is not effective in obfuscating writing style. There
are also proposals to allowusers to obfuscate theirwriting styles in an automated or
semi-automated way. Kacmarcik et. al [5] used word frequencies in one’s writings
as thewriting style.WinMine is a tool that usesDecisionTree algorithmand is used
as the core of their work. Each author’s writing is represented by a set of features
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(a feature is a word with a frequency attached to it). Inputs of the algorithm are
feature sets of K authors, and the output is the root of the Decision Tree which is
the most discriminating feature between these authors. This root is removed and
included in themost important feature set. The procedure is repeated with the rest
of the features from the authors to get the nextmost discriminating one until the set
of the most important features is completed. The algorithm also provides a thresh-
old for each feature that helps distinguish the authors. For example, if the feature fi

weight is less than0.034, it belongs to authorU1, if itsweight is greater than0.074, it
belongs to author U2 (suppose K=2). The system will suggest to an author how to
adjust their features so that the weights of the features are close to the correspond-
ing weights of the farthest authors of those features. In their implementation of the
approach they considered K = 2, and in experiments changes were only made to
features in order to evaluate the obfuscation results (no actual changes were made
in the document).

McDonald et al. [6] used Basic 9 feature set in their work (a brief description
of this feature set is presented in Section 4). Their system helps the user to semi-
automatically anonymize their document using the following approach. Consider
an author U who wants to obfuscate their writing style in a document D. Suppose
there exists a set of sample documents from other authors as well as a sample
set from U . Features extracted from all authors are clustered (for each feature
type separately) such that each cluster has at least K features. For each cluster,
the following weight is then measured: W = num elements × (centroid − fu

i ),
where num elements is the number of elements in the cluster, centroid is the
centroid of that cluster, and fu

i is the feature weight of the corresponding feature
extracted from sample documents of U . The cluster that has the greatest weight
will be selected, and author U should adjust their corresponding feature in D to
be close to that cluster’s centroid.

As we will describe in Section 2.1, the main drawback of the above two
algorithms is that the obfuscated documents could be linked to the original
authors.

There are other works [8,9] on automatic replacement and style transforma-
tion. However, these works either provide a general approach or are not accept-
able in practice. In [8], it is suggested to transform the writing style of a document
incrementally using a loop, where in each run of the loop, the style is slightly
changed and this is repeated until some target condition is satisfied. An example
of this latter category is [9] where all the words in a document are automati-
cally replaced with their synonyms. This may decrease the readability, and could
significantly affect the semantic of the document.

2.1 Attacks on the Existing Text Obfuscation Approaches

The algorithm in [5] is deterministic, and the steps of the algorithm can be
perfectly reversed, as we present below.

Attack on the system in [5]: Consider a document D written by U which is
anonymized following the algorithm described in [5], together with the initial
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training set. From the initial training set, we can obtain the most important
feature set F from the obfuscated document DO and for each feature in F ,
compare its feature point with the same feature of authors from the training
set. If an author U ′ in the training set results in the highest distance for every
feature in F , then U ′ is the original author of the anonymized document DO.

Attack on the system in [6]: Suppose the obfuscated document is DO, and the
initial training documents of other authors and U are given. We can de-obfuscate
the document DO as follows: (i) Cluster each feature point of all authors into
clusters, (ii) Compare centroids of these clusters with the corresponding feature
point in DO. The cluster that has centroid match with feature point of DO is
the cluster that was used in the obfuscation process. Call these clusters which
are collected from all feature types is CLS. (iii) For each candidate author c,
calculate its weight W with each cluster in CLS; (iv) If a candidate author U ′

which has the highest W values with every cluster in CLS, U ′ is the original
author of DO.

Anonymouth is an implementation of the algorithm [6] in which some ran-
domness has been used for the initial stage of the K-mean algorithm. However,
the resulting clusters from the K-mean algorithm stay mostly the same. Hence,
we will show that this would not be enough to protect the obfuscated docu-
ment. We exploit the fact that the targets in the obfuscation process can be
calculated and they are related to the features which also can be extracted from
the obfuscated document. We represent this relation by the distances between
the possible targets and the extracted features of the obfuscated document. To
normalize these distances over different types of features, the distances are con-
verted into percentages. An average distance over all features is then calculated
for each candidate author and all candidates are sorted in increasing order of
this distance. This distance for obfuscated document and its real author must
be small, and so the smaller distance means that it is more likely to be the real
author. Hence we consider the top 2 of this list. The result is the original author
appears at these positions with probability 14

32 while the random chance is 0.2.
This shows that this attack can be used to narrow down the set of possible
authors quite effectively.

Due to limited space, our detailed attack will be introduced in a longer version
of this paper.

3 Secure Stylometry Obfuscation

3.1 Problem Description

An author U wishes to obfuscate their writing style in a document D.
We assume there is a corpus C that contains public documents of U and also

of other authors. The total number of authors is N . Writing styles of U and
other authors are represented by a set of features that can be extracted from
their authored documents.
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3.2 A General Approach to Secure Obfuscation

Assume that the feature set of an author Uk in C consists of � features, denoted
by Fk = {fk

1 , fk
2 , · · · , fk

� }. For sufficiently long documents, a document can be
seen as a collection of sub-documents and so the algorithm used for extracting
a user’s feature set can be used to extract a feature set for a document. This
means that we can extract the same feature set FD from a document D that
needs to be obfuscated, FD = {fD

1 , fD
2 , · · · , fD

� }.
In order to hide a feature fD

i among the same feature of other authors in
the corpus C, we cluster authors’ features f1

i , f2
i , f3

i , · · · , fN
i into a number of

clusters and randomly select one as the target cluster for hiding fD
i . The target

cluster should not contain extreme values that are abnormal such as too small
or too large.

1. Input :
– C: corpus of N authors.
– K: number of clusters
– D: the document that needs to be obfuscated.
2. Algorithm:
(a) Consider feature i of N authors in the corpus C. Denote this set as
PublicFeatures = {f1

i , f2
i , f3

i , · · · , fN
i }

(b) Run K-means algorithm to cluster PublicFeatures into K clusters.
(c) User selects a target cluster (which could be randomly).
(d) The algorithm selects a random point p in the selected cluster.
(e) Modify D to corresponding feature in p, and output a temporary document
Dtmp. Set D = Dtmp.
3. Perform step 2 for all features in the feature set of document D. Use classifier
δ (described later) to classify Dtmp. If Dtmp is classified to user U with a prob-
ability less than or equal to a random chance, output DO = Dtmp. Otherwise,
replace D = Dtmp, and repeat from step 2.

The elements in the approach are described in detail as follows.

Parameter K. K is the number of clusters for each feature and ranges from
1 to N − 1. Choosing K depends on the number of features that a user wants
in a target cluster, specially level of privacy, and the distance that the user is
willing to move their document. Users may prefer many features in a cluster,
or resulting in small distances to adjust. In the worst case, K and the target
cluster may be chosen randomly by the user or the program (if there are too
many features in the feature set), which still guarantees that the obfuscation
system is secure as we will analyse in Section 5.

Feature set. This approach in general can work for any feature set. In our
implementation, we use Basic-9 feature set which is widely used in experiments
on text classification and text obfuscation [6,10] as well as more feasible for users
to modify them compared to other complex features.
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Text classifier δ. There is a wide range of text classifiers to perform text
classification. Many of these text classifiers are implemented in Weka [11] which
is a common tool set used in text classification related research. The tool set
includes implementations for SVM, NaiveBayes, Neural Network, Decision Tree,
etc. To select an appropriate classifier with respect to the corpus C, the classifiers
should be evaluated using cross-validation method: N-fold cross-validation splits
a data set into N folds and runs classification experiment N times, each time
one fold of data is used as test set and the classifier is trained on the other N−1
folds of data. The classification accuracy is averaged over the results of N runs,
and the classifier that gives higher accuracy is the one should be selected as δ
for the obfuscation process.

K-mean clustering algorithm. K-mean clustering algorithm starts by dividing
members in a dataset into K clusters, with at least one item in each cluster. The
data points are randomly assigned to the clusters resulting in clusters that have
roughly the same number of data points. The distance between each data point to
each cluster’s mean is then measured, and the mean is defined for each problem
normally as the average value of all elements in a cluster. If the data point is not
closest to its own cluster, it is moved to the closest cluster. This step is repeated
until there is no data point moving from one cluster to another.

The above approach is flexible and the set of features can be chosen so that
the document change is acceptable by the user.

4 Our Implementation

In this section, we present an implementation of the above approach using Basic-
9 feature set. This set can be divided into subsets, (i) Sentence related fea-
tures including: Average Sentence Length, Sentence Count, (ii) Lexical features
including: Unique Word Counts, Average Syllables per Word, Character Count,
Character Count without Space, and (iii) Readability related features including:
Gunning Fox Readability Index, Complexity, Flesch Reading Ease Score. These
features are described in Table 1. In stylometry Basic-9 feature set is less power-
ful than Writerprints which consists of low-level features such as frequencies of
1-, 2-, 3-grams. Basic-9 feature set, however, is convenient to provide suggestions
to change the document for the users following these suggestions.

4.1 Preprocessing

We implemented all Basic-9 features except Unique Word Count, using the stan-
dard definitions of these features [12]. For Unique Word Count we defined a
new algorithm using the information theoretic measure of mutual information,
defined as follows.

For two random variables X and Y with joint probability distribution
P (X,Y ), the mutual information measure is defined as the reduced uncertainty
of variable X when variable Y is known, or vice versa. Our Unique Word Count
extractor works as follows.
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Table 1. Descriptions of Basic-9 feature set.

Feature Description

Unique Word Counts Number of unique words
Average Sentence Length Average number of words in a sentence
Sentence Count Number of sentences in a document
Average Syllables per Word Average number of syllables per a word used
Gunning Fox Readability Index A weighted average of the number of words per sentence,

and the number of long words per word:

(= 0.4[ words
sentences

+ 100( complex words
words

)])

Complexity equivalent to lexical density of a document (= Nlex
Ntok

)

Nlex is the number of lexical words token,
Ntok is the total number of tokens.

Character Count Number of characters used in a document
Character Count without Space Number of characters used in a document (without spaces)
Flesch Reading Ease Score The readability of a document:

the higher values are, the easier to read.

(= 206.83 − 1.015 total words
total sentence

− 84.6 total syllables
total words

)

Unique Word Extractor. To extract a list of unique word for an author U
from a corpus C we will do the following. Let WU denote the list of all the words
that U used in the documents in the corpus C.

The importance of a word wi ∈ WU to U is modelled by the mutual infor-
mation between two random variables XU that represents the presence of U in
the corpus, and Xwi

that represents the presence of the word wi in the corpus.
The mutual information is calculated as,

I(wi, U) = I(XU ,Xwi
) = H(Xwi

) − H(Xwi
|XU )

Here p(Xwi
= 1) is the probability that wi appears in a document in C,

p(XU = 1) is the probability that U is the author of a document in C, and
p(Xwi

= 1,XU = 1) is the probability that wi appear in a document written by
U in C. These probabilities are calculated as relative frequencies,

p(Xwi
= 1,XU = 1) = nwi∧U

n

p(Xwi
= 1) = nwi

n
p(XU = 1) = nU

n

where n is the number of documents in the corpus, nwi∧U is number of documents
in C that are written by U which contain wi, and nwi

is number of documents
in C contain wi, and nU is number of documents written by U .

Mutual information of words in WU with U are ranked, and the top � words
are selected to the most important or “unique” word set.

The advantage of extracting “unique words” as above instead of the standard
approaches, as in [13], is that the resulting extracted words are more representing
for one’s writing. Using the standard definition, words which appear once in a
particular context would be selected as unique words, thus, do not necessarily
represent one’s writings.
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4.2 Obfuscation Algorithm

Algorithm 1 is our instantiation of the approach described in Section 3.2.
The user must select the number of clusters Ki(i = 1, 2, ..., 9), and then after

applying the clustering algorithm, select one of the resulting clusters (which
could be done randomly). Each Ki in the K set ranges from 1 to N − 1, where
N is the total number of authors in the corpus C.

Among a number of choices for the classifiers in the Weka set, by running
10-fold cross-validation analysis over the training corpus, in Section 6, SVM is
selected as the best classifier for our scheme.

5 Security Analysis

We present an attacker model A for a text obfuscation system and use it to
evaluate our system. Let D be a document that is to be obfuscated using an
algorithm Π, with respect to a corpus C, a classification algorithm δ and a
feature set F = {f1, f2, · · · , f�}. The attacker can be modelled as follows.

Attacker capabilities:
– Attacker knows the obfuscation algorithm Π;
– Attacker knows the corpus of training documents from all authors C;
– Attacker can extract the same feature set F for an author or a document as
in the obfuscation algorithm Π;
– Attacker use the same text classifier δ as used in the obfuscation algorithm Π.

The attackers will use the following attack strategies:
1. Backtracking.

In backtracking, the adversary takes the steps of the obfuscation algorithm in the
reverse order, starting from the obfuscated document, and taking reverse steps.
This adversary will have success chance of 1 in some deterministic obfuscation
algorithms.

2. Exhaustive search on authors in the corpus.
In exhaustive attack, the attacker considers each author in the corpus as the
candidate author. The distance for the features of each candidate and the obfus-
cated document can be derived (such as the distance in Section 2.1) and used
to select the most likely author. For example, the author who has the closest
distance is the original author.

We also consider the effect of using a different classification algorithm and
show that the attacker will not have a higher chance if they use a different
classification algorithm.

Suppose U is the original author of an obfuscated document DO. Consider an
attacker with capabilities as above, the attacker will try to make the candidate
set S as small as possible. We define the success of the attack by the size of a
set S that includes the original author. An attack is (Δ,S, t) - successful if the
probability that the author is in S is at least 1−Δ and |S| ≤ t (with Δ ≥ 0 and
1 ≤ t ≤ N):

Pt[Author in S] ≥ 1 − Δ
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Input : document D, corpus C, and
K = {K1, K2, K3, K4, K5, K6, K7, K8, K9}.

Output: obfuscated document DO

1 FeatureExtractor(C) ←− (F1, F2, · · · , FN )

2 /* Each Fk includes 9 elements of Basic-9 features:

Fk = {fk
1 , fk

2 , fk
3 , fk

4 , fk
5 , fk

6 , fk
7 , fk

8 , fk
9 } */

3 FeatureExtractor(D) ←− FD

4 /* FD = {fD
1 , fD

2 , fD
3 , fD

4 , fD
5 , fD

6 , fD
7 , fD

8 , fD
9 } */

5 Select a classifier δ.

6 for each feature i in the Basic-9 feature set do

7 /* Clustering f1
i , f2

i , · · · , fN
i into Ki clusters */

8 SimpleKmeans(f1
i , f2

i , · · · , fN
i , Ki)

9 U selects a cluster

10 /* A target ti is chosen randomly in that cluster. */

11 ti = RandomSelection()

12 U modifies D to adjust feature fD
i to the target ti.

13 Output a temporary document Dtmp. Set D = Dtmp.

14 end

15 δ(Dtmp) /* Reclassify Dtmp. */

16 if δ(Dtmp) ←− Ui and Ui �= U and P [δ(Dtmp ← U ] ≤ 1
N

then
17 output DO = Dtmp.
18 end

19 if DO ≡ ∅ then
20 Re-run the algorithm. /* Now D = Dtmp */

21 end

Algorithm 1. Secure Obfuscation

The most identifying attack is when t = 1.
We showed that the backtracking attack was successful against deterministic

algorithms to determine the author in Section 2.1.
Evaluation of Secure Obfuscation. Given the obfuscated document DO and

the public corpus C, the attacker can extract its feature set using the same feature
extractor algorithm as the obfuscator. Suppose all feature weights in the feature
set match the target values generated by the obfuscation process, so FDO

=
{t1, t2, t3, t4, t5, t6, t7, t8, t9} (ti is the target generated in the obfuscation process
for feature fD

i of the document D). According to our algorithm, these target
values are selected in chosen clusters by a random algorithm RandomSelection().
As these clusters are chosen by the user, if this information is not leaked, the
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attacker cannot determine which clusters that the values in FDO
belong to, and

only can guess these clusters with a random chance. The attackers are also unable
to find the link between the user and their chosen clusters.

The exhaustive search was successful against Anonymouth in reducing the
size of potential authors from the full author set to a limited set S with |S| = 2
and P2[Author in S]= 14

32 .
In Secure Obfuscation, the targets in the obfuscation process are chosen ran-

domly, hence the attacker cannot perform the same attack to our algorithm as
on Anonymouth in Section 2.1. Instead, we perform a similar attack on the doc-
uments which are obfuscated by our scheme (Section 6). The attack generates a
sorted list of the candidate authors for each obfuscated document based on the
average distance measured between the obfuscated document’s features and a
candidate author’s (instead of targets from clusters as in the attack on Anony-
mouth). Note that we allow the user to appear at the top two elements of the
list, the success probability of the attack is P2[Author in S]= 3

20 that is smaller
than a random chance as P2[Author in S]= 2

10 = 0.2.

Fig. 1. The tested obfuscated documents as the x-axis, the positions of the original
authors in the sorted candidate lists as the y-axis.

We note that as the backtracking strategy cannot continue after the
RandomSelection() step. Hence combinations of backtracking with other strate-
gies also cannot proceed after this point. In other words, backtracking strategy
cannot improve the strength of other attacks.

Cross-classifier attack. Consider our obfuscation scheme which is based on
a classification algorithm δ and assume we obfuscate a document D of author
U to DO such that δ classifies DO to U ′. There is a chance that δ misclassifies
DO, which means that DO may still link to U . Therefore, if the attacker uses
another classifier δ′ which can link DO to the real author, he may gain success.
We analyzed the success chance of the attacker which is:

Succ = 1
N−1 ((1 − pδ) pδ′ + pδ (1 − pδ′)) ≤ 1

N−1
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where pδ and pδ′ are the precision rates of δ and δ′ respectively. This shows that,
with this attack, the attacker cannot gain a success with a chance better than a
random chance which is 1

N .

6 Experiments

In our experiments, we demonstrate that our algorithm obfuscates documents
successfully with Basic-9 feature set, and examine the effect of changing the
background corpus on the obfuscation results. In our experiments, the back-
ground corpus is Brennan-Greenstadt Adversarial Stylometry Corpus [6] and is
comprised of documents from 10 authors. In this corpus, there are at least 5
documents for each author, each document consisting of 500 words. These docu-
ments are written about different topics. We asked 10 participants to contribute
their documents and join our experiments.

Each participant submitted at least 6 documents of at least 500 words. One
document was used to obfuscate and the rest was used as training data. All
the documents were in English and extracted to plaintext forms. We asked each
participant to obfuscate at least 2 documents.

To select an appropriate classifier for our data set we followed the approach
in Section 3.2. We ran ten-fold validation analysis on various classifiers (J48,
Neural Network, Naive Bayes, etc.) in the Weka classifier set. The analysis was
performed on the public corpus of authors’ documents. SVM was selected as it
yielded in high classification accuracy of 86%.

For each document, we output for users a list of suggested target values of
features respecting to that corpus and a list of unique word. Guidelines on how
to change these features in their documents to achieve these target values were
suggested to users, e.g. removing or rephrasing unique words (note that we did
not ask users to increase or decrease their number of unique words), reduce
the sentence count by combining sentences together. We transformed number
of characters to an approximate number of words, so that changing character
counts related features would become changing number of words.

Fig. 2. Authorship attribution results of the obfuscated documents.
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The temporary document which was output after changing the features was
then re-classified using the SVM classification algorithm. Using above approach
19 out of 20 document were obfuscated after users change their features. On
average, it took users one round of modifying features to anonymize the doc-
uments. In Figure 2 we demonstrate the authorship attribution results of the
first 10 obfuscated documents. These documents were attributed to the original
authors with less than or equal to a random chance which was 1

10 and also were
attributed to other authors with more significant chances.

6.1 Effect of Background Corpus on the Obfuscation Results

The background corpus, or set of reference authors and documents, is important
for document anonymization as the algorithm calculates the target value for each
feature based on the background corpus and suggests changes to users based on
these target values.

We tested if documents anonymized using one background corpus are also
anonymized against a different background corpus. To test this, we added 3 more
authors to the existing corpus. The documents from these authors were about
different topics (similar to the documents in the initial background corpus). The
results (Figure 3a) showed that the effectiveness of the anonymization could
change if the background corpus is changed. Although all the obfuscated doc-
uments were still anonymized however the chances that those documents were
classified to the original authors might slightly increase or stay the same. This
was also true for the case when we added 6 authors to the existing corpus.

We also tested the results using the whole new 10-author corpus. When
we switched to the new background corpus, the chances that those obfuscated
documents were attributed to the original authors all increased (Figure 3b). This
was predictable as the documents were anonymized respecting to a different
background corpus.

Fig. 3. Authorship attribution accuracy of the obfuscated documents in a new back-
ground corpus: (a) 3 authors were added to the original corpus, (b) new 10 authors
were used.
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6.2 An Example of an Obfuscated Document

A Short Paragraph Before Being Obfuscated: “This work does not make
big improvement comparing to the previous works, the reasons are follows. In
Obana’s work, the adversarial cheating probability is defined as the overall failure
probability for all the players that adversary control. We can not compare the
cheating probability under the different definition of cheating success probability.
In the proof of theorem 1, the authors show the cheating probability is... But I
don’t know how they get the probability less than... In Obana’s proof of cheating
probability, he got the probability from the forging probability of strong universal
hash functions of strength t + 1. But in this proof, the g(X) is not proved to be
the strong universal hash function, so they can not directly get the probability
less than 1 q. There are some mistakes of writing: in page 8, kil+1,it+1 should
be kit+1,it+1 . There are similar mistake in this page. To sum up, the authors
do not define the cheating probability in the same way as Obana’s work and do
not explain the relation between two definitions. The improvement of sharing
size is small comparing with Choudhury’s work. The proof of theorem 1 is not
well explained. I suggest the paper should consider the above issues.”

The Obfuscated Paragraph: “This work does not make a big improvement
comparing to the previous works, the reasons are follows. In the previous work,
the adversarial cheating probability is defined as the overall failure probability
for all the players that adversary control. We can not compare the cheating
probability with the different definition of cheating success probability. In the
proof of theorem 1, the authors show the cheating probability is..., and they
get the probability less than... In proof the previous work about the cheating
chance, he got the probability from the forging probability of strong universal
hash functions of strength t + 1. But in this proof, the g(X) is not proved to be
the strong universal hash function, so they can not directly get the probability
less than 1 q. There are some mistakes of writing: in page 8, kil+1,it+1 should
be kit+1,it+1 . There are similar mistake in this page. To sum up, the authors
do not define the cheating probability in the same way as the previous work and
do not explain the relation between two definitions. The improvement of sharing
size is small comparing with previous work. The proof of theorem 1 is not well
written. I suggest the paper should address the above issues.”

Remark: In the above example, we highlighted some of the modifying applied
by the author to the document. Author increased the sentence length by adding
sentences together. Unique words were replaced or removed in the document.
Author also adopted new words that they did not normally use in their document
to change the complexity score of the document. The classification result of the
obfuscated document with SVM classifier and Basic-9 feature set is presented in
author 6 in Figure 2. The result shows that the probability that the obfuscated
document is classified to the original author is nearly zero.
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6.3 Performance Evaluation

Over 10 participants, we estimated that on average, obfuscation process requires
17 to 20 minutes depends on each user for a 500 word document. The time
started from the time that the program output the suggested targets and the
user knew about the task clearly, and also had a basic guide on how to change
feature weights in their documents as noted above. This is reasonably efficient for
document obfuscation. During our experiments, after modification process and
if the document was already anonymized, we did not ask participants to change
the readability-related features that had been affected because of the change in
other features.

7 Concluding Remarks

We considered privacy of authors on anonymous websites by considering obfus-
cating their writing styles. We showed that the current research does not guar-
antee security and proposed secure obfuscation as an approach to hiding an
author’s identity among other authors in a corpus. We implemented our scheme
using Basic-9 feature set and SVM classifier.
Our work provides a clear analysis of security for stylometry obfuscation schemes,
and our algorithm can help users to obfuscate documents in practice. Refining
our work to include other feature types will be an interesting direction for future
research.
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Abstract. Many works in the literature have proposed information
security mechanisms relying on Paring Based Cryptography (PBC),
for example, Ciphertext Policy Attribute Based Encryption (CP-ABE).
However, a public set of software modules that allow integrating that
kind of encryption for data security of information systems in an easy
and transparent way is still missing. Available APIs like PBC (C-based)
or jPBC (Java-based) are focused on low level arithmetic operations and
several non trivial issues must still be addressed to integrate a functional
PBC/ABE scheme into end-user applications for implementing end-to-
end encryption. We present a novel and portable Java library (API) to
ensure confidentiality and access control of sensitive data accessed only
by authorized entities having as credentials a set of attributes. Novel
encryption and decryption processes are defined, using the digital enve-
lope technique (DET) under a client-server computing model. The new
DET-ABE scheme supports standard security levels (AES encryption)
and provides the user with an easy interface for transparent use of next
generation cryptography, hiding the complexity associated to PBC (field
and group arithmetic, curve selection) and ABE (setup, key manage-
ment, encryption/decryption details). Running times of main API’s mod-
ules at server (ABE setup and key generation) and client (DET-ABE
encryption/decryption) side are presented and discussed. From these
results, it is concluded that the proposed API is easy to use and viable
for providing confidentiality and access control mechanisms over data in
end-user applications.

Keywords: Pairings · Cryptographic API · Attribute based encryption

1 Introduction

Since ancient times, human beings have had the necessity to protect information
in a way that only authorized entities have access to it. Nowadays, cryptographic
schemes are vital to provide information security services to IT applications, such
as confidentiality, integrity, authentication and non-repudiation [19].
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Groups, Finite Fields, Elliptic Curves, Pairings: Theorems 
and Axioms

Arithmetic operators: MUL, DIV, INV, ADD, SUB, 
SQR, EXP, PAIRING

Pairing Based Cryptographic Schemes: 
encryption, digital signature

PBC protocols: information security 
services

End-user Applications

Protocols providing 
information security 
services

Encryption and digital 
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Fig. 1. Layered view of secure end-user applications based on Pairing Based Cryptog-
raphy (PBC).

A relative novel field in cryptography is Pairing Based Cryptography
(PBC) [5]. It is based on mathematical mappings defined on algebraic struc-
tures of abstract algebra. PBC provides elegant solutions to open problems of
the past, such as Identity Based Encryption [6], where cryptographic operations
are performed in function of the public identity of participants. Thus, under this
approach digital certificates and their costly PKI (Public Key Infrastructure)
are not required [7].

Research on PBC has increased recently. Currently, there are academic
forums completely dedicated to it as the Pairings1 and ECC2 Conference series.
A useful web resource for PBC is The Pairing-Based Crypto Lounge Barreto’s
website3. Attribute Based Encryption (ABE) [14,25] is a kind of public key
encryption constructed over the foundation of PBC. ABE is a relatively new
research topic, ideal to provide a fine-grained and non-interactive access control
mechanism of encrypted data. Although several contributions on ABE exist at
theoretical level, there are very few on the practical side [21].

Secure end-user applications as e-mail, e-payment, e-government, etc., can be
seen as several layers, where the upper ones rely on the security and efficiency
of the lower ones. Using PBC, the layered view of a secure application can be
seen as shown in Figure 1.

In the past, some software modules have been published and made available
for the community to serve as building blocks in the construction of applica-
tions at upper layers. Two of the most known are PBC [18] and jPBC [9].
Others for example, have been proposed to target specifically computing con-
strained devices [1,17,22,26]. However, these APIs are mainly focused for layer
2 of Figure 1 and provide some specific implementations for layer 3, leading to
a gap for an easy incorporation of PBC and ABE in IT information systems

1 http://www.ieccr.net/2013/pairing2013/
2 http://www.eccworkshop.org
3 http://www.larc.usp.br/∼pbarreto/pblounge.html

http://www.ieccr.net/2013/pairing2013/
http://www.eccworkshop.org
http://www.larc.usp.br/~pbarreto/pblounge.html
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at layer 5. Unlike other public key cryptosystems, as RSA [23], the mathemati-
cal background of PBC (Cyclic Groups, Finite Fields, Elliptic Curves, modular
arithmetic, pairing computation,...) could be a complex subject for IT engineers
without a cryptography specialization that want to use and integrate PBC-based
protocols to enable security services in their applications. Going from layer 3 to
layer 5 implies several important issues related to security and efficiency when
using pairings in cryptography [13]. That decision taking could discourage IT
engineers to use PBC.

This paper is mainly for IT engineers who are interested in using Pairing
Based Cryptography and Attribute Based Encryption to provide security infor-
mation services in IT systems. The aim of this work is to contribute to reduce
the gap between the pairing based cryptographic foundation and the practical
use of it. As main contribution, this work presents the design and implementa-
tion results of a set of classes written in Java that encapsulate the implementa-
tion details from layer 1 to layer 4 in Figure 1 (underlying algorithms, security
parameters, type and size of the elliptic curve) and provide an easy interface to
IT security implementers for using this type of next generation encryption at
layer 5 in Figure 1.

The novel security modules proposed in this work are based on the Digi-
tal Envelope Technique (DET) [24]. In this work, an AES-key k used for bulk
encryption [20] is protected by means of CP-ABE encryption [4], which is a spe-
cific type of ABE. Once encrypted, the encrypted data (with AES) together with
the encrypted AES-key (with CP-ABE) can be securely distributed over insecure
networks or stored in a honest but curious untrusted third party (i.e Cloud stor-
age provider). Thus, DET allows to achieve confidentiality and CP-ABE enable
fine-grained control access mechanisms. Only those authorized entities with a
valid set of attributes could decrypt and recover the AES-key k to launch the
AES decryption process over the encrypted data. Under this solution approach,
typical applications as securing digital medical records or storing and sharing of
digital documents in the Cloud could be easily implemented. As an application
example, in this paper we provide a performance evaluation of the proposed
security modules for encryption and decryption of digital documents (.doc and
.pdf files). Due to the layered and highly modular design of the publicly available
set of software modules, they can be further optimized to meet specific timing
requirements.

The rest of this paper is organized as follows. Section 2 presents main aspects
related to the use of pairings in cryptography as well as the general concept of
Attribute Based Encryption. Section 3 describes the proposed approach for new
DET-ABE encryption and decryption using pairings. Section 4 describes with
details the design of the proposed set of Java classes that implement DET-ABE
with PBC. Also, this section shows a practical use of the proposed API for
confidentiality and access control of digital documents. Section 5 presents and
discusses the running time of the main software modules for setup, encryption,
decryption and key generation. Finally, section 6 gives the concluding remarks
of this work and points out future work.
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2 Foundations of PBC and ABE

A cyclic group G is a set of elements S together with a binary operation � where
exists an element g ∈ S such that for all h ∈ S, h can be obtained by applying
the operation � over g d−1 times [11,15] (d is a positive integer number). This is
denoted as h = gd using a multiplicative notation or h = d× g using an additive
notation. The element g is named generator of G and written as G =< g >.
The most common cyclic group is Zr = {0, 1, ..., r − 1}, where r is a prime and
� is the addition modulo r operation, being r the order of Zr.

Let G0 =< g0 >, G1 =< g1 >, and GT be cyclic groups of prime order
r. A bilinear pairing or bilinear mapping is an efficient computable function
e : G0 × G1 → GT , such that:

1. ∀a, b ∈ Zr, e(ga1 , gb2) = e(g1, g2)ab
2. e(g0, g1) �= 1

The tuple (r, g0, g1,G0,G1,GT ) defines an asymmetric bilinear pairing. If
G0 = G1 = G, and G =< g >, the tuple (r, g,G,GT ) defines a symmetric
bilinear pairing [12].

In practice, many cryptographic protocols based on pairings have used a sub-
set of points in an elliptic curve [13] as the cyclic group G . An elliptic curve
E(Fq) is a set of pairs (x, y), with x, y elements of a finite field Fq satisfying an
elliptic curve equation E(x, y). The properties of such equation categorize the
elliptic curve and determines its secure properties for practical use in crypto-
graphic applications. So, in practice, pairings G0 and G1 are subgroups of the
elliptic curve E(Fq) and GT is a subgroup of F ∗

qk (an extension field of Fq).
The number k is named the embedded degree. The security parameters to take
into account when defining a paring over elliptic curves are: the size q of the
finite field Fq, the embedding degree k, and the order l of G0, G1, and GT .
These security parameters must be chosen carefully to ensure that the discrete
logarithm problem is hard to compute in the three groups.

In our proposed set of security modules, the selection of this security param-
eters and the corresponding pairing is transparent to the programmers. The
parameters selection is in function of the security level chosen by the pro-
grammer, which is one of those recommended by international standards, as
the National Institute for Standards and Technology (NIST): 80-bit (low-term
security, not recommended anymore), 128-bit (minimum security level), 192-bit
(mid-term security), and 256-bit (long-term security) [2]. In our proposed DET-
ABE scheme, programmers only need to specify the security level to use, the
pairing security parameters will be selected internally.

2.1 Attribute Based Encryption

Firstly introduced by Sahai and Waters [25], Attribute-based Encryption (ABE) is
a mean for complex access control on encrypted data. In this kind of cryptography,
ciphertexts are not necessarily encrypted to one particular user as it occurs in tra-
ditional public key cryptography. Contrarily, ciphertexts and their corresponding



108 M. Morales-Sandoval and A. Diaz-Perez

private keys that decrypt them are associated with a set of attributes or a policy
over attributes. This way, if there is a match ciphertext-private key, the ciphertext
will be decrypted by that private key. In [4], Betancourt et al., present Ciphertext-
Policy Attribute-Based Encryption (CP-ABE), a method conceptually closer to
traditional access control techniques such as Role-Based Access Control (RBAC).
InCP-ABEattributes are used to describe users credentials, and an entity encrypt-
ing data determines a policy for who can decrypt. When an entity encrypts data, it
specifies an associated access structure over attributes. This case, any other entity
will only be able to decrypt a ciphertext if that entity’s attributes pass through the
ciphertexts access structure. What Betancourt et al proposed as access structure
is a tree structure where its nodes represent threshold gates (AND, OR) and the
leaves describe attributes. An AND gates is constructed as n-of-n threshold gate
and an OR gate is a 1-of-n threshold gate. Generalizing, threshold gates are of the
form m-of-n. Complex access controls including numeric ranges are also addressed
by converting them to small access trees.

Basic modules in CP-ABE are constituted by four fundamental algo-
rithms [4]:

1. ABE-Setup: Select an elliptic curve and the associated security parameters
to define a pairing. As it was stated previously, it is the tuple (r,g0,g1,G0,G1,
GT ). With the pairing and associated cyclic groups, this module produces
a public key PK and a secret master key MK.

2. ABE-Encrypt: The encryption algorithm uses PK to encrypt a message
M under an access structure A over the universe of attributes U . As a result,
the ciphertext is CT, which will be only decrypted by an entity possessing
a set of attributes S that satisfies the access structure A. It is assumed that
CT implicitly contains A.

3. ABE-KeyGen: The key generation algorithm uses MK to produce a private
key SK, related to a specific set of attributes S.

4. ABE-Decrypt: The decryption algorithm uses PK and SK associated to
a set of attributes S to decrypt a ciphertext CT, which contains an access
structure A. If S satisfies A, this module will decrypt CT and return the
original message M .

The main components of CP-ABE are described in Table 1, considering both
symmetric [4] and asymmetric pairings [16].

The construction of the CP-ABE modules involve many computations over
groups and finite field (some of them are shown in Table 1). In the proposed set
of security modules, all these computations are encapsulated and hidden from
user. As part of CP-ABE encryption and decryption, main operations include
tree traversal, boolean function (policy) evaluation, hashing and creation of pri-
vate keys by computing several pairings, polynomials generation and evaluation,
and computation of Lagrange’s coefficients. All those operations as well as the
internal representation and the storing and recovery processes of main compo-
nents in CP-ABE (PK, SK, CT, MK) are not required to be understood by
CP-ABE users. In our proposal, these modules are treated as blackboxes.
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Table 1. Main components in Ciphertext Policy Attribute Based Encryption (CP-
ABE)

Component Definition on a Definition on an
symmetric pairing asymmetric pairing

Public key PK
{
g, h = gβ , e(g, g)α

} {
g0, g1, h = gβ

0 , e(g0, g1)
α
}

Master key MK {β, gα} {β, gα
1 }

Private key SK
{
D, dj , d

′
j

}
, where

{
D, dj , d

′
j

}
, where

D = g(α+r)/β , ∀j ∈ S: D = g
(α+r)/β
1 , ∀j ∈ S:

dj = gr × H(j)rj dj = gr
1 × H(j)rj

d′
j = grj

d′
j = grj

0

r, rj ∈ Zr (random) r, rj ∈ Zr (random)
H : {0, 1}∗ → G H : {0, 1}∗ → G1

CipherText CT {A, C′, C}, where {A, C′, C}, where
C′ = M × e(g, g)αs, C′ = M × e(g0, g1)

αs

C = hs C = hs

∀ leaf node y ∈ A, ∀ leaf node y ∈ A,
having j ∈ S, compute: having j ∈ S, compute:[
Cy, C′

y

]
, where

[
Cy, C′

y

]
, where

Cy = gqy(0) Cy = g
qy(0)
0

C′
y = H(j)qy(0) C′

y = H(j)qy(0)

H : {0, 1}∗ → G H : {0, 1}∗ → G1

Access Structure A Tree structure where each internal node represents
a k-of-n gate, and leaves represent attributes.

3 Security Services from the Digital Envelope Concept
with PBC and ABE

The digital envelope technique (DET) [24] is a method for key exchange, not used
by all key exchange protocols [10]. DET is used generally for secure transport-
ing of a session key, that is, a secret key to be used by a symmetric encryption
algorithm for protecting all traffic exchanged by a sender and receiver in a com-
munication session. In DET, the secret key is usually encrypted with public-key
cryptography (PKC).

One advantage of DET is that end-users may switch secret keys as frequently
as they would like. Switching keys often is beneficial because it is more difficult
for an adversary to find a key that is only used for a short period of time.
Another advantage of DET is the increase in performance which is obtained
by using symmetric ciphers to encrypt the large and variably sized amount of
message data, reserving PKC for encryption of short-length keys. In general,
symmetric ciphers are much faster than public key cryptosystems [19].

So, in this work, data (text, image, sound, video,...) is encrypted using as
symmetric cipher the Advanced Encryption Standard (AES) [20] in a way that
the AES session key is protected and securely embedded in the ciphertext by
using CP-ABE encryption. In this work, we re-define each main module in the
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original CP-ABE scheme by Betancourt et al. in [4], leading to new building
blocks for data encryption using the digital envelope technique with CP-ABE,
we name it DET-ABE.

3.1 DET-ABE Setup

Setup involves the selections and settings for PBC and ABE. This includes the
selection of the elliptic curve and the associated security parameters to define
a pairing. The setup is performed in a trusted third party, that is responsible of
generating and managing the public key PK and a secret master key MK.

In DET-ABE setup, the single parameter specified by the user is the security
level to use in the encryption process. That security level is one recommended
by the current standard for symmetric encryption, AES. According to NIST,
security can be either minimum (128 bits), medium (192) or high (256). The
elliptic curve and associated security parameters are internally selected to be
consistent with the security level required. Table 2 shows the association of
a given AES security level with a set of elliptic curves recommended for use
in PBC and ABE. As it has been demonstrated and well documented in the
literature [18], the best attacks over the groups with prime order r defining the
pairing require

√
r operations, so at least the order of G1,G2,GT is twice the

security level to achieve.

Table 2. Security settings

AES Curve log2 r Embedding
Security(bits) type degree

128 (minimum) A (symmetric pairing) 256 2
192 (medium) F (asymmetric pairing) 384 12

256 (high) F (asymmetric pairing) 512 12

Pairing-based cryptographic settings given in Table 2 ensure that the dis-
crete logarithm problem will be intractable in each group G0,G1,GT . In our
construction, we have selected type A curves with embedding degree k = 2 for the
security level of 128. This curve defines a symmetric pairings (G0 = G1 = G).
Also, the type F curves also known as Barreto-Naering (BN) curves [3] having
embedding degree of 12 are used for the security levels 192 and 256 bits.

In this work, the generation of PK and MK are based on the definition given
in [4] when using type A elliptic curves. For the case of type F curves defining
an asymmetric pairing, PK and MK are derived as previously defined in [16].

As in CP-ABE, the DET-ABE setup module is executed in the trusted third
party (server). As part of the DET-ABE setup process, a set of attributes U
containing N distinct strings must be defined and administrated in the trusted
entity.
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3.2 DET-ABE Encryption

DET-ABE encryption is a client module of the trusted entity that encrypts a
sequence of bytes (data) specified in a binary file. Main tasks in this module
include:

1. Internally, an AES-key (k) is generated from a security level s given by the
user.

2. With k, AES is used to encrypt data producing the ciphertext CTAES.
3. Then, CP-ABE is used to encrypt k, given a policy P over a set of valid

attributes S. Being P a boolean expression over S, it is evaluated to be
logically well formed and the corresponding access structure A is generated.
With A, k is encrypted using CP-ABE and the resulting ciphertext CT is
stored together with CTAES and the policy A in a binary file.

4. For CP-ABE encryption, the client connects to the trusted third party
(server) to retrieve the public key PK created during the DET-ABE setup
module and associated to the security level s.

5. The policy P is specified by the client, and the attributes are retrieved and
validated from the server.

6. The result is the tuple TE = {CTAES, CT,A, s}.

The client executing the DET-ABE encryption module requires three ele-
ments: the data to encrypt, the security level s (see Table 2), and the policy P
as a boolean expression of valid attributes S. The tuple TE resulting from the
DET-ABE encryption process can be either stored locally in the client side or
uploaded to a public repository.

3.3 DET-ABE Decryption

The DET-ABE decryption module is used to decrypt previously encrypted data
represented by the tuple TE = {CTAES, CT,A, s}. The following tasks are per-
formed during the execution of DET-ABE decryption:

1. The decryption client process requires TE and the list L of user’s attributes.
2. The decryption client starts a connection with the trusted third party

(server), asking a private key from L. The client sends L to the server and
the security level s ∈ TE .

3. The server (trust party) validates the user’s attributes L. The pairing param-
eters (curve type) associated to s are selected in the server side and the cor-
responding private key SK is computed by the server using those settings.
SK is send back to the client together with the public key PK associated
to s.

4. With SK, the client executes CP-ABE to decrypt CT ∈ TE , and recovers
the session AES-key k, which is used to decrypt CTAES ∈ TE .
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Fig. 2. a) Layered view of components for building secure applications using the digital
envelope technique (DET) with AES and CP-ABE. b) Main components in the pro-
posed API, executing the main tasks for DET-ABE data encryption/decryption under
a client-server architecture.

4 Proposed API for DET-ABE

Our proposal is to integrate the concept of DET and CP-ABE in a set of soft-
ware modules as a kind of middleware that allows programmers to build secure
applications by mean of data encryption over a policy and a set of attributes.
Figure 2 shows the layered view of modules needed to construct and execute
secure applications based on the DET-ABE scheme proposed in this paper. The
proposed set of security modules are written in Java and built on top of the jPBC
library [9] that performs low level finite field, group and pairing computations.
The use of Java allows a broader range of applications as the security scheme is
able to be used over different platforms (server, desktop, mobile).

4.1 Attributes Management

Attributes management and how policies are constructed are dependent on the
end-user application. Although attributes can be administrated in the trusted
authority responsible for DET-ABE setup and key management, another trusted
entity could be used specifically for attributes management. This entity (AA
authority) should be responsible for registering and authenticating users in DET-
ABE, either those that encrypt data (producers) or those that access encrypted
data (consumers). When a user registers itself with the AA entity, a set of
attributes are assigned to it, depending on the application specifications. For
an authenticated producer Up, it is the AA entity that authorizes the encryp-
tion operation by providing it the attributes required to construct the policy
needed by DET-ABE encryption. In the case of an authenticated consumer Uc,
the AA entity authorizes the decryption process by giving Uc its corresponding
attributes, assigned according to the user application restrictions. Communica-
tion between the AA entity and the user must be secured for example using
TLS/SSL.
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4.2 The Server Side

The server modules run in a trusted central authority as specified in the CP-ABE
scheme. Communication between the server and clients is secured by means of
the SSL/TLS protocol. The server is able to manage the three security levels
in Table 2, having a specific set of curve parameters for each of those. That
selection is based on recommended elliptic curves in [9] and [18]. The server
executes the DET-ABE setup module and generates CP-ABE private keys for
clients executing DET-ABE decryption. The server keeps a pair {PK, MK} for
each security level supported. When clients connect to the server, they inform the
security level to use and the server uses the correct curve parameters and keys.
If keys are not already created for the demanded security level, the DET-ABE
setup for that specific security level is launched.

4.3 The Client Side

A client properly authenticated in the AA entity can execute the DET-ABE
encryption or decryption modules. In any case, a secure connection is established
with the server at a specific port. During an encryption operation over a tuple
TE , the client asks the server for the public key PK associated to the security
level s ∈ TE . Also, the client constructs and validates the policy P . As PK is
public, it is cached in the client side for future encryption operations using the
same security level s. All the encryption operations (AES and CP-ABE) are
executed in the client side. During a decryption operation, the client sends to
the server the security level and its set of attributes, previously retrieved in a
secure manner from the AA entity. The server constructs the private key from
the client’s attributes and returns that key to the client. All the main decryption
operations are performed in the client side. Exceptions could be thrown during
a DET-ABE encryption or decryption process due to connectivity problems. On
success, during an encryption operation a file with extension .detabe is created
containing the serialized version of tuple TE . In a decryption operation, the
.detabe extension is removed from the input file, which contains the decrypted
data of CTAES ∈ TE .

4.4 Keys Management

The PK and MK keys are generated in the server side according to the arithmetic
operations shown in Table 1. All the resulting values that characterize these keys
are stored in server (trusted authority) only. The random numbers α and β used
for their creation are local variables that are destroyed after the keys are created.
While PK can be read by the server and sent to clients performing an encryption
operation, MK is used exclusively in the server side. The private keys for clients
used in CP-ABE are created only in the server side and securely sent to clients.
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Fig. 3. Proposed set of Java classes for DET-ABE.

4.5 The Proposed Java Library for DET-ABE

The new set of classes comprising the new DET-ABE library are shown in
Figure 3. The set of software modules in the client comprises classes for AES,
CP-ABE encryption/decryption, and DET-ABE encryption/decryption. The set
of software modules in the server side are classes for DET-ABE setup, CP-
ABE setup, CP-ABE private key generation and DET-ABE key management.
As explained in section 5, the AES class in Figure 3 is actually a wrapper for
the AES implementation provided by Java SE. This wrapper adds the required
methods to interface the symmetric cipher with CP-ABE for implementing the
DET technique.

4.6 Using the Proposed API

In this section we show how the proposed API for DET-ABE can be used. We
target the application of encryption and decryption of digital documents (.doc,
.pdf). After encrypting these files they can be either locally saved in the client
or stored at a cloud storage provider. The DET-ABE encryption of a digital
document is shown in Listing 1.1.

1 import com . detabe . c l i e n t . encrypt ion . ∗ ;

3 pub l i c s t a t i c void main ( St r ing args [ ] ) {
St r ing po l i c y = ” ( d i r e c t i v e AND l e v e l = 7) OR (

accountant AND l e v e l >= 3) ” ;
5

DETABECipher c iphe r = new DETABECipher ( ) ;
7 c iphe r . encrypt ( ” cont rac t . pdf ” , 128 , p o l i c y ) ;

}

Listing 1.1. Encrypting a digital document using DET-ABE
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The encrypt() method of objetc cipher at line five in listing 1.1 implements
all the logic specified in section 3.2. What is only specified by the programmer
is the file to be encrypted (contract.pdf), the security level (128 bits) and
the policy ((directive AND level = 7) OR (accountant AND level >= 3),
with four attributes). An exception can be thrown at line five in the following
cases: i) the given security level is not supported, ii) the policy is a bad boolean
equation, and iii) the attributes are not previously registered in the server. The
result of encrypt() method is the encrypted file contract.pdf.detabe.

The DET-ABE decryption of the file privateLetter.doc.detabe is shown
in Listing 1.2.

1 import com . detabe . c l i e n t . c iphe r . ∗ ;

3 pub l i c s t a t i c void main ( St r ing args [ ] ) {
List<Str ing> a t t r i b u t e s = new LinkedList<Str ing >() ;

5 a t t r i b u t e s . add ( ” d i r e c t i v e ” ) ;
a t t r i b u t e s . add ( ” l e v e l = 5” ) ;

7 a t t r i b u t e s . add ( ” accountant ” ) ;
a t t r i b u t e s . add ( ” l e v e l = 4” ) ;

9

DETABECipher c iphe r = new DETABECipher ( ) ;
11 c iphe r . decrypt ( ” p r i v a t eLe t t e r . doc . detabe ” , a t t r i b u t e s )

;
}

Listing 1.2. Decrypting a ciphertext with DET-ABE

For decryption, the client only provides to the server its set of attributes.
The server validates them and generates the corresponding private key for the
client. The input encrypted file privateLetter.doc.detabe contains the ABE
ciphertext, the the access structure, and pairing parameters. With all these ele-
ments together with the received private key from the server, the client recovers
the original file privateLetter.doc performing all the steps described for DET-
ABE decryption in section 3.3.

Before running the client programs the server must be launched, for exam-
ple, by executing java com.detabe.server.ABETrustedAuthority. Also, in
the client side the configuration file configuration.cfgt must have the cor-
rect IP or host name where the server (trusted authority ) is running.

5 Implementation and Performance Results

In this section we present the running times of the main modules in the proposed
API. The experimentation was carried out on a desktop machine 32-bit Intel
Core2 Quad 2.40GHz, 4GB RAM with Windows7 as operative system. The
main objective to present the execution time of DET-ABE scheme is to show
the feasibility of using the proposed API in IT end-user applications. Further
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optimizations could be done over specific modules in order to get the API running
faster. The implementation of classes described in Figure 3 were built on top of
jPBC, a Java API [9] that provides specialized modules for pairing computations
and is defined over PBC[18].

All classes shown in Figure 3 except AES were implemented and vali-
dated. For AES, we use the implementation provided by Java in the packages
javax.crypto and javax.crypto.spec. To support security levels above 128-
bit, we use the Java Cryptography Extension (JCE) Unlimited Strength Juris-
diction Policy Files. All modules were integrated and the execution paths of
DET-ABE main modules were validated performing unit and functional tests,
ensuring that the result of each cryptographic function was correct.

In all tests, the client and server run on the same machine. Table 3 shows
timing result of the DET-ABE setup module, that comprises the generation of
pairing parameters, the master and the public keys. That module is executed
once, and the previously generated keys are chosen and used by each client
connection for DET-ABE encryption or decryption.

Table 3. Running times for DET-ABE setup.

Timing (secs)

Module 128-bit 192-bit 256-bit

Curve param. generation 30.78 8.47 24.03
PK and MK generation 2.26 2.32 4.45

Figure 4 shows the running time for DET-ABE encryption, DET-ABE
decryption and CP-ABE key generation. For all experimentations, we used a
PDF document of size 182Kbytes and considered the three standard security
levels of 128-bit (symmetric pairing with type A elliptic curve), 192-bit, and
256-bit (asymmetric pairing with type F elliptic curve). The size of data being
encrypted does not impact significantly the overall timing of DET-ABE as the
number of attributes and security level do. Data size only affects the running
time of the block cipher AES, which is proved to have a complexity O(1) [8].

Figure 4 a) shows the running time for DET-ABE encryption. Note that more
considerable time is spent in case of using a symmetric pairing (128-bit security).
While a linear time with respect to the number of attributes is demanded for
128-bit encryption, that is not true for 192-bit and 256-bit. The same behaviour
is exhibited in Figure 4 b), that shows the time required for CP-ABE private
key generation. Figure 4 c) shows the decryption time. For 128-bit and 256-bit
security levels the time is very similar whereas a security level of 192-bit achieves
the better timing. Finally, Figure 4 d) contrasts the timing for each DET-ABE
operation considering the three security levels. For this last experiment, a PDF
file of 182Kbytes size and 6 attributes were used.

As it is observed, 128-bit encryption and private key generation using type A
elliptic curves are by far the most time consuming operations. In case of 192-bit
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Fig. 4. Running times of DET-ABE main modules considering different number of
attributes, a 182Kbyte digital document, and the three standard security levels. a)
DET-ABE encryption. b) CP-ABE private key generation to open the digital envelope.
c) DET-ABE decryption. d) Contrasting the three main DET-ABE modules using 6
attributes and the three standard security levels.

and 256-bit security levels, significant reduced time is obtained except for DET-
ABE decryption, which remains with high timing costs. As it was previously
stated, the proposed modules can be optimized to reduce the timing, for example,
the optimized versions of jPBC can be used to speed up the low level operation
(abstract algebra arithmetic).

6 Conclusion

We presented a set of Java classes aiming to reduce the existing gap for using
Pairing Based Cryptography (PBC) and Attribute Based Encryption (ABE) in
end-user IT applications. We presented the DET-ABE scheme for data encryp-
tion over a set of attributes, thus providing confidentiality and fine grained access
control under an end-to-end encryption approach. DET-ABE is the result of
using the Digital Envelope Technique (DET) together with CP-ABE and AES.
The proposed DET-ABE software modules are built on top of libraries for low
level computations in finite fields and groups. The complexity associated to the
operations and settings for a secure implementation of cryptographic algorithms
(adequate pairing parameters as the elliptic curve type and properties) are encap-
sulated in the proposed API, facilitating the use of those modules in end-user
applications. The efficacy of proposed software modules was verified in a simple



118 M. Morales-Sandoval and A. Diaz-Perez

application for securing digital documents. Further optimizations specially at
low level modules can be done to outperform the achieved running times, which
have shown to be viable in practical applications.

Future work is planned to explore implementation alternatives of the pro-
posed API, for example with multi-threading programming using GPUs and
multi-cores as underlying computing platforms to speed up the execution time
of DET-ABE modules. As the running time also depended on the pairing param-
eters and elliptic curves used, further research will be conducted to explore other
elliptic curve types to achieve faster computations, for example, to use alterna-
tive elliptic curves for the 128-bit security level.
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Abstract. Computing devices already permeate working and living environ-
ments; a trend which is expected to intensify in the coming years. However, the 
direct interaction smart devices often have with the physical world, along with 
the processing, storage and communication of private sensitive data pertaining to 
users’ lives, bring security concerns into the limelight. This paper presents Web 
Service Access Control for devices (WSACd), a framework that combines 
access control provided by the eXtensible Access Control Markup Language 
(XACML) with the benefits of Service Oriented Architectures through the use of 
the Devices Profile for Web Services (DPWS). Based on standardized technolo-
gies, it enables fine-grained policy-based management of the heterogeneous em-
bedded devices that may be found in a smart residential setting. The proposed 
framework is implemented in full and its performance is evaluated on a test-bed 
featuring devices expected to be found in a typical residential environment. 

Keywords: Policy-based access control · XACML · Service architectures · 
DPWS · Smart home · Ubiquitous computing 

1 Introduction 

In recent years, massive advancements in computing and communication technologies 
have led to significant changes  in terms of how people perform the various tasks com-
prising their everyday lives; a development enabled by the ubiquitous presence of com-
puting devices in all aspects of modern life. These major changes could not leave the 
residential environment unaffected, with smart homes gradually becoming a reality, i.e. 
homes featuring sophisticated lighting (e.g. smart light bulbs), ambient environment 
controls (e.g. heating, ventilation and  air conditioning via smart thermostats),  
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appliances (smart -fridge, -oven, -washing machine, -coffee makers etc.), communica-
tion systems (including smart phones), entertainment (e.g. smart TVs), and home securi-
ty (smart cameras, door and window controls etc.) devices. Moreover, the residential 
environment integrates with other ubiquitous computing applications, like smart meter-
ing and e-health, found in the smart home ecosystem. Nevertheless, as said devices 
typically handle personal sensitive data and often feature direct interaction with the 
physical world, a key factor in the wider adoption and success of these new technologies 
will be the effectiveness with which the various security [1][2] and privacy [3] concerns 
are tackled. A necessary instrument in successfully addressing these issues is the pres-
ence of robust access control mechanisms. 

This paper presents Web Service Access Control for devices (WSACd), a scheme 
which aims to address the above requirements by defining a policy-based Access Con-
trol (AC) mechanism based on the eXtensible Access Control Markup Language 
(XACML [4], an OASIS standard), thus providing the means to control access to the 
resources of smart home nodes based on policy constraints centrally managed by the 
system owner. Typical XACML deployments require the setup of complex infrastruc-
tures to enable entities' interaction and policy retrieval (e.g. via LDAP); such an ap-
proach may be acceptable for corporate environments but is not suitable in the context 
of consumer applications and the average home user. To this end, the proposed frame-
work leverages the benefits of Service Oriented Architectures (SOAs) by implementing 
key entities using the Devices Profile for Web Services (DPWS [5]), also an OASIS 
standard, which allows the deployment of devices aligned with the Web Services tech-
nologies, thus facilitating interoperability among services provided by resource-
constrained devices. The adoption of DPWS facilitates seamless Machine-to-Machine 
(M2M) discovery and interactions, allowing the deployment of the framework's entities 
to any platform, anywhere on the home network, with minimal involvement on behalf 
of the user. By combining the above technologies, new devices can easily join existing 
networks and offer services protected by a predefined or dynamic policy set. Based on 
the policy rules set by the system owner, the proposed architecture provides fine-grained 
AC over the plethora of devices and services that may be found in smart home envi-
ronments. Thus, WSACd assists in the use of the various smart devices aiming to en-
hance consumers’ lives, while addressing their security concerns. 

This work is organized as follows: Section 2 provides the rationale behind this 
work, and relevant research efforts identified in the literature. Section 3 presents the 
proposed framework and its key entities, along with our approach to implementing the 
framework. Section 4 includes the performance evaluation of the developed solution 
on typical devices that may be found in a smart home environment. Finally, Section 5 
concludes the article, containing pointers to areas that future work could explore to 
further enhance the presented scheme. 

2 Rationale and Related Work 

In a typical ubiquitous-computing-enhanced residential setting, various smart devices 
are expected to be present on appliances (e.g. smart fridge) and automation-enabled 
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structures (e.g. smart doors), also including environmental sensors and actuators.  
Moreover, these are typically complemented by purpose-built devices intended to 
organize, manage and enhance the functionality of the rest of the smart infrastructure, 
like energy monitors and control nodes (e.g. a computing system with touch-based 
input to allow seamless monitoring and interaction with the devices). 

This heterogeneous assortment of devices will feature a variety of services, each 
with its own intrinsic characteristics (some being critical in terms of the residents’ 
safety, others dealing with private sensitive data etc.), thus requiring a different pro-
tection profile. For example, all residents should be able to control the smart doors 
and windows of a house, but, perhaps, children should not be able to tamper with a 
subset of those (e.g. front door) at certain timeframes (e.g. during the night). In anoth-
er scenario, visitors may have the rights to monitor the environmental sensors of the 
residence, but not to set the climate control at their will. Moreover, the residence 
owners may decide they feel alright with visitors checking the contents of their smart 
fridge, but they, expectedly, should not be able to add goods to the shopping lists. 
Assuming the presence of e-health devices in the smart home ecosystem, it is antic-
ipated that the patient, her spouse and medical staff should be able to monitor the 
various readings and control the actuators that deliver the prescribed medicine, but 
only the latter group should have access to the service that controls the drug dosage. 
In cases where the residence is equipped with smart-metering devices, authorized 
power company staff should be the only ones able to adjust and/or reset the meters 
(for billing purposes), but, nevertheless, the owners should be able to access the con-
sumption readings. A more thorough analysis on the security risks associated with 
smart homes can be found in [6]; a report which identified threats, with high expo-
sure, to all of the smart home assets, including the human inhabitants. 

Furthermore, a survey [7] on smart home users revealed that inflexibility (often 
forcing users to adopt solutions offered by a single manufacturer) and difficulties in 
achieving security constitute significant barriers to the broader adoption of pertinent 
technologies and devices. 

From the above, and considering that, typically, the only pervasive protection me-
chanism present in home environments is the access to the wireless network, it is 
evident that strong and interoperable access control mechanisms are required to safe-
guard a variety of aspects pertaining to the operation of a smart home environment. 
Additionally, this should be achieved in a flexible, platform-agnostic manner, acting 
as an enabler instead of introducing new (or further exacerbate existing) obstacles to 
the adoption of “smart” devices and services. 

To this end, the presented framework is based on standardized mechanisms, which 
also allows leveraging work already carried out both in terms of Web Services as well 
as XACML policy definitions. DPWS can enable user-to-machine and M2M interac-
tions in a unified manner, moving on from the current state of the field, where con-
sumer electronics manufacturers offer a variety of proprietary protocols which are not 
interoperable and essentially lock-in consumers, forcing them to use a specific ven-
dor/ecosystem. With regard to XACML, the scheme can trivially be expanded to cater 
for additional specific concerns, such as privacy issues and/or the handling of sensi-
tive data (e.g. healthcare, as covered by the relevant XACML profile [8]). 
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2.1 Service-Oriented Architectures 

SOAs evolved from the need to have interoperable, cross-platform, cross-domain and 
network-agnostic access to devices and their services. This approach has already been 
successful in business environments, as web services allow stakeholders to focus on 
the services themselves, rather than the underlying hardware and network technologies. 

The Devices Profile for Web Services (DPWS) specification defines a minimal set 
of implementation constraints to enable secure Web Service messaging, including 
discovery, description, interactions and event-driven changes on resource-constrained 
devices. DPWS was introduced in 2004 and is now an OASIS open standard (at ver-
sion 1.1 since July 2009).  It employs similar messaging mechanisms as the Web 
Services Architecture (WSA), with restrictions on complexity and message size, al-
lowing the provision of totally platform- and language-neutral services, similar to 
those offered by traditional web services, allowing system owners to leverage the 
SOA benefits across heterogeneous systems that may be found in the various smart 
environments (residential, enterprise etc.). 

In this context, the work of Leong et al [9] presents a rule-based framework for he-
terogeneous smart-home systems management. Their work focuses on the use of 
SOAP for interoperability and uses an Event-Condition-Action (ECA) mechanism for 
machine-2-machine interactions and orchestration of the devices. The SOAP-based 
interoperability framework has been further extended by Perumal et al [10] with the 
addition of a service stub to facilitate the addition of new devices and a database 
module to handle the queries of the SOAP messages (including home service func-
tions, operation logic and access to other local or remote databases).  

SOA-DOS [11] is a SOA-based distributed operating system proposed in the rele-
vant literature, aiming to manage all embedded devices in a home network and facili-
tating interoperability between the various systems. The work manages to provide a 
SOA-based solution that is also applicable to very resource-constrained platforms 
(like sensor nodes), but deviates from standardized mechanisms, e.g. resorting to the 
use of the JSON [12] format instead of XML for data exchange.  

The use of SOA concepts to tackle the dynamic and heterogeneous nature of  
home-control applications has also been proposed by Bourcier et al [13]. The authors 
introduce an implementation of their approach based on open source, standardized 
platforms, providing bridges to seamlessly integrate disparate devices (including 
DPWS devices) and their services into their home control infrastructure.  

The DPWS stack also forms the basis of iVision [14], a purpose-built hardware 
platform used to add context-awareness to a service architecture for controlling home 
appliances, and its accompanying architecture. In the above work, the context infor-
mation extracted by the iVision camera and all the necessary smart home appliance 
communications are exposed as web services using DPWS. 

The use and benefits of DPWS have also been studied extensively in the context of 
various other applications areas, including automotive and railway systems [15], in-
dustrial automation [16], smart grid [17], eHealth [18] and wireless sensor networks 
[19]. All of the above are positive indicators for the future of the technology chosen 
as the underlying implementation and communication mechanism for the presented 
framework, and its potential for ubiquitous adoption. 
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2.2 Access Control 

Among the studied access control schemes proposed for systems with different re-
quirements and properties, a cross-platform solution that meets the requirements of all 
types of embedded systems and provides interoperability (which is crucial for next-
generation pervasive computing devices), is based on eXtensible Access control Mar-
kup Language (XACML) policies. XACML defines the structure and content of 
access requests and responses exchanged among access control entities. In this work, 
the typical policy based access control architecture, combined with XACML, is 
mapped to a SOA network of nodes to provide protected access to their distributed 
resources. 

A survey of the literature reveals a wealth of related work, including various di-
verse approaches and attesting to the applicability of XACML in the context of smart 
homes. 

Kim et al [20] have proposed the use of an OSGi (Open Services Gateway initia-
tive) -based framework to integrate heterogeneous smart-home devices and services, 
including an access control model, combining XACML mechanisms with OSGi ser-
vices to appropriately create the queries that will be forwarded to the entity responsi-
ble for access control decisions (i.e. the Policy Decision Point, PDP). While the  
proposed approach theoretically supports a variety of protocols (including DPWS 
devices), the presented analysis and proof of concept implementation are mainly 
based on Universal Plug and Play (UPnP), a protocol lacking in many respects (e.g. 
security & scalability). Furthermore, the performance of the proposed mechanisms – 
an important aspect considering the resource-constraints of many smart devices – is 
not evaluated. 

Busnel et al [21] present a case study for remote healthcare assistance in smart 
homes. Most of the smart home security & dependability requirements are discussed 
extensively, identifying the use of SOAs along with XACML as the most applicable 
technologies to fulfill these requirements. An XACML-based authorization solution is 
applied using the security pattern approach to satisfy security requirements typically 
existing in such environments. This work presents the outline of such a framework, 
but not an actual implementation of the SOA and XACML mechanisms, nor a per-
formance evaluation. The resource-constrained nature of the target devices and the 
use of appropriate security mechanisms do not appear to have been considered during 
the design phase. 

Researchers have also studied the use of access control mechanisms to safeguard 
the users’ privacy, a key concern in the context of smart environments. Faravelon et al 
[22] outline such an architecture in the context of SOA-enabled pervasive environ-
ments, using a medical scenario as a test case. The interoperability with DPWS is 
considered, among other SOA technologies, but a non-standardized approach is 
adopted for the access control functionality. 

Privacy issues have also been considered by Jung et al [23], who have presented a 
generic concept of access control for home automation gateways, aiming to safeguard 
the privacy and security of users and their data. The scheme is based on a customized 
SOAP message structure that integrates XACML attributes within SAML-based 
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access token. However, the initial, theoretical evaluation of the proposed scheme 
indicates that this approach is quite costly (especially in terms of packet size), which 
questions its applicability in the context of embedded smart home devices. The au-
thors acknowledge this drawback and indicate it will be investigated, as future work, 
on actual platforms. 

Müller et al [24] have also proposed the combined use of DPWS with XACML, 
but focusing on end-user content (e.g. the distribution of multimedia files) and the use 
of proxies to establish trust relationships across smart home domains (an approach 
which could be exploited in WSACd as well). Moreover, the authors did not exploit 
DPWS in the implementation and deployment of the XACML architecture. 

3 Proposed Model and Implementation Approach 

This section aims to detail the basic components of the proposed solution, as well as 
the toolkits chosen to develop the proof of concept implementation. 

3.1 XACML Implementation 

In the proposed framework, the following key entities are present and can be dep-
loyed on different smart home nodes, depending on their role and resources:  

─ Policy Enforcement Point (PEP): Makes decision requests and enforces authoriza-
tion decisions. This is expected to be present in every smart device (appliances, 
sensors, e-health devices, energy monitoring or smart metering devices etc.) which 
provides its resources to the end users, and which need to be protected by the ac-
tive policy set. 

─ Policy Decision Point (PDP): Evaluates requests against applicable policies and 
renders an authorization decision. It is expected to be deployed on more feature-
rich nodes, typically a personal computer or an embedded system that acts as a 
controlling node for the whole smart home infrastructure 

─ Policy Administration Point (PAP) & Policy Information Point (PIP): The former 
creates and manages policies or policy sets, while the latter acts as a source of 
attribute values. These two entities will typically be deployed on the same feature-
rich node, facilitating direct interaction with end-users (e.g. home owners). A desk-
top computer or a laptop are good candidates for this role. 

As is evident from the above, and considering that nodes embedded in a smart home 
may not have the computing resources to accommodate expensive mechanisms, the 
core decision process is undertaken by more powerful nodes expected to operate with-
in the node’s trusted environment. Such an approach allows requests to be directly 
addressed to the node in question, while maintaining the capability to centrally man-
age and control access to these nodes. An overview of the architecture can be seen in 
Fig. 1. 
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Fig. 1. Smart Home Access Control architecture 

There are various open-source and commercial implementations of XACML that 
could be used as a basis for the AC entities needed to implement the proposed frame-
work. We chose to use Sun’s Java-based XACML implementation for all the infra-
structure components, as it remains popular among developers and is actually the 
basis of various current open-source and commercial offerings. 

3.2 DPWS Implementation of the XACML Entities 

All of the framework’s entities are exposed to the network using DPWS, thus leverag-
ing the benefits provided by SOAs. There are a variety of APIs available for DPWS 
development, including the tools provided by the Web Services for Devices (WS4D) 
initiative and the SOAs for Devices (SOA4D) toolkits, based on various programming 
languages (C, C++, Java etc.) and each featuring its own intrinsic characteristics. 
Nevertheless, when focusing on key features such as code portability, deployment on 
heterogeneous platforms, support for IPv6 (necessary for ubiquitous computing appli-
cations) and, most importantly, active development and support of the tools, WS4D-
JMEDS currently stands out as the most attractive choice. It is the most advanced and 
active work of the WS4D initiative, supporting most of the existing DPWS features 
and providing portability to a wide range of platforms; it is also our toolkit of choice 
to develop the DPWS entities presented in this work.  

The XACML features are exposed as follows: 

─ PEP to PDP implementation: The Policy Enforcement Point must reside on every 
device with resources that must be protected from unauthorized access. Other than 
the functional elements of the devices which the framework intends to protect (e.g. 
access to its sensors), two extra operations must be present on each DPWS device. 
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These operations, in essence, constitute the PEP functionality and its communica-
tion with the PDP. The latter acts as a DPWS client which accesses these PBAC-
specific operations. More specifically, the first operation is the "SAREvent"  
(Service Access Request Event), referring to an operation following the WS-
Eventing specification to which devices can subscribe. When fired, the operation 
outputs “SAROut”, a message which includes all the information the PDP needs to 
have in order to evaluate a request (i.e. Subject, Action and Resource). The second 
operation is "PDPResponse" (Policy Decision Point Response), which is invoked 
by the PDP to relay an answer to a pending access request. 

─ PDP to PIP/PAP implementation: In terms of the discovery and information ex-
change that must take place between infrastructure entities (PDP, PIP, PAP), an ex-
tra operation must reside with the entity that stores the active policy set (namely 
the PIP/PAP). This extra operation is named "PIPOperation" (Policy Information 
Point Operation). It features an input for the request issued by the PDP (requesting 
all applicable policy rules), and an output containing all the pertinent information 
(i.e. policies and rules) that the PIP has identified. 

The above DPWS operations and the sequence of events that take place when an 
access request is received for a protected resource are depicted in Fig. 2. 
 

 

Fig. 2. DPWS implementation of the XACML mechanisms. 
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3.3 Security Considerations 

The effectiveness of any access control mechanism can easily be compromised unless 
appropriate security mechanisms are deployed to protect policy messaging. A mali-
cious entity would otherwise be able to eavesdrop, replay or tamper with the access 
control messaging, overriding the offered protection to provide access to unauthorized 
entities or denying access to authorized ones. When feasible, deployments over 
trusted and/or secure networks (e.g. over a Virtual Private Network, VPN) can ad-
dress most of these concerns, but an alternative mechanism has to be considered for 
deployments where these provisions are not realistic. 

The Web Services Security Specification (WS-Security or WSS, [25]) is part of the 
WS-* family of specifications published by OASIS. The protocol specifies integrating 
security features in the header of SOAP messages. Working in the application layer, it 
ensures the end-to-end integrity and confidentiality of SOAP messages. 

Therefore, a variation of the proof-of-concept implementation was developed as 
well, adopting the security mechanisms specified in WSS. These mechanisms authen-
ticate entities and safeguard the integrity and confidentiality of the policy messaging 
exchanged by the framework’s entities. 

4 Performance Evaluation 

The use of platform-agnostic technologies (i.e. DPWS and Java) enables the proposed 
framework to be deployed, by design, on a variety of platforms and operating sys-
tems. However, in order to realistically assess the performance of the proposed 
framework and its impact on the target devices, the developed entities have to be dep-
loyed on devices expected to be present in smart home environments. Therefore, the 
infrastructure entities, namely the PDP and PIP/PAP, were deployed on a laptop 
(quad core CPU at 2.6GHz, 4GB RAM), as a personal computer is typically available 
in home environments and is expected to act as a management hub through which the 
residents monitor and control their smart residence. A total of 50 policies were stored 
in the policy repository, which we consider a realistic approximation of the number of 
policies needed, considering the relatively limited number of devices expected to 
reside in a smart home. Tests were also carried out with 500 policies, to assess the 
impact more policies would have on the framework’s performance. 

Regarding the target platforms – i.e. the platforms featuring the services that need 
to be protected – we chose to use relatively resource-constrained smart embedded 
devices (600MHz low power single core CPU, 512MB RAM) running a popular open 
source operating system for mobile devices. Such operating systems are already found 
in many smart commercial appliances (e.g. smart fridges) offered by the various con-
sumer vendors. Moreover, their adoption is expected to spread as more sophisticated 
home devices become available to end users; thus, the above platform can be consi-
dered a realistic choice for evaluating the performance of the proposed mechanisms.  

The DPWS device deployed on the smart platform not only featured the access con-
trol related operations (as depicted in Fig. 2) but also featured three simple operations, 
emulating part of the functionality of a smart appliance. Via the above operations, the 
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user can get the current temperature, subscribe to a service that periodically informs of 
said temperature and also set the desired temperature when needed. A basic touch GUI 
was developed for this device, which can be seen in Fig. 3. 

 

 

Fig. 3. Screen capture of the (access control-protected) DPWS test device deployed on the 
touch-enabled smart platform (e.g. a smart fridge). 

A client application was also developed for testing purposes; the “Smart Home 
Browser”. This application is deployable on various end devices (personal computers, 
smart phones or tablets) and allows users to discover and control the various DPWS-
enabled smart appliances (to get the current contents of the smart fridge, to subscribe 
to the power consumption readings provided by the smart metering device etc.). A 
screenshot of the Smart Home Browser prototype implementation appears in Fig. 4. 

 

 

Fig. 4. The "Smart Home Browser"; an application developed to facilitate the discovery of 
DPWS devices and provide access to their hosted services. 
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A command line-only variation of this client, programmed to automatically invoke 
operations and record response times, was developed for benchmarking purposes. 
This benchmark client was used to evaluate the performance of three setups: a simple 
DPWS device with no PEP implemented (i.e. with direct access to its services), a 
DPWS device protected by the presented access control entities communicating in 
plaintext, and a third setup with the entities’ communications being protected via WS-
Security. This allowed us to separately assess the impact of the access control func-
tionality and the impact of the security mechanisms that may be needed to protect the 
policy messaging in some deployments.  

In addition to the client-side measurements, the CPU and memory utilization was 
also monitored on both the personal computer that hosted the PDP and PIP/PAP as 
well as on the PEP-equipped smart device. Furthermore, two different usage scenarios 
were investigated: In the first scenario, the client issued 100 concurrent requests to 
invoke the services, allowing the investigation of the performance under heavy load 
conditions. In the second scenario, the client issued 20 requests, one every 3 minutes, 
emulating more realistic usage conditions in the context of a smart home environment. 

The results of the above assessments in terms of the average response time (i.e. the 
time the user has to wait before she receives the data she intended to access) are de-
picted in Fig. 5. In both usage scenarios, the overhead of the access control mechan-
ism are considered acceptable. The impact of the WSS protection is significant in 
cases of infrequent requests (as in the second scenario, where the connections close 
between the request timeouts and, thus, have to be reinitiated). 

 

 

Fig. 5. Average client-side response time (in ms) for the investigated deployments and usage 
scenario 
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In terms of the resources consumed on the target, PEP-protected device, and focus-
ing on the most demanding scenario (i.e. concurrent requests), profiling indicated a 
mild footprint during tests, even in the case of the relatively resource-constrained smart 
platform used in this setup. Average memory consumption is presented in Fig. 6, 
where the overhead of the access control mechanisms appears trivial compared to the 
simpler device. 

 

 

Fig. 6. Memory footprint (in kB, logarithmic scale) on the PEP-protected device, including the 
overhead compared to the simple DPWS device with no access control protection 

The average CPU load was inversely proportional to the client response times (ap-
pearing in Fig. 5); when the device has to wait for a reply from the framework (i.e. the 
PDP) before serving the client, its CPU load is expectedly lower. The recorded values 
were 11.6%, 9.3% and 8.4% for no access control, WSACd and WSACd with WSS 
respectively. The same ranking was also documented when monitoring average 
transmission (TX) and reception (RX) rates on the target device – not depicted here to 
conserve space. The most taxing scenario network-wise was that of the device with no 
access control, but in all cases the data rates were relatively low, with the lowest rec-
orded value being 16.13kB (average TX of WSACd, WSS device) and the highest 
being 26.5kB/sec (average RX of DPWS device without access control). 

5 Conclusions and Future Work 

This paper presented WSACd, a framework that leverages the benefits of SOAs, and 
DPWS specifically, to enable the integration of well-studied fine-grained and adapta-
ble access control provided by XACML into smart homes. The intrinsic requirements 
of the smart home environment, its users and the often resource-constrained nature of 
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its devices fundamentally affected the choice and implementation of the standardized 
mechanism that form the basis of this work. Thus, WSACd’s entities are platform-
agnostic, lightweight and interact seamlessly, minimizing the home users’ involve-
ment in deploying, setting up and maintaining the system. 

Nevertheless, home owners will be responsible for defining some parameters of the 
active policy set, depending on their requirements and preferences. Thus, an impor-
tant aspect to be investigated is the provision of user-friendly interfaces for specifying 
access control policies, e.g. using a GUI with easy to use drop-down menus and tick 
boxes or having the user answer simple questions, automatically translating the user 
input to policies. Lastly, while this paper focused on authorization aspects of ubiquit-
ous smart devices, another important building block is the user authentication, which 
the authors currently investigate and aim to present in future work. 
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Abstract. A challenging problem in managing large networks is the complexity 
of security administration. Role Based Access Control (RBAC) is the most 
well-known access control model in diverse enterprises of all sizes because of 
its ease of administration as well as economic benefits it provides. Deploying 
such system requires identifying a complete set of roles which are correct and 
efficient. This process, called role engineering, has been identified as one of the 
most expensive tasks in migrating to RBAC. Numerous bottom-up, top-down, 
and hybrid role mining approaches have been proposed due to increased interest 
in role engineering in recent years. In this paper, we propose a new top-down 
role engineering approach and take the first step towards extracting access con-
trol policies from unrestricted natural language requirements documents. Most 
organizations have high-level requirement specifications that include a set of 
access control policies which describes allowable operations for the system. It 
is very time consuming, labor-intensive, and error-prone to manually sift 
through these natural language documents to identify and extract access control 
policies. We propose to use natural language processing techniques, more spe-
cifically Semantic Role Labeling (SRL) to automatically extract access control 
policies from these documents, define roles, and build an RBAC system. By 
successfully applying semantic role labeling to identify predicate-argument 
structure, and using a set of predefined rules on the extracted arguments, we 
were able correctly identify access control policies with a precision of 79%, re-

call of 88%, and 1F  score of 82%. 

Keywords: Role Based Access Control · Role engineering · Semantic role labe-
ling · Natural language processing · Privacy policy 

1 Introduction 

In computer security, access control is the selective restriction of access to resource. 
System administrators at the top of any organization ascertain which individuals will 
be given access to what type of information.  Access Control Policies (ACPs) detail 
controlling access to information and systems. These controls can be exemplified as 
the management of a number of key issues, including user access, network access 
controls, passwords, operating system software controls, and higher-risk system 
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access; giving access to files and documents and controlling remote user access; and 
restricting access. 

However, defining proper ACPs is challenging, especially for large organizations. 
Advanced access control models such as Role Based Access Control (RBAC) [41] 
promise long-term cost savings through reduced management effort, but manual de-
velopment of initial policies can be very time consuming, labor-intensive, and error 
prone [4, 24]. RBAC is the most widely used model for advanced access control in 
diverse enterprises of all sizes. In RBAC, access permissions are associated with roles 
instead of users where roles represent functions within a given organization. Users 
can activate a subset of the roles which they are members of and easily acquire all the 
required permissions for those roles. Deploying an RBAC system requires identifying 
a complete, correct and efficient set of roles, and then assigning users and permissions 
to those roles [44]. This process is known as role engineering and is the most expen-
sive component of an RBAC implementation [19].  

There are mainly two approaches to role engineering: the top-down approach and 
the bottom up approach. The top-down approach takes advantage of a detailed analy-
sis of business processes where organizational business processes are analyzed, par-
ticular job functions are defined and decomposed into smaller units. Once the required 
permissions for performing specific tasks are identified, they can be grouped into 
appropriate functional roles. The process is repeated until all the job functions are 
covered. Because of the large number of business processes, users and permissions in 
an organization, and also as such a process is human-intensive, it is a rather difficult 
task and hence believed to be slow, expensive, and not scalable. In order to overcome 
this drawback, researchers have proposed a bottom-up approach to use data mining 
techniques to discover roles from existing data. Since many organizations already 
have user-permission assignments defined in some form, it makes sense to identify 
roles from this existing information. This approach first considers the existing users’ 
permissions before RBAC is implemented, and aggregates them into roles. Such a 
bottom-up approach is called role mining. 

Role mining has raised significant interests in the research community and in re-
cent years, numerous role mining techniques have been developed [17, 18, 23, 34]. 
While role mining can quickly combine existing permissions into roles, it often leads 
to roles that are difficult to understand and manage because they don’t have business 
meaning and fail to reflect the business structure of the organization [34]. In order to 
mitigate this problem, researchers have proposed hybrid role mining techniques that 
incorporate both top-down and bottom-up approaches [34, 23]. The hybrid role min-
ing approach derives roles not only from the user-permission assignments but also 
using certain top-down information. This methodology of role development creates 
roles that are not simply collections of permissions, but are semantically meaningful 
and bear relevance to the organizational structure. Hybrid role mining generates se-
mantically meaningful roles that are understandable and relevant to practical scena-
rios and hence makes adoption of RBAC more acceptable to organizations.  

In this paper, we propose a substantially different top-down approach to role 
mining and take the first steps towards using natural language processing techniques 
to extract policies from unrestricted natural language requirements documents.  
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Most organizations have high-level requirement specifications that determine how 
information access is managed and who, under what circumstances, may access what 
information [24]. These documents define security policies and include a set of access 
control policies which describes allowable operations for the system. All US federal 
agencies are required to provide information security by the “Federal Information 
Security Act of 2002” [14], and policy documentation is part of that requirement [33]. 
Although private industry is not required to provide such documentation, the signifi-
cant cost associated with cyber-attacks has led many companies to document their 
security policies as well. Besides, having security policies documented makes it much 
easier for organizations to transition from access control lists (ACLs) into a more 
robust RBAC infrastructure. We refer to these documents (high-level requirement 
specifications) as Natural Language Access Control Policies (NLACPs) which are 
defined as “statements governing management and access of enterprise objects. 
NLACPs are human expressions that can be translated to machine-enforceable access 
control policies” [24]. However, NLACPs are not directly implementable in an access 
control mechanism as they are normally expressed in human understandable terms. 
They are unstructured and may be ambiguous and thus hard to convert to formally 
actionable elements, so the enterprise policy may be difficult to encode in a machine-
enforceable form. It is very time consuming, labor-intensive, and error-prone to ma-
nually sift through these existing natural language artifacts to identify and extract the 
buried ACPs. Properly enforcing these security policies requires the ACPs to be trans-
lated to machine-readable policies which has been done manually and is a very labor 
intensive and error prone process [4, 25]. Our goal is to automate this process to re-
duce manual efforts and human errors. We propose to develop techniques and tools 
that will support effective development of trustworthy access control policies through 
automatically extracting formal access control policies from unrestricted natural lan-
guage documents and transforming them to enforceable policies. Our goal is to allow 
organizations to use existing, unconstrained natural language texts such as require-
ments documents for inferring ACPs. Our approach consists of five main steps: (1) 
apply linguistic analysis to parse natural language documents and annotate words and 
phrases in sentence (lexical parser), (2) identify whether a sentences contain potential 
ACP content or not (ACP sentence identification) , (3) infer semantic arguments of 
each predicate in each sentence using annotated words and phrases (semantic parser), 
(4) transform these semantic arguments into ACPs (postprocessor), and (5) aggregate 
the extracted ACPs into roles (role extractor). Our approach automatically generates 
machine enforceable ACPs and could be used as standalone top-down approach or as 
hybrid approach in combination with bottom-up role mining approaches. 

In this paper, we limit our discussions to the linguistic analysis of natural language 
documents and extracting semantic arguments of each predicate from each sentence. 
We also present initial results of applying the technique to a sample of our policy 
dataset. To the best of our knowledge, there is not much work in the literature that 
addresses this issue and this is the first report on effectiveness of applying semantic 
role labeling to large and diverse set of ACPs.  
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Our contributions in this paper are three-fold:  

• We propose an automated top-down role engineering approach; 
• We apply semantic role labeling to identify access control policies in unre-

stricted natural language documents; 
• We perform experiments to show efficiency of the proposed approach. Our 

evaluation results show that the proposed approach can effectively identify 
access control policies with a precision of 79%, recall of 88%, and ܨଵ score 
of 82%. 

The rest of this paper is organized as follows: We start with an overview of previous 
literature in section 2. In section 3, we present our proposed approach and its compo-
nents. The experiments and results are presented in section 4, and finally, conclusion 
and future works wraps up the paper. 

2 Background and Related Work 

This section describes the state of the art in NLP techniques and their application for 
access control policies and related areas as well as hybrid role mining approaches in 
the literature. 

2.1 Natural Language Processing (NLP) 

Most modern NLP semantic parsers include several tasks such as tokenization, sen-
tence segmentation, part-of-speech (POS) tagging, lemmatization, named-entity recog-
nition, syntactic parsing, semantic role labeling, event recognition, and coreference 
resolution. Tokenization detects individual words, punctuation, and other items from 
the text. Sentence segmentation identifies the boundaries of sentences. Part-Of-Speech 
(POS) tagging determines the POS tags such as noun, verb, adjective, etc. for each 
token. The current state-of-the-art POS taggers achieve 97.3% accuracy for individual 
tokens [30]. Lemmatization generates the common root word for a group of morpho-
logically related words. For instance, sang, sung, and sings are all forms of a common 
lemma “sing”. The state of the art achieves around 99% accuracy for the English lan-
guage [20]. Named-entity recognition (NER) aims to classify phrases into entity types 
such as people, organizations, locations, times, vehicles, and events [26]. The state-of-
the-art for the NER general task has a ܨଵ score of around 89% [29]. Syntactic parsing 
generates a parse-tree structure for a sentence [26]. The tree structure provides a basis 
for other tasks within NLP such as question answering, information extraction (IE), 
and machine translation. State-of-the-art parsers have a ܨଵ score of around 90% [53]. 
Coreference resolution determines whether or not two expressions in a document refer 
to the same entity or event. A common subset of this problem occurs within extracting 
ACPs from NLACP texts in that pronouns must be resolved to their antecedents (the 
actual role or resource). Kennedy et al. introduced an algorithm to resolve pronoun 
anaphora resolution (match the correct noun to a pronoun) that does not require parsing 
and achieves 75% accuracy on their test set [28]. 
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2.2 Information Extraction (IE)  

Information extraction creates structured data from text [26]. Common targets of IE 
applications include named-entities, other entities of specific types, relations, events, 
and their attributes. A relation expresses the relationship among two or more items. 
Common relation types include “is-a” and “part-of”. For example, “a doctor is a 
healthcare professional (HCP)” is represented by is_a(doctor, HCP) and “medical 
records contain family history” is represented by contains(medical record, family 
history). State-of-the-art systems for relation extraction (RE) typically have around 
85% precision and 70% recall [38]. Another IE technique is shallow parsing (seman-
tic role labeling) which involves identifying the different predicates (verbs) in a sen-
tence along with their semantic arguments [21].  

2.3 NLP Techniques for Privacy Policies 

Breaux et al. have manually analyzed privacy policies to map natural language policy 
statements into frame-based and first-order logic representations [5, 6, 8]. They have 
also analyzed regulatory text and developed natural language heuristics, some express-
ible as simple regular expressions, that can be used to identify frame-based representa-
tions of actions [7] and whether actions on information are permitted, required or pro-
hibited with various conditions, exceptions and purposes [9]. Ammar et al. conducted 
an experiment to use NLP methods and crowdsourced annotations from the “Terms of 
Service; Didn’t Read” project [47] to train a classifier to answer a single question: 
whether a privacy policy is considered clear by humans about a particular set of proce-
dures pertaining to sensitive user data [1]. The ongoing Usable Privacy Policy Project 
aims to build on recent advances in NLP, privacy preference modeling, crowdsourcing, 
and formal methods to semi-automatically extract key privacy policy features from 
natural language website privacy policies [48]. The focus of this project is website 
privacy policies while our project is focused on access control policies. 

2.4 Controlled Natural Language (CNL) and Access Control  

Schwitter defined a Controlled Natural Language (CNL) as “an engineered subset of a 
natural language whose grammar and vocabulary have been restricted in a systematic 
way in order to reduce both ambiguity and complexity of full natural language.” [42]. 
While a CNL provides semantic interpretations, it limits policy authors to the defined 
grammar and requires language-specific tools to stay within the language constraints. 
The SPARCLE Policy Workbench [10, 27, 11] employs shallow parsing technology 
[35] to extract privacy policies based on a pre-defined controlled grammar for form-
ing policies in a structured form. The policies are then translated to a machine-
readable form, such as EPAL [2] and XACML [36]. Inglesant et al. proposed a simi-
lar tool, PERMIS, which used a role-based authorization model [25]. However, they 
reported issues with users not comprehending the predefined “building blocks” im-
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posed by using a CNL. Shi et al. presented their approach to authoring policies using 
a CNL and showed the improved usability of CNL interface [43]. However, their 
approach is limited in the complexity of the rules that could be created since their 
supporting tool did not support conditions such as previous actions that must be taken 
before a user could access data.    

2.5 NLP and Access Control 

NL sources have been analyzed to infer and generate ACPs. Fernandez et al. pre-
sented a basic overview of extracting RBAC from use cases [15]. Fontaine proposed 
an approach based upon goal-based requirements engineering to extract authorization 
and obligation rules from NL texts into a policy language [16]. He et al. proposed an 
approach to generate ACPs from NL based upon available project documents, data-
base design, and existing rules [22]. Using a series of heuristics, developers manually 
analyze the documents to find ACPs whereas our approach seeks to automatically 
extract ACPs. Xiao et al. proposed Text2Policy for automated extraction of ACPs 
[49]. It first uses shallow parsing techniques with finite state transducers to match a 
sentence into one of four possible access control patterns. If such a match can be 
made, Text2Policy uses the annotated portions of the sentences to extract the subject, 
action, and object from the sentence. Slankas et al. proposed Access Control Rule 
Extraction (ACRE) [45] which applies inductive reasoning to find and extract ACRs 
while Text2Policy applies deductive reasoning based upon existing rules to find and 
extract ACRs. While this work these two early works are promising, they suffer from 
several weaknesses. ACRE uses a supervised learning approach to identify sentences 
containing ACRs which requires a labeled dataset similar in structure and content to 
the document being analyzed. This data is hard to come by. Text2Policy does not 
require a labeled data set but it misses ACRs that do not follow one of its four pat-
terns. It is reported that only 34.4% of the identified ACR sentences followed one of 
Text2Policy’s patterns [44]. Additionally, Text2Policy’s NL parser requires splitting 
longer sentences as the parser cannot handle complicated sentence structures. These 
approaches assume all necessary information for an ACP is contained within the same 
sentence, and they do not handle resolution issues. Neither one of these approaches 
take into account the presence of contextual information or environment conditions 
which is a very challenging task. 

2.6 Top-Down Role Engineering 

Roeckle et al. described a process oriented approach for role-finding to implement 
Role-Based Security Administration. The core of their work is presenting the data 
model, which integrates business processes, role based security administration and 
access control. Moreover, a structured top-down approach is outlined which is the 
basis for derivation of suitable business roles from enterprise process models [40]. 
Baumgrass et al. identified several tasks in role engineering that are monotonous, 
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time-consuming, and can get tedious if conducted manually. These tasks include the 
derivation of candidate RBAC artifacts from business processes and scenario models.  
They presented an approach to automatically derive role engineering artifacts from 
process and scenario models.  They especially discuss the derivation of role engi-
neering artifacts from UML activity models, UML interaction models, and BPMN 
collaboration models. In particular, they use the XMI (XML Metadata Interchange) 
representation of these models as a tool and vendor independent format to identify 
and automatically derive different role engineering artifacts [3]. Molloy et al. propose 
a hybrid role engineering approach where a set of roles has already been derived by 
the top-down approach and the remaining roles are defined following a bottom-up 
technique [34]. In this approach, roles that correspond to sensitive job responsibilities 
are specified manually by the top-down procedure. The proposed hybrid approach 
combines traditional role mining techniques with an approach that optimizes an exist-
ing set of roles. Hernandez et al. propose a hybrid role mining method which creates 
roles from both top-down and bottom-up information collected from a number of 
sources [23]. Two criteria, one based on the top-down information and the other based 
on the bottom-up information are used to assign roles to the appropriate users. The 
bottom-up information is the user permission assignments whereas the top-down in-
formation is the various attributes of users.  

Frank et al. propose a probabilistic method for hybrid role mining [18]. Their pro-
posed method consists of two steps - (i) identification of business information rele-
vant to the existing user-permission assignments and (ii) including this business in-
formation in the process of role mining. Incorporation of business information is 
achieved by satisfying two objectives: (i) finding a decomposition consisting of UA 
and PA that best describes the UPA even if new users are added and (ii) agreement of 
the resulting role assignments with the relevant business information. 

3 The Proposed Framework         

In order to construct a formal model for an NLACP, we must extract the necessary 
elements of ACPs from the natural language document. The ACPs describes who has 
access to what resource in what way. By processing these formal models, our tech-
nique will generate corresponding machine readable and enforceable policies. An 
overall view of the proposed system is shown in Figure 1. In the following sections, 
we describe each of these steps in details. 

 
Fig. 1. Overview of the Proposed Framework 
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3.1 Lexical Parser 

We first read the entire NLACPs and perform sentence segmentation and tokeniza-
tion. Sentence segmentation identifies the boundaries of sentences whereas Tokeniza-
tion detects individual words, punctuation, and other items from the text.  In order for 
the input text to be ready for evaluation, the first step is to identify all sentences and 
separating these sentences by a period and a carriage return so that each sentence will 
be on a separate line. For this purpose, we use CoreNLP tool kit [31].  
 

Coreference Resolution. Coreference resolution (sometimes written co-reference) 
determines whether or not two expressions in a document refer to the same entity or 
event. The goal is identify all expressions that refer to the same entity in a text. For 
example, consider the following sentence where HCP stands for healthcare profes-
sional: 

The HCP opens the message to which he or she wishes to reply. 

Here, “HCP,” “he,” and “she” all refer to the same entity. The goal of coreference 
resolution here is to replace all of pronouns with their corresponding referents. Be-
cause each sentence will be evaluated separately, having a clear idea of each pronoun 
is a key point in identifying the correct ACP elements. We adopt the approach pro-
posed in [12], which is a fast and robust algorithm for this purpose.  

3.2 ACP Sentence Identification 

Often time NLACPs contain contents that describe functional requirements and are 
not necessary related to ACPs. Although these documents also contain ACPs, at-
tempting to extract ACPs from the whole document is an error prone and tedious 
process. To correctly extract ACPs from NLACPs, it is very important to find out 
those sentences that have potentially ACP content and then perform further analysis 
only on those sentences to extract ACP elements. 

Slankas et al. proposed a k-Nearest Neighbors (݇-NN) classifier to identify sen-
tences containing ACPs. ݇-NN is an instance based classifier that attempts to locate 
the k nearest neighbors of an instance in an instance space and labeling that instance 
with the same class as that of most neighbors. As our focus is on correctly identifying 
ACP elements, we employ the same approach as the one used in [45].  

3.3 Semantic Parser 

We use semantic role labeling (SRL) to automatically identify predicate-argument 
structure in ACP sentences. SRL, sometimes also called shallow semantic parsing, is a 
task in natural language processing consisting of the detection of the semantic argu-
ments associated with the verb (or more technically, a predicate) of a sentence and 
their classification into their specific roles. It labels verb-argument structure using the 
notation defined by Propbank [37] project, identifying who did what to whom by as-
signing roles to constituents of the sentence representing entities related to a specific 
verb. Recognizing these semantic arguments is a key task in finding the answer to the 
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questions like: "Who," "When," "What," "Where," "Why", etc., which are especially in 
use by analyzers trying to extract access control policies from sentences. The following 
sentence, exemplifies the annotation of semantic roles: 

[Arg0  John] [ArgM-MOD  can] [V assign] [Arg1 clerk ] [Arg2  to users from department A]  
Here, the roles for the predicate assign (assign.01, that is, the roleset of the pre-

dicate) are defined in the PropBank Frames scheme as: 
V: verb 
ArgM-MOD: modal  
Arg0: (assigner)  
Arg1: (thing assigned) 
Arg2: (assigned to) 

SRL is very important in making sense of the meaning of a sentence. Such semantic 
representation is at a higher-level of abstraction than a syntax tree. For instance, the 
sentence "A professor can review the same project at most one time” has a different 
syntactic form, but the same semantic roles to "The same project can be reviewed by a 
professor at most one time”. 

In general, given any sentence, the task of SRL consists of analyzing the proposi-
tions expressed by all target verbs in a sentence and for each target verb, all the con-
stituents in that sentence which fill a semantic role of the verb, will be extracted. 
Here, we use the following notation to describe ACPs: 

{A; B; C} 

Where A stands for Argument0, B stands for predicate and C stands for argument1. Ar-
gument0 usually denotes agent or experiencer for that predicate and Argument1 denotes 
theme (where predicate affects). In this paper, we use Senna (Semantic/syntactic Extrac-
tion using a Neural Network Architecture) semantic role labeler [13], which performs 
sentence-level analysis. Senna is a multilayer neural network architecture that can handle 
a number of NLP tasks such as part-of-speech tagging, chunking, named entity recogni-
tion, and semantic role labeling with both speed and accuracy. Senna relies on large un-
labeled dataset(s) and allows the training algorithm to discover internal representations 
that prove useful for the requested task. Senna is fast because it uses a simple architec-
ture, it is self-contained because it does not rely on the output of another system, and it is 
accurate because it offers state-of-the-art or near state-of-the-art performance.  

3.4 Postprocessor 

After generating predicate-arguments using SRL tool, additional processing is re-
quired on the output. This is due to the fact that the NLACPs are typically stated by 
managers using their own language and grammar because they do not have the tech-
nical knowledge of the system, and this makes ACP extraction from their stated sen-
tences more complicated. In order to increase accuracy of the extracted ACPs, we 
apply named entity recognition and argument expansion to the SRL output as de-
scribed below. 
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Named Entity Recognition. Named entity recognition (NER) is the task of identifying 
named entities and sequences of words in a text belonging to predefined categories 
such as the names of persons, locations, organizations, expressions of times, quantities, 
monetary values, percentages, etc. The task here is to produce an annotated text that 
highlights the names of entities such as the following example: 

[ORGANIZATION Customer Service Reps], [PERSON Pharmacists], and 
[ORGANIZATION Billing Reps] can collect and use customer name and [TIME date of birth] 
to help confirm identity. 

In this example, Customer Service Reps is an organization consisting of three to-
kens, Pharmacists, is a person consisting of one token, Billing Reps is an organization 
consisting of two three tokens, and finally date of birth is a time consisting of three 
tokens.  

Argument Expansion. ACPs usually do not conform to a predefined template unless 
there is controlled grammar being used. Most of the time ACPs are stated by manag-
ers using their own language because they do not have the technical knowledge of the 
system and this makes their stated sentences complicated. One of these complications 
is that sometimes more than one ACP is stated in a given sentence. Consider the fol-
lowing sentence for example: 

Customer Service Reps, Pharmacists, and Billing Reps can collect and use custom-
er name and date of birth to help confirm identity. 

There are 15 different ACPs associated with this sentence: 
 

• {customer service rep; collect; customer name} 
• {customer service rep; collect; customer date of birth} 
• {customer service rep; use; customer name} 
• {customer service rep; use; customer date of birth} 
• {pharmacist; use; customer name} 
• {pharmacist; use; customer date of birth } 
• {pharmacist; collect; customer name} 
• {pharmacist; collect; customer date of birth } 
• {billing rep; collect; customer name} 
• {billing rep; collect; customer date of birth } 
• {billing rep; use; customer name} 
• {billing rep; use; customer date of birth } 
• {customer service rep; confirm; identity} 
• {pharmacist; confirm; identity} 
• {billing rep; confirm; identity} 

Now consider the following list of the extracted roles for predicate Collect: 
 

[Arg0 Customer Service Reps, Pharmacists, and Billing Reps] [ArgM-MOD can] [v col-
lect] and use [Arg1  customer name and date of birth] [ArgM-PNC  to help confirm identi-
ty]. 

  
As a comparison between the generated semantic arguments and the actual ACPs 
shows, SRL’s output can be interpreted as an abstract form for ACPs, so we have to 
expand this abstract form to generate all of the related ACPs. This expansion could be 
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in the form of extracting all named entities or other standalone nouns in Arg0 as the 
possible agents and also extracting independent entities from Arg1 as themes.  For 
example, in this case, Named Entity Recognizer identifies Customer Service Reps and 
Pharmacists as organizations. After extracting all of these entities, we list all of the 
combinations of these entities based on each predicate. For example this verb-
argument listing can be expanded as the following rules: 
 

• {customer service rep; collect; customer name} 
• {customer service rep; collect; customer date of birth} 
• {pharmacist; collect; customer name} 
• {pharmacist; collect; customer date of birth } 
• {billing rep; collect; customer name} 
• {billing rep; collect; customer date of birth } 

3.5 Role Extractor 

When the SRL tool extracts the ACP components, role extractor utilizes the extracted 
information to define roles. Then, these roles can be used to build an access control mod-
els such as RBAC. The ACPs are in the form of {subject, object, operation} and many of 
the extracted subjects correspond with the job functions within organization (e.g. doctor, 
pharmacist, nurse, healthcare professional, etc.) which could represent roles.  

A naïve approach would be to just look at the ACPs and find the ones with the same 
subject and group them together in one role and use all the ACPs with that subject to 
build the role permission assignment relationships. The object and operation elements of 
the ACPs are used to define permissions in RBAC and then assign those permissions to 
roles based on that specific subject using ACP associations. Another approach is to use 
classifier such as k-Nearest Neighbors (݇-NN) classifier or Naive Bayes classifier to 
extract roles from the ACPs. However, we leave this to future work as it is not focus of 
this paper. 

4 Experimental Results 

In this section, we perform experiments to answer the research question of how effec-
tively the subject, object, and operation elements of ACPs are extracted. In the fol-
lowings, we explain the datasets and the evaluation criteria used in our experiments. 
Then, we present the experimental results. 

4.1 Datasets 

We use documents from multiple domains such as electronic healthcare, educational, 
and conference management for the experiments. For the electronic health care do-
main, we use iTrust [32], which is an open source healthcare application that includes 
various features such as maintaining medical history of patients, identifying primary 
caregivers, storing communications with doctors, and sharing satisfaction results. For 
the educational domain, we employ use cases from the IBM Course Registration Sys-
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tem used in previous research [39]. For the conference management domain, we use 
documents from CyberChair [46], which has been used by hundreds of different con-
ferences and workshops. We also use a combined document of 115 ACP sentences 
collected from 18 sources (published papers, public web sites, etc.) that has been used 
in previous research [49, 45]. In this paper, we only consider those sentences that are 
labeled as access control sentence and ignore the rest as ACP identification is not the 
focus of this paper. For our evaluation, we use the iTrust data set that was used by 
Xiao et al. [27]. This version includes the preprocessed iTrust data set consisting of 
simplified sentences. For iTrust, there are 418 sentences identified as containing ACP 
content. The second dataset, IBM Course Registration System consists of eight use 
cases and there are 169 ACP sentences. The CyberChair dataset consists of 139 ACP 
sentences and the for Collected ACP documents, there are 115 ACP sentences. 

4.2 Evaluation Criteria 

We want to know how effectively the semantic arguments of each predicate are ex-
tracted from ACP sentences. The results are evaluated with respect to recall, preci-
sion, and the F1 measure of the predicate arguments. To calculate these values, we 
categorize the extractions into four categories: false positives (FP) are cases where we 
mistakenly identify a word as an ACP element when it is not, false negatives (FN) 
occur when we fail to correctly extract an actual ACP element, true positives (TP) are 
correct extractions, and true negatives (TN) are cases where we correctly identified 
that a word in the sentence was not an ACP element. From these values, we define 
precision as the proportion of correctly extracted ACP elements against all extractions 
against the test data. We also define recall as the proportion of ACP elements found 
for the current data under test. The ܨଵ score is the harmonic mean—a weighted aver-
age of precision and recall—giving an equal weight to both recall and precision. ܨଵis 
computed by equation 1. ܨଵ ൌ 2 ൈ ܴ݈݈݁ܿܽ ൈ ݈݈ܴܽܿ݁݊݋݅ݏ݅ܿ݁ݎܲ ൅ ݊݋݅ݏ݅ܿ݁ݎܲ                                               ሺ1ሻ 

In order to evaluate the effectiveness of our proposed approach, we use the datasets 
that were manually labeled by Slankas et al. [45]. They were able to find a total of 
1070 ACPs in iTrust dataset, 375 ACPs in IBM Course Registration System dataset, 
386 ACPs in CyberChair dataset and 258 ACPs in Collected ACP documents. More 
details on how the labeling was done can be found in [45]. The evaluation results as 
well as comparison with the most recent system (ACRE) are presented in Table 1. As 
the results show, our approach based on semantic role labeling performs very well 
and outperforms the ACRE approach in most cases. The algorithm used in ACRE 
requires repetition in sentence structure as well as subjects and resources throughout 
the document to perform well. This algorithm performed best on iTrust because it 
contained repetitions throughout the document but performed poor on the Collected 
ACP document. That’s because there are not enough repetition in that document for 
finding initial set of known subjects and resources and expanding the patterns. How-
ever, semantic role labeling does not require repetition as every sentence will be con-
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sidered separately, independent of the other sentences. As long as there are role sets 
defined for that predicate, semantic role labeling can find most of the arguments. This 
is why the results for semantic role labeling are stable throughout all documents and it 
provides good results regardless of the structure of the document. 

Table 1. Comparison of ACP extraction between ACRE and the proposed system (ICM: IBM 
Course Registration, CC: CyberChair and CAD: Collected ACP Documents). 

Dataset ACRE SRL 
Precision Recall ܨଵ Precision Recall ܨଵ 

iTrust 80% 75% 77% 75% 88% 80% 
IBM 81% 62% 70% 54% 87% 58% 
CC 75% 30% 43% 46% 84% 59% 

CAD 68% 18% 29% 79% 86% 82% 
 
In terms of precision, however, our approach does not perform very well. One is-

sue with using semantic role labeling is that it extracts all arguments for all of the 
verbs in a sentence. Sometimes only a portion of these verbs such as (set, add, etc) 
describe access control policies. Consider the following example: 

Only the manager [v is] [v allowed] to [v add] a new resident to the system and to 
[v start] or [v update] the care plan of a resident. 

 
Here, only three of the verbs, namely add, start and update address ACPs. In the ex-
periments, we eliminate “To Be” and “Modal” verbs because usually they are part of 
other verbs such as can assign and do not express ACPs on their own.  There are also 
other verbs such as click, include, etc., that do not express ACPs and hence increase 
the false positive rate. In the future, we plan to create a dictionary of the verbs that are 
associated with ACPs and will only consider those verbs which will improve the re-
sults significantly.  

Another issue with our approach is that sometimes the SRL tool is unable to cor-
rectly identify all predicates and their arguments. This is due to complex structure of 
some sentences. We plan to define specific rules to handle this issue and improve the 
precision.  

Although our approach does not perform very well in terms of precision, if we 
consider the ܨଵ scores, we can see that our approach outperforms the ACRE and for 
some dataset(s) the difference is very significant (82% compared to 29% for the Col-
lected ACP documents). Only for the IBM Course Management dataset, SRL is out-
performed by ACRE and it is because precision is very low which leads to lower ܨଵ 
score. In addition to offering better recall and ܨଵ  score, another advantage of our 
approach over the ACRE is that it does not require any labeled data set whereas 
ACRE uses a supervised learning approach and requires a labeled dataset similar in 
structure and content to the document being analyzed to setup the classifiers. One 
technical challenge concerning the use of SRL is that sometimes our tool is unable to 
find the predicate-arguments in some sentences. The reason is that SRL tools are of-
ten trained on publicly available corpora such as the Wall Street Journal. This means 
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that the predicate-argument frames are usually general and not well suited for 
processing information such as access control requirements documents. In the future, 
we plan to address this issue by adapting the SRL tool to ACP domain so that it can 
identify all predicate-arguments. 

5 Conclusion and Future Work 

In this paper, we proposed a new top-down approach towards role engineering in 
order to extract access control policies from unstructured natural language documents. 
We applied semantic role labeling techniques to extract policies from natural lan-
guage requirements documents. The semantic role labeling allowed us to identify 
predicate-argument structure and by applying a set of predefined rules on the ex-
tracted arguments, we were able to successfully identify ACP elements with a recall 
of 88%, precision of 79%, and ܨଵ score of 82%. The performance of our system de-
pends on the predefined role sets for each predicate. Currently, the proposed approach 
considers all predicates in the sentence which results in large number of false posi-
tives. In the future, we plan to create a dictionary of the verbs that are usually asso-
ciated with access control policies and only consider those verbs to improve the re-
sults. We also plan to implement the complete system including implementing ACP 
sentence identification step and role extractor components. 
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Abstract. Trusted Execution Environments (TEE) are becoming
widely deployed in new smartphone generation. Running within the
TEE, the Trusted Applications (TA) belong to diverse service providers.
Each TA manipulates a profile, constituted of secret credentials and
user’s private data. Normally, a user should be able to transfer his TEE
profiles from a TEE to another compliant TEE. However, TEE profile
migration implies security and privacy issues in particular for TEE pro-
files that require explicit agreement of the service provider. In this paper,
we first present our perception of the deployment and implementation of
a TEE: we organize the TEE into security domains with different roles
and privileges. Based on this new model, we build a migration protocol
of TEE profiles ensuring its confidentiality and integrity. To this end, we
use a reencryption key and an authorization token per couple of devices,
per service provider and per transfer. The proposed protocol has been
successfully validated by AVISPA, an automated security protocol vali-
dation tool.

Keywords: TEE · Credential transfer · Privacy

1 Introduction

In the last years, a secure mobile operating system running alongside the stan-
dard Rich Execution Environment (REE for short), has emerged: the Trusted
Execution Environment (TEE for short). A TEE could have its own CPU and
memory, and hosts isolated Trusted Applications (TA for short) that provide
secure services to the applications running within the REE. These TAs belong
to diverse service providers. Each TA manipulates a profile, constituted of secret
credentials and user’s private data.

The TEE has been standardized by GlobalPlatform, however, to the best of
our knowledge, there is no specification or research work that models the TEE
internal architecture or ecosystem. For instance, comparing to smart cards, the
GlobalPlatform Card Specifications [12] have worked on such a model and it is
now widely deployed and accepted by all the stakeholders. This is why we propose
c© IFIP International Federation for Information Processing 2015
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to study in which extent we can apply it for the TEE context: we identified the
limitations of the GlobalPlatform Card model, in the TEE context, when the
user wants to migrate its profile from one TEE to another one.

A user, who has many devices or gets a new one, shall be able to securely
migrate his TEE profiles from a TEE to another compliant TEE. This problem
of migration is currently poorly addressed by TEE implementations, standard-
ization and only few papers have worked on designing TEE migration proto-
cols [16,19]. Two main solutions can be considered: the straightforward solu-
tion, which consists in encrypting the profile (by TEE source), transferring it
and decrypting it (by target TEE), or a Trusted Server based solution. These
solutions present privacy weaknesses, as discussed in the next sections.

In this paper, we propose a new approach to transfer the TEE profiles from
a TEE to another compliant TEE while preserving its privacy. For this purpose,
we propose to organize the TEE into security domains (SD) with different roles
and privileges.

This paper is organized as follows. In Section 2, we present the TEE technol-
ogy and describe the problem of profile migration. Then, in Section 3, we describe
the previous works and discuss how different are our objectives. We define our
assumptions and requirements in Section 4. Then, in Section 5, we give a detailed
description of our transfer protocol. Finally, in Section 7, we present the validation
of our protocol and we conclude in Section 8.

2 Backgrounds and Problem Statement

A Trusted Execution Environment (TEE) is completely separated from the Rich
Execution Environment (REE). It offers a way to isolate Trusted Applications
(TAs) and provide secure functionalities such as cryptographic operations or
secure PIN input. As defined by GlobalPlatform [14], three main TEE software
components are involved: the trusted OS, the TAs and the hardware secure
resources, e.g., trusted peripherals. The TAs can access the trusted resources
and exchange with Secure Elements using a private API. From the REE, mobile
applications can interact with TAs using public APIs. Additional details about
TEEs can be found in [3,5].

Before using a service of the TEE, which is provided by a service provider,
several steps should occur, as shown in Figure 1. (1) User enrollment: the user
registers to the service provided by the SP, using a secure channel. This step
allows to associate the user identity to a dedicated TA inside the device. (2) The
TA is personalized inside the TEE by the SP. The necessary application in the
REE is also installed. After this step, the service is active. (3) The user could
acquire a new device and wish to securely transfer its TEE profiles from the first
device to the new one. (4) The user may want to destroy its profile, also defined
as disabling credentials [17].

In this article we focus on step 3, the migration of a TEE profile. Like step
1, step 3 can be threatened by an external attacker. If we suppose that an
attacker may have compromised the rich OS or control the network connection
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Fig. 1. The life cycle of a TEE service

of the smartphone, then the enrollment or migration steps become challenging
tasks. Indeed, as shown in Figure 1, as the interactions with a TEE crosses the
REE, the attacker may succeed to migrate the user’s profile from a victim to the
attacker’s smartphone. This attack may succeed because the service provider has
no insurance about the TEE security and the user-to-TEE binding. In the next
section, we describe the solutions already proposed in the literature in order to
show their limitations and motivate a new way of migrating TEE profiles.

3 Related Work

The first papers that studied the security of TEE credentials tried to guaran-
tee its local (within the TEE) confidentiality and integrity. For instance in [2],
authors proposed to protect TEE data using a unique PUF (Physical Unclonable
Functions) AES encryption key for each device. In [18], authors proposed a TEE
key attestation protocol proving that a TEE key has been generated inside the
TEE and never left this TEE.

Later, scientists have been interested in the enrollment problem (mainly user-
device binding) while assuming that there is no operator responsible for the
management of the TEE. For instance, Marforio et al. [19] explained that the
user’s identity can be bound to the device using a password or a SMS or by
collecting the device’s IMEI. Unfortunately, an attacker that controls the Rich
OS can intercept the protocol exchanges. Thus, Marforio et al. proposed some
hardware and software modifications in order to secure the enrollment process.
Others, like in [16], assumed that the smartphone is safe at the first use. This
would enable to store a secret password in the TEE.

The problem of credential migration first appears for Trusted Platform Mod-
ule (TPM), which is in some way the TEE ancestor. The commands of key migra-
tion have been specified in TPM specifications [21] and have undergone many
improvements. Later, Sadeghi et al. [20] proposed a property based TPM virtual-
ization in order to have a solution that supports software update and migration.
The shortcoming of this solution consists in omitting the service provider during
the virtual TPM migration. However, some credential migration requires service
provider fresh and explicit agreement.
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In the specific context of TEE, Kari et al. have proposed a credential migra-
tion protocol in open credential platforms [16]. They proposed to make the cre-
dential migration user-friendly based on delegated-automatic re-provisioning.
The credentials are backup in clear in a trusted server. Then, the migration pro-
cess is a re-provisioning from the backup, protected by a secret password only
known by the user. The main weakness of this solution lies in the fact that its
security, including to user’s privacy, is entirely based on a the trustworthy of the
trusted server (TS). This latter, as third party, has full access to TEE credentials
and user’s private data while it is not its owner or provisioner. This proposal
implies privacy issues that we propose to solve with our protocol.

GlobalPlatform specifications related to smartcards have been interested in
credential management in secure elements (smart cards). However, it seems that
the credential privacy in some cases has been overlooked. In GlobalPlatform
card specifications [12], the smart card is organized into fully isolated areas
called Security Domains (SD). There are a root security domain called ISD for
Issuer Security Domain and many Supplementary Security Domains (SSDs) for
the different Service Providers. Let us call SPSD the security domain for a given
SP. For instance, the ISD could be owned by the Mobile Network Operator
(MNO) and the SPSD could be owned by a bank. Once, the SPSD created,
there are two modes to manage the content of this SPSD: either directly from
SP to SPSD, or through ISD. In the first case, the credential migration process
would be naturally implemented in the application of the SP within the smart
card: encryption with the target public key, transfer and decryption, provided
that the MNO initiates the SP space in the target smart card. In the second
case, the MNO plays the role of firewall and proxy for the SPSD without having
access to the content between SP and its SSD (SPSD). SPSDs do not have any
code enabling to perform a credential transfer.

If we adopt the first model for the TEE, the TEE profile migration would
be processed like in the smart card: the TEE profile migration process would be
naturally implemented in the TA of the SP: encryption with the target public
TEE key, transfer and decryption, provided that the TEE admin - MNO initiates
the SP space in the target TEE. As a consequence, each service provider would
have to implement a migration process for its service.

If we adopt the second model for the TEE, TEE admin will serve as the single
entry point to transfer point-to-point credentials: implementing the migration
process would imply privacy issues similarly to the Kari et al. [16] solution. TEE
admin would have full access to the SP credentials and user’s data in order to
encrypt and transfer it. In this paper, we propose a new migration protocol,
while adopting the second model, where the TEE Admin plays the role of proxy
without having access to SP credentials. We consider the following properties:

– As trusted application profile contains credentials and also personal data
(statistics, usage data of the service), during the migration, the profile shall
be accessible only by legitimate entities: the SP and the user;

– A special third party, the TEE admin should be responsible of the role of
installation, deletion and migration of trusted profiles;
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– The trusted application of the SP should not contain any code dedicated
to the migration protocol. All the migration software components should be
handled by the TEE admin.

4 Attacker Model and Requirements

We assume that the enrollment, provisioning and personalization processes are
already achieved: the trusted application is provisioned to the TEE and has
access to its credentials and the user’s personal data. By the profile, we mean
the credentials (allowing the access to the service) and private data (related to
personalization and the use of application/service).

We consider three different actors: the user (the devices’ owner), the Service
Provider (e.g. the bank) and a TEE admin (e.g., Mobile Network Operator or
smartphone manufacturer). We consider the following attacker model:

A1: Communication control. We consider that we have a Dolev-Yao [11]
attacker model: an attacker has full control over communication channels.

A2: TEE control. We consider that TEEs are enough resistant to physical
attacks according the Protection Profile proposed by GlobalPlatform [13]
which is EAL2+ certified.

A3: REE control. Given the possible vulnerabilities of the rich OS, we assume
that an attacker can compromise the REE of a user’s device.

A4: Entities control and trustworthy. We assume that (i) an attacker can-
not spoof the SP, cannot compromise its dedicated spaces within the TEE
and the SP is honest, (ii) an attacker cannot spoof the TEE Admin and
cannot compromise its dedicated spaces within the TEE, however the TEE
Admin can be honest-but-curious and, (iii) the user is honest.

While keeping in view the above discussions, we define the security require-
ments that a migration protocol shall meet as follow:

R1: Integrity. During the migration process, the integrity of the TEE profile
should be ensured. For a given profile, only the user and the relevant service
provider should be able to eventually modify the profile content.

R2: Confidentiality. During the migration process, the confidentiality of the
TEE profile should be ensured. For a given profile, only the user and the
relevant service provider should be able to eventually read the profile content.

5 TEE Migration Protocol

Considering the previous requirements, attacker model, and the GlobalPlatform
Card Specifications [12], we introduce a new approach for deploying services in a
TEE where: TAs of a service provider are hosted in a Security Domain (SD) and
a new actor, called TEE admin, has a special SD and implements the migration
functionalities. With such a new software architecture, we build a protocol that
allows to securely transfer a TEE profile from one device to another one.
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(a) Device architecture (b) Protocol overview

Fig. 2. Architecture and protocol overview

5.1 Architecture Overview

We organize the TEE into Security Domains (SD) [12]. Every SD can contain
one or many Trusted Applications (TA) from the same Service Provider. A SD
is a fully isolated zone. This functionality could be ensured by memory protec-
tion mechanisms, firewall functionalities, data isolation techniques implemented
at OS level of the TEE, such as the ones used for Linux systems (SELinux,
AppArmor,...). For example, in the commercialized TEE solution of Trustsonic,
such an architecture can be implemented using containers. A SD manipulates
cryptographic keys which are completely separated from any other SD. These
keys enable code execution integrity, credentials and user’s private data integrity
and confidentiality when using a service. Consequently, a SD must not cipher
his credentials or user’s private data using any external keys whatever is the
case, e.g., transfer. We define two types of SD, represented in Figure 2a: (1) SD
without management rights (many per TEE): SP-SD (in green). They contain
the trusted applications of a service provider. (2) SD with management rights
(only one per TEE): ROOT-SD (in orange). It is responsible of creating and
deleting SDs, downloading and installing packages in SDs, and also migrating
SDs from a TEE to another compliant TEE.

5.2 Protocol Overview

In order to migrate a TEE profile from a source device to a target one, the user
gets the two devices nearby each other in order to establish a wireless communi-
cation, such as NFC or bluetooth. Then, the user starts the migration applica-
tion, noted Migrate-SD in Figure 2a, within the ROOT-SD of the TEE source.
In order to do this, the user must be authenticated in both source and target
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TEEs. Owing to the authentication procedure, the TEEs check that only the
user enrolled by the TEE admin can start the migration process. This authen-
tication can be done through the “Trusted User Interface” [15], or by using the
password or the pin code setup at the enrollment phase, or by using a biometry
peripheral if available. The next steps of the protocol that involve the two TEEs
are presented in Figure 2b and described in the following.

Step 1. An authenticated key agreement takes place between the ROOT-SD
of TEE source and the ROOT-SD of target TEE. This prevents the TEE source
from disclosing critical information to a malicious environment and prevents the
target TEE from accepting malicious data.

Step 2. The TEE source requires a migration authorization from all service
providers that have a SD within the TEE source. If a service provider does not
agree with the migration of his relevant SD, the migration cannot take place.
The migration authorization is temporary and unique per pair of devices, per
transfer and per service provider. Indeed, the authorization is related to the date
and time of the request that has been initiated. Thus, it is valid only for a given
period of time.

Step 3. At that time starts the groundwork for the authorization. First, the
service provider checks with the TEE admin whether the target TEE is stated
compromised. Then, the service provider checks that the target TEE is not
already a client containing a service provider SD. Finally, the service provider
asks the TEE admin to set up a specific SD within target TEE, and updates the
SD credentials in order to be the unique master of this SD.

Step 4. Finally, the service provider replies to the TEE source with the
authorization and necessary migration credentials. The authorization consists of
a service provider signature proving his agreement regarding the migration of his
SD. The credentials consist of a re-encryption key [8,9]. Using this re-encryption
key, the Migrate-SD application will be able to perform the transfer without
having access to SD profile. In order to send source profile to the target SD, the
source SD provides its profile, encrypted with its public key, to the TA, Migrate-
SD, that should re-encrypt it with the re-encryption key. In such a case, even if
the TEE Admin is honest-but-curious, it cannot eavesdrop the SD profile.

Step 5. The target TEE must check the validity of the received authoriza-
tion. At this time, the migration can start.

5.3 TEE Profile Migration Protocol

In the following, we introduce the notations and cryptographic keys used in
our protocol. Later, we detail the phases of our protocol: Authenticated key
agreement, Service Provider authorization and TEE Profile migration.

Cryptographic Keys and Notations. We denote (sksrc, pksrc, certsrc)
(resp. (sktgt, pktgt, certtgt)) the TEE private root key and the certified TEE
public root key of the source (resp. target) ROOT-SD. These keys are used to
authenticate the TEE and set up a key session with an authenticated TEE. A
TEE admin is characterized by a private and public key pair (skAdmin, pkAdmin).
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Enc(pk, M) : The encryption of the message M using the public key pk.
MAC(sk, M) : The Message Authenticated Code (MAC) of the message M using the key sk.
SignatureA : The signature on the message sent with the signature using the private key of A.
Verify(pk, σ) : The verification of the signature σ using the public key pk corresponding to private

key sk used during the signature generation.

Fig. 3. Cryptographic notations

It controls the ROOT-SD and certifies TEE root keys. A Security Domain SP-
SD is characterized by a root keys set (sksd, pksd, certsd). This is an encryption
keys set that enables to securely store SD profile. We denote SP − SDsrc (resp.
SP−SDtgt) the service provider SD within TEE source (resp. target TEE). Con-
sequently, the tuple (skSP−SDsrc

, pkSP−SDsrc
, certSP−SDsrc

) (resp. the tuple
(skSP−SDtgt

, pkSP−SDtgt
, certSP−SDtgt

)) is the root keys set of SP − SDsrc

(resp. SP − SDtgt). A service provider is characterized by (sksp, pksp) and
a unique identifier IDSP . It provides the security domains root keys and is
responsible of the re-encryption key and transfer authorization generation. The
notations for the different cryptographic primitives are defined in Figure 3.

Authenticated Key Agreement. The authenticated key agreement
(AKA, step 1 in Figure 2b) occurs in order to establish a secure session between
two TEEs after a mutual authentication. The AKA can be a password based
key agreement [1] or a public key authenticated Key agreement [10] and must
be a two ways authentication. In the first case, we can use the password or PIN
or biometric data introduced by the user during the authentication phase and
in the second case, we can use the TEEs root keys. At the end of this phase,
the source and target TEEs will share a couple of ephemeral keys (eKt, eKm)
to secure the migration. eKt is the private session key, whereas eKm is used for
MAC computations.

Service Provider Authorization. The TEE source requires a migration
authorization from all service providers having trusted applications within the
TEE source (step 2 in Figure 2b). This protocol is described in Figure 4. For
the sake of simplicity, we consider only one service provider.

(1) The migration application within ROOT − SDsrc sends the request
INIT RQ with its signature noted SignatureROOT−SDsrc

to the service
provider through the TEE admin. The request includes the identity of the ser-
vice provider (IDSP ), the public key of SP −SDsrc (pkSP−SDsrc

) and the certi-
fied TEE public root keys of source and target TEE (certsrc, certtgt). (2) When
receiving the request, TEE admin checks the certificates (certsrc, certtgt), the sig-
nature and freshness of the request and a timestamp (SignatureROOT−SDsrc

)1.
It should also check whether source or target TEE are compromised2 for exam-
ple using the remote attestation protocols of Baiardi et al. [6]. (3) If checks are
successful, the TEE admin transmits the request (INIT ) to the relevant service
provider based on the IDSP received within the request.

1 TEE implementations like TrustZone offer access to trusted clocks for this usage.
2 This is already the case for SIM card where MNOs checks if a SIM has been revoked.
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(4) With the received request, the service provider checks if the TEE source
(resp. target TEE) has (resp. has not) an associated SP-SD by checking if
certsrc (resp. certtgt) is registered in its database. Then, (5) the service provider
inquires TEE admin to create a SP-SD within the recipient TEE via the
SD − Create RQ(certtgt) command. (6) The TEE admin signs the command
(the signature SignatureTEEAdmin

is performed on the command and a times-
tamp) and forwards it to the trusted application Create − SDtgt in order to
create SP − SDtgt. (7, 8, 9, 10). The creation is acknowledged by Ack and
Param that are returned to the service provider (through the TEE Admin) in
order to let him be able to personalize SP − SDtgt, as done classically when
personalizing TEE security domains. (11) Once the SP − SDtgt installed, the
service provider proceeds to the update of SP − SDtgt credentials in order to
have the exclusive control over SP − SDtgt [12].

Finally, the service provider generates the migration authorization. It consists
of a re-encryption key Kproxy and a signature PERM . The signature PERM
is computed on the SP identifier IDSP , source and target TEE public keys
as well as a timestamp: PERM = {IDSP , certsrc, certtgt, T imeStamp}skSP

.
The re-encryption key Kproxy is used to re-encrypt the SD − SPsrc content
such that the result will be understandable only by SP − SDtgt: Kproxy =
rekeygen(pkSP−SDtgt

, skSP−SDsrc
). In the literature [8,9], Kproxy is called a

proxy key. (12, 13) The authorization is sent to the TEE Admin who signs it
and transmits it (with its signature) to ROOT − SDsrc.

TEE Profile Migration. Using the re-encryption key, the confidentiality
and integrity of the migration phase is guaranteed. Any outsider cannot eaves-
drop the SP − SDsrc profile and a honest-but-curious TEE Admin has no visi-
bility about the SP − SDsrc profile. The migration occurs as follows.

As described in Figure 5, Migrate− SDsrc re-encrypts the protected profile
of SP − SDsrc (P ) using the proxy key Kproxy to obtain the cipher A. Only
SP − SDtgt is able to decrypt A. Afterwards, Migrate − SDsrc computes B
and C. B is the encryption of A and the identifier of the service provider owning
SP−SDsrc (IDSP ) using the transfer key eKt. Regarding C, it is the MAC of A
and IDSP using eKm. At the end of these computations, Migrate−SDsrc sends
A, B, C and PERM to Migrate− SDtgt. that proceeds to the verifications of
PERM and C. The verification of PERM corresponds to the verification of
a signature, its freshness and that its parameters contain the right certsrc and
certtgt. Next, Migrate − SDtgt decrypts B in order to retrieve A and IDSP .
Based on the retrieved IDSP , Migrate− SDtgt transmits A to SP − SDtgt.

When the migration finishes, we have two possibilities. On the one hand,
the security policy of the service admits to conserve the TEE profile in the
source. In such a case, Migrate − SDtgt simply acknowledges that the TEE
profile migration is completed successfully (Signed Ack). On the other hand,
the security policy of the service admits to conserve only one profile. The TEE
profile in the source should be destroyed. In order to ensure a fair exchange,
exchanges between Migrate− SDsrc and Migrate− SDtgt must be performed
via the service provider. Migrate − SDtgt acknowledges that the TEE profile
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ROOT − SDsrc TEEAdmin SP ROOT − SDtgt

(sksrc, pksrc, certsrc) (skAdmin, pkAdmin) (sksp, pksp) (sktgt, pktgt, certtgt)

(1) INIT RQ(IDSP ,pkSP−SDsrc
,

certsrc,certtgt),
SignatureROOT−SDsrc−−−−−−−−−−−−−−−−−−−−−−−−−−→

(2) Verify(pkAdmin, certsrc)
Verify(pkAdmin, certtgt)

Verify(pksrc, SignatureROOT−SDsrc )
certsrc, certtgt /∈ {CompromisedTEE}

3) INIT (pkSP−SDsrc
,certsrc,

certtgt)−−−−−−−−−−−−−−−−−−−−−−−→

(4) certsrc ∈ {Clients}
certtgt /∈ {Clients}

(5) SD−Create RQ(certtgt)←−−−−−−−−−−−−−−−−−−−−−−−−
(6) SD−Create()−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−→

SignatureTEEAdmin

(7) Verify(pkAdmin,
SignatureTEEAdmin

)
Execute the command

(8) Ack and Param←−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
SignatureROOT−SDtgt

(9)Verify(pktgt, SignatureROOT−SDtgt )

(10) Param−−−−−−−−−−−−−−−−−−−−−−−−→

(11)Personalize the root keys of SP − SDtgt

Compute the proxy key Kproxy

and the SP authorization PERM

(13) Kproxy,PERM←−−−−−−−−−−−−−−−−−−−−−−−−−−
SignatureTEEAdmin

(12) Kproxy,PERM←−−−−−−−−−−−−−−−−−−−−−−−−
(14)Verify(pkAdmin, SignatureTEEAdmin

)

Fig. 4. Service Provider authorization protocol

SP − SDsrc ROOT − SDsrc ROOT − SDtgt SP − SDtgt

P = Enc(pkSP−SDsrc
,profilesrc)−−−−−−−−−−−−−−−−−−−−−−−−−−→

Compute:
A= Enc(Kproxy , P )

B= Enc(eKt, A and IDSP )
C= MAC(eKm, A and IDSP )

A, B, C and PERM−−−−−−−−−−−−−−−−−−−−−−−−→
Decrypt(eKt, B)
Retrieve IDSP

Verify(pkSP , PERM)
Verify(eKm, C)

A−−−−−−−−−−−−−−−−−−−−→
Signed Ack←−−−−−−−−−−−−−−−−−−−−−−−−

Destroy SP − SDsrc

Inform the SP of the
achievement of the migration

Fig. 5. Profile migration protocol
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migration is completed successfully (Signed Ack). At this time, Migrate−SDsrc

asks the trusted application Destroy − SDsrc to destroy the SD corresponding
to IDSP . When the operation finishes, Migrate − SDsrc informs the service
provider that the transfer is accomplished. Hence, the service provider will not
consider any more TEE source as a client and revoke its corresponding keys.

5.4 Performance Remarks

As current TEE implementation does not give access to low level cryptographic
primitives we cannot implement the whole protocol. To give an idea of perfor-
mances, the reader should note that TEEs exploit the CPU of the smartphone
with an amount of RAM of some MBs. Thus performance are comparable with
what can be obtained in the Rich OS. For example, a RSA computation is
achieved in 20 ms on a Galaxy SIII smartphone. Our reencryption scheme needs
lower than a RSA computation: we measured, on a Galaxy SIII a reencryption
time of about 4 ms.

6 Security Analysis

User Identification. During a TEE profile migration, it is important to ensure
that the target TEE (target device) belongs to the owner of the source TEE
(source device). In our model, this is guaranteed by the concept of demonstra-
tive identification [7]. Indeed, we proposed to run the migration protocol over a
wireless proximity technology (NFC).

Requirements Analysis. During the migration, an outsider or a curious
TEE Admin must not be able to read or modify the transferred TEE profile (R1,
R2). This is ensured by using the cryptographic re-encryption method. Indeed,
the migration authorization, delivered by the service provider, consists of two
components: Kproxy and PERM . PERM is a signature computed by the service
provider on (IDSP , certsrc, certtgt, timeStamp). An attacker would not be able
to replay this authorization because of the timestamp. Moreover, the transfer pro-
cess would fail if certsrc (resp. certtgt) does not correspond to the certified root
public key used by source TEE (resp. target) during the AKA phase. Regarding
the re-encryption keyKproxy, it is computed based on the private key of the source
SD and the public key of the target SD. This means that a cipher text of source SD,
if encrypted using Kproxy, will be converted to a cipher text of target SD. Thus,
only source SD, target SD and the service provider have access (read / modify)
to the TEE profile. If the re-encryption key Kproxy is improperly computed, the
attacker cannot get the TEE profile content.

TEE Admin Trustworthy. Besides the cryptographic solution, our app-
roach relies on the trustworthy of the TEE Admin. We assume that a TEE Admin
can only be honest-but-curious and not malicious (compromised). Indeed, a mali-
cious TEE Admin can get access to service provider credentials and user’s private
data. However, we estimate that the assumption of a honest-but-curious TEE
Admin is reasonable. This is because a malicious TEE Admin (when detected)
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risks not only huge financial damages but also his reputation. Knowing that
this role should be played by the device manufacturer or the mobile network
operator. In our opinion, this risk is far from being taken.

7 Protocol Validation

We validated our protocol using the AVISPA [4] tool web interface. AVISPA
is an automated tool for the validation of security protocols. It takes as input
a protocol modelled in High-Level Protocol Specification Language (HLPSL).
This latter is translated into Intermediate Format (IF) and forwarded to the
back-end analyser tools.

In Appendix A, we show (the core subset of) our migration protocol
model written in HLPSL. In this validation model, we mainly focused on Ser-
vice Provider authorization protocol (Figure 4) and Profile transfer protocol
(Figure 5). Therefore, we assumed that the user authentication and AKA steps
have been successfully achieved. Moreover, for the sake of simplicity, we did not
consider the SP − SDtgt root key personalization.

We modeled our transfer protocol into six roles in addition to two standard
roles (i.e. “session” and “environment”). First, the role “sdSrc” (resp. “sdTgt”)
refers to the SP−SDsrc (resp. SP−SDtgt). Then, the role “src” (resp. “tgt”) repre-
sents the Migration TA within TEE source (resp. target TEE). At last, “teeAdmin”
and “sp” respectively correspond to the entities TEE admin and Service Provider.
Every role is modelled into a state transition system. A state represents the
reception and/or the transmission of a message from our protocol. For instance,
“State = 0” in the role “teeAdmin” corresponds to the reception of INIT RQ by
the TEE administrator in Figure 4. Regarding the role called “session”, it repre-
sents a single session of our protocol where all the other roles are instantiated.

All the roles communicate over Dolev-Yao [11] channels (channel(dy)), i.e.,
an adversary can fully control the communication channels (A1). The attacker
knowledge is defined by the set of constants or variables of the intruder knowledge

set in the main role (environment) (A2, A3). Then, the intruder actions are mod-
eled by the combination of several sessions where the intruder may take part of
the sessions running. On the subject of our protocol, besides the initialization of
intruder knowledge, we modeled our attacker by the variable i (i for intruder)
such that he can play the role of a honest-but-curious TEE Admin (Line 125)
or a honest-but-curious Migration TA in the source (Line 123) or target TEEs
(Line 124) (A4-ii). Finally, we note that the attacker i did not compromise the SP
nor its SDs (A4-i) because the roles “sdsrc”, “sdtgt” and “spagent” are not played
by the attacker in the initialized sessions (Lines 122, 123, 124, 125).

The migration authorization, delivered by the service provider, consists of
two components: Kproxy and PERM . PERM is a signature computed by the SP
on (IDSP , certsrc, certtgt, timeStamp). Regarding Kproxy, it is not a standard cryp-
tographic tool. Thus, AVISPA does not have its predefined predicate. Our model
must manually put up all its features. We designed the proxy re-encryption con-
cept owing to the predicate ∧equal({EncSD} KProxy, {SDCred} PKSDtgt) at the end
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of the role “sdSrc”. This predicate models the equality between “the encryption
of EncSD (the encryption of SDCred using the public key of the source SD) using
the proxy key” and “the encryption of SDCred using the public key of the target
SD”. If this equality does not hold, it means that Kproxy is a fake key from an
attacker which should be assimilated to a denied authorization of the SP.

The HLPSL language provides four predicates to model security require-
ments. The predicate secret(E, id, S) declares the information E as secret shared
by the agents of set S. This security goal will be identified by id in the goal
section. In addition, witness, request and wreuqest are used to model authenti-
cation goals. Regarding the security requirements R1 (integrity) and R2 (confi-
dentiality with respect to outsiders and a curious TEE Admin), we defined them
in one goal owing to the predicate secret(SDCred, transfer, {SDsrc, SP, SDtgt}) at
the end of the role “sdSrc”. This predicate expresses that the content of an SD
should remain secret between the SD of TEE source, the service provider and
the SD of the target TEE.

We successfully validated our protocol with two AVISPA back-ends (AtSe and
SATMC). The AtSe back-end extracts attacks that defeat the security proper-
ties by translating the model in constraints on the adversary’s knowledge. Using
a unification algorithm it integrates at each step of the protocol the new con-
straints. As our protocol is loop free, the search of possible attacks is complete.
Regarding the SATMC back-end, it translates the protocol in propositional for-
mulas that can feed an off-the-shelf SAT solver.

8 Conclusion

In this paper, we have introduced a TEE architecture based on security domains.
The root security domain is controlled by the TEE admin and the other secu-
rity domains isolate the service providers trusted applications. With such an
architecture, we have proposed a practical and privacy-preserving TEE profile
migration protocol. This protocol requires the dynamic interaction of the service
provider and the TEE admin. Owing to the security and functional characteris-
tics of the used re-encryption method, the integrity and the confidentiality of the
TEE profile, with respect to external attackers and TEE Admin, are guaranteed.
Finally, we successfully validated our protocol using the AVISPA tool.
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RLCPS, WECSR, and WLC 2010. LNCS, vol. 6054, pp. 107–122. Springer,
Heidelberg (2010)

11. Dolev, D., Yao, A.C.: On the security of public key protocols. In: 22Nd Annual
Symposium on Foundations of Computer Science, SFCS 1981, Nashville, USA,
pp. 350–357. IEEE Computer Society (1981)

12. GlobalPlatform Card technology. Card specification - v2.2.1, January 2011
13. GlobalPlatform Device Committee. TEE protection profile version 1.2, public

release, gpd spe 021, November 2014
14. GlobalPlatform Device technology. TEE system architecture, v1.0, December 2011
15. GlobalPlatform Device technology. Trusted user interface API, v1.0, June 2013
16. Kostiainen, K., Asokan, N., Afanasyeva, A.: Towards user-friendly credential trans-

fer on open credential platforms. In: Lopez, J., Tsudik, G. (eds.) ACNS 2011.
LNCS, vol. 6715, pp. 395–412. Springer, Heidelberg (2011)

17. Kostiainen, K., Asokan, N., Ekberg, J.-E.: Credential disabling from trusted exe-
cution environments. In: Aura, T., Järvinen, K., Nyberg, K. (eds.) NordSec 2010.
LNCS, vol. 7127, pp. 171–186. Springer, Heidelberg (2012)

18. Kostiainen, K., Dmitrienko, A., Ekberg, J.-E., Sadeghi, A.-R., Asokan, N.: Key
attestation from trusted execution environments. In: Acquisti, A., Smith, S.W.,
Sadeghi, A.-R. (eds.) TRUST 2010. LNCS, vol. 6101, pp. 30–46. Springer,
Heidelberg (2010)



Practical and Privacy-Preserving TEE Migration 167

19. Marforio, C., Karapanos, N., Soriente, C., Kostiainen, K., Capkun, S.: Secure
enrollment and practical migration for mobile trusted execution environments. In:
Third ACM Workshop on Security and Privacy in Smartphones & Mobile Devices,
Berlin, Germany, pp. 93–98. ACM Press, November 2013
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A Our Transfer Protocol in HLPSL

1 role sdSrc (SrcTEE, SDsrc, SDtgt, SP: agent,
2 PKSrcTEE, PKSDsrc, PKSDtgt, PKSP: public key,
3 SDCred: text,
4 SND, RCV: channel (dy))
5 played by SDsrc def=
6 local
7 State: nat,
8 EncSD: text,
9 KProxy: public key

10 init State:=0
11 transition
12 0.State=0 /\ RCV(start) =|> EncSD’:={SDCred} PKSDsrc /\ State’:=1
13 1.State=1 =|> SND(EncSD)
14 /\ secret(SDCred,transfer,{SDsrc, SP, SDtgt})
15 /\ equal({EncSD} KProxy, {SDCred} PKSDtgt)
16 end role
17
18 role src (SrcTEE, SDsrc, TgtTEE, TEEAdmin, SP: agent,
19 PKSrcTEE, PKSDsrc, PKTgtTEE, PKTEEAdmin, PKSP : public key,
20 SK : symmetric key,
21 SND, RCV: channel (dy))
22 played by SrcTEE def=
23 local
24 State : nat,
25 TimeStamp,EncSD: text,
26 Ack: message,
27 KProxy: public key
28 init State := 0
29 transition
30 0.State = 0 /\ RCV(EncSD) =|> State’:= 1 /\ TimeStamp’:= new()/\SND(SrcTEE.

TEEAdmin.PKSP.PKSDsrc. PKSrcTEE. PKTgtTEE.{PKSP. PKSDsrc. PKSrcTEE.
PKTgtTEE.TimeStamp’} inv(PKSrcTEE))

31 1.State= 1 /\ RCV(SrcTEE.TEEAdmin.KProxy.{PKSP.PKSrcTEE. PKTgtTEE} inv(PKSP)
.{KProxy.{ PKSP.PKSrcTEE. PKTgtTEE. TimeStamp} inv(PKSP)} inv(
PKTEEAdmin)) =|> State’:= 2

32 2.State=2/\SND(SrcTEE.TgtTEE.{{EncSD} KProxy.PKSP} SK) =|> RCV({SrcTEE.
TgtTEE.Ack.TimeStamp} SK)

33 end role
34
35 role teeAdmin (SrcTEE, TgtTEE, TEEAdmin, SP: agent,
36 PKSrcTEE, PKTgtTEE, PKTEEAdmin, PKSP: public key,
37 SND, RCV: channel (dy))
38 played by TEEAdmin def=
39 local
40 State : nat,
41 SDCreate, Param, Ack: message,
42 TimeStamp: text,
43 PKSDsrc, KProxy: public key
44 init State := 0
45 transition
46 0.State=0 /\ RCV(TEEAdmin.SrcTEE.PKSP.PKSDsrc.PKSrcTEE.PKTgtTEE.{PKSP.

PKSDsrc.PKSrcTEE. PKTgtTEE.TimeStamp} inv(PKSrcTEE))=|> State’:= 1 /\ SND
(TEEAdmin.SP.PKSDsrc.PKSrcTEE. PKTgtTEE)

47 1.State=1 /\ RCV(TEEAdmin.SP .SDCreate .PKTgtTEE) =|> State’:=2 /\ TimeStamp’:=
new()/\SND(TEEAdmin. TgtTEE. SDCreate. {SDCreate.TimeStamp’} inv(
PKTEEAdmin))

48 2.State=2 /\RCV(TEEAdmin. TgtTEE.Ack.Param.{ Ack.Param.TimeStamp} inv(PKTgtTEE
)) =|> State’:=3 /\ SND(TEEAdmin.SP.Param)

49 3.State=3 /\RCV(TEEAdmin.SP.KProxy.{PKSP.PKSrcTEE. PKTgtTEE. TimeStamp} inv(
PKSP))=|> SND(TEEAdmin. SrcTEE.KProxy.{ PKSP.PKSrcTEE. PKTgtTEE.
TimeStamp} inv(PKSP).{ KProxy.{PKSP.PKSrcTEE. PKTgtTEE.TimeStamp} inv(
PKSP)} inv(PKTEEAdmin))

50 end role
51
52 role sp(TEEAdmin, SP: agent,
53 PKTEEAdmin, PKSP: public key,
54 SND, RCV: channel (dy))
55 played by SP def=

http://www.trustedcomputinggroup.org/resources/tpm_main_specification
http://www.trustedcomputinggroup.org/resources/tpm_main_specification
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56 local
57 State : nat,
58 SDCreate, Param: message,
59 TimeStamp: text,
60 PKSrcTEE, PKTgtTEE, PKSDsrc, PKSDtgt, KProxy: public key
61 init State := 0
62 transition
63 0.State=0 /\ RCV(SP.TEEAdmin.PKSDsrc.PKSrcTEE.PKTgtTEE) =|> State’:=1 /\ SND(

SP.TEEAdmin.SDCreate.PKTgtTEE)
64 1.State=1/\RCV(Param) =|> TimeStamp’:=new()/\PKSDtgt’:=new()/\ KProxy’:=new()/\

SND(KProxy’.{PKSP.PKSrcTEE.PKTgtTEE.TimeStamp’} inv(PKSP))
65 end role
66
67 role tgt(SrcTEE, TgtTEE, TEEAdmin, SDTgt: agent,
68 PKTgtTEE, PKTEEAdmin, PKSP, PKSDtgt: public key,
69 SK : symmetric key,
70 SND, RCV: channel (dy))
71 played by TgtTEE def=
72 local
73 State : nat,
74 TimeStamp, EncSD: text,
75 SDCreate, Ack, Param: message,
76 KProxy: public key
77 init State := 0
78 transition
79 0.State=0/\RCV(TgtTEE.TEEAdmin.SDCreate.{SDCreate.TimeStamp} inv(PKTEEAdmin))

=|> State’:=1/\TimeStamp’:=new()/\SND(TgtTEE.TEEAdmin.Ack.Param.{Ack.
Param.TimeStamp’} inv(PKTgtTEE))

80 1.State=1/\RCV(TgtTEE.SrcTEE.{{EncSD} KProxy.PKSP} SK)=|>State’:=2/\TimeStamp
’:=new()/\SND(TgtTEE.SrcTEE.{Ack.TimeStamp’} SK)

81 2.State=2 =|>SND(TgtTEE.SDTgt.{EncSD} KProxy)
82 end role
83
84 role sdTgt(TgtTEE, SDTgt: agent,
85 PKTgtTEE, PKSDsrc, PKSDtgt: public key,
86 SND, RCV: channel (dy))
87 played by SDTgt def=
88 local
89 State: nat,
90 EncSD: text,
91 KProxy: public key
92 init State:=0
93 transition
94 0.State= 0 =|> RCV({EncSD} KProxy)
95 end role
96
97 role session(SDsrc, SDtgt, SrcTEE, TgtTEE, TEEAdmin, SP: agent,
98 PKSDsrc,PKSDtgt,PKSrcTEE,PKTgtTEE,PKTEEAdmin,PKSP: public key,
99 SK : symmetric key,

100 SDCred: text)
101 def=
102 local S0, R0, S1, R1, S2, R2, S3, R3, S4, R4, S5, R5 : channel (dy)
103 composition
104 sdSrc (SrcTEE, SDsrc, SDtgt, SP, PKSrcTEE, PKSDsrc, PKSDtgt, PKSP, SDCred, S0, R0)
105 /\ src (SrcTEE, SDsrc, TgtTEE, TEEAdmin, SP, PKSrcTEE, PKSDsrc, PKTgtTEE,

PKTEEAdmin, PKSP, SK, S1, R1)
106 /\ teeAdmin (SrcTEE, TgtTEE, TEEAdmin, SP, PKSrcTEE, PKTgtTEE, PKTEEAdmin,

PKSP,S2, R2)
107 /\ sp (TEEAdmin, SP, PKTEEAdmin, PKSP, S3, R3)
108 /\ tgt (SrcTEE, TgtTEE, TEEAdmin, SDtgt, PKTgtTEE, PKTEEAdmin, PKSP, PKSDtgt,

SK, S4, R4)
109 /\ sdTgt(TgtTEE, SDtgt, PKTgtTEE, PKSDsrc, PKSDtgt, S5, R5)
110 end role
111
112 role environment()
113 def=
114 const
115 sdsrc, sdtgt, srctee, tgttee, teeadmin, spagent, i: agent,
116 pksdsrc,pksdtgt,pksrctee,pktgttee,pkteeadmin,pksp,ki: public key,
117 sk: symmetric key,
118 transfer : protocol id,
119 sdcred: text
120 intruder knowledge={pksrctee, pktgttee, pkteeadmin, pksp, ki, inv(ki)}
121 composition
122 session(sdsrc, sdtgt, srctee, tgttee, teeadmin, spagent, pksdsrc, pksdtgt, pksrctee, pktgttee,

pkteeadmin, pksp, sk, sdcred)
123 /\ session(sdsrc, sdtgt, i, tgttee, teeadmin, spagent, pksdsrc, pksdtgt, pksrctee, pktgttee,

pkteeadmin, pksp, sk, sdcred)
124 /\ session(sdsrc, sdtgt, srctee, i, teeadmin, spagent, pksdsrc, pksdtgt, pksrctee, pktgttee,

pkteeadmin, pksp, sk, sdcred)
125 /\ session(sdsrc, sdtgt, srctee, tgttee, i, spagent, pksdsrc, pksdtgt, pksrctee, pktgttee,

pkteeadmin, pksp, sk, sdcred)
126 end role
127
128 goal
129 secrecy of transfer
130 end goal
131
132 environment()
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Abstract. In this paper, we present novel randomized techniques to
enhance Montgomery powering ladder. The proposed techniques increase
the resistance against side-channel attacks and especially recently pub-
lished correlation collision attacks in the horizontal setting. The first
of these operates by randomly changing state such that the difference
between registers varies, unpredictably, between two states. The second
algorithm takes a random walk, albeit tightly bounded, along the possible
addition chains required to compute an exponentiation. We also gener-
alize the Montgomery powering ladder and present randomized (both
left-to-right and right-to-left) m-ary exponentiation algorithms.

Keywords: Montgomery powering ladder · Side-channel analysis ·
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1 Introduction

Side-channel analysis is one of the most serious threats to the security of a given
implementation of a cryptographic algorithm. In the traditional model, a given
cryptographic algorithm is typically proven secure against various attacks under
assumptions regarding the computational complexity of an attack. However, in
a more practical scenario, Kocher noted that the time required to compute a
cryptographic algorithm could reveal information on the keys used [1]. This
was then extended to analyze differences in the power consumption of a micro-
processor [2] and the variations in the surrounding electromagnetic field [3,4].
The simplest such attack is based on the inspection of an acquired power con-
sumption (resp. electromagnetic emanation) trace to derive information. This
is referred to as Simple Power Analysis (SPA) (resp. Simple ElectroMagnetic
Analysis (SEMA)). The exploitation of statistical differences in the instanta-
neous power consumption proposed by Kocher et al. [2] is termed Differential
Power Analysis (DPA) (resp. Differential ElectroMagnetic Analysis (DEMA)),
and alternatives have been proposed using, for example, a model and Pearson’s
correlation coefficient [5] or mutual information [6].
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In choosing an exponentiation algorithm for a secure implementation, one
needs to consider the possible attacks that could be applied. One can often
discount attacks where input values need to be known, such as the doubling
attack [7], template attacks [8] or DPA [2]. Such attacks can typically be pre-
vented by blinding input values [9] or by using a suitable padding scheme. That
is, these attacks are not typically prevented by choosing a specific exponentia-
tion algorithm. However, one also needs to consider attacks based on inspecting
a limited number of traces, such as SPA [2], or power attacks in the horizontal
setting [10,11]. The later was first introduced by Walter [10]. His attack, the so-
called Big Mac attack, applied to m-ary exponentiation, although only simulated
attacks are described. Clavier et al. [12] then exploited the collision correlation
between selected points from two subtraces to derive information. Recent work
by Bauer et al. [13] has also detailed how one could apply such collision attacks
to implementations of scalar multiplications over elliptic curves. Witteman et
al. [14] demonstrated that this attack works on an ASIC implementation. Kim
et al. [15] also determined how one could apply such an attack to the Mont-
gomery ladder [16,17]. The attack model was extended by Hanley et al. [18]
to include an attacker that computes the correlation between carefully chosen
points in a trace to detect where the output of one operation is used as the input
to another operation.

In this paper, we present randomized variants of the Montgomery powering
ladder that are resistant to SPA and power collision correlation attacks in the
horizontal setting. The first algorithm is based on an amalgamation of two simple
variants of the Montgomery powering ladder, where the content of the registers
becomes unpredicable. The second algorithm is based on blinding addition chains,
i.e. it takes tightly bounded random walks to compute an exponentiation. We
also generalize the Montgomery powering ladder and present randomized m-ary
exponentiation algorithms.

2 Preliminaries

2.1 Attack Model

In this paper we shall predominantly be considering an adversary that is able to
take power consumption traces (or something equivalent) while a microprocessor
is computing a group exponentiation algorithm. The adversary is then able to
make deductions on what the microprocessor is computing. We shall consider
three different attacks that require a limited number of traces when discussing
the effects of our modifications to the Montgomery powering ladder.

1. The first attack is Simple Power Analysis (SPA) where one observes differ-
ences in the power consumption caused by different operations taking place.
This was first demonstrated by Kocher et al. [2] who showed that one could,
given a näıve implementation, observe the difference between operations dur-
ing the computation of an exponentiation in (Z/N Z)∗.
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2. Another attack is the use of Pearson’s correlation coefficient to detect colli-
sions in variables to deduce key values [11]. For example, during the compu-
tation of an exponentiation in (Z/N Z)∗ using Coron’s square-and-multiply-
always exponentiation algorithm, one could seek to determine the locations
of multiplications with the same input. That is, operations that both take
the same input should show a significant cross-correlation.

3. An extension to the collision correlation attack given above is where an
adversary is able to detect collisions between the output of one operation and
the input of another operation. This provides an attack where a complete
defense is not possible. However, limiting the information available to an
adversary can make the attack impractical since it has been shown that
the error rate for this attack is significantly higher than a straightforward
comparison of operations [18].

We do not consider attacks that require chosen inputs, such as the doubling
attack [7] or statistical differences in the power consumption over time [2,5].
This is because these attacks are typically prevented by padding or blinding
the input by using a redundant representation where the details depend on the
group being used [9,19].

Typically, a blinded exponent is used, which is equivalent to the actual expo-
nent, meaning that each trace must be attacked independently. The discussion
of the security of the proposed algorithms will be largely informal, except where
we wish to make specific claims about the amount of information available to
an adversary.

2.2 The Montgomery Powering Ladder

The Montgomery powering ladder was originally proposed as a means of speeding
up scalar multiplication over elliptic curves [16], and was later shown to be
applicable to all multiplicatively written abelian groups [17].

We recall the description of the Montgomery powering ladder given by Joye
and Yen [17]. We consider the problem of computing y = xk in G for inputs
x and k. Let

∑n−1
i=0 ki 2i be the binary expansion of κ with bit length n. For

ease of expression we shall also denote this as (kn−1, . . . , k0)2. The Montgomery
powering ladder relies on the following observation. Defining Lj =

∑n−1
i=j ki 2i−j

and Hj = Lj + 1, we have

Lj = 2Lj+1 + kj = Lj+1 + Hj+1 + kj − 1 = 2Hj+1 + kj − 2 (1)

and so we obtain

(Lj ,Hj) =

{
(2Lj+1, Lj+1 + Hj+1) if kj = 0 ,

(Lj+1 + Hj+1, 2Hj+1) if kj = 1 .
(2)
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If we consider one register containing xLj and another containing xHj then (2)
implies that

(xLj , xHj ) =

⎧⎨
⎩

((
xLj+1

)2
, xLj+1 · xHj+1

)
if kj = 0 ,(

xLj+1 · xHj+1 ,
(
xHj+1

)2) if kj = 1 .

Given that L0 = κ one can build an exponentiation algorithm that requires two
group operations per bit of the exponent. Joye and Yen give several different
versions of such an algorithm [17]. Algorithm 1 describes the most resistant to
side-channel analysis version in their paper (as noted by Kim et al. [15] who
describe implementations of cross correlation attacks on other versions).

Algorithm 1. Montgomery Powering Ladder
Input: x ∈ G, an n-bit integer κ = (kn−1, kn−2, . . . , k0)2
Output: xκ

1 R0 ← 1G ; R1 ← x ;

2 for i = n − 1 down to 0 do
3 R¬ki ← Rki · R¬ki ;

4 Rki ← (Rki)
2 ;

5 end

6 return R0

The Montgomery powering ladder, as described in Algorithm 1, has several
properties that make it useful when defining a side-channel resistant implemen-
tation of an exponentiation. However, the Montgomery Powering ladder also has
been shown to be vulnerable to recent collision correlation attacks in the horizon-
tal setting [12,18]. In the reminder of this paper we propose alternative versions
of the Montgomery powering ladder to enhance its security against horizontal
collision correlation attacks.

Definition 1. We define a variant of the Montgomery powering ladder as an
exponentiation algorithm that has the following properties.

1. The algorithm uses two registers in the main loop containing group elements,
both of which are updated in each iteration.

2. Each iteration of the main loop treats one bit of the exponent and contains
no more than two group operations.

3. The operands in the first group operation will only involve one or both of the
registers used in the main loop.

4. The operands in the second group operation can involve one or both of the
registers used in the main loop and/or some precomputed value.
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The 3rd and 4th properties allow for variants of the Montgomery ladder to be
defined. That is, the Montgomery ladder is in the set of possible algorithms that
satisfy these criteria.

For brevity in defining algorithms, we shall concentrate on the main loop
of the algorithm. The computation before and after the main loop may contain
if-statements. We shall not give fully secure versions where solutions are widely
known, e.g. dummy operations or redundant representations [9,19,20].

3 Randomizing the Montgomery Powering Ladder

We note that when computing xn using the Montgomery powering ladder, as
defined in Algorithm 1, then at the end of each iteration we will have the con-
dition where R1/R0 = x, or equivalently R0 · x = R1. Thus, using the notation
given above, and we allow some precomputed values to be used in the algorithm,
then (2) can be rewritten as

(Lj ,Hj) =

{
(2Lj+1, Lj + 1) if kj = 0 ,

(Lj+1 + Hj+1, Lj + 1) if kj = 1 .
(3)

Implying that

(xLj , xHj ) =

{((
xLj+1

)2
, xLj · x

)
if kj = 0 ,(

xLj+1 · xHj+1 , xLj · x
)

if kj = 1 .

From which we can define Algorithm 2.

Algorithm 2. A Straightforward
Variant I
Input: x ∈ G, an n-bit integer

κ = (kn−1, kn−2, . . . , k0)2
Output: xκ

1 R0 ← 1G ; R1 ← x ;

2 for i = n − 1 down to 0 do
3 R0 ← R0 · Rki ;
4 R1 ← R0 · x ;

5 end

6 return R0

Algorithm 3. A Straightforward
Variant II
Input: x ∈ G, an n-bit integer

κ = (kn−1, kn−2, . . . , k0)2,
and kn−1 = 1

Output: xκ

1 R0 ← 1G ; R1 ← 1G ;

2 for i = n − 1 down to 0 do
3 R1 ← R0 · R¬ki ;
4 R0 ← R1 · x ;

5 end

6 return R0

Following the reasoning used to define (1), we can instead define Lj =∑n−1
i=j ki 2i−j and Hj = Lj − 1, giving

Lj = 2Lj+1 + kj = Lj+1 + Hj+1 + kj + 1 = 2Hj+1 + kj + 2 (4)
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and so, as with (3), we obtain

(Lj ,Hj) =

{
(Hj + 1, Lj+1 + Hj+1) if kj = 0 ,

(Hj + 1, 2Lj+1) if kj = 1 .
(5)

If we consider one register containing xLj and another containing xHj then (5)
implies that

(xLj , xHj ) =

{(
xHj · x, xLj+1 · xHj+1

)
if kj = 0 ,(

xHj · x,
(
xLj+1

)2) if kj = 1 .

From which we can define Algorithm 3. We note that at the end of each iteration
we will have the condition where R0/R1 = x, or equivalently R1 · x = R0.

Suppose that an adversary can distinguish multiplications from squaring
operations, then the two above variants of Montgomery powering ladder are not
immune to SPA. In line 3 of both algorithms, a squaring operation will occur
for certain bit values. That is, a squaring operation will be computed if the bit
value ki = 0 in Algorithm 2 and in Algorithm 3 a squaring operation occurs
when ki = 1. The following randomized algorithm will deal with this problem.

We observe that Algorithms 2–3 can be blended together. That is, in loop
�, for some � ∈ {1, . . . , n − 1}, of Algorithm 2 if k� = 1 one could compute
R1 ← (R0)

2 followed by R0 ← R1·x . Before this step R1/R0 = x, and afterwards
one bit of the exponent is treated and R0/R1 = x . Hence, one could continue
to compute an exponentiation using Algorithm 3.

Likewise, in loop �, for some � ∈ {1, . . . , n − 1}, of Algorithm 3, if k� = 0,
one could compute R0 ← (R0)

2 followed by R1 ← R0 · x . Afterwards one bit of
the exponent is treated and R1/R0 = x. Hence, one could continue to compute
an exponentiation using Algorithm 2. We define Algorithm 4 as an example of
how Algorithms 2 and 3 could be randomly blended together. We use a random
generator producing a random bit b to determine when to change from one
algorithm to the other, and to determine which algorithm is used to start the
exponentiation algorithm. If b = 0, the exponentiation is computed by using
Algorithm 2, that is R1/R0 = x. Otherwise, the exponentiation is computed by
using Algorithm 3, that is, R0/R1 = x.

Suppose that an adversary is able to distinguish a multiplication from a
squaring operation. Then, she would be able to determine individual bits of the
exponent if she could determine if R0/R1 = x or R1/R0 = x . However, the
following lemma shows that this information is not available.

Lemma 1. An adversary analyzing an instance of Algorithm 4 is able to reduce
the hypotheses for the exponent from κ to κ

11
12 by distinguishing a multiplication

from a squaring operation.

Proof. If an adversary observes a squaring operation followed by a multiplica-
tion in the loop using index i, then the adversary knows one of the following
operations has occurred:
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Algorithm 4. Randomized Montgomery Powering Ladder
Input: x ∈ G, an n-bit integer κ = (kn−1, kn−2, . . . , k0)2, and kn−1 = 1
Output: xκ

1 b
R←− {0, 1} ; R0 ← 1G ;

2 if b = 0 then
3 R1 ← x ;
4 else
5 R1 ← 1G ;
6 end

7 for i = n − 1 down to 0 do
8 if b ⊕ ki = 1 then

9 b
R←− {0, 1} ;

10 end
11 Rb ← R0 · Rb⊕ki ;
12 R¬b ← Rb · x ;

13 end

14 return R0

1. Where R1/R0 = x and ki = 0.
2. Where R0/R1 = x and ki = 1.
3. Where R1/R0 = x changes to R0/R1 = x and ki = 1.
4. Where R0/R1 = x changes to R1/R0 = x and ki = 0.

At an arbitrary point, each of these occur with probability 1
4 . Likewise, if an

adversary observes two multiplications in the loop using index i, hence the adver-
sary knows one of the following operations has occurred:

1. Where R1/R0 = x and ki = 1.
2. Where R0/R1 = x and ki = 0.

Each of these occur with probability 1
2 . Hence, there is no information available

to an adversary since for any observed sequence of operations Pr(ki = 0) =
Pr(ki = 1) = 1

2 .
However, if an adversary observes y consecutive pairs of multiplications then

the adversary will know that y consecutive bits have the same value. If an
attacker observes a pair of multiplications then the distribution of the number of
subsequent pairs W of multiplications is geometric. That is, W ∼ Geometric( 34 ) ,
since the following bit has to be the same and the randomly generated bit has
to be a specific value. The, by definition, the expected length of a run of mul-
tiplication is 4

3 operations, where each observation would therefore provide an
expected 4

3 − 1 = 1
3 of a bit of the exponent. A pair of multiplications will occur

with probability 1
4 , giving an expected n/4 bits for an n-bit exponent. For an

n-bit exponent an expected 1
3 × n

4 = n
12 bits can expected to be derived. Hence,

κ hypotheses can be expected to be reduced to κ
11
12 hypotheses. ��
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As with the Montgomery powering ladder shown in Algorithm 1, an attack
using collisions based on the reuse of variables is not possible, but a collision
attack based in the use of the output of operations is possible. One can attempt
to observe whether the second operand in line 11 of Algorithm 4 is created from
line 11 or line 12 in the previous iteration of the exponentiation loop. However, an
analysis based on this will return the wrong key hypothesis when the algorithm
changes from using (3) to (5).

Lemma 2. An adversary analyzing an instance of Algorithm 4 using a collision
attack an adversary would be able to reduce the hypotheses for the exponent from
κ to κ

3
4 .

Proof. If we, arbitrarily, consider the �-th loop of the exponentiation loop, we
have Pr(b ⊕ ki = 1) = 1

2 and the probability that b changes, and hence the
algorithm being used, is also 1

2 . An adversary making a deductions using a
collision attack will have to guess the value of b in two consecutive loops of the
algorithm. Given a correct guess for b it will remain the same with probability
3
4 . On the assumption that an attack will validate b in the first loop the value
of b in the second loop will remain the same with probability 3

4 . If it changes
an incorrect result will be given. Hence, the probability that a collision would
detect an incorrect key bit is 1

4 , and an adversary would be able to determine a
given bit with a probability 3

4 leading to a reduction in the number of hypotheses
from κ to κ

3
4 . ��

4 Random Walk Method

In this section, we generalize the difference between the two registers used in
the Montgomery powering ladder to be some arbitrary power of the input. This
leads to an algorithm that computes a group exponentiation taking a random,
albeit tightly bounded, walk through the possible addition chains.

If one is working in a group where computing the inverses of an element
can be readily computed, then other options for a variant of the Montgomery
powering ladder are possible. We note that (2) can be rewritten as

(Lj ,Hj) =

{
(Hj − 1, Lj+1 + Hj+1) if kj = 0 ,

(Lj+1 + Hj+1, Lj + 1) if kj = 1 .
(6)

Implying that

(xLj , xHj ) =

{(
xHj · x−1, xLj+1 · xHj+1

)
if kj = 0 ,(

xLj+1 · xHj+1 , xLj · x
)

if kj = 1 .

(6) can be rewritten as follows:

(Lj ,Hj) =

{
(Lj+1 + Hj+1, Lj − 1) if kj = 0 ,

(Lj+1 + Hj+1, Lj + 1) if kj = 1 .
(7)
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Implying that

(xLj , xHj ) =

{(
xLj+1 · xHj+1 , xLj · x−1

)
if kj = 0 ,(

xLj+1 · xHj+1 , xLj · x
)

if kj = 1 .

From which we can define Algorithm 5. In previous examples of Montgomery
powering ladders presented in this paper R0 has acted as an accumulator and
returned the result. In Algorithm 5 the accumulator, i.e. the register containing
the correct power of x at the end of each loop, shifts depending on the value of
the bit of the exponent being treated. Hence, R¬k0 is returned at the end of the
algorithm.

Algorithm 5. Variant with Inverses
Input: x ∈ G, an n-bit integer κ = (kn−1, kn−2, . . . , k0)2
Output: xκ

1 R0 ← 1G ; R1 ← x ;
2 U0 ← x−1 ; U1 ← x ;

3 for i = n − 1 down to 0 do
4 R0 ← R0 · R1 ;
5 R1 ← R0 · Uki

;
6 end

7 return R¬k0

In analyzing an instance of Algorithm 5, an adversary would not be able
to determine any information on bits of the exponent based on distinguishing a
multiplication from a squaring operation, since no squaring operations take place.
However, a collision attack is possible by observing where the multiplication with
Ui, for i ∈ {0, 1}, collides with the multiplications used to generate these values
in line 2. If an adversary is able to determine whether Uki

= x−1 or Uki
= x

was used, for some i ∈ {0, . . . , n − 1}, then individual bits of the exponent can
be determined.

We can modify (7) by choosing L′
j+1 = Lj+1 + α and H ′

j+1 = Hj+1 + β,
giving

(L′
j ,H

′
j) =

{
(L′

j+1 + H ′
j+1, L

′
j − 1) if kj = 0 ,

(L′
j+1 + H ′

j+1, L
′
j + 1) if kj = 1 .

(8)

where L′
j = Lj + γ, H ′

j = Hj + μ, and γ = α + β . If we choose γ as a random
element from {−h, . . . h} for some small integer h, then α and β can be chosen
such that γ = α + β . If we assume that α is fixed then β = γ − α, i.e., H ′

j+1 =
Hj+1 + γ − α. Given that H ′

j+1 is computed from L′
j+1 this can be done by

H ′
j+1 =

{
Lj+1 + (γ − α − 1) = L′

j+1 + (γ − 2α − 1) if kj = 0 ,

Lj+1 + (γ − α + 1) = L′
j+1 + (γ − 2α + 1) if kj = 1 .

This also removes the need to have the accumulating register change as described
for Algorithm 5. If we define a value L′

j = Lj + γj then (8) can be rewritten as
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(Lj + γj ,Hj + (γj−1 − γj) =
{(

Lj+1 + γj+1 + Hj+1 + (γj − γj+1), L
′
j + (γj−1 − 2 γj − 1)

)
if kj = 0 ,

(
Lj+1 + γj+1 + Hj+1 + (γj − γj+1), L

′
j + (γj−1 − 2 γj + 1)

)
if kj = 1 .

(9)

If we consider one register containing xL′
j and another containing xH′

j then
(9) implies that (xL′

j , xH′
j ) =

(
xL′

j+1 · xH′
j+1 , xL′

j · xΔ
)

where

Δ =

{
γj−1 − 2 γj − 1 if kj = 0 ,

γj−1 − 2 γj + 1 if kj = 1 .

Given that L0 = κ one can build an exponentiation algorithm as shown in
Algorithm 6 where we set γ0 = 0 to produce the correct result. Assume that γ can
be arbitrarily chosen from the set {−h, . . . , h} in each iteration of computation,
then Δ ∈ {−3h − 1, . . . , 3h + 1}. Hence, our algorithm makes use of an array of
6h + 3 elements that stores the required values of xΔ.

Algorithm 6. Blinded Montgomery Powering Ladder
Input: x ∈ G, an n-bit integer κ = (kn−1, . . . , k0)2, small integer h ∈ Z

Output: xκ

Uses: U a 6 h + 3 element array.

1 U3 h+1 ← 1G ;
2 for i = 1 to 3 h + 1 do
3 U3h+1+i ← U3h+i · x ;
4 U3h+1−i ← U3h+2−i · x−1 ;

5 end

6 R0 ← 1G ; R1 ← 1G ; α = 0 ;

7 for i = n − 1 down to 1 do
8 R0 ← R0 · R1 ;

9 γ
R←− {−h, . . . , h} ;

10 � ← γ − 2 α + ki − ¬ki ;
11 R1 ← R0 · U3 h+1+� ;
12 α ← γ ;

13 end

14 R0 ← R0 · R1 ;
15 R0 ← R0 · U3 h+1−α−¬k0 ;

16 return R0

An adversary who is able to distinguish a multiplication from a squaring
operation would not be able to determine any information on bits of the exponent
used since no squaring operations take place. However, a cross correlation attack
is possible by observing where the multiplication with Ud, for d ∈ {0, . . . , 6h+2},
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collides with the multiplications used to generate these values in line 11. From
these values, an adversary can derive the addition chain that was used to compute
the exponentiation. This will not give an adversary the exponent, since there is
no means to map the digits used to bits of the exponent, but would give an
adversary an equivalent addition chain.

In determining whether an attack is practical Hanley et al. [18] determine
that when analyzing an implementation 192-bit exponentiation, the error rate
need to be less than 22 bits. This is determined to be less than 254 operations,
based on the boundary set for block ciphers by Biryukov et al. [21]. The expected
number of operations can be determined using Stinson’s algorithm [22], where
an t-bit error in a n-bit hypothesis leads to the exponent in time complexity
O

(
n

∑�t/2�
i=0

(
n/2

i

))
[22]. Then one can apply a version of Stinson’s algorithm

where one has to treat all the values that digits can take. Given a small integer
h, as defined in Algorithm 6, a t-digit error in an μ-bit hypothesis leads to the
exponent in time complexity O

(
μ
(
μ/2
t/2

)
(2h + 1)

μ
2

)
. That is, there are μ possible

divisions of the digits, each of which will have
(
μ/2
t/2

)
ways of selecting t/2 digits

and each digit can take (2h + 1) values. In practice, t will not be known so the
analysis will have time complexity O

(
μ

∑�t/2�
i=0

(
μ/2

i

)
(2h + 1)i

)
further reducing

the required error rate for a successful attack.
We note that an adversary is required to derive the entire exponent as infor-

mation on part of the exponent is not useful. Moreover, an adversary will not
know the exponent but an equivalent addition-chain. If we consider the group
exponentiation algorithm used in ECDSA (Elliptic Curve Digital Signature Algo-
rithm) [23] this provides a significant increase in security. Howgrave-Graham and
Smart [24] noted that if a few bits of the ephemeral exponent are known for suf-
ficiently many signatures, then the scheme can be broken, based on the so-called
hidden number problem introduced by Boneh and Venkatesan [25].

A more memory-efficient version of Algorithm 6 is described in Algorithm 7.
This is a security-memory trade off where the value of γj is still chosen at
random, but the value range depend on the previous value γj+1. Although the
available choices for γj decreases, Algorithm 7 requires only 2h + 2 registers to
store pre-computed values instead of 6h + 3 registers in Algorithm 6.

5 Generalizing the Montgomery Powering Ladder

The square-and-multiply (left-to-right and right-to-left)) exponentiation algo-
rithms are the most efficient implementations for raising x to the power κ when
the exponent is treated bit-by-bit. Furthermore, these exponentiation algorithms
extend easily to any radix m for the purpose of speeding the computation. In
this section, by using the random walk technique, we generalize the (both left-
to-right and right-to-left) exponentiation algorithms and present new blinded
m-ary exponentiation algorithms.
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Algorithm 7. Blinded Montgomery Powering Ladder II
Input: x ∈ G, an n-bit integer κ = (kn−1, kn−2, . . . , k0)2, small integer h ∈ Z, U

a look-up table of 2h + 2 precomputed values x−h, . . . , xh+1.
Output: xκ

1 Uh ← 1G ;
2 for i = 1 to h do
3 Uh+i ← Uh+i−1 · x ;
4 Uh−i ← Uh+1−i · x−1 ;

5 end
6 U2 h+1 ← U2 h · x ; R0 ← 1G ; R1 ← 1G ; α ← 0 ;
7 for i = n − 1 down to 1 do
8 R0 ← R0 · R1 ;
9 if α ≥ 0 then

10 γ
R←− {2 α − h, . . . , h + 1 − ki} ;

11 end
12 else

13 γ
R←− {−h − ki, . . . , 2 α + h − 1};

14 end
15 R1 ← R0 · Uh+γ+ki ;
16 α ← 2 α − γ ;

17 end
18 R0 ← R0 · R1 ;
19 R0 ← R0 · Uh+α+k0 ;

20 return R0

5.1 Left-to-Right Algorithms

We first consider the left-to-right exponentiation. Let κ = (w�−1, w�−2, . . . , w0)2
be the m-ary representation of κ, where 0 �= wi < m, w�−1 �= 0, and � is the
length of κ in radix m. As in Section 2.2, by defining Lj =

∑�−1
i=j wi mi−j , we

have

Lj = m Lj+1 + wj (10)

From then, the exponentiation algorithm will perform xLj = (xLj+1)m · xwj .
Noting that xL0 = xκ. Using the random walk technique as in Section 4, we
modify L′

j = Lj + γj where γj can be chosen from a pre-defined set {−h, . . . , h}
for some small integer h. Then (10) can be rewritten as

Lj + γj = m Lj+1 + γj + wj = m L′
j+1 − m γj+1 + γj + wj (11)

This leads to a randomized algorithm (Algorithm 8) that computes a group
exponentiation taking a random, albeit tightly bounded, walk through the pos-
sible addition chains. As with Algorithm 7, Algorithm 8 also requires a look-up
table of 2(m + 1)h + m − 1 values to stores precomputated values. Algorithm 8
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can be used in the cases where the computation of inversions is cheap, otherwise
Algorithm 9 is more suitable.

Algorithm 8. Randomized Left-
to-Right m-ary Exponentiation
Input: x ∈ G, an integer

κ = (w�−1, w�−2, . . . , w0)m,
where 0 ≤ wi < m and
w�−1 �= 0, small integer
h ∈ Z, T a look-up table of
2(m + 1) h + m − 1
precomputed values
x−(m+1)h−m+1, . . . , x(m+1)h+m−1.

Output: xκ

1 R ← 1G, α ← 0
2 for i = � − 2 to 1 do
3 R ← Rm ;

4 γ
R←− {−h, . . . , h} ;

5 R ← R · xm α−γ+wi ;
6 α ← γ;

7 end
8 R ← Rm ;
9 R ← R · xm α+w0 ;

10 return R

Algorithm 9. Randomized Left-
to-Right m-ary Exponentiation
without Inversions
Input: x ∈ G, an integer

κ = (wn−1, wn−2, . . . , w0)m,
where wi is m-bit words,
small integer h ∈ Z, T a
look-up table of
m (h + 1) − 1 precomputed
values x, . . . , xm(h+1)−1.

Output: xκ

1 R ← 1G, α ← 0
2 for i = � − 2 to 1 do
3 R ← Rm ;

4 γ
R←− {0, . . . , min(h, m α + wi)} ;

5 R ← R · xm α−γ+wi ;
6 α ← γ;

7 end
8 R ← Rm ;
9 R ← R · xm α+w0 ;

10 return R

We note that Algorithm 9 works in a similar way to the Overlapping Windows
method [26] for a fixed base m = 2k−hOW M and m(h + 1) = 2k1. The main
difference is that our algorithm generates on-the-fly a randomized recoding of
the binary representation of the secret exponent κ. This allows our algorithm to
avoid side-channel attacks in the recoding phase.

5.2 Right-to-Left Algorithm

Likewise, we can devise a randomized right-to-left m-ary algorithm. Let κ =
(w�−1, w�−2, . . . , w0)m, where w�−1 �= 0, the principle of the right-to-left m-ary
exponentiation algorithm, as shown by Yao [27], makes use of the is relied on
the following equality:

xκ =
∏

0≤i≤�−1
di=1

xmi ·
∏

0≤i≤�−1
di=2

x2·mi · · ·
∏

0≤i≤�−1
di=m−1

x(m−1)·mi

=
m−1∏
j=1

( ∏
0≤i≤�−1

di=j

xmi
)j

.

1 We use the notation hOWM instead of h as in [26] to distinguish it from the notation
h in our algorithms.
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The right-to-left m-ary exponentiation algorithm uses (m − 1) accumulators,
R[1], . . . , R[m−1]. At each iteration, it applies w successive squarings to compute
A = xmj

from xm(j−1)
, then multiplies the result to some accumulators R[k]. Let

R[k](j) (resp. A(j)) denote the value of the accumulator R[k] (resp. A) before
entering step j. We have:

R[k](j+1) = R[k](j) · A(j) for k = wj ,

R[k](j+1) = R[k](j) for k �= wj ,

and A(j+1) = (A(j))m. At the end of the loop each accumulator R[k] contains
the product

∏
0≤j≤�−1
wj=k

xmj

. The different accumulators are finally aggregated as
∏

0≤j≤�−1 R[k]k = xκ. By defining Lj =
∑j

i=0 wi · mi, we have

Lj+1 = mj+1 · wj+1 + Lj (12)

Noting that L�−1 = κ. Similar, we use the random walk technique and modify
L′

j = Lj − mj+1 · γj , then equation (12) can be rewritten as:

Lj+1 − mj+2 · γj+1 = mj+1 · wj+1 + Lj − mj+2 · γj+1

= m · wj+1 + L′
j + mj+1 · γj − mj+2 · γj+1

= (γj − m · γj+1 + wj+1)mj+1 + L′
j

This leads to a randomized right-to-left m-ary exponentiation algorithm (Algo-
rithm 10). In this algorithm, we make use of 2(m + 1)h + m − 1 accumulators
R[j], where −(m + 1)h − m + 1 ≤ j ≤ (m + 1)h + m − 1. Each R[j] is initialized
to 1G, and then updated if α − mγ + wi = j. The different accumulators are
finally aggregated as

∏h
j=1

(
R[j] · (R[−j])−1

)j = xκ.

6 Conclusion

In this paper we presented variants of the Montgomery powering ladder which
have properties that increase the side-channel resistance of the exponentiation
algorithm. The first of these operates by randomly changing states such that the
difference between the two registers varies, unpredictably, between two states.
The second variant of the Montgomery powering ladder that we presented takes
a random walk, albeit tightly bounded, among the possible addition chains
required to compute an exponentiation. While this variant is not resistant to
all side-channel analysis, it will prevent lattice-based attacks when used, for
example, in implementations of ECDSA. In other cases, significantly more com-
putation is required to derive any exploitable information and, therefore, an
adversary requires a lower error rate to succeed. By applying the random walk
method, we also generalized the Montgomery powering ladder and present ran-
domized (both left-to-right and right-to-left) m-ary exponentiation algorithms.
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Algorithm 10. Randomized Right-to-Left m-ary Exponentiation
Input: x ∈ G, an n-bit integer κ = (w�−1, w�−2, . . . , w0)m, small integer h ∈ Z.
Output: xκ

1 for j = 0 to (m + 1)h + m − 1 do
2 R[j] ← 1G ; R[−j] ← 1G ;
3 end
4 A ← x ; α ← 0 ;
5 for i = 0 to � − 1 do

6 γ
R←− {−h, . . . , h} ;

7 R[α − mγ + ki] ← R[α − mγ + ki] · A ;
8 α ← γ ; A ← A2 ;

9 end

10 A ←∏h
j=1

(
R[j] · (R[−j])−1

)j
;

11 return A
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Abstract. First we report on a new threat campaign, underway in
Korea, which infected around 20,000 Android users within two months.
The campaign attacked mobile users with malicious applications spread
via different channels, such as email attachments or SMS spam. A
detailed investigation of the Android malware resulted in the identifica-
tion of a new Android malware family Android/BadAccents. The family
represents current state-of-the-art in mobile malware development for
banking trojans.

Second, we describe in detail the techniques this malware family
uses and confront them with current state-of-the-art static and dynamic
code-analysis techniques for Android applications. We highlight vari-
ous challenges for automatic malware analysis frameworks that signif-
icantly hinder the fully automatic detection of malicious components
in current Android malware. Furthermore, the malware exploits a previ-
ously unknown tapjacking vulnerability in the Android operating system,
which we describe. As a result of this work, the vulnerability, affecting
all Android versions, will be patched in one of the next releases of the
Android Open Source Project.

Keywords: Botnet · Android malware · Code analysis · Banking
trojans · Vulnerability

1 Introduction

According to a recent study [9], Android has reached a mobile-market share of
81%. There is an app for almost every need, provided by various app stores such
as the Google PlayStore with 1.3M applications by July 2014 [36]. Besides apps
that are mostly used for amusement, there are also more critical applications
that handle confidential data such as mobile banking applications. According
to a study of the Federal Reserve Board [28], more and more people switch
from using cash and ATMs to using mobile banking with their smartphones.
c© IFIP International Federation for Information Processing 2015
R.N. Akram and S. Jajodia (Eds.): WISTP 2015, LNCS 9311, pp. 187–202, 2015.
DOI: 10.1007/978-3-319-24018-3 12



188 S. Rasthofer et al.

This makes phones a very attractive target for attackers who want to steal
money from victims. Indeed, there is a big underground market for trading
stolen bank account credentials [38]. For instance, Symantec reported [38] that
a single underground group made $4.3 million in purchases using stolen credit
cards over a two-year period.

The Android operating system got enhanced with different security features,
such as the ‘Application verification’ in version 4.2. Its goal is to protect the
user against harmful applications. Despite those protection mechanisms, banking
trojans are still actively spreading [6]; even worse, McAfee is predicting a rapid
growth [18]. Very recently, we identified a new threat campaign underway in
South Korea that emphasizes McAfee’s prediction. The campaign stole, within
two months, the credentials of more than 20,000 bank accounts of users residing
in Korea. We identified a new malware family Android/BadAccents (named
after the main component in the first stage of the trojan) that impersonates
known banking applications in order to steal the user’s credentials. Furthermore,
it also steals incoming SMS messages, aborts phone calls and installs a fake anti-
virus application.

In this paper, we describe in detail the techniques this malware family uses,
and explain the current state-of-the-art of mobile malware development. The
malware family clearly illustrates that mobile malware is becoming increasingly
complex. In 2010, FakePlayer [11] was one of the first mobile malware families
ever discovered. It implemented a simple premium SMS trojan, with only a few
lines of Java code. As we show in this paper, however, current malware shows
a highly complex structure comprising multiple malicious components and com-
plex interactions between these components. In the case of Android/BadAccents,
the complexity is further enhanced by an included zero-day-exploit (a vulnera-
bility that was previously not known).

Many malware-detection frameworks, such as the one used in Google Play [13],
or the ones used by anti-virus companies, however, aim at (semi-)automatically
distinguishing between benign and malicious applications. To be able to initiate
further actions, such as the take-down of a botnet, it is moreover crucial to be able
to identify the actual malicious components. Given that every single day thou-
sands of new apps, and versions of apps, are uploaded to the larger app stores, it
is crucial that such an analysis can be conducted efficiently. Any manual analysis
therefore must be supported by automated or semi-automated program-analysis
tools. In this work we show, however, that current pieces of malware such as
Android/BadAccents are raising significant challenges to static as well as dynamic
code-analysis techniques. While we do not reiterate the well-known limitations
from literature of both approaches [1,3], instead we demonstrate new challenges
that are related to Android and which have to be considered on top of the well-
known ones. For instance, the hiding of sensitive information in native code is no
longer a theoretical problem for static analysis; it is already being exploited in the
wild. The usage of multi-stage command and control (C&C) protocols is grow-
ing into a challenge for dynamic code-analysis techniques as well. Even malware-
analysis frameworks that try to circumvent emulator-detection mechanisms [29]
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are not well prepared for current Android malware. There is still a big need for
a proper environment setup, such as specific files on the SD card or specific apps
installed, as otherwise the malicious behavior does not get triggered and hence
cannot be observed. These are significant challenges that future code-analysis
approaches will need to address.

The rest of the paper is organized as follows. Section 2 describes the details
of the malware including an AOSP vulnerability. In Section 3 we identify the
challenges for current state-of-the-art code analysis techniques and Section 4
describes the related work in the field of Android security while Section 5
concludes the paper.

2 Android/BadAccent Malware

During a threat-campaign investigation, we spotted an interesting malware
sample that targets Korean users (more details in our technical report[31]).
The threat campaign employed tactics such as social engineering to distribute
Android malware. In particular, it distributed a new form of banking trojans
that we designated as Android/BadAccents (named after the main component
in the first stage of the trojan). Such mobile malware targeting Korea in many
ways represents the best of breed practices when it comes to mobile malware
development. In general, Android/BadAccents is a banking trojan that tries to
steal bank-account credentials through a phishing attack. The victim is asked
to enter her confidential data into a Graphical User Interface (GUI) that looks
identical to the one of a benign mobile banking application. But the malware’s
GUI is designed by the attacker, and is instrumented to steal the credentials
instead. Figure 1 shows such a fake GUI component which appears after a fake
security message which prompts the user for some action.

Android/BadAccents demonstrates the complexity of current Android bank-
ing trojans. Different interactions, environment settings and conditions are nec-
essary before a specific malicious behavior gets triggered. The malware sample
uses different techniques to hide the malicious behavior as long as possible.
Figure 2 gives an overview of the main components in the Android/BadAccents
malware and shows the complexity of environment settings, workflow and exter-
nal events that are involved. Especially the Intercept SMS components show that

Fig. 1. Phishing of confidential banking credentials
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Fig. 2. Interactions and environment settings necessary for triggering malicious behav-
ior in the Android/BadAccents Malware

current attackers do not only rely on a single channel for transmitting sensitive
data. Instead they use several ones, in this case e-mail and HTTP connections.
In the following we will describe each component individually in detail, and its
requirements for triggering a malicious behavior. The resulting requirements for
code-analysis tools are described afterwards.

2.1 Send SMS

The Send SMS component gets activated at application startup time and is
responsible for sending SMS messages to all contacts on the phone that have
more than 5 digits as a phone number. It first initializes a connection to the
C&C server, using the victim’s device’s phone number for identification, from
which it receives the text for the SMS message. Additionally, it saves all phone
numbers of the contacts into a global storage (SharedPreferences file). After
receiving the text, the component immediately sends a message containing that
text to all contacts. This mechanism is probably used for spreading the malware
to all contacts. We assume that the text from the C&C server contains spam
messages together with a download link to the Android/BadAccents malware.
The attacker’s aim is to infect the SMS receiver with additional malware by
clicking on the link.

2.2 Activation Component

The Activation Component is responsible for receiving C&C messages via SMS.
Using SMS as a protocol is an important design decision that is different from tra-
ditional IP-based approaches known from infected PCs. Zeng et al. [44] already
illustrated this design in 2012. The main advantages of an SMS-based approach
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instead of IP-based are the fact that it does not require steady connections, that
SMS is ubiquitous, and that SMS can accommodate offline bots easily.

The Activation Component is implemented as a broadcast receiver, which
is active from the time the application starts. This broadcast receiver registers
63 different actions it can react to. However, it uses only a single one of them,
the SMS-received action. It intercepts all incoming SMS messages and triggers
the malicious behavior only if the message contains special commands. More
concretely, it is responsible for activating the Intercept SMS and Intercept Call
component (details below). The Android/BadAccents malware contains two spe-
cific checks on the incoming SMS number. It checks for ‘+84’ and ‘+82’ numbers,
which indicates that the malware expects SMS from a C&C SMS server either
located in China or South Korea. The message has to have a special format that
contains either ‘sd 〈MESSAGE〉’, ‘ak40 0’, ‘ak40 1’ ‘call 0’ or ‘call 1’ and can
be concatenated with ‘ ’ (e.g., ‘ak40 1 call 0’). The ‘ak40’ command is responsi-
ble for the Intercept SMS component and activates that component with ‘ak40 1’
and deactivates it with ‘ak40 0’. The ‘call’ command is responsible for the Inter-
cept Call component and ‘call 1’ activates and ‘call 0’ deactivates it. Activating
a component is implemented by storing activation-flags (e.g. 〈call, 1〉) into a
SharedPreferences file, deactivating components is done by storing deactivation-
flags (e.g. 〈call, 0〉). The individual components get called in a specific time
interval in which they first check for the appropriate activation-flag before run-
ning it. This is indicated as dotted arrows in Figure 2 from both components to
File System. The ‘sd 〈MESSAGE〉’ command is equivalent to the functionality
of the Send SMS component (see section 2.1). The main difference is the com-
munication channel. Instead of receiving the text of the message body via HTTP
(Send SMS component), it uses only the SMS channel by taking the message
from the incoming C&C SMS (〈MESSAGE〉).

Intercept Call. The Intercept Call component intercepts all incoming calls and
checks whether the caller is stored as a contact on the device or not. If this is
not the case, the call gets aborted and the entry in the call log gets deleted. We
assume that the attackers want to abort calls from the bank which could have
detected suspicious transactions caused by the banking trojan.

Intercept SMS. This component intercepts all incoming SMS messages that
do not contain any C&C command and leaks the information to the attacker
via HTTP and E-mail. It uses two channels in parallel for a more reliable data
theft. The credentials of the E-mail account are hidden in native code, which
makes the detection hard for static analysis approaches that operate purely
on the Dalvik bytecode. Listing 1.1 shows two native methods that return the
constant username and password (original credentials are removed) that get
called in the onCreate method (listing 1.2) and stored into a SharedPreferences
file (setValue method). Before sending the email, the credentials are extracted
from the SharedPreferences file in order to authenticate against the email server.
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1 void Java_com_MainActivity_stringUser () {

2 return "USERNAME";

3 }

4
5 void Java_com_MainActivity_stringPassword () {

6 return "PASSWORD";

7 }

Listing 1.1. Methods in Native Code

1 public native java.lang.String

stringPassword ();

2 public native java.lang.String stringUser ();

3
4 public void onCreate(Bundle b) {

5 ...

6 user = stringUser ();

7 setValue("musername", user);

8 pw = stringPassword ();

9 setValue("mpass", pw);

10 ...

11 }

Listing 1.2. Accessing Native
Methods within Java

2.3 Install/Uninstall

The Install/Uninstall component first removes one particular app, the ‘AhnLab
V3 Mobile Plus 2.0’1 app in case it is installed on the device. This is a malware-
scanner application especially designed for detecting banking trojans. In the
Banking Trojan component, a fake ‘AhnLab V3 Mobile Plus 2.0’ application
gets installed which impersonates the original app and which contains malicious
components similar to Android/BadAccents.

2.4 Banking Trojan

The Banking Trojan component tries to hide the application’s icon from the
launcher. This is possible with a singe API call (setComponentEnabledSetting
in PackageManager) and does not require any permission. After a delay of 30
minutes, the malware looks for DER-formatted certificates stored under a specific
folder on the SD card. If found, the malware checks whether the user has installed
specific Korean banking applications such as Shinhan Bank, Woori Bank or NH
Bank. This indicates that the threat campaign primary targets user from Korea.
Next, if one of these applications is installed, it dynamically creates a new view
impersonating this app. The ‘fake’ app uses social engineering in showing security
warnings that should convince the user to provide the attacker her data.

After accepting the security messages, the attacker tries to steal the banking
victim’s credentials. Figure 1 shows the individual GUI fields the user has to go
through. It is worth mentioning that input into the fields has to satisfy specific
criteria such as the certificate password has to be entered twice or the password
in the security center has to have more than 5 digits. If everything got filled out
correctly, all the data, together with the certificate gets sent to the malicious
e-mail account. Similar to the Intercept SMS component (see section 2.2), the
e-mail-account credentials are loaded through native methods.

2.5 Gain Administration Privilege

Besides the malicious components above, we also found a zero-day vulnerabil-
ity of the AOSP abused by the malware. The Android/BadAccents malware
1 https://play.google.com/store/apps/details?id=com.ahnlab.v3mobileplus

https://play.google.com/store/apps/details?id=com.ahnlab.v3mobileplus
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tries to obtain Android Device Administration privileges [39] without the user’s
knowledge.

The Android Device Administration API was introduced for applications to
support enterprise features [39]. It provides functions on the system level with
varying security impact. An application that is granted such privileges can, for
example, lock the device screen, encrypt user data, or initiate a factory reset
of the device. The full set of supported system functions is described in the
developer documentation [40].

When an application requests administration privilege, the Android OS
shows a warning message to the user, who then has to accept or deny the request.
The malware abuses the mentioned vulnerability to trick the user into accepting
the administration request by a so-called tapjacking attack [24] where the user
clicks on a seemingly benign object, but instead activates the Device Admin-
istration. To the best of our knowledge this attack form is currently the only
way to obtain administration privilege without resorting to some root exploit or
without an explicit visible user confirmation.

Tapjacking Attack Summary. The following subsection gives a short sum-
mary about the concept of tapjacking attacks. The formal name or most common
name in research for a tapjacking attack is UI redressing [24] and subsumes tap-
jacking as a specific case.

The basic idea behind tapjaking on Android is not to directly exploit some
system vulnerability, instead its focus is to force the user to an interaction with-
out her knowledge and to hide the system or application information which is
shown as a consequence of this hidden interaction. A harmlessly looking over-
lay window is brought to the foreground, hiding the real application behind the
overlay window. The design of such an overlay window can be freely defined, for
instance posing as a game or some generic application dialog (see figure 3).

The requirements for such an attack are all provided by the Android user
interface (UI) design API. Such attacks can be performed in different ways, but
the main premise is to generate a UI element which can be layered over appli-
cations and routes touch gestures to the underlying application. An additional
requirement for successful tapjacking is the hidden start of the victim application
or a part of the application [7] behind the overlay. Exported activities or defined
intent-filters in applications can facilitate such hidden starts. System appli-
cations or Android settings can be accessed via system intents. To route taps
through underlying applications, Android provides settings that make a widget
transparent for touches.

Analysis of the Tapjacking Vulnerability. After a detailed analysis of the
malicious application, we isolated the code responsible for the tapjacking attack
and reassembled it into a stand-alone proof-of-concept implementation. The mal-
ware uses the described tapjacking attack to obtain Android Device Adminis-
tration privilege and thus the ability to lock the device screen. Another aspect is
the uninstall protection. Once the admin privilege is granted, antivirus tools can
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1 private void setupLayoutParams() {

2 layoutParams = new WindowManager.LayoutParams(WindowManager.LayoutParams.TYPE_SYSTEM_OVERLAY ,

3 WindowManager.LayoutParams .FLAG_FULLSCREEN ,

4 WindowManager.LayoutParams.FLAG_SCALED);

5 layoutParams.flags = WindowManager.LayoutParams .FLAG_NOT_TOUCHABLE;

6 ...

7 }

Listing 1.3. Settings for ovelay window layout paramters

no longer remove the malware. The attack can be illustrated as shown in figure
3. The victim only sees an application window requesting “Please update to the

Fig. 3. Tapjacking Attack on Android Device Administrator App

latest version” with a confirmation and a cancel button. Pressing confirmation
she activates the device administration feature.

Therefore the tapjacking attack at first starts the admin request dialog by
sending the system intent android.app.action.ADD DEVICE ADMIN. Due to the
asynchronous execution character of Android the application does not stop after
calling the administration activity and executes a method showing the overlay
window hiding the administration activity (see figure 3). The overlay window is
an extended LinearLayout class defining specific layout properties (see listing
1.3). The first layout option is the overlay definition itself. The last option
(FLAG NOT TOUCHABLE) is the crucial factor. It makes the window transparent for
touches and therefore every touch gestures on it were received on the application
behind it. Considering the malware example the victim assumes she confirms
the update request, but in reality she activates the administration privilege.
This form of attack is working to Android Kitkat version 4.4 and older Android
versions.

In the newer Lollipop version (Android 5) this part of the malware is not
working correctly anymore. Thus the victim would detect the attack. With a
slight modification of the isolated proof of concept code we could show that
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the attack is still possible and that there is no tapjacking protection for the
administration activity. We informed Google about our discovery and provided
a patch preventing such an attack.

Bug Fix and Counter-Measures. As a counter measure against tapjacking
Android provides some specific protection mechanism. It was introduced in API
level 9 and is enabled by the method setFilterTouchesWhenObscured() which
discards touches whenever the view’s window is obscured by another visible
window. As a result, clicking on the overlay window does not affect the underly-
ing window. Alternatively, view elements can be protected on the level of XML
declarations by defining the attribute android:filterTouchesWhenObscured.

Our provided patch introduces these functions to the accept- and deny-
button for the administration activity. The patch code can be found here 2.
An attacker app thus can no longer trick the user into obtaining administrator
privileges without her explicit consent. The described blacklisting approach of
the Android OS is currently the only way to protect applications against such
tapjacking attacks. To mitigate or completely prevent such attacks every critical
android system application and also every provided Android application from the
PlayStore should activate the protection. A better way would be some generic
protection approach integrated in the Android OS.

Besides the counter measures from the AOSP, there already exists other mit-
igations from different researchers. For instance, Niemietz et al. [24] introduced
an additional security layer into the AOSP consisting of a transparent layer over
each foreground application. If a malicious application tries to get above the
victim activity to set up a tapjacking attack, the security layer can catch all the
touches trying to reach the protected app. We believe that a concept directly
integrated into the AOSP, without further additions by the developer, would be
simpler to maintain and should be integrated into Android.

3 Mobile Malware Analysis Challenges

The previous section describes in detail a representative malware family that
shows the state-of-the-art for current Android banking malware. Mobile mal-
ware differs from PC malware in different aspects [25] resulting in the need
for more complex analysis. One important aspect is the sensor-based event sys-
tem of mobile devices, which allows the malware to react to incoming SMS,
location changes etc., adding more complexity for automated malware-analysis
approaches. Also the modular design of Android applications is an important
factor for the need of more sophisticated analysis techniques, given that apps
can use services and activities [10], and can combine different programming lan-
guages (e.g. JavaScript or native code) in one application.

Nevertheless, the goal in PC and mobile malware analysis always remains the
same: to identify the threat and take the necessary actions to eliminate the threat.
In case of a trojan stealing personal information, it is necessary to know what
2 https://android-review.googlesource.com/#/c/127602/

https://android-review.googlesource.com/#/c/127602/


196 S. Rasthofer et al.

data are stolen and where are they sent to. These are very important questions for
security analysts in the case of active malware, because the analyst has to initiate
further steps to remove the threat, for instance a C&C server takedown. The
first question usually poses dataflow questions [3] whereas the latter one poses
reachability questions [4]. Answering these questions in an automatic way would
save a lot of time and money during investigation. Generally, two code-analyses
approaches can be used: static or dynamic analysis techniques, or—more likely—
a combination of both. Both approaches have well-known limitations [1,3], but
the Android OS itself introduces new additional challenges.

In the following we look more concretely into the different challenges for
static and dynamic analysis approaches that will arise during an analysis of the
Android/BadAccents example. Challenges such as emulator detection mecha-
nisms, obfuscation techniques or packers are not covered, since they are already
described in previous work [29,37]. We use the Android/BadAccents malware
as a representative for the complexity of current Android malware since it is
implemented in a high-end engineering manner and contains various malicious
components.

3.1 Static Analysis Challenges

In general, static analysis is a very powerful technique since one can reason
about all execution paths in the application. This is especially useful to answer
the what question in an investigation, i.e., what data are leaked.

Unfortunately, Android applications raise new challenges to static dataflow
analysis, which are not only a theoretical problem anymore, as Android/BadAc-
cents demonstrates. Recall that the malware sends sensitive data via e-mail
where the origin of the data-source is stored in native code (Section 2).
By answering the question What is the username and password of the email
account?, one would either use a forward [3] or backward [14] dataflow analysis
(dataflow problem) across language borders. The fact that the dataflow anal-
ysis has to deal with multiple code representations (Dalvik and native ARM)
makes it more complex. Moreover, there is a need for new concepts how to han-
dle inter-language dataflows. A new research direction could be the design of
a common intermediate representation of Dalvik and native code which is not
easy since both languages (Java and C/C++) have significant differences such
as the pointer handling in native code. To the best of our knowledge, there is
currently no real solution to this practical problem. But even an analysis of
just the Java part raises new challenges for code-analysis approaches. The so-
called inter-component dataflow tracking is well-known from literature [19,27],
but the approaches do not yet scale in practice, due to path-explosion prob-
lems [19]. Besides the inter-component problem, Android/BadAccents has shown
another interesting problem, namely the dataflow through persistent storages
(e.g., SharedPreferences) where the data-source flows to a persistent storage and
gets read at some later point from it to continue the flow to the sink-method. The
current solution for such cases is an over-approximation of the dataflows where
all data read from persistent storages are assumed to be ‘sensitive’ even if this
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is not the case. In practice, this produces too many false positives, which over-
whelms an analyst with false-warnings. This is especially noticeable for Android
applications, in comparison to applications in the PC world, since Android has a
lot of API support for (temporary) storing data, which is actively used by devel-
opers as the Android/BadAccents sample shows (see Listing 1.1). Post-analysis
approaches [43] that try to reduce false-positives after the main data-flow anal-
ysis are an interesting research area, but do not solve the main issue. Static
code-analysis approaches for Android have to get advanced by adding new algo-
rithms such as quantitative information flows [22] to reduce the false-positive
problem.

As a summary, static analysis is very useful in general, but the analysis of
Android applications include more challenges for which no concrete solution
exists yet.

3.2 Dynamic Analysis Challenges

For all the above reasons, dynamic analysis or behavior analysis [33] has been
advocated in the context of malware analysis [20,35]. Furthermore, the answer
to the what question is usually given by a dynamic analysis. To be complete
however, dynamic analysis requires a set of execution traces that are represen-
tative of all the possible program behaviors. While observing all the program
behaviors of a complex program is impractical, several coverage criteria have
been proposed in the software testing literature to approximate full behavior
coverage; their effectiveness however is still debated [15,16]. Different facts in
Android significantly hinder the triggering of malicious behavior by dynamically
executing the code. For the example of Android/BadAccents we summarize the
major problems in the following three categories: external events, environment
settings and user interaction.

External Events. The Android OS is a sensor-based event-driven environment
that reacts to various events and executes the registered event handlers. For
instance, an incoming phone call is modeled as an Android internal event, called
intent [41], which can be intercepted through a corresponding callback defined
in the application. This produces the first challenge: a simple dynamic analysis
is insufficient if it fails to generate the proper events. Researchers have proposed
several approaches [34,45] for fuzzy testing Android components by sending
abnormal/random intents to the components in order to identify security bugs.
Nevertheless, section 2.2 shows that the malicious behavior gets only triggered
if, for instance, the incoming SMS or HTTP request have the proper format.
Furthermore, the ordering of events can also matter. For instance, the Intercept
SMS component described in section 2.2 gets only activated if the attacker first
sends an ‘activation-command’ and second the user sends an SMS to the victim.
This makes a fully automated triggering of the original Intercept SMS component
extremely difficult.
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Environment Settings. A successful analysis of Android malware with a
behavior analysis requires a properly setup environment, since many malware
families check for clues of an emulated environment before they trigger their
malicious behavior. The environment thus must be set up in such a way that it
emulates all aspects of a proper smartphone. To some extent, this is impossible.
For instance, emulators will always expose timing and cache behavior that is
clearly distinguishable from real phones [29]. But not only emulator checks com-
plicate dynamic analysis. The problem of time bombs, were the malware waits
for a specific time until it triggers its malicious behavior (see section 2.2) poses a
serious problem to dynamic analyses. This problem is similar to malware in the
PC world, but has a much higher impact as the Wall Street Journal reported
this year3. The Android malware went undetected in the Google Play store due
to a time bomb and infecting close to 10 million devices. Time bombs can be
‘evaded’ by speeding up the time in the environment. Unfortunately, this might
still be insufficient with state-of-the-art malware samples. Android/BadAccents
requires specific files in the file system (DER-formatted files), specific contact
data stored on the device and specific apps installed on the device (Korean bank-
ing apps) before the banking trojan gets activated. Since there is an exponential
amount of combinations for different settings, it is very difficult to come up with
a proper setting of an environment that emulates all that.

User Interaction. Mobile applications give a user a lot more possibilities for
interaction since smartphones are in general an event-driven system. Interactions
include the clicking on buttons, swiping objects, the reaction on incoming mes-
sages or filling out forms. Many of these interactions may need to be emulated to
facilitate a meaningful dynamic analysis. Again, there has been a lot of research
in the area of Android GUI testing [1,8] but to the best of our knowledge none of
these approaches would successfully work on Android/BadAccents. For instance,
the first GUI in figure 1 requires the user to input her password two times. Ran-
domly inserting some values and automatically clicking on the ‘ok’-button would
not result in a page switch. Also the password in the first and third screen page has
to have more than 5 digits, otherwise the GUI will not switch to the next one and
the malicious behavior of stealing the credential data (shown in figure 2) would
not be triggered. Figuring out the right combination of inputs would require the
most sophisticated techniques, such as symbolic execution, which are hard to scale
in general. Further research in this field is clearly required.

4 Related Work

In this section, we describe a number of related work in the context of Android
malware analysis that addresses attacks and threats.

Abusing the device administration privileges in order to make the uninstal-
lation of applications more difficult is a common technique used in Android
3 http://blogs.wsj.com/personal-technology/2015/02/04/

android-malware-removed-from-google-play-store-after-millions-of-downloads/

http://blogs.wsj.com/personal-technology/2015/02/04/android-malware-removed-from-google-play-store-after-millions-of-downloads/
http://blogs.wsj.com/personal-technology/2015/02/04/android-malware-removed-from-google-play-store-after-millions-of-downloads/
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malware. For instance, the Android malware OBAD [42] requests administra-
tion privileges. Additionally it uses an Android vulnerability (fixed in Android
4) to hide its entry from the device administration list. This means it was also
not possible for a user to manually revoke the admin privileges for uninstalling
the malware. Another Android vulnerability [2], which got fixed in version 4.4.3,
shows that it is even possible to prevent the installation of an arbitrary app
on the device. Also different ransomware applications like Android/Koler [17]
try to gather administration privileges to lock the device and encrypt the data
storage. Another related malware in the context of banking trojans and C&C is
the Zeus [23] trojan. This banking trojan exists despite of Android also for dif-
ferent mobile platforms like Blackberry, Windows Mobile or Symbian. The focus
of the first Zeus trojan was to steal mTAN numbers through sms interception.
Newer versions of Android trojans are aiming on stealing credit cards through
wireless connection. Zhou et al. showed [47] a first global study about different
types of Android malware. They showed that normal applications were enriched
with malicious content and found different apps containing similar malware code.
Depending of this payload they grouped them in different families.

Besides the internal threat detection framework of AV companies, there exist
also other open-source approaches that crawl various app-stores for detecting
malicious applications. Lindorfer et al. [21] propose a framework for discovering
multiple instances of a malicious Android application in a set of alternative appli-
cation markets. Based on some lightweight indicators, such as the package name
or the hash of an application, they found various malicious applications in dif-
ferent markets. DroidSearch [30] is another framework that crawls different app
stores and stores for each application meta-data into a database. The database
can be queried afterwards for detecting vulnerabilities or malicious applications.

Isolated environments for analyzing and detecting Android malware are a
well-established technique in the context of mobile malware analysis. Andru-
bis [20] or the Mobile Sandbox [35] are two examples. Usually, they use
lightweight static analysis techniques to find concrete malware patterns [5] in
combination with a lightweight dynamic code analysis approach that monitors
the application in a secure environment. The results are used to detect suspicious
behavior or evaluate the risk factor [26] of an application. Due to the nature of
the lightweight analysis, the proposed techniques reaches its limitations when
it comes to sophisticated malware that triggers malicious behavior only under
specific circumstances.

Signature based approaches [46] are a well-known techniques used by many
anti-virus applications. Zheng et al. [46] proposed a new signature methodology
that was able to easily discover repackaged malicious applications or even zero-
day malware samples. Apposcopy, a tool proposed by Feng et al. [12] improves
signature based approaches by a semantic based approach that specifies signa-
tures that describe semantic characteristics of malware families. Both approaches
rely on static information extracted from the bytecode. Hardening or even pack-
ers complicates the detection of malicious applications as shown by different
researchers [32].
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5 Conclusion

In this paper, we have described an investigation of a new malware family that
infected more than 20,000 mobile devices in Korea. We described in detail the
components of current state-of-the-art mobile malware development. Further-
more, we compared each individual technique of the malware with current state-
of-the-art malware-analysis techniques. Our results show that current malware
poses many challenges to malware analysis techniques in order to trigger mali-
cious behavior, showing the need for further research in this area. We furthermore
demonstrated a new tapjacking attack that is exploited by the Android/BadAc-
cents malware. It causes a security threat, as the user can be tricked into click-
ing/tapping on objects that trigger unintended behavior. The Android Security
Team confirmed the attack and our proposed patch will be integrated in the
next major release of Android.
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Abstract. Self-blindable credential schemes allow users to anonymously
prove ownership of credentials. This is achieved by randomizing the cre-
dential before each showing in such a way that it still remains valid. As a
result, each time a different version of the same credential is presented. A
number of such schemes have been proposed, but unfortunately many of
them are broken, in the sense that they are linkable (i.e., failing to pro-
tect the privacy of the user), or malleable (i.e., they allow users to create
new credentials using one or more valid credentials given to them). In
this paper we prove a general theorem that relates linkability and mal-
leability in self-blindable credential schemes, and that can test whether
a scheme is linkable or malleable. After that we apply the theorem to
a number of self-blindable credential schemes to show that they suffer
from one or both of these issues.

1 Introduction

The indiscriminate collection and processing of personal data, and the conse-
quences to the privacy of citizens, has been getting more and more attention
over the last few years. As a result, there is an increasing demand for technolo-
gies that put privacy and control back in the hands of the user. In the case
of digital identity management, in particular, it is both highly desirable and
non-trivial to have privacy-friendly solutions.

Anonymous credentials are a promising technique for secure and privacy-
friendly identity management. They are given by an issuer to the user, who can
then prove possession of it to other parties. This showing should be such that it
is infeasible for the issuer, the verifier or any other party to determine whether
two transactions did or did not originate from the same user (this property is
called multi-show unlinkability, or just unlinkability for short). Additionally, cre-
dentials have to be unforgeable, in the sense that the user cannot create his own
credential, or modify one or more existing ones in order to obtain a new creden-
tial (this kind of forgeability is called malleability and plays and important role
in this paper). A number of such systems already exist; we mention, for example,
Idemix [4,10] and U-Prove [3,12]. Both of these are attribute based, meaning that
c© IFIP International Federation for Information Processing 2015
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a credential may contain multiple attributes (which are pieces of information or
statements, generally about the owner of the credential). These systems tend to
be complex, however, which is why considerable effort has gone into simpler cre-
dential systems that have no attributes (for example [9]; see also Example 31).
Instead, such credentials are either valid or invalid, resulting in simpler construc-
tions that are easier to study and potentially more efficient, allowing for practical
implementations of such credentials on smart cards. Naturally, such credential
schemes still have to be unlinkable and unforgeable.

A simple method to construct (not necessarily anonymous) credentials would
be to sign the user’s public key (for example in the form of an X.509 certificate).
The signature, together with the public key, then form the credential. To prevent
replay attacks (e.g., a malicious verifier reusing a user’s public key and signature
to authenticate itself elsewhere), when showing the credential the user proofs
knowledge of the private key of his credential without disclosing the private
key to the verifier (using, for example, a zero-knowledge proof or a challenge-
response). A problem with this simple scheme, however, is that the user presents
the same certificate on each use, making all uses of the same credential linkable.
One technique for preventing such linkability is to modify the credential before
each showing, in such a way that it remains valid. This is called blinding, and
credential schemes that use this technique are called self-blindable credential
schemes. The first example of such a scheme was given by Verheul in the same
paper that defines the notion of self-blindability [13]. The advantage of blinding
credentials in such a way is that it is easy for the user (blinding is usually cheap)
and for the verifier (verifying a blinded signature is generally not much different
from verifying an ordinary signature).

In the past decade, a number of such self-blindable credential schemes have
been proposed [4,7,9,11,13]. Unfortunately, many of them are broken, in the
sense that transactions are linkable or the credentials are malleable, or even both.
In this paper we uncover a common theme in the cause of the problem of each
of these schemes: the dependence of the public key and signature on the private
key of the credential can often be exploited to achieve linkability or malleability.
This suggests there is a trade-off between the two. After having introduced and
defined the relevant concepts in Section 3, we show this by proving a general
theorem in Section 4 that makes it easy to determine whether a self-blindable
credential scheme is linkable. The theorem exhibits an interesting and strong
relationship between linkability and malleability of the credential scheme. We
then apply this theorem in Section 5 to show that several proposed self-blindable
schemes in the literature are linkable, and present explicit counter-examples as
well. The theorem also indicates in which directions to look for self-blindable
credential schemes that are both unlinkable and unmalleable.

2 Notations and Conventions

In this paper we use the following notations and conventions. A bilinear group
pair (G1, G2) consists of two cyclic groups (that we will write additively), both
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of prime order p, such that there exists a a bilinear map or pairing ; that is, a
map e : G1 × G2 → GT (with GT a multiplicative group of order p) satisfying
the following properties:

– Bilinearity : for all G,G′ ∈ G1 and H,H ′ ∈ G2 we have e(G + G′,H) =
e(G,H)e(G′,H) and e(G,H + H ′) = e(G,H)e(G,H ′).

– Non-degeneracy : Denoting the generators of G1 and G2 with P ∈ G1, Q ∈ G2

respectively, the element e(P,Q) is a generator of GT (that is, it is unequal
to 1 ∈ GT ).

– Computability : There exists an efficient algorithm for computing e(G,H) for
any G ∈ G1, H ∈ G2.

Such pairings exist for some special classes of elliptic curves. Usually, three dis-
tinct types of bilinear group pairs are distinguished:

– Type 1: G1 = G2.
– Type 2: G1 �= G2, but there exists an efficiently computable group isomor-

phism φ : G2 → G1.
– Type 3: G1 �= G2, and there is no known efficiently computable group iso-

morphism φ : G2 → G1.

For more information about bilinear group pairs and pairings we refer to [8]; see
also, for example, Chapters I and X from [1].

We consider the coefficient k of a group element K = kP to be an ele-
ment of Zp = Z/pZ. Blinding factors will be denoted with Greek letters α, β, γ.
We denote variables which have been blinded with a bar on top of them, for
example K.

3 Self-blindable Credentials

A credential scheme is a set of protocols in which an issuer (or identity provider)
can issue a credential to a user, who can then show this credential to a verifier
(or service provider), so that the verifier becomes convinced that the user indeed
has the credential, and that it was given to him by the issuer. For the purposes
of this paper we assume that there is a single issuer, and that he creates all
certificates using the same private key (our results easily extend to the general
case). Such credential schemes must provide at least the following two protocols:

Issue: This is an interactive protocol between a user and the issuer. The user
provides the issuer with the information it needs (if the issuer does not
already know this information) in order to create the credential C. The
issuer checks whether the user is allowed to have the credential C, and if so,
creates it and sends it to the user.

ShowCredential: This is an interactive protocol between a user and a verifier,
in which the user convinces the verifier that he owns a credential C and that
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it is valid (i.e., that it was given to him by the issuer, and if the credential
scheme allows for revoking, that it has not been revoked).1

A credential scheme may also allow for credentials to be revoked; in that case
there is also a Revoke protocol, which revokes (invalidates) a credential. Addi-
tionally, during the ShowCredential protocol an algorithm RevocationCheck is
executed, which checks if a credential has been revoked.

We expect any credential scheme, be it attribute-based, self-blindable or
both, to satisfy the following properties.

– Multi-show unlinkability : It should be impossible for any party to tell whether
two executions of the ShowCredential protocol involved the same credential
or two different ones.2

– Issuer unlinkability : The issuer cannot decide if a run of the Issue and a
run of the ShowCredential protocol did or did not originate from the same
credential.

– Unforgeability : Only the issuer can create valid credentials.
– Offline issuer : The issuer is not involved in the verification of credentials.
– Non-transferability : Users cannot transfer their credentials to other users.

3.1 Definitions

In all self-blindable credential schemes that we know of, a credential consists of
a private key k, a corresponding public key K, and a signature S over the public
key that the issuer gives to the owner of the credential. That is, a credential C
is of the form

C = (k,K, S) ∈ P × K × S

where P, K and S are the sets of private keys, public keys and signatures,
respectively. We shall write C for the product C = P ×K ×S. Let us say that an
element (k,K, S) ∈ P × K × S is valid when k is the private key corresponding
to K and S is a valid signature over K with respect to the issuer’s signing key.

Self-blindable credentials, introduced by Verheul [13], are credentials that
the user modifies each time before he shows it to a verifier, in such a way that

1 Attribute-based credential schemes such as U-Prove and Idemix generally also allow
selective disclosures of attributes. Such disclosures, however, necessarily reduces the
anonymity set of the credential (and may even identify it uniquely).

2 In the case of attribute-based credential schemes, the unlinkability that the first
and second properties describe only need to hold within the set of credentials that
have disclosed the same attributes. That is, for example, given two executions of
the ShowCredential protocol in which the same attributes with the same values were
disclosed, it should be impossible to tell whether one or two credentials were involved.
A similar adaptation holds for the second property.

In the remainder of this paper, we assume for simplicity that no attributes are
disclosed in the ShowCredential protocol.
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it remains valid, and such that multiple transactions cannot be linked to each
other. We define this notion as follows.3

Definition 3.1. A credential scheme is called self-blindable if

1. There exists a blinding-factor space B and an efficiently computable map

B : C × B → K × S,

such that if the credential C = (k,K, S) ∈ C is valid and B(C,α) = (K,S)
for K ∈ K and S ∈ S, then S is a valid signature over K for any α ∈ B;

2. In the ShowCredential protocol, the credential C is blinded to (K,S) =
B(C,α) for a random α ∈R B, after which K and S are used as the public key
and signature respectively in the remainder of the ShowCredential protocol.

Most self-blindable credential schemes that we know of have a ShowCredential
protocol of the following form:

1. The user blinds K and S using the blinding map B and sends the blinded
values K, S to the verifier, who then non-interactively checks that S is a
valid signature over K.

2. Afterwards, the user and verifier engage in a (possibly zero-knowledge) proof
in which the user convinces the verifier that he knows the private key k and
blinding factor α from which he calculated K (i.e., the first element from
the tuple (K,S) = B((k,K,C), α)).

We purposefully do not include the private key in the blinded credentials (that
is, we do not demand that B(C,α) = (k,K, S), where k is the private key
corresponding to K), because if such a map B were to exist then anyone can,
given one credential, create arbitrary new ones. That is, there would be no
distinction between the creation of new credentials by the issuer and blinding
an existing credential. In terms of Definition 3.3, the system would then be
1-malleable.

Example 31. As a first example we consider the self-blindable credential by
Hoepman et al. [9], which is based on the original scheme by Verheul [13]. Here
we use the Chaum–Pedersen [6] signature scheme, as follows. Consider a Type 1
pairing e : G1 × G2 → GT , with all groups of prime order p, and take generators
P and Q for G1 and G2 respectively. Then the private signing key of the issuer
is a number a ∈ Zp, and the corresponding public key is A = aQ ∈ G2.

The space of private keys of credentials is P = Zp, and for a private key
k ∈ Zp the corresponding public key is K = kP ∈ G1. The signature on K is
then a Chaum–Pedersen signature S = aK, which can be verified by

e(K,A) ?= e(S,Q).
3 In [13], Verheul puts four extra demands on the blinding map B besides item 1 in our

definition, that are meant to exclude edge cases that could never lead to desirable
properties in a credential schemes. Instead of including these four extra properties,
we describe the role of the blinding map B more directly in the second item in
Definition 3.1.
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Thus, we have K = S = G1.
Blinding the public key is done by multiplying it by a random number α ∈ Zp,

that is, K = αkP , and similarly for the signature: S = αakP . The verification
equation then becomes

e(K,A) ?= e(S,Q).

If K and S are blinded by the same value α ∈ Zp, and if the unblinded signature
is a valid Chaum–Pedersen signature over the unblinded public key K, then this
equation holds.

The problem of this system is not linkability, but malleability. Given a cre-
dential (k,K, S) on its private key k the user can easily create a new credential
(αk, αK,αS) on any other private key αk. This means that a user that has access
to the internals of his credential can create a new credential over any private
key k ∈ Zp, without involving the issuer. (Hoepman et al. mitigate this attack
by storing the private key on a smart card, so that the user cannot access it
directly. It is, however, still a problem, for example because revocation in such
a system would be impossible, because there is nothing that binds the private
key to the user.)

We will examine this form of forgeability more closely in Definition 3.3 and
Example 53. In this case, it is a consequence of the linearity of the Chaum–
Pedersen signature S in the private key k. Later on, in Example 51, we will see
how using a signature scheme that is nonlinear in k results in linkability.

This paper is mostly concerned with how the blinded public key K and
blinded signature S depend on the private key k and blinding factor α. Taking
the blinded public key K, we will denote the dependency of K on k by writing

K = PubKey(k, α)

for a certain function PubKey : P × B → K. Similarly,

S = SigSK(k, α).

for a certain function SigSK : P × B → S. Here SK is the issuer’s private key.
Using these functions PubKey and SigSK , we can express the blinding map B as
follows:

B((k,K, S), α) = (K,S) = (PubKey(k, α), SigSK(k, α)) .

We stress that these functions PubKey and SigSK need not correspond to any
algorithm that is run by one of the involved parties (typically, for example, the
user will calculate the blinded public key using the unblinded public key, not
directly from the private key). The purpose of these functions is purely to make
the dependence on the private key and blinding factor explicit.



On Linkability and Malleability in Self-blindable Credentials 209

3.2 Security Properties

Having defined the basic structures and the notion of self-blindability, we next
turn to the security properties that we expect credential schemes to satisfy.

Definition 3.2 (Unlinkability). A self-blindable credential scheme is unlink-
able if no adversary can win the following game with non-negligible advantage.

Setup. The challenger sets up the system and creates n credentials with identi-
fiers 1, . . . , n. It sends the public parameters to the adversary.

Queries. For any i ∈ {1, . . . , n} the adversary may issue the following queries:
Verify(i). The adversary acts as the verifier in the ShowCredential protocol

for the credential i, with the challenger acting as the user. The adversary
sees the same interaction as a normal verifier would see.

Corrupt(i). The adversary requests the credential i to be corrupted. The
challenger gives him the internal state of credential i.

Challenge. The adversary selects two uncorrupted credentials i0, i1 from the
set {1, . . . , n} and informs the challenger of his choice. The challenger then
picks a bit b ∈R {0, 1} at random, and runs ShowCredential on credential ib
with the adversary playing the role of the user while the adversary acts as
the verifier. The adversary outputs a bit b′. He wins if b = b′.

This definition of linkability includes a stronger notion of linkability where the
adversary only gets to see two traces, and has to decide whether they belong to
the same user. Given such an adversary A′ we can then build an adversary A
satisfying the definition above by having it perform the following actions:

Setup. A sets up the unlinkability game with his challenger.
Queries. A chooses two credentials i0 and i1 at random from the list of creden-

tials {1, . . . , n} and queries his challenger on i0. He stores the trace of the
protocol run.

Challenge. A informs his challenger that he has chosen the credentials i0 and
i1 from the previous phase. He engages in the ShowCredential protocol on ib
and stores the trace. Then, he uses the algorithm A′ to compare the traces
from i0 and ib. If A′ returns that i0 and ib have the same public key then A
outputs b′ = 0 as his guess; otherwise he outputs b′ = 1.

Then the algorithm A satisfies the definitions above.

Definition 3.3 (n-malleability). Let {(k1,K1, S1), . . . , (kn,Kn, Sn)} ∈ Cn be
a tuple of n valid credentials. If there exists an efficiently computable map
F : Cn → C which outputs a valid credential on a new private key (that is, if

(k,K, S) = F
(
(k1,K1, S1), . . . , (kn,Kn, Sn)

)

then (k,K, S) is valid and k �= ki for all i = 1, . . . , n) then we say that the
credential scheme is n-malleable.
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Although malleability is nothing more than a particular kind of forgeability, it
warrants a separate definition because it occurs in a number of existing cre-
dential schemes, and because it plays an important role in the theorem below.
The problem that the definition above aims to capture is that new credentials
can be made without the involvement or knowledge of the issuer, if the user
has n credentials. We see that the credential scheme from Example 31 has 1-
malleability: in that scheme, given a credential (k,K, S) and any α ∈ Zp, the
credential (αk, αK,αS) is a new valid credential. This is a problem, because the
blinded credential should still be bound to the original private key k.

Note, however, that if the scheme is not attribute-based but credentials are
either valid or invalid, then malleability is not necessarily a problem. Modifying
an existing credential into a new one does not change any of its key properties:
it was valid and it remains valid, so nothing has really changed. On the other
hand, we can think of the following cases in which it would be a problem.

– The public key K may contain meaningful information such as attributes
(as is the case in, for example, U-Prove). In this case, the user should not
be able to manipulate this meaningful data, so it should be impossible by
exploiting the malleability to obtain a new valid credential whose public key
contains different information. In particular, the user should not be able to
create a credential whose public key is K when given a credential with public
key K.

– In a self-blindable credential scheme that is not attribute-based (for example
the one from Example 31), issuers may issue multiple credentials (signed by
different keys) instead of a single credential with multiple attributes. For
example, a public key signed with private key a1 may mean that the user is
over 18, while one signed with private key a2 could mean that he is a Ger-
man citizen. In such a setting it should be impossible to combine credentials
issued to different users. In this case, an underage German citizen should
not be able to use his foreign friend’s over 18 credential to prove that he
is both over 18 and a German citizen. Normally, such a proof would show
that the signed public keys in both credentials are identical, thus preventing
credentials from being combined. However, malleability might make it possi-
ble to change a credential over one public key (say the foreign friend’s) into
another public key (say of the underage German citizen). This would make
credential pooling trivial.

– Similarly, the unchecked randomization of the signed public key can make
revocation – an essential feature of anonymous credential systems – all but
impossible.

In the next section, we show that malleability has a strong link with linkability,
and then examine a number of credential schemes that suffer from these issues.

4 Relating Malleability and Linkability

In the credential schemes considered in this paper, the public key K ∈ K depends
linearly on the private key k ∈ P. Any signature over K obviously depends on
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K, and therefore also on k. Thus, when considering suitable signature schemes,
if the set of signatures is a group then we may take one that is either linear or
not linear in k. The theorem and its corollary below then say the following: if
the signature scheme is not linear in k, then there is linkability, while if it is
linear in k then the scheme may be malleable. Loosely speaking, this is because
if the public key and the signature do not depend on the user’s private key and
the blinding factor in precisely the same way, then this can be exploited. Let us
now make this more precise.

We assume henceforth that P, K and S are all groups, that we will write
additively. From the corollary below and onwards it will moreover be the case
that the latter two are vector spaces over P, meaning that elements from K and
S can be multiplied on the left by elements from P: for example, kK ∈ K for
k ∈ P and K ∈ K. We recall the following definition.

Definition 4.1. A map L : V → W , with V and W being vector spaces over P,
is linear if L(v + v′) = L(v) + L(v′) and L(kv) = kL(v) for all v, v′ ∈ V and
k ∈ P.

We denote with VerifyPK : K × S → {true, false} the verification function of the
signature scheme under consideration, where PK is the public key of the issuer.
That is, VerifyPK is such that

VerifyPK (PubKey(k, α),SigSK(k, α)) = true

for all k, α. On the other hand, whenever k �= k′ or α �= α′ (or both), we should
have (with overwhelming probability)

VerifyPK (PubKey(k, α),SigSK(k′, α′)) = false.

Theorem 4.1. Consider a self-blindable credential scheme. Suppose that for
each k, k′ ∈ P and α, α′ ∈ B there exist � ∈ P and β ∈ B such that

PubKey(k, α) + PubKey(k′, α′) = PubKey(�, β). (1)

If SigSK also has this property for the same �, β, that is,

SigSK(k, α) + SigSK(k′, α′) = SigSK(�, β) (2)

but only when k = k′, then there is linkability. On the other hand, if SigSK
always has this property, and

– the ShowCredential protocol allows the user to present (�, PubKey(�, β),
SigSK(�, β)) as a valid credential,

– the user can efficiently compute � and β,

then there is 2-malleability.

Proof. Assume that SigSK has the stated property only when k = k′, and that
equation (1) always holds. Then if k = k′ we have SigSK(k, α) + SigSK(k′, α′) =
SigSK(�, β) and similarly for PubKey, so

VerifyPK (PubKey(k, α) + PubKey(k′, α′), SigSK(k, α) + SigSK(k′, α′))
= VerifyPK(PubKey(�, β), SigSK(�, β)) = true.
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On the other hand, if k �= k′, then SigSK(k, α) + SigSK(k′, α′) does not evaluate
to SigSK(�, β). Therefore

VerifyPK (PubKey(k, α) + PubKey(k′, α′), SigSK(k, α) + SigSK(k′, α′))
= false.

Thus, the function VerifyPK returns true when applied to the sum of the two
credentials involved if and only if k = k′, so that the scheme is linkable.

The second part of the statement is obvious: if the ShowProtocol protocol
does not prevent the user from using (�, PubKey(�, β),SigSK(�, β)) as a valid
credential then he can present it to verifiers, even though SigSK(�, β) was not
given to him by the issuer.

Corollary 4.2. Suppose the function PubKey is linear in both arguments. If
SigSK is linear in the second but not the first argument, then there is linkability.
If SigSK is linear in both arguments, then there is 1-malleability.

Proof. Suppose SigSK is linear in the second but not the first argument, and
that k = k′ ∈ P. Then

PubKey(k, α) + PubKey(k′, α′)
= PubKey(k, α) + PubKey(k, α′)
= PubKey(k, α + α′),

and since SigSK is also linear in the second argument, we will also have
SigSK(k, α) + SigSK(k′, α′) = SigSK(k, α + α′). Thus SigSK(k, α + α′) will be
a valid signature over PubKey(k, α + α′).

On the other hand, if k �= k′ then

PubKey(k, α) + PubKey(k′, α′)
= kPubKey(1, α) + k′PubKey(1, α′)
= kαPubKey(1, 1) + k′α′PubKey(1, 1)
= (kα + k′α′)PubKey(1, 1)
= PubKey(kα + k′α′, 1),

but now SigSK(k, α) + SigSK(k′, α′) �= SigSK(kα + k′α′, 1), because SigSK is not
linear in its first argument. Hence the verification function VerifyPK over the
sum of both credentials will distinguish k = k′ and k �= k′, so that the credential
scheme is linkable.

Concerning the second statement of the corollary, if both PubKey and SigSK
are linear in both arguments, then

PubKey(k, α) = αPubKey(k, 1) = PubKey(αk, 1),

and similarly SigSK(k, α) = SigSK(αk, 1), so that (αk,PubKey(k, α),SigSK(k, α))
is a valid credential. Therefore, there is 1-malleability.
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Essentially, the corollary implies that when the verification function is used
directly in the ShowCredential protocol, then it is very difficult to assure that
it is neither linkable nor malleable. Indeed, if the public key is linear in the
private key while the signature is not, then there is likely linkability through
the verification equation of the signature scheme. On the other hand, if they
are both linear in the private key then it is likely that the system suffers from
malleability.

In spite of this difficulty we do not believe that it is impossible to create a
self-blindable credential scheme that is neither malleable nor linkable; we will
discuss this in more detail in Section 6. In the next section, we discuss a number
of self-blindable credential schemes, that all suffer from one of these problems.

5 Broken Self-blindable Credential Schemes

Example 51. For this example we reuse the PubKey function from Example 31,
but this time we use the (weak) Boneh–Boyen signature scheme [2] instead. In
this scheme the public and private keys of the issuer are a ∈ Zp and A = aQ ∈ G2

respectively, as before. A signature on k ∈ Zp is S = 1
a+kP . Setting K = kQ ∈

G2 (note that now K ∈ G2, contrary to Example 31), the signature S may be
verified by checking that e(S,A + K) ?= e(P,Q).

We still blind the public key and signature by multiplying it with a random
number α, i.e.,

K = PubKey(k, α) = αkQ

and

S = Siga(k, α) =
α

a + k
P.

In addition, the user will also have to send A = αA, P = αP and Q = αQ to
the verifier. The verification is done by checking

e(S,A + K) ?= e(P ,Q).

The ShowCredential protocol of this scheme might look as follows.

User Verifier

choose blinding α ∈R Zp

send αK, αS, αA, αP , αQ −→ into K, S, A, P , Q

verify e(S, A + K)
?
= e(P , Q)

PK{(κ) : K = κP} ←→

Fig. 1. Self-blindable credential scheme from Example 31 modified to use the Boneh–
Boyen signature scheme.
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In this case, if k = k′ then PubKey(k, α)+PubKey(k′, α′) = PubKey(k, α+α′),
and similarly Siga(k, α)+Siga(k′, α′) = Siga(k, α+α′), so that VerifyA will return
true. On the other hand, if k �= k′, then

PubKey(k, α) + PubKey(k′, α′) = PubKey(αk + α′k′, 1)

while

Siga(k, α) + Siga(k
′, α′) �= Siga(αk + α′k′, 1)

so VerifyA will return false. Thus, this system is linkable.

Example 52. Like the scheme from Example 31, the self-blindable credential
scheme from Kiyomoto and Tanaka [11] uses Chaum-Pedersen signatures, but
this time on a Type 1 curve (i.e., G1 = G2 = G and P = Q). The issuer’s public
key is A = aP .

The private key here consists of two numbers (κ, κ′) ∈ Z
2
p, where κ is random

while κ′ = mκ is a non-repudiation private key ; here m is a number encoding
some valuable piece of information related to the user. This would discourage
users from sharing their credential, because if another party learns κ and κ′

then it could recover m. Setting k := κ + κ′, the corresponding public key and
signature are K = kP and S = aK = akP . The ShowCredential protocol of this
scheme is shown in Figure 2.

User Verifier

choose blinding α ∈R Zp

send αK, αS −→ into K, S

verify e(K, A)
?
= e(S, P )

choose nonce η ∈R Zp

into N ←− send ηP

send ακN , ακ′N −→ into M , M
′

verify e(M + M
′
, P )

?
= e(K, ηP )

run RevocationCheck(K, M)

Fig. 2. Self-blindable credential scheme by Kiyomoto et al. [11] (simplified).

This scheme suffers from a number of problems. First, the relation k = κ+mκ
is nowhere enforced by the ShowCredential protocol, in the sense that the user
could use λ, k − λ for some random λ ∈ Zp instead of κ, κ′. This means that
users can easily share credentials after all, without fear of disclosing the valuable
information encoded by m.

Second, without going into the details of the revocation mechanism, we
remark that it relies on how k splits into k = κ + κ′, so that the problem above
allows users to present revoked credentials without problems. (In addition, the
revocation mechanism introduces linkability.)
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Third, since both the public key K and signature S are linear in both the
blinding factor α and private key k, by Corollary 4.2 the scheme is 1-malleable.
For any α and valid credential ((κ, κ′),K, S) the user can present the credential
((λ, αk−λ), αK,αS). (Actually, because the public key A = aP ∈ G lives in the
same group as the signatures S = akP ∈ G, anyone can easily create his own
credential by setting K = (κ + κ′)P =: kP for some random κ, κ′ ∈ Zp, and
S = kA – that is, the system is actually 0-malleable.)

Example 53. Some of the problems of the credential scheme above were pointed
out by Emura et al. [7], who came up with an improved protocol that we will
examine in this example. In this protocol the malleability is solved through the
use of Boneh-Boyen signatures. Theorem 4.1 shows, however, that it is linkable.
We explain the problem here.

User Verifier

choose nonce η ∈R Zp

into N ←− send ηQ
choose blinding α ∈R Zp

send αS, αkN, αA, αN, αP −→ into S, K, A, Q, P

verify e(P , A) = e(P, A)

verify e(P , ηQ) = e(P, Q)

verify e(S, ηA + K) = e(P , Q)

run RevocationCheck(A, K, Q)

Fig. 3. Self-blindable credential scheme by Emura et al. [7] (simplified).

The ShowCredential protocol is shown in Figure 3. As in Example 51, the
Boneh-Boyen signature is of the form

(
A,P,Q, S =

1
a + k

P

)
;

we include the values A,P and Q explicitly in the signature because these are
blinded as well in the ShowCredential protocol. The blinding factor is (η, α),
where η is chosen by the verifier and α by the user. The blinded signature is
then (αA,αP, αηQ,αS), while the blinded public key is αηK.

Theorem 4.1 is directly applicable to this scheme; we now describe the result-
ing linkability attack. Suppose the ShowCredential protocol is executed twice, and
let (ηi, αi) be the blinding factors used in two runs of the ShowCredential proto-
col, for i = 1, 2. Let Ai, P i, Qi, Si,Ki be the values that the user sends to the
issuer. We take the sum of two traces as follows:
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A = η1A1 + η2A2 = (α1η1 + α2η2)A,

P = P 1 + P 2 = (α1 + α2)P,

Q = Q1 + Q2 = (α1η1 + α2η2)Q, (3)

S = S1 + S2 = α1S1 + α2S2,

K = K1 + K2 = α1η1K1 + α2K2.

Now we put these values in the third verification equation as follows:

e(S,A + K) ?= e(P ,Q). (4)

If K1 = K2, then also S1 = S2 holds, and the lower two equations of (3) become
S = (α1 + α2)S, K = (α1η1 + α2η2)K. Then equation (4) will hold. On the
other hand, if K1 �= K2 then equation (4) will not hold. Thus, transactions are
linkable by the third verification equation.4

6 Can Unmalleable, Unlinkable Self-blindable Credential
Schemes Exist?

Let us briefly consider a number of ways in which the pitfall outlined by The-
orem 4.1 might be avoided. Suppose first that both the public key and the
signature are linear in the private key, and that the sum of a trace of the
ShowCredential protocol again constitutes a valid public key and signature. Then
this can only be abused by a malicious user if he is able to calculate the cor-
responding private key. Therefore, if this is not feasible (perhaps because the
private key k can only be calculated by the issuer, or because not all private
keys are valid or allowable), then the system would not be malleable in the sense
of Definition 3.3.

As another approach, one might take a public key and signature scheme that
are both nonlinear in the private key k, or both nonlinear in the blinding factor α.
In that case neither of the statements of Theorem 4.1 would be applicable. Going
further, the ShowCredential protocol may be such that it is not necessary to send
the public key to the verifier at all, so that it can play no role in either linkability

4 Note, however, that only the verifier can calculate the element A = η1A1 + η2A2

(which is needed in order to perform this linking attack), as it contains η1, η2 which
are never sent to the user. This differs from the linkability described in Example 51,
in which anyone that can eavesdrop on the communication between the user and
verifier can execute the attack. On the other hand, transactions can also be linked
by checking the following equation:

e(α1P, α2S2) = e(P 1, S2)
?
= e(P 2, S1) = e(α2P, α1S1)

which will hold if and only if S1 = S2; that is, when the signatures are the same.
This attack can be done by any eavesdropper.
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or malleability. (This approach is taken in Idemix; see Example 61 below. For
this reason, as well as the fact that Idemix does not satisfy Definition 3.1, we do
not consider Idemix to be self-blindable.)

Example 61. The Idemix credential scheme [4,10] is an attribute-based creden-
tial scheme which is neither linkable nor malleable, and indeed, Proposition 4.1
does not apply to Idemix. This is because the ShowCredential protocol is sub-
stantially different from the ones of the other schemes discussed so far. In short,
it goes as follows: the user partially blinds the Camenisch–Lysyanskaya [5] sig-
nature (A, e, v), resulting into (A, e, v), and sends A to the verifier. After that,
they engage in an interactive zero knowledge-proof in which the user shows that
he knows e, v, and his private key, without disclosing any of these. This has the
following consequences:

– There is no clear separation between the sending and verification of the
public key and signature on the one hand, and a proof of knowledge of the
secret key on the other hand. Both of these happen in a single interactive
algorithm.

– In fact, the user does not directly send the public key to the verifier at all,
blinded or otherwise. As a result, the map PubKey does not play any role in
the ShowCredential algorithm.

– The map SigSK is not linear in the blinding factor.

Summarizing, we do not believe that it would be impossible to create self-
blindable credential schemes that are unlinkable and unmalleable, but since the
margin for error seems to be small, getting it right may be difficult. Such systems
would certainly be useful and interesting, however, so we would not discourage
further research in this direction.

7 Conclusion

Creating a self-blindable credential scheme which is neither malleable nor link-
able is hard, and indeed all self-blindable credential schemes that we have studied
are broken. There is a common theme in their failures: the use of the verifica-
tion equation of the signature scheme in the ShowCredential protocol may cause
linkability or malleability. We believe that this observation in the form of Theo-
rem 4.1 and Corollary 4.2, together with the examples showing the consequences
of this observation, will be of help in the creation of new, secure and anonymous
self-blindable credential schemes.
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Abstract. Radio frequency identification (RFID) is a core component
of the Internet-of-Things. In certain cases the communication between
the tag and the reader needs to be confidential. Some passive RFID tags
have very limited computational power and can therefore not implement
standard cryptographic mechanisms. This has led to several proposals
where data sent by the RFID tag is ‘hidden’ by noisy signals generated by
the RFID reader. The RFID reader can remove the noise but third-party
adversaries cannot, thereby ensuring a confidential backward-channel for
tag data without the need for cryptography. Although this is a promis-
ing research direction there are also some practical limitations on the
effectiveness of such schemes. This paper shows that at least one recent
scheme is vulnerable to data recovery despite varying the reader’s trans-
mission power if there is a slight difference in the phase of the reader’s
blocking signal and the tag’s data. We experimentally verify our attack
and conclude that our eavesdropping and data recovery approach is effec-
tive and realistic. Finally we test three possible mitigation methods and
show that two of the three approaches can provide protection against
our attack while having little impact on the bit error rate of the reader
in decoding the tag data.

Keywords: RFID · Jamming · Eavesdropping · Physical-layer security

1 Introduction

Radio frequency identification (RFID) is one of the main technologies enabling
the Internet-of-Things. There are many types of RFID systems, which cover
devices from contactless payment smart cards to item-identification tags. The
latter type of inexpensive RFID tags have several limitations, including storage,
computational capability and power [1]. Given the popularity of RFID technol-
ogy in various types of systems, security services have become an important
aspect of RFID systems, including within the Internet-of-Things [2],. There are
generally two major kinds of security concerns [2]: privacy and authentication. In
this paper we focus on mechanisms that provide data encryption for the purpose
of ensuring data confidentiality and privacy. As RFID uses wireless communica-
tion, eavesdropping is potentially an effective attack to obtain tag information
c© IFIP International Federation for Information Processing 2015
R.N. Akram and S. Jajodia (Eds.): WISTP 2015, LNCS 9311, pp. 219–234, 2015.
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and has been demonstrated against RFID systems [5,6]. In general, to protect
against eavesdropping attacks, we usually apply some cryptography to encrypt
messages that will be transmitted over the air [7]. However, this approach obvi-
ously needs some computational ability, which adds costs to minimalist tags.
This resulted in research work on how tags responses could be ‘encrypted’ with-
out the need for dedicated cryptographic mechanisms on the tag.

Recently, Huo et. al. [3] has proposed a new physical-layer security method
(we will refer to it as Power Varying in the rest of our paper). Passive tags
derive their power from the radio carrier transmitted by the RFID reader. Tags
also do not transmit their own radio signals, due to power constraints, but rather
modulate their response data on the reader’s carrier. The reader can observe this
‘backscatter’ approach to determine the tag’s response. Huo’s scheme requires
the reader to vary the amplitude of the carrier during the tag’s response. This
means that the response is modulated onto a ‘noisy’ signal. The reader, as it is
sending this signal can cancel it out and determine the tag’s response. A third
party, who observes the mixed signal, cannot recover the response. The basic
concept had been proposed before [4,12,13] but this scheme used a simpler,
non-random step function as the intentionally introduced noise.

In this paper, we show that under certain realistic conditions we can reli-
ably circumvent the basic Power Varying scheme. If the reader noise signal and
the tag’s response are not exactly in phase, i.e. perfectly synchronized, we can
successfully start to recover tag response data from the mixed signal. Although
RFID tags are generally adapt at loosely synchronizing responses with each other
and to the timings expected by the reader there are in practice still variations
in the response times. In publishing our research we wish to illustrate that, even
though this general approach shows some promise, designs should carefully take
into account the actual channel environments and device characteristics of RFID
systems. Not doing so could have unintended consequences that could compro-
mise the security of the entire scheme.

The rest of our paper is organized as follows: Section II provides a brief
overview of related work and introduces the details of the Power Varying method
by Hou et. al. We then describe how we can break this method with only one
eavesdropper in section III, and demonstrate our attack through realistic sim-
ulation. In section IV, we show how the scheme could be improved using ideas
from existing literature and show the effectiveness of mitigation methods on our
earlier attack.

2 Background and Related Work

2.1 RFID System

In the Power Varying scheme the authors mention using a 915 MHz carrier as the
signal from the RFID reader. We therefore assume that the scheme is primarily
intended to work with RFID systems adhering to ISO/IEC 18000-6 (although
the idea could feasibly also be applied to 13.56 MHz systems like ISO/IEC
14443/15693). As such, we will provide a brief overview of the communication
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(a) FM0 Coding (b) Power Varying Reader Signal

Fig. 1. Basic concepts of RFID tag response and Power Varying

channel specified in this standard in terms of the encoding and modulation
characteristics of the response transmitted by the tag.

In ISO/IEC 18000-6, the tag transmits data to the reader through backscatter
modulation, i.e. modifying and ‘reflecting’ the incident reader signals. Data that
is transmitted by the tag is coded with the FM0 technique, as shown in Fig. 1.a,
For logic bit 1, we can just see an instant electrical level change at the start of
the symbol period. For logic bit 0, we can see not only an instant electrical level
change at the start of the symbol period but also at the middle of the symbol
period. The modulation method adopted is 10% Amplitude Shift Keying (ASK).
If the logic bit is 1, the amplitude is α, otherwise it will be β. A modulation
index of 10% means that (α − β)/(α + β) is equal to 10%.

2.2 The Power Varying Method

Power Varying aims to prevent eavesdropping by changing the power/amplitude
of the transmitted reader’s signal. Huo et. al. [3] claims that the changing ampli-
tude can effectively hide the backscattered signal transmitted by tags from eaves-
droppers. Given that the reader is responsible for the power variation it can effec-
tively cancel out this variation and reliably recover the noise. The basic format
of the power varying signal is shown in Fig. 1.b. First, it will choose a minimum
amplitude that satisfies the minimum power needed to activate and power the
passive tags. Next, the amplitude of the signal will increase step-by-step until
it reaches the maximum chosen amplitude. It will then return to the minimum
amplitude and the cycle will start again.

The authors describes the variations of this step signal. In the first variation
the period of the signal is equal to the bit period of the tag’s response. The
second variation uses a varying signal that has a period that is 10% of the bit
period. The basic scheme defines that the changing step amplitude is equal to
the difference between the amplitude of tag signals containing logic bit 0 or
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1. In other words, when a symbol period of tag containing logic bit 0 arrives,
the amplitude of the signal observed by eavesdropper will be the same as the
amplitude of the signal during the previous step if the symbol period of the tag
containing logic bit 1 arrived. We give an example of the first variation of this
scheme in Fig. 2. From this figure, we can observe that amplitude differences
between two continuous signals received by the attacker are different depending
on the logic bit carried by corresponding tag signals. For example, the amplitude
difference between two periods with logic bits sequence in 10 is near zero. And
the amplitude difference between two periods with logic bits sequence in 01 is
almost double of that with sequence in 11. This means that if we know which
logic bit is carried during a step period, we can deduce the previous or next logic
bit by the amplitude difference between these periods. How to know the logic
bit? If we observe near zero amplitude difference, which happens quite often, we
know that these two periods represent logic bits 00.

As this constant amplitude increasing method is vulnerable, its authors
suggest to use random amplitude. Fig. 3.a illustrates this improved method

Fig. 2. Signals received by an attacker under the constant amplitude increasing method
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in the first variation mentioned above. We can see that the amplitude differ-
ence between two continuous step periods has no relationship with the logic bit
sequence. Even the logic bit sequence is 10, there is also a large amplitude differ-
ence. In other words, it is unclear whether the 2th bit is a large step with a logic
0 or a smaller step with a logic 1.This result demonstrates that the randomly
increasing amplitude method has fixed the previous vulnerability.

2.3 Related Work

There are several works on physical-layer security and cryptographic-less encryp-
tion based on the general concept put forward by Wyner in the 1970s [16]. The
foundation of all these schemes are that the legitimate receiver is less effected by,
or can cancel out, noise. This allows for reliable reception of data while an eaves-
dropper cannot recover the data. At first schemes relied on environmental noise,
but to ensure that there is sufficient noise to hide the data, schemes started intro-
ducing intentional noise. For example, the introduction of friendly jamming, where
the system could either use multiple antennas in one node or multiple trusted
nodes, could co-operate to transmit ‘friendly’ noise that is known to the receiver
[9]. Subsequently many researchers tried to apply this idea to RFID technology,
e.g [4,10,11], where either the reader or other tags would transmit noise to cover
data signals transmitted by the tag of interest. There has also work been done on
how to generate appropriate noise for jamming high-frequency RFID devices[13].
This method has also been applied to other technologies, such as short-range audio
communication channels in mobile phones. In such cases, one device would trans-
mit data and the receiving device would transmit noise [14,15].

There has not much work been done on attacking jamming schemes in prac-
tical environments. Hancke [12] showed that the natural variation in modulation
index, which derives from the inherent impedance of the tags between the device
transmitting the response data and the device transmitting the blocking noise,
could reveal the hidden response. In this paper we investigate the effect of vari-
ations on the response time of the tags, i.e. difference in phase of the blocking
noise and the response.

3 Overview of Our Attack

3.1 Adversarial Model

In this subsection we introduce the adversarial model used throughout this work.
In the rest of this paper we apply the increasing amplitude Power Varying
scheme. We calculate the number of steps m by the following formula proposed
in [3].

m =
xhigh − xlow

αx
(1)

xhigh and xlow mean the maximum and minimum amplitude of the reader signal
respectively. x is given by:

x =
xhigh − xlow

2
(2)



224 Q. Hu et al.

We set α as 0.1, then m equals 21. Given that there is no standard prescribed
in the Power Varying scheme we take two approaches. We attack the scheme
assuming that no specific standard is used, i.e. non-return to zero encoding with
basic amplitude modulation, and then analyse the scheme if it was implemented
as per the ISO/IEC 18000-6 standard. In our adversarial model we have one
RFID reader communicating with one passive RFID tag. The adversary is a
passive attacker and only obtains the combined signal resulting from the tag
response and the varying signal. We do not specify the position of the adversary
relative to the tag and reader but assume that the attacker cannot derive any
additional advantage from directional monitoring techniques to isolated reader
and tag transmissions. Our attacker has knowledge of the standard used, i.e. the
communication parameters, and of the Power Varying scheme. This means that
the attacker knows that a step function is used to vary the power and he knows
the period of the steps, but not necessarily the amplitude of the steps.

3.2 Analysis of Power Varying

1) General Attack

We first analyze the scheme taking into consideration no specific standard. We
accept that the method is secure when the mixed signal received by the attacker
is as shown in Fig. 3. We can see from Fig. 3 that the data is effectively hidden if
the symbol period and the step period is synchronized, with the attacker unable
to distinguish the response data as we talked about in Section 2. However, in
reality it is unlikely that the reader would be able to perfectly synchronise his
step function to the response of the tag. As shown is [11], even similar tags, i.e.
same technology and manufacturer, exhibit slighlty different modulation and
timing characteristics. We refer to this desynchronisation as the phase offset, or
offset for short. The result of an offset on the combined signal is illustrated in
Fig. 4, where the step period is not synchronized with the symbol period. In Fig.
3, there is no amplitude change during each symbol period. However, in Fig. 4,
due to the desynchronization, the attacker could infer the effect of the step. For
example, if two logic 1’s are transmitted we expect the second to have a higher
amplitude due to the step, but ideally there should be an uncertainty whether
it might also be a large step with a logic 0. If we notice that halfway through
the first one the signal increases that is evidently the size of the step. If there is
then an additional increase if the next bit period starts we also know that the
bit is a one. Therefore, depending on these amplitude discontinuities caused by
the offset we can distinguish the logic bits of the response.

2) Results of the General Attack

We simulate the general attack in Matlab. In this experiment, we consider no
specific standard and the tag signal is as shown in Fig. 4. And we also assume
that there is no additional environmental noise. Between the minimum amplitude
and the maximum amplitude there are 10 step periods (we use this setting at the
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(a) Step period equal to bit period

(b) Step with period equal to 10% of bit period

Fig. 3. Signals received by an attacker with perfect synchronization
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(a) Step period equal to bit period

(b) Step with period equal to 10% of bit period

Fig. 4. Unsynchronized signals received by the Attacker
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rest of our experiments). This means that the power signal is a periodic signal
with a 10 step cycle (with step period equal to either the bit period or 10% of the
bit period). The only factor that may effect the result of our attack is the degree
of desynchronization (or phase offset) between the two signals. For step equal
to bit period, we set the offset from zero to a step period with interval equals
to one fifth of a step period. For the step period 10% of the bit period, we set
the offset from zero to two and a half step periods with interval equals to half of
a step period. We use bit error rate(BER) to evaluate our experimental results.
Our results show that apart from the case where the offset is 0 the resultant
BER was always 0 for any amount of offset.

3) Specific Attack under ISO/IEC 18000-6

We then attempted the same attack as in the previous section, but we use the
FM0 coding scheme as per ISO 18000-6. This means there is a slight variation in
the signal when a logic 0 is encoded in that there is a signal change in the middle
of the period, which results in a slightly different combined signal as shown in
Fig. 5. Although this case appears at first similar there is now some uncertainty
as to whether a discontinuity in the middle of the bit period is caused by the
step of the logic 0 transition in some cases. If there is an instant level change
at the beginning of each symbol period or at the middle of the period then the
symbol represents logic 0. If the step period and the symbol period are not well
synchronized, during one step period, we may also observe a similar level change.

We therefore need two steps to recover logic bits. First, we need to find
the start of the tag response signal. If there is no tag signal, then there is no
amplitude difference in one step period. Because we know the time of all step
periods, we can distinguish whether the amplitude difference is caused by the tag
signal or by the power signal. So we assume that the first amplitude difference
means the start of the tag signal. Then we can calculate the middle area of each
symbol period to search for the level change to judge the logic bit of this symbol
period, as each symbol period has the same length. These two steps seem the
simplest to find amplitude differences caused by electrical level changes.

4) Results of the Specific Attack under ISO/IEC 18000-6

We also simulate the specific attack in Matlab. In this experiment, we have the
same configuration as with the previous experiment. We also do the experiment
under one or one tenth of a symbol period situation. We set the offset as we do
in the general attack experiment. Interestingly the results differ from the general
case as shown in Figure 6. Let’s first see the result of a situation with a period
ratio equals to 1, which means a step period is equals to a symbol period shown
in Fig 5.a. We can observe three high BER periods. The first and the last period
happen when the offset nears zero or one step period, which means the starting
point of a symbol period is overlapping with the beginning of a step period.
The second period happens with a 1/2 step period offset, which represents the
overlap between the middle point of a symbol period and the beginning of a step
period. The result of a period ratio equal to 10 has a similar but a little different
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(a) Step period equal to bit period

(b) Step with period equal to 10% of bit period

Fig. 5. Unsynchronized signals received as per ISO/IEC 18000-6
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Fig. 6. Results of the attack on ISO 18000-6

reason as the previous result. The difference is that the distance between the
starting point and the middle point of a symbol period can be divided by a step
period, which is illustrated in Fig 5.b. If the starting point of a symbol period is
overlapping with the beginning of a step period, we may get a high BER at the
attacker. We can observe that except for the area of overlapping, the BER is 0,
which means the attack is a success.

5) Eavesdropping in a Noisy Environment

Up to now the attack implementation did not consider any additional noise. How-
ever, this is not a realistic assumption in real operating environments. Therefore
we also consider our attack against Power Varying in the presence of background
noise. Such noise should in theory hinder the attacker and the valid receiver. We
only analyze the impact of noise for the attack scenario against ISO 18000-6.
As noise will change the amplitude of signals, we should calculate the average
amplitude to deduce the impact of noise.

To evaluate the impact of additional background noise, we add Addi-
tive White Gaussian Noise (AWGN) to our simulation. We set the SNR
(Signal to Noise Ratio) of the received signal in the attacker as ∞ (no
noise), 20dB and 30dB. These are realistic noise figure in radio environ-
ments, e.g. WiFi under normal conditions operates at around 40 dB. We
again run the experiment with the two kinds of step period length. The final
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(a) Step period equal to bit period

(b) Step with period equal to 10% of bit period

Fig. 7. Impact of noise on the attack
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result, as shown in Fig. 7, is as expected. It shows the BER of the attacker
increasing but large parts of the message could still be recovered.

4 Mitigation Methods

In this section we consider ways to mitigate the weaknesses of the basic scheme.
As we only analyze the randomly increasing amplitude method, we try to analyze
the random amplitude method that allows the amplitude increasing or decreas-
ing. We will refer to this as the random amplitude method. Another approach
is to use the reader signal and a phase shifted version of the reader signal as the
reader’s signal. This is similar to the approach in [4] where noise and noise phase
shifted by π/2 are used to hide the data. We randomly create two reader signals
with just one cycle from the minimum amplitude to the maximum amplitude. So
these two randomly created signals have different amplitudes even in the same
step period. Then we multiply one reader signal by the normal carrier and the
other one by the carrier phase-shifted by π/2. We add them together to form
a new reader signal. During one step period, α and β are the amplitude of two
reader signals, and the amplitude of the new reader signal in this step period
can be calculated by:

Amp = αcos(2π ∗ 915000000 ∗ t) + βcos(2π ∗ 915000000 ∗ t − π

2
) (3)

This formula tells us that the new reader signal is a cyclic signal with a period of
2π during one step period. We refer to this as the artificial noise method. Finally,
we propose that we can improve the random amplitude method by also adding
a random variation of the step length. In other words, choose the step period
length randomly. We call it the random step period and amplitude method. We
implement these three methods for the ISO/IEC 18000-6 standard and repeat the
attacks tests in the previous sections. In experiments on the first two methods,
we set the period ratio as 1. We also evaluated these methods if the SNR of the
received signal at the attacker are ∞ (no noise), 30db and 20db.

Results of these tests are shown in Fig 8. Thise figure show that when the
energy of noise is very low compared to the mixed signal, the first two methods
increase the BER by a small amount but the third method utilizing both the
random step size and random step amplitude works much more effectively. We
believe this is because our attack depends mostly on the amplitude difference
caused by the tag signal and the time of amplitude changes caused by the power
signal can be calculated by us. As the first method only change the amplitude of
the power signal and the second method only change the original power signal to
another power signal with the same cycle time, these have minimal effect on our
attack. The last method is also successful at causing the attack to calculate the
incorrect start point which would lead to error decoding most of the message.



232 Q. Hu et al.

(a) BER at the Attacker of Three Methods with no noise

(b) BER at the Attacker of Three Methods with SNR equals to 30db

(c) BER at the Attacker of Three Methods with SNR equals to 20db

Fig. 8. Results of Noise Impact on Communication based on Specific Standard
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5 Conclusion

In this article, we analyze the vulnerability of Power Varying method proposed
by Hou et. al. [3]. This method can be broken when the step period of the
signal from a reader and the symbol period of the backscatter signal from a tag
are not well synchronized. This desynchronization causes amplitude differences
in the step period which can be used to distinguish tag signals. We describe
our attack under general situation and for communication adhering to ISO/IEC
18000-6. Then we analyze factors including noise and phase offset that can affect
our attack. Results show that our attack works well in less noisy environment
and that even a small phase offset can result in effective recovery of the tag’s
response. Lastly, we test three mitigation methods: a random step amplitude
method, artificial noise addition method and a combined random step period
and amplitude method. Results show that the latter approach, which is propose
by us, is the best mitigation method. The combined random step period and
amplitude method can protect communication from recovery while have little
impact on the bit decoding error rate of the tag signal at the reader.
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Abstract. An important technique for attack detection in complex com-
pany networks is the analysis of log data from various network com-
ponents. As networks are growing, the number of produced log events
increases dramatically, sometimes even to multiple billion events per day.
The analysis of such big data highly relies on a full normalization of the
log data in realtime. Until now, the important issue of full normalization
of a large number of log events is only insufficiently handled by many
software solutions and not well covered in existing research work. In this
paper, we propose and evaluate multiple approaches for handling the
normalization of a large number of typical logs better and more efficient.
The main idea is to organize the normalization in multiple levels by
using a hierarchical knowledge base (KB) of normalization rules. In the
end, we achieve a performance gain of about 1000x with our presented
approaches, in comparison to a naive approach typically used in existing
normalization solutions. Considering this improvement, big log data can
now be handled much faster and can be used to find and mitigate attacks
in realtime.

Keywords: Network security · Event logs · Normalization · Knowledge
base

1 Introduction

During the last years, the number and complexity of cyber-attacks has dramati-
cally increased [1,2]. An important instrument for the monitoring and mitigation
of attacks is the logging of suspicious activities in networks and on hosts. This
logging is usually performed by operating systems, applications or security soft-
ware [3] and creates huge amounts of log events for even relatively small networks.
Handling these amounts of events manually or automatically by software with
typical normalization approaches is almost impossible. Besides that, the incom-
ing information cannot be handled in realtime, which is extremely important to
detect ongoing attacks.

A difficult challenge that has to be mastered in software are the variety of
formats for event logs that do not follow a common standard. Additionally, the
formats usually represent a major part of the activity in an unstructured textual
format, which is easy to read for humans, but not for machines [3].
c© IFIP International Federation for Information Processing 2015
R.N. Akram and S. Jajodia (Eds.): WISTP 2015, LNCS 9311, pp. 237–248, 2015.
DOI: 10.1007/978-3-319-24018-3 15
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At the moment, most solutions that gather and interpret event logs, so called
Security Information and Event Management (SIEM) systems, only focus on
structured event information and do not sufficiently interpret the unstructured
information. Only a few SIEMs and log interpreters, such as HP’s ArcSight1 or
Flowerfire’s SawMill2, actually interpret the contents of unstructured data but
lack in performance when it comes to huge amounts of events or when data of
different formats is mixed.

Although the use of structured log-formats is encouraged, they can also bring
up new challenges for normalization, i.e. the structure often introduces a hierar-
chy of sub-formats. At the moment, there is only limited research on how such
hierarchically structured formats can be efficiently normalized.

This paper provides a solution for effective normalization of events in gen-
eral and for hierarchical log-formats in particular and is structured as follows.
Section 2 gives an overview of related work to event normalization. Section 3
shows how a single event can be normalized. The following Section 4 then intro-
duces the concept of a knowledge base for event normalization and shows two
possible designs for it. Then, in Section 5, the hierarchical design is further
detailed and features are described, that can improve normalization performance.
In order to show the applicability of the mentioned concept, Section 6 shows
performance values for two concrete scenarios. In the end, Section 7 gives a
conclusion and an outlook to further research.

2 Related Work

2.1 Log-Formats

Several efforts have been made to normalize log-formats and simplify the inter-
pretation by machines. Examples for such efforts are the general purpose formats
Syslog [4], Common Event Expression (CEE) [5] or the Common Event For-
mat (CEF) [6]. Another set of formats have been introduced for specific domain
applications, such as Cyber Observable eXpression (CybOX) [7] for network and
host-based detection systems.

However, all of the formats allow event normalization on very different levels
of detail. Whereas the popular Syslog-format only provides rudimentary semi-
structured normalization, the rarely used CybOX provides normalization for
almost every imaginable information. Due to this situation, log information is
mostly available in semi-structured formats and requires further processing to
obtain relevant information.

In this paper, we focus on the Object Log Format (OLF) [8], which combines
extensibility and object orientation of CEE and the variety of attributes of CEF.

1 ArcSight Enterprise Security Management - http://www8.hp.com/us/en/
software-solutions/arcsight-esm-enterprise-security-management/

2 SawMill - http://sawmill.co.uk

http://www8.hp.com/us/en/software-solutions/arcsight-esm-enterprise-security-management/
http://www8.hp.com/us/en/software-solutions/arcsight-esm-enterprise-security-management/
http://sawmill.co.uk
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2.2 Event Normalization and Analysis

The normalization and analysis of log events has already been implemented in a
variety of methods and has been integrated into many existing software solutions.

Normalization Methods. There are mainly four normalization methods that
can be observed on the market and the research community.

Rule Matching (e.g., Regular Expressions). The normalization of each
event log type is described in a rule that specifies how important information
can be extracted from a concrete event. A popular approach in this cate-
gory are regular expressions, especially Named-Group Regular Expressions
(NGRE) [9]. This method associates information in the event to concrete
event fields, which can be very useful for normalization. However, choosing
the right regular expression for a random event type is processing intensive.

Tokenization. A concrete event log is split up into tokens. These tokens could
be the words of the human readable part of the log event or even phrases
or certain notations in the log. The most common approach for tokeniza-
tion is by word, which allows to group event logs containing the same words.
However, this method heavily relies on static words in logs. A concrete imple-
mentation for tokenization is Apache Lucene3.

Natural Language Processing (NLP). A human readable log line is decom-
posed by its language structure into subject, object, verbs and more. Once
the information is extracted, it can be used to understand the meaning
behind the phrase, as a human reader would see it. However, the method
relies on the human readability of the log. Examples for NLP implementa-
tions are Stanford’s CoreNLP library or SAP HANA’s text analysis capa-
bilities [10]. A concrete usage of this technique for log analysis has been
proposed by Kobayashi et al. [11].

Custom Normalization. The most effective but also most complex method is
to use custom code for the normalization of each log format. As an example,
one format is read with a CSV parser, while another one is parsed with a
special Syslog parser and yet another one is handled with a combination
of multiple regular expressions being applied in order. This type of normal-
ization can be partially observed in the log analysis tools Logstash4 and
Sawmill.

Normalization Software. There are a variety of software solutions that per-
form normalization based on event logs. Log analysis tools like the OSSEC IDS5

monitors important event log files and extracts potential threats from these
using regular expressions. On the other hand, there are complex SIEM systems

3 Apache Lucene - http://lucene.apache.org/
4 Elasticsearch Logstash - https://www.elastic.co/products/logstash
5 OSSEC - http://www.ossec.net

https://www.elastic.co/products/logstash
http://www.ossec.net
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like HP’s ArcSight and RSA Security Analytics6. Both solutions have limited
capabilities when it comes to normalization and hence also for complex attack
detection. Firstly, event streams have to be associated with the right log-format
to be used for normalization. Secondly, log events are mostly normalized by their
structured parts and only a few log events are normalized completely.

3 Basic Normalization of Log Events

Different log sources produce events in different formats and encodings. Whereas
almost all log sources produce logs in a textual way, the formats are different.
The information in event log-formats can usually be categorized into dynamic,
static and semantic parts.

Listing 1.1. Log Event in the Syslog-Format with categorized information parts
(static, dynamic, semantic)

Jan 31 15:08:43�combo�sshd[29819]:�Failed password�for�root�from�70.84.72.68�port�35933�ssh2

Listing 1.1 applies the concept of different information categories on a Syslog
event.

The static information defines the structure of the log, including white spac-
ing and glue words, such as for or from, for the dynamic parts. Because of the
structure-defining property of the static information, it perfectly fits the purpose
of identifying the type of log that is at hand.

The dynamic information bears the explicit information for a concrete
instance of an event type. This information can change for each log event, but
still has a common format, such as a time or a number. For example the port
number and IP address in the listing are dynamic, but always have a certain
format.

Besides the explicit information, semantic information provides a classifi-
cation of the event through tagging. In the example, the marked text Failed
password indicates that the event refers to a failure for a login activity on an
account. So, the semantic tags for the given event could be failure, login and
account.

Azodi et al. [12,13] describe the process of extraction into the OLF-format
in detail.

4 Knowledge Base Approaches

An event can theoretically be normalized with the help of a knowledge base that
consists of entries of regular expressions and corresponding static fields and tags.
However, as soon as multiple log-formats have to be supported for normalization,
choosing the right entry becomes an issue. Assuming a KB of n normalization
rules would mean that on average n

2 entries have to be checked, i.e. applying the
entry’s NGRE on the event, before the right matching entry is found.
6 RSA Security Analytics - http://www.emc.com/security/security-analytics/

http://www.emc.com/security/security-analytics/
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To overcome this processing overhead, NGREs have to be applied more effi-
ciently to a given event. The following subsections show different approaches for
applying regular expressions more efficiently by changing the organization of the
KB.

For a better demonstration of the concepts, the two example log events in
Figure 1 are chosen. Both are Syslog events typically created by Snort and have
a similar structure, but they are of different event types.

Listing 1.2. Event #1 for a Snort event
of type 648, i.e. an attempt to execute
shellcode

Mar 1 16:02:40 bastion snort: [1:648:7]
SHELLCODE x86 NOOP [Classification:
Executable code was detected] [
Priority: 1]: {TCP} 4.152.207.238:3521
-> 11.11.79.83:80

Listing 1.3. Event #2 for a Snort event
of type 1807, i.e. an attempt to inject
commands over HTTP

Mar 1 16:03:01 bastion snort: [1:1807:10]
WEB-MISC Chunked-Encoding transfer
attempt [Classification: Web
Application Attack] [Priority: 1]: {
TCP} 4.152.207.238:3718 ->
11.11.79.84:80

Fig. 1. Two log events produced by Snort with a similar structure

4.1 Flat Knowledge Base

The simplest approach to organize a KB is to have one normalization rule per
possible event type. We call it flat KB, because there is no multi-level orga-
nization of the rules. Rather, each rule describes an event type in its entirety,
including an NGRE matching the entire event text and all static fields. Figure 2
demonstrates the processing of the two log events from Figure 1.

There are two raw events to be normalized. In a flat KB, there is a separate
normalization rule for each event. Rule #1 handles a Snort event of type 648,
which is embedded into a Syslog event. Rule #2 handles a Snort-event of type
1807. Looking closer at the two rules, it can be seen that the rule parts for Syslog
and Snort are identical. The only difference in the rules is the inner part being
specific to the concrete Snort rule. It is obvious that flat normalization rules
have many redundancies that can be eliminated with a more sophisticated KB
approach.

Fig. 2. Normalization with a flat KB



242 D. Jaeger et al.

4.2 Hierarchical Knowledge Base

The structure of typical logs is that more specific log parts are wrapped in parent
formats, such as Syslog. In the case of Snort log events, there is an intermediary
Snort wrapping format, as already indicated in the processing of the flat KB in
Figure 2. An approach to overcome the redundancies in normalization rules of a
flat KB is to organize normalization rules in multiple levels, i.e. hierarchically.

Fig. 3. Normalization with a hierarchical KB

Our hierarchical KB has one rule per identified parent format and one rule
per event type. All these rules are loosely coupled by specifying possible parents
for each rule. A concrete example for the events from Figure 1 is illustrated in
Figure 3.

In the example, there could be four normalization rules. There are the two
parent formats, for Syslog and Snort, being specified in rule #1 and #2. #2 has
a link to #1 as possible parent. Rule #3 and #4 specify the concrete parts of
the two given event types and both link to rule #2 as parent.

In order to match one of the given log events, we look for rules that are
applicable in the current matching context. We call these rules candidate rules.
This means, at the beginning we first check all rules that can stand alone, which
in this case is only Syslog, because it has no parents. When the Syslog part is
matched, its message part is used to match the next-level rule, which has the
Syslog-rule as its parent. In our concrete example, this would be the Snort-rule.
Once Snort is matched, the rule’s message part is extracted and then checked
against the rules that have the Snort-rule as parent. This could be rule #3 and
#4. According to the concrete content, the right rule would be matched.

4.3 Comparison of Approaches

Structuring. Taking the effort of defining rules, the hierarchical approach is much
more organized, if many event types of similar structure have to be described.
For example, taking the thousands of existing Snort rules, the hierarchical app-
roach only defines Syslog and the basic Snort event once and then specifies
Snort’s event type specific parts in separate simple normalization rules. In the
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flat approach, all parts, especially Syslog and Snort, have to be repeated for
every Snort-rule.

Another benefit with the hierarchical approach is that static fields and tags
can be defined at parent-level rules. As an example, to tag an event as a network-
related event (expressed with tag.domain = net), a corresponding tag only has
to be attached to the Snort-rule, because Snort only deals with network data.

Performance. When it comes to performance, the structuring can help to
improve the performance of normalization significantly, too. Let us assume there
are logs and normalization rules for two different applications, namely Snort and
sshd being wrapped in Syslog.

Fig. 4. Matching with a flat KB Fig. 5. Effective matching with a
hierarchical KB

For the flat approach, as seen in Figure 4, in the worst case a Snort event
has to be checked against all sshd-related normalization rules until the Snort
normalization rule is found as a match.

For the hierarchical approach, as seen in Figure 5, in the worst case only a
single Syslog- and sshd-rule is checked until the Snort normalization rules are
found as a match. So taking the fact that log events of many applications have to
be supported by the KB, the hierarchical approach can have major performance
benefits.

5 Improving Knowledge Base Matching Performance

While the main idea, to organize the KB hierarchically, can already bring major
performance benefits, further improvements can speed up the normalization even
further. Following subsections give an overview of the different approaches we
have evaluated. Additionally, we point out which technologies and libraries have
been used for our implementation in the Java programming language. The eval-
uation results of the approaches are presented in Section 6.
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5.1 Rule Indexing

When working with hierarchical rules, it is important to choose the right can-
didate rules as fast as possible. These candidate rules are selected by a number
of criteria that effectively filter the number of rules to be applied on a given log
fragment. We came up with following criteria:

– Standalone: This rule matches an event that can stand on its own. These
rules do not require a parent.

– Level: Logs are constructed in multiple levels. There are global wrapper
formats, such as Syslog, application wrappers, such as Snort, and event parts
that are specific to the event type. Based on the current level, rules of upper
levels do not have to be checked again.

– Parent: Some event parts can only appear as a child of another format.
As an example, a specific Snort rule can only appear in the general Snort
wrapper. This property can rule out most of the available rules.

Based on these criteria, we tried three different strategies to search applicable
rules more efficiently.

Iteration
In the easiest case, the program would iterate through all available rules
and check the criteria for each rule. However, iteration over large amounts
of rules creates major performance impacts.

CQEngine
A straight-forward approach is to index all available rules by the presented
criteria. For our evaluation, we used a library called CQEngine7, a NoSQL
indexing and query engine.

Lucene
Another approach is to create a similarity measure between a given event
and the events a rule is able to match. A detailed description of this approach
for a flat knowledge base can be found in a paper [13] by Azodi et. al.

5.2 Rule Selectors

Log-formats with many different event types as a child give an indication of the
child’s type. For example, Syslog has an application name that indicates what
kind of application logs are in the message part. Such indicators can be used
to directly select the right normalization rules without searching through all
possible candidate rules for the parent. An example of this rule selection can be
seen in Figure 6.

5.3 Result Caching

The searching for candidate rules can be seen as one of the most processing
intensive tasks in the normalization process. We propose to cache the search
results for a given set of criteria. Caching can then make candidate rules directly
accessible and improve normalization of logs without format indicators.
7 CQEngine - https://code.google.com/p/cqengine/

https://code.google.com/p/cqengine/
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Fig. 6. Rule selector approach on log event from Listing 1.2

5.4 Priority Lists

A feature that can be added in conjunction with result caching is the ordering of
all candidate rules by their frequency they have been used for the normalization
of previous events. Creating a priority list with every log event is unfeasible,
because the sorting would result in major performance drops. Rather, ordering
by frequency should be performed in a time interval that takes the required
processing overhead and the actuality of the frequencies into account.

6 Evaluation

We have implemented all of the above mentioned knowledge bases, indexing
strategies and other proposed improvements into our Real-time Event Analysis
and Monitoring System (REAMS) [14] and ran performance tests for various
combinations of these on two data sets. Each combination was run 10 times per
data set, so that a mean runtime could be calculated. As our implementation is
highly parallelized and can run multiple normalization threads simultaneously,
we decided to run the performance tests on eight parallel normalization threads
on our server8.

6.1 Experiment 1: Normalizing Hierarchical Logs

In the first experiment, we have normalized all Snort event logs, i.e., 69039 log
events, from Honeynet Challenge #34 [15]. We have generated normalization
rules for all Snort rules from the rule snapshot9 for registered users and the
emerging threats open rules10. These rules, altogether 55547, cover all Snort
events that were present in the challenge’s logs. The performance results of
normalization are visualized in the box and whisker diagram in Figure 7.

We see that the flat KB performs at least a magnitude worse than the hier-
archical KB. This is because the handling and checking of more and longer rules
as used with the flat KB is more time consuming than with a hierarchical one.
Both factors have a major impact on hierarchically structured formats as used
by Snort.

We can also deduce that direct indexing with CQ is faster for the hierarchical
KB than normal iteration. The better indexing with CQ is not relevant for
8 Virtual Machine (Debian 7.8, 32GB RAM(dedicated), 8 cores(dedicated)) on

VMware ESXi host with 256GB RAM and 8x Intel Xeon X7560 CPUs @ 2.27GHz
9 Snort Ruleset (Registered User) - https://www.snort.org/downloads

10 ETOpen Ruleset - https://portal.emergingthreats.net/etpro/open

https://www.snort.org/downloads
https://portal.emergingthreats.net/etpro/open
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the flat KB, because there is almost no data to index. The Lucene indexing
generally performs better than iteration and CQ, but because of its mechanisms
the rules cannot be further cached or prioritized. Unfortunately, Lucene cannot
outperform the benefits of caching and prioritization.

Fig. 7. Evaluation results for normalizing 69039 Snort log events, left (F) - flat knowl-
edge base, right (H) - hierarchical knowledge base (C - Cache, P - Prioritization, SL
- Rule Selector)

Within the hierarchical performance results, prioritization and rule selectors
achieve the biggest performance benefits. Both concepts can reduce the number
of rules to be checked per log event dramatically. In comparison to the plain KB
performance, both concepts also bring the most stable runtime values. The other
concepts all heavily rely on the ordering of the rules, because they match rules
in the order they are stored in memory. Prioritization and rule selectors mostly
choose the right rule directly. It should be mentioned that we intentionally did
not fix the rule order, because in reality the correct order is not known and is
highly dependent on the concrete distribution and order of log events.

The caching of results can bring benefits, if a large number of varying data
lookups would have to be performed. As an example, it is not so relevant for
caching of big data sets (e.g. H:- ↔ H:C), but for caching of smaller data sets
that apply to only a few log events (e.g.: H:SL ↔ H:C+SL).

6.2 Experiment 2: Normalizing Mixed Logs

In the second experiment, we applied our algorithm to mixed logs consisting
of Snort and Apache events, i.e., 76659 log events, from Honeynet Challenge
#34 [15]. In comparison to experiment 1, the performance test results are almost
unchanged, because there are only roughly 11% more events now, which are even
easier to normalize.
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6.3 Summary

Altogether, a combination of a hierarchical KB with CQ indexing, caching, pri-
oritization and rule selectors seems to have the best normalization performance.
In our experiments, we could reach a normalization speed of 37,000 events/s for
a highly hierarchical log-format on eight threads.

7 Conclusion and Future Work

In this paper, we have shown how the speed of event log normalization can be
drastically improved by using normalization algorithms that consider the typi-
cal hierarchical structure of log events. We have performed normalization with
Lucene on a flat KB before, which did not perform well enough for big data. How-
ever, by using hierarchical normalization rules in combination with CQ indexing,
caching and prioritization of rules we could speed up normalization by approx-
imately 3 orders of magnitude. Altogether, we were able to normalize around
37,000 events/s, which should already be enough for large network environments.
This fast speed can even be achieved, if logs with different parent formats are
intermixed, like in real world log environments.

A starting point for further research could be the improvement of the nor-
malization speed in a way that even event logs of companies with multiple billion
events per day can be handled. One direction could be the parallelization of the
processing on multiple machines.

Additionally, normalized logs can be used for further analysis. For exam-
ple, inventory information can be extracted from logs to create an overview of
machines, software and users in a network. Furthermore, the log information can
be used to detect or prevent intrusions in a network environment.

Acknowledgments. We would like to thank HPI FutureSoC lab for providing us with
the latest and powerful computing resources, which make the testing and experiments
specified in the paper possible.
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Abstract. Attacks on systems and organisations increasingly exploit
human actors, for example through social engineering, complicating their
formal treatment and automatic identification. Formalisation of human
behaviour is difficult at best, and attacks on socio-technical systems are
still mostly identified through brainstorming of experts. In this work
we formalize attack tree generation including human factors; based on
recent advances in system models we develop a technique to identify
possible attacks analytically, including technical and human factors. Our
systematic attack generation is based on invalidating policies in the sys-
tem model by identifying possible sequences of actions that lead to an
attack. The generated attacks are precise enough to illustrate the threat,
and they are general enough to hide the details of individual steps.

1 Introduction

Many attacks against organisations and how to prevent them are well under-
stood. Traditional and well-established risk assessment methods often identify
these potential threats, but due to a technical focus, often abstract away the
internal structure of an organisation and ignore human factors. However, an
increasing number of attacks do involve attack steps such as social engineering.

Attack trees [1] are a loosely defined, yet (or therefore) widely used approach
for documenting possible attacks in risk assessment; they can describe attack
goals and different ways of achieving these goals by means of the individual
steps in an attack. The goal of the defender is then to inhibit one or more of
the attack steps, thereby prohibiting the overall attack, or at least making it
more difficult or expensive. While attack trees for purely technical attacks may
be constructed by automated means [2], this is currently not possible for attacks
exploiting the human factors. Actually, only few, if any, approaches to systematic
risk assessment take such “human factor”-based attacks into consideration.

Our work closes this gap by developing models and analytic processes that
support risk assessment in complex organisations including human factors and
physical infrastructure. Our approach simplifies the identification of possible
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attacks and provides qualified assessment and ranking of attacks based on the
expected impact. Based on earlier work [3,4] we describe a systematic approach
for the generation of attack trees for attacks that may include elements of human
behaviour. These attack trees can be used as input to a traditional risk assess-
ment process and thereby extend and support the brainstorming results. System
models such as ExASyM [5] and Portunes [6] have been used to model and
analyse organisations for possible attacks [7]. The models contain both physi-
cal infrastructure and information on actors, access rights, and policies; conse-
quently, analysis of such models can include social engineering in the identified
attacks. The generated attack trees are complete with respect to the model,
that is, our method identifies all attacks that are possible in the model. This is
achieved by basing the attack tree generation on invalidation of policies; poli-
cies in our model describe both access control to locations and data, as well as
system-wide policies such as admissible actions and actor behaviour.

The rest of this paper is structured as follows. After introducing our socio-
technical system model and a running example in the next section, we discuss
policies in Section 3. These policies are at the core of the attack generation,
which is described in Section 4. After evaluating our approach and discussing
related work in Section 5 and Section 6, we conclude the paper with an outlook
on future developments.

2 Modelling Socio-technical Systems

Our model represents the infrastructure of organisations as nodes in a directed
graph [5], representing rooms, access control points, and similar locations. A
location may belong to several domains, e.g., it can be part of the building and
the network. Actors are represented by nodes and are associated with behaviour.
Assets model any data relevant in the modelled organisation, and can be anno-
tated with a value and a metric, e.g., the likelihood of being lost. Nodes also
represent assets that can be attached to locations or actors; assets attached
to actors move around with that actor. Actors perform actions on locations,
including physical locations or actors. Actions are restricted by policies that
represent both access control and the behaviour as expected by an organisation
from its employees. Policies consist of required credentials and enabled actions,
representing what an actor needs to provide in order to enable the actions in a
policy, and what actions are enabled if an actor provides the required credentials,
respectively.

In contrast to Klaim [8], we attach processes to special nodes that move
around with the process. This makes the modelling of actors and items carried
by actors more intuitive and natural. The metrics mentioned above can represent
any quantitative knowledge about components, for example, likelihood, time,
price, impact, or probability distributions. The latter could describe behaviour
of actors or timing distributions.
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Fig. 1. Graphical representation of the running example. The small rectangles represent
locations, the big rectangles represent actors and contain the assets known or owned
by the actor, the round nodes represent assets, and the small squares represent process
nodes. Solid lines represent the physical connections between locations, while dashed
lines indicate containment of information and assets. The dashed rectangles in the
upper right part of some nodes represent the policies assigned to these nodes.

2.1 Running Example

We use a running example based on actor Alice, who receives some kind of
service, e.g., care-taking, provided by actor Charlie. Charlie’s employer has a
company policy that forbids him to accept money from Alice. Figure 1 shows
the example scenario, consisting of Alice’s home, a bank with a bank computer,
and an ATM. Alice has a card with a pin code to obtain money, and a pass-
word to initiate online transfers from her workstation. The policies in the model
require, e.g., a card and a matching pin to obtain money from the ATM.

Actor nodes can also represent processes running on the corresponding loca-
tions. The processes at the workstation and the bank computer represent the
required functionality for transferring money; they initiate transfers from Alice’s
home (PWS ), and check credentials for transfers (PC ).

3 Policy Language

Our model supports local policies for annotating elements with access control
polices, and global policies for annotating the model with organisational policies.
Local policies consist of a set of required credentials and a set of actions that
are enabled by the required credentials: LocalPolicies ⊆ ReqCred ×Actions with
Actions ⊆ {in,out,move, eval}. The actions come from the set of actions sup-
ported by the modelling formalism acKlaim [5]. To ease presentation, we treat
credentials as terms from the term algebra over a suitable signature, yielding a
flexible and expressive, yet simple, formalisation. The signature is chosen based
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on a concrete system model, and contains enough structure to represent the
model’s important features. In our running example, we would expect the sig-
nature to at least contain such elements as cards, pin codes, locations, accounts,
and actor ids. As signatures depend on the model, we only assume the existence
of relevant signatures Σ for assets and predicates, and define required credentials
as ReqCred = P (T (Σ)) where T (Σ) is the term algebra generated by Σ.

Checking whether an actor provides the required credentials of a policy is
based on the set of concrete credentials ProvCred = P (T (Σ)) that an actor
has. Using first order unification as defined by Robinson [9] we determine if a set
c ⊆ ProvCred of credentials is valid with respect to a given set r ⊆ ReqCred of
required credentials: if c and r can be successfully unified, then the credentials
c are sufficient to satisfy the required credentials r of a given policy.

Our policy language supports variables for generic policies; these are left
out for space reasons. The system model also supports predicates in credentials.
Predicates are used to establish facts about actors; in the example a predicate
isEmployee could express that the actor is an employee of the service provider,
and isCustomer could express that the actor is a customer of the company.
Predicates are specified in the model, and become part of the knowledge base
used in unification, and consequently the term algebra.

Global policies express organisational policies in the system model, describ-
ing a state or actions that are disallowed in the system and are to be enforced
system-wide. We assume two basic kinds of organisational policies: action-based
global policies forbid actors to perform certain actions, and location-based global
policies forbid data to reach certain locations. Action-based global policies
are specified like local policies with required credentials and a set of actions,
and contain a component identifying the attacker: GlobalActionPolicies =
(Actors ∪ Vars)×Credentials ×Actions. Of course, the set of actions here spec-
ifies the prohibited actions. Location-based global policies are considerably sim-
pler, since they only specify an asset and a location GlobalLocationPolicies =
Asset × Location.

In the rest of this paper we only consider action-based global policies, which
generalise location-based global policies: for data to reach a location it either
must be co-located with an actor, who must have input the data, or it must
have been output at that location, which in turn again requires that an actor
has input the data. Location-based policies can therefore be translated to an
action-based global policy that forbids inputing the data in question.

In the example from Figure 1, the global action-based policy could specified
to be not({X, isEmployee(X), card [(owner, Y )], isCustomer(Y )}, {in}), stating
that an actor X is not allowed to use a card as credential when performing an in
action, if the predicate isEmployee is true for X and the card is owned by an
actor Y , for whom the predicate isCustomer holds. In the example, the only
possible binding for X is Charlie, and the only possible binding for Y is Alice,
and the in action would represent obtaining money at an ATM.
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4 Policy Invalidation and Attack Tree Generation

We are now ready to present the main contribution of our work, the generation
of attack trees by invalidating policies. We choose attack trees as a succinct way
of representing attacks; they are defined by

Definition 1. AT := (Ni ∪̇Nl, n, E, L) is an attack tree with inner nodes Ni :=
N∧ ∪̇N∨ and leaf nodes Nl, a root node n ∈ Ni, directed edges E ⊆ Ni ×Ni ∪̇Nl,
and a labelling function L := N → Σ�. Nodes in AT are conjunctions (N∧)
or disjunctions (N∨) of sub-attacks, or basic actions (Nl). Let N label be the
attack tree that only contains one node n that is mapped by L to label. For
AT 1 = (N1, n1, E1, L1) and AT 2 = (N2, n2, E2, L2), kind ∈ {∨,∧}, label being a
string, and n ∈ Nkind , we define the addition of attack trees as AT 1⊕label

kind AT 2 :=
(N1 ∪ N2 ∪ {n}, E1 ∪ E2 ∪ {(n, n1), (n, n2)}, n, L1 ∪ L2 ∪ {(n, label}).

We assume an implicit, left to right order for children of conjunctive nodes.
For example, an attacker first needs to move to a location before being able to
perform an action.

On a high level, our approach for invalidating a policy consists of four
basic steps:

1. Choose the policy to invalidate, and identify the possible actors who could
do so; these are the potential attackers.

2. Identify a set of locations where the prohibited actions can be performed.
Since there might be several possible actions, this results in a set of pairs of
location and action.

3. Recursively generate attacks for performing these actions. This will also iden-
tify required assets to perform any of these actions, and obtain them.

4. Finally, move to the location identified in the second step and perform the
action.

It should be noted that all rules specified below either block if no valid result
can be computed, or return an empty attack tree, for example, if no credentials
are required. The rules take as input an infrastructure component I, which
represents the socio-technical security model described in Section 2, and an actor
component A, which stores identities, locations, and assets collected and reached
by an actor during an attack. Also note that we extend rules from working on
singular elements to sets by unifying the results of rule applications.

Identify Attackers. To start attack generation from a global pol-
icy (see Figure 2), we compute the unification of the global policy and the set of
all actors, identify the set of attackers by means of function getAttacker , which
replaces a variable with the identified bindings, or returns an explicitly specified
attacker:

getAttackerI(a, σ) :=

{
{a} if a ∈ Na

σ(a) if a ∈ Vars
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σ = unifyI(Actors, credentials)
attackers = getAttackerI(actor , σ) goals = applicableAtI(credentials, enabled, σ)

I, attackers, goals �goal trees T := ⊕“perform any actions”
∨ trees

I,not(actor , credentials, enabled) �P T

Fig. 2. Attack generation starts from the global action-based policy
not(actor , credentials, enabled). Attack trees are generated for all possible pol-
icy violations. As every attack tree represents a violation of the policy, the resulting
attack trees are combined by an or node.

I,A, goto(location) ∧ perform(action) �GP T
I,A, (location, action) �goal T

I,A, goto(l) �goto Tgoto ,A′ I,A′, perform(a) �perform Taction ,A′′

I,A, goto(l) ∧ perform(a) �GP Tgoto ⊕“goto l and perform a”
∧ Taction ,A′′

Fig. 3. For each identified goal (consisting of a location and an action) an attacker
moves to the location and performs the action. The rules result in an attack tree and
a new state of the attacker, which includes the obtained keys and reached locations.

Identify Target Locations. We then compute all locations at which one of the
actions in enabled could be applied using the credentials specified in the policy.
The function applicableAt identifies all these locations in the system model and
returns goals as pairs of actions and locations.

Attack Generation. The rules in Figure 3 connect the identified goals with the
generation of attack trees. For each goal we generate two attack trees: moving
to the location and performing the action. While moving to the location new
credentials may be required; as a result, the actor acquires new knowledge, which
is stored in the actor component A. The rules in Figure 4 and Figure 5 generate
attack trees for moving around, performing actions, and obtaining credentials,
resulting in attack trees for every single action of the attacker. The resulting
trees are combined in the overall attack tree. The function missingCredentials
uses the unification described above to match policies with the assets available
in the model. This implies that all assets that can fullfil a policy are identified;
the attack generation then generates one attack for each of these assets, and
combines them with a disjunctive node.

For space reasons we do not discuss the interaction between actors and pro-
cesses, and for the global policy chosen in this example, this is not necessary
either. Another global action-based policy could forbid in general to obtain
money that has been “owned” by a customer before. In this case, the processes
defined in Section 2.1 for the work station and the bank computer would become
important, as they allow to transfer money from Alice’s to Charlie’s account.
When invalidating this global policy one has to consider asset flow.
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paths = getAllPathsI(A, l) I,A, paths �path trees,A′

T := ⊕“find path to l”
∨ trees

I,A, goto(l) �goto T ,A′

missing = missingCredentialsI(A, path) I,A,missing �credential trees,A′

T := ⊕“get credentials”
∧ trees

I,A, path �path T ⊕“get credentials and pass path”
∧ Npass path,A′

Fig. 4. Going to a location and performing an action results in two attack trees. The
function getAllPaths returns all paths from the current locations of the actor to the
goal location l, and the resulting attack trees are alternatives for reaching this location.

i �∈ identities =⇒ T = Nobtain identity i

I, (identities, locations, assets), identity i �credential T , (identities ∪ {i}, locations, assets)

A = (identities, locations, assets) ∧ a �∈ assets =⇒
goals = availableAtI(a) I, A, goals �goal trees, A′ T := ⊕“get a”

∨ trees

I, A, asset a �credential T , A′

I, A, predicate p(arguments) �predicate trees, A′ T := ⊕“fullfil predicate p”
∨ trees

I, A, predicate p(arguments) �credential T , A′

Fig. 5. Depending on the missing credential, different attacks are generated. If the actor
lacks an identity, an attack node representing an abstract social engineering attack is
generated, for example, social engineering or impersonating. If the missing credential
is an asset, the function availableAt returns a set of pairs of locations from which this
asset is available, and the according in actions. If the missing credential is a predicate,
a combination of credentials fulfilling the predicate must be obtained.

Post-Processing Attack Trees. The generated attack trees do not contain
annotations or metrics about the success likelihood of actions such as social
engineering, or the potential impact of actions. Also the likelihood of a given
attacker to succeed or fail is not considered. Computing qualitative and quanti-
tative measures on attack trees is beyond the scope of this work. The generated
attack trees also often contain duplicated sub-trees, due to similar scenarios
being encountered in several locations, for example, the social engineering of the
same actor, or the requirement for the same credentials. This is not an inher-
ent limitation, but may clutter attack trees. Similar to [2], a post-processing of
attack trees can simplify the result.

5 Evaluation

We now describe briefly the attack generation based on the results of a pro-
totype implementation. The attack tree shown in Figure 6 is generated from
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Fig. 6. Attack tree generated by the prototype implementation for the example shown
in Figure 1.

the example scenario. As mentioned in the previous section, we assume the
global policy that an employee is not allowed to use a customer’s card to obtain
money: not({X, isEmployee(X), card [(owner, Y )], isCustomer(Y )}, {in}). Using
the rule from Figure 2, we compute the substitution σ = [X 	→ Charlie, Y 	→
Alice] for variables X,Y : Charlie has the role employee, and Alice has the role
customer. In the next step, the attacker is identified to be X, and based on the
system specification from Figure 1, the only location with a policy restricting
the in action is the money location at the ATM A1. The location and action
pair {(A1, in) is therefore the only goal, and next 
P from Figure 4 generates
the attack tree for moving to A1 and performing the in action.

Going to the location does not require additional credentials, but performing
the in action does. The missingCredentials function returns the card and the pin,
which combined with the requirement from the goal policy, that the owner of
the card must be Alice, implies that the attacker needs Alice’s card and pin. The
second rule 
credential in Figure 5 identifies where they are: Alice has the card
and the pin, and the pin code is also stored in the card. Our approach generates
an attack tree for going to the location “home”, and in doing so the attacker
must fullfil the policy “trustedBy(Alice)”, meaning that he must impersonate
somebody trusted by Alice. Then the attacker can either “input” the card and
the pin, or only the card and try to extract the pin code from the card.

The stealing and the extraction of the pin code are not represented in the
model since they are context and technology dependent. In a given scenario, they
can be instantiated with the matching “real” actions. After the assets have been
obtained, the attacker moves to the ATM location and performs the action.

6 Related Work

System models such as ExASyM [5,7] and Portunes [10] also model infrastruc-
ture and data, and analyse the modelled organisation for possible threats. How-
ever, Portunes supports mobility of nodes, instead of processes, and represents
the social domain by low-level policies that describe the trust relation between
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people to model social engineering. Pieters et al. consider policy alignment to
address different levels of abstraction of socio-technical systems [11], where poli-
cies are interpreted as first-order logical theories containing all sequences of
actions and expressing the policy as a “distinguished” prefix-closed predicate in
these theories. In contrast to their use of refinement for policies we use the secu-
rity refinement paradox, i.e., security is not generally preserved by refinement.

Attack trees [12] specify an attacker’s main goal as the root of a tree; this goal
is then disjunctively or conjunctively refined into sub-goals until the reached sub-
goals represent basic actions that correspond to atomic components. Disjunctive
refinements represent alternative ways of achieving a goal, whereas conjunctive
refinements depict different steps an attacker needs to take in order to achieve a
goal. Techniques for the automated generation of attack graphs mostly consider
computer networks only [13,14]. While these techniques usually require the spec-
ification of atomic attacks, in our approach the attack consists in invalidating a
policy, and the model just provides the infrastructure and methods for doing so.

7 Conclusion

Threats on systems are often described by attack trees, which represent a possi-
ble attack that might realise the described threat. These attack trees are usually
collected by experts based on a combination of experience and brainstorming.
Earlier work has tried to formalise this approach for threats on technical sys-
tems. The increasingly important human factor is often not considered in these
formalisations, since it is not part of the model.

In this work we have formalizes attack tree generation including human fac-
tors using recent advances in system models. Our approach supports all kinds
of human factors that can be instantiated once an attack has been identified.
To the best of our knowledge this is the first formalisation of an approach to
generating attack trees including steps on the technical and social level.

The generated attacks include all relevant steps from detecting the required
assets, obtaining them as well as any credentials needed to do so, and finally
performing actions that are prohibited in the system. The generated attacks are
precise enough to illustrate the threat, and they are general enough to hide the
details of individual steps. The generated attacks are also complete with respect
to the model; whenever an attack is possible in the model, it will be found. Our
approach is also sound; all results of our generator do represent attacks.

The combination of system model and automated generation enables us to
trade in precision of the model for details in the attack trees. For example, the
modelling of the ATM is very imprecise in the example from Figure 1. A more
detailed formalisation would represent that an actor puts the card and the pin
code into the ATM and receives money after a check with the bank. In this
model, the attack tree generator is able to find out that one can obtain the pin
code from the ATM, since it is input into the system. Note that the first action
in the second line only verifies whether the pin code entered into the ATM is
the one stored on the card. To handle more general global policies that might,
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for example, prohibit to own money obtained by some other actor, we can use
techniques such as tainting to trace which actor or credentials have been used to
obtain or handle an asset. In the example described in Section 2.1, using Alice’s
credit card would result in the withdrawn money being tagged with her id.

We are currently working on further evaluations and domain-specific lan-
guages to extend the model’s expressivity, and are extending the attack genera-
tion to simplify the generated attack tree during generation.
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from the European Union Seventh Framework Programme (FP7/2007-2013) under
grant agreement no. 318003 (TRESPASS). This publication reflects only the authors’
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Abstract. Passwords constitute the main mean for authentication in
computer systems. In order to maintain the user-related information
at the service provider end, password hashing schemes (PHS) are uti-
lized. The limited and old-fashioned solutions led the international cryp-
tographic community to conduct the Password Hashing Competition
(PHC). The competition will propose a small portfolio of schemes suit-
able for widespread usage until 2015. Embedded systems form a spe-
cial application domain, utilizing devices with inherent computational
limitations. Lightweight cryptography focuses in designing schemes for
such devices and targets moderate levels of security. In this paper, a
lightweight poly PHS suitable for lightweight cryptography is presented.
At first, we design two lightweight versions of the PHC schemes Catena
and PolyPassHash. Then, we integrate them and implement the proposed
scheme – called LightPolyPHS. A fair comparison with similar proposals
on mainstream computer is presented.

Keywords: Password hashing · PHC · Catena · PolyPassHash ·
Lightweight cryptography · LWC · Embedded systems

1 Introduction

Attacks on widely known organizations have exposed mounts of user accounts
and credentials. The poor password protection practises are exploited by the
attackers in order to recover the user passwords from the stolen data. These
attacks lead to negative and significant loss in the vendor’s market value.

Advanced password hashing schemes (PHS) are proposed to fortify the secure
maintenance of such information. PBKDF2 [1], bcrypt [2] and scrypt [3] are cur-
rently the most common solutions. However, the evolving parallel computing and
c© IFIP International Federation for Information Processing 2015
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hardware dedicated devices enable attacks [4] that overcome the PHS protection.
GPUs, FPGAs and ASICs implement efficient password crackers that try out
several attempts in parallel, gaining a significant boost in disclosing the user
information. PBKDF2 and bcrypt are vulnerable to such attacks. Memory-hard
PHSs can counter password scrambling. The memory elements in parallel plat-
forms are considered expensive. All parallel components share the same memory
and the access to it is bounded. Thus, attackers are significantly slowed-down
when PHSs with high memory requirements are applied. The goal is to derive
password scrambling on parallel cores not much faster than it is on single cores.
scrypt is the current solution of memory-hard PHS. Unfortunately, it is vul-
nerable to other attacks, like cache-timing [5] and garbage-collector [6]. The
limited and old-fashioned solutions led the international cryptographic commu-
nity to conduct the Password Hashing Competition (PHC) [7] in 2013. It targets
in modern and secure designs for password hashing, with 22 initial candidates
being submitted. In 2014, 9 finalists were selected based on security, efficiency,
simplicity, and the extra features that they provide. A comprehensive survey
and benchmark analysis of the 22 PHC submissions and the 3 current solutions
for password hashing is presented in [7]. In 2015, a small portfolio of schemes
will be announced based on further performance and security analysis. The win-
ners are expected to become ”de facto” standards and be further examined by
organizations like NIST for formal standardization.

PHSs are applied in several domains (e.g. general applications on mainstream
computers, web applications and embedded systems) with diverse features and
properties. The candidate scheme must comply with them. Typically, a PHS uti-
lizes core cryptographic primitives, such as block ciphers and hash functions, that
constitute the main computational components of the scheme. The mainstream
cryptographic solutions provide high levels of security, ignoring the requirements
of resource constrained devices. The research field of lightweight cryptography
(LWC) [8,9] focuses in designing schemes for devices with constrained capabili-
ties in processing, power supply, connectivity, hardware and software. They are
mainly applied in embedded systems [10] that are deployed in pervasive and
ubiquitous computing [11–13]. Security is just a part of the whole functionality
and the lightweight designs consume low computational resources and memory.
In case of most constraint devices (e.g. sensors) only a few KBs of memory are
devoted to provide moderate level of security [14]. Regarding passwords, embed-
ded systems maintain a small amount of authentication-related data. Device-
to-device and short-term communication forms the most common interaction
(e.g. in wireless sensor networks), making session key deviation from passwords
a desirable goal to enhance security. The garbage-collector attacks [6] can be
countered by build-in memory safety techniques [15].

In this paper, we present LightPolyPHS – a lightweight poly PHS for embed-
ded devices and LWC. To our knowledge this is the first scheme that targets con-
strained devices. Section 2, introduces the background theory and related work
regarding passwords and LWC. Section 3, analyses the LightPolyPHS design and
its subcomponents. In section 4, the proposed scheme is applied and evaluated
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on real embedded devices. A comparative analysis is held with similar schemes
on mainstream computers. Finally, section 5 concludes.

2 Background Theory and Related Work

2.1 Password Hashing

User passwords are human-memorable secrets, consisting of 8-12 printable char-
acters and form the main mean for authentication in computer systems. The
service provider maintains a pair of the user’s name and password-related infor-
mation for each active account. To authenticate himself and login the service,
the user must inputs this information first. Passwords can also be used for the
generation of cryptographic keys. Key Deviation Functions (KDF) [16] parse a
password and derive one or more related keys. The keys are used on crypto-
graphic operations, like session encryption. Ordinary passwords are 8 characters
long (8 bytes). The deriving secrets may produce low entropy and be vulnerable
to relative attacks. In exhaustive search, an attacker tries out all character com-
binations until he finds the right password. Then, he owns the relevant account,
like the legitimate user does.

The typical method to counter these attacks with PHSs, is key stretching.
A hash function parses the password and produces a fixed-length output, acting
as the new password. The hash password is longer (usually 32-64 bytes long),
making the attacks less feasible. The hash function is iterating several times
to further fortify the hash result. The attacker is slowed down by a factor of
2i+o, where i is the iteration count and o is the number of the output bits.
However, the user is also slowed down. Thus, the key stretching parameters are
also bounded by the user’s tolerance to compute a robust hash password. In
modern services, a high volume of users must be verified simultaneously. The
load on the server may become unmanageable and lead to denial of service.
Server relief (SR) protocols are established and balance the total effort between
clients and the server. A client may perform part of the PHS computations
while the server performs the rest steps and the account verification. The server
might need to increase security (e.g. increase the hash size or PHS iterations).
Hash password upgrade techniques independent from the user (HUIU) enhances
the convenience of the user and enables the seamless operation of the service.
The server upgrades the security of the stored hash passwords without prior-
knowledge of the initial passwords or the user’s involvement. It is quite common
for a user to utilize the same password in different services or many users of a
service to have the same password. The hash passwords would be the same too.
The disclosure of a single account erases security issues for the rest ones. To
prevent this correlation a small parameter of random bytes, called salt (usually
8 bytes long), is utilized. The salt also hardens dictionary (try hundreds of likely
possibilities to determine the secret) [5] and rainbow table attacks (ability to
use tables of precomputed hashes) [6]. Typically, the salt is generated when the
user account is created and is concatenated with the password during hashing.
Thus, the same password produces different hash passwords. At the server-end,
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the salt is stored in plaintext along with the hashed password. They are used in
the authentication process to validate the password of a login request.

2.2 Poly Password Hashing

Strong PHS can protect the password data that are maintained at the service-
end. However, attackers have proven themselves adept at cracking large amounts
of passwords once the stored data is compromised. To further fortify security,
poly (many) password hashing (PPH) schemes have been recently proposed.
They leverage cryptographic hashing and threshold cryptography by combining
strong PHS with shares.

Cryptographic hashing and PHSs are described in the previous subsection. A
cryptographic (k, n)-threshold scheme protects secret information, by deriving
n different shares from this information. The threshold determines how any k
shares out of total n can recover the secret information. If fewer than k shares are
known, no secret information is disclosed. The Shamir Secret Sharing (SSS) [17]
is a fundamental threshold scheme in this domain. It computes k − 1 random
coefficients for a k − 1 degree polynomial f(x) in a finite field. The kth term
comprises the secret (usually the constant term of the polynomial). The share is
identified by a share value x, taking values between 1 and the order of the field.
The share x is the polynomial value of f(x). The secret can be reconstructed
by interpolating the values of k shares to find the constant term of the polyno-
mial (i.e., the secret). Interpolation is computationally optimized and only the
constant term is revealed.

In the PPH domain, there is one share for each account. The share is XORed
with the relevant PHS result and is maintained by the server (instead of the pure
PHS result). The shares are derived from a master key. This key is only known
to the service provider and is not stored on disk in order to prevent attacks that
would disclose the key along with the stolen password data. When the server
starts, k clients must login and be correctly verified in order to reconstruct the
shares. Implementations of SSS provide integrity check mechanisms to detect
if incorrect shares are parsed. After this startup phase, the server operates in
the ordinary manner. The attacker has to crack a threshold of password hashes
before being able to recover passwords. At a small additional cost by the server,
security increases by many orders of magnitude. Poly password hashing is eas-
ily implemented and deployed on a server without any changes to clients and
can be integrated to current forms of authentication (e.g. two factor authentica-
tion and hardware tokens). It is also efficient in terms of storage, memory and
computational demands.

2.3 Password Hashing Competition

Secure cryptographic hash functions or HMACs constitute the most common
solution for PHSs and KDFs. PBKDF2, bcrypt and scrypt are currently the
widely-used PHSs and KDFs for mainstream applications. The Password-Based
Key Derivation Function 2 (PBKDF2) [1] is the only standardized scheme (RSA
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Laboratories’ Public-Key Cryptography Standards (PKCS) series (PKCS #5
v2.0) and the RFC 2898). The input password and salt are processed by an
HMAC. PBKDF2 is not memory-hard and can be implemented as a small circuit
wit low RAM requirements. This is evinced in a main drawback as cheap brute-
force attacks are enabled on GPUs and ASICs. bcrypt [2] is based on the block
cipher Blowfish [18] and is the default PHS of the BSD operating system. It uses
4KB RAM and is slightly stronger than PBKDF2 in defending attacks on parallel
computing platforms and dedicated hardware devices. However, these memory
requirements render efficient attacks on FPGAs. scrypt [3] was announced as an
Internet Draft by the IETF in 2012, with the intention to become an informa-
tional RFC. It utilizes the PBKDF2 and the stream cipher Salsa [19] and uses
arbitrarily large amounts of memory. scrypt is the most resistant widely-used
scheme. The cost of a hardware brute force attack is considered around 4000
and 20000 times larger than in bcrypt and PBKDF2 respectively. However, the
huge memory requirements can derive denial-of-service (DoS) attacks on servers,
when large amounts of simultaneous login requests are handled. Also, scrypt is
vulnerable to new types of attacks, like cache-timing [5] and garbage-collector
attacks [6].

Password Hashing Competition (PHC) [7] advances our knowledge in design-
ing secure and efficient PHSs and KDFs. At the first round 22 new PHSs were
evaluated in terms of security, performance and flexibility. A survey and bench-
mark analysis of the 3 aforementioned widely-used PHSs and the 22 candidates
is presented in [7]. The parameters t cost and m cost are introduced to adjust
the timing and memory requirements respectively. The defender adjusts the PHS
iteration count and memory requirements to design secure schemes. The finalist
Catena is one of the most notable submissions and is intended to be included
in the winners list. It implements the full functionality of PHS, KDF, SR, and
HUIU, is well-documented and analysed, and is one of the most efficient candi-
date in terms of execution time and memory usage. Catena exhibits low code
size and memory requirements, making it suitable for embedded systems. A PPH
scheme, called PolyPassHash, is also presented in the competition. It is actually
a protocol that recovers a symmetric key used to encrypt passwords and does
not constitute a pure PHS. Thus, it is not included in the finalists. Still, Poly-
PassHash demonstrates state-of-the-art features regarding PPH and is efficient
in terms of storage, memory and computational requirements. We utilize the
PHC candidates Catena and PolyPassHash to design our lightweight proposal.
Both schemes are analysed in the following section.

2.4 Lightweight Cryptographic Mechanisms

Traditional cryptography targets high level of security. The main primitive types
that are investigated in this paper include block ciphers and hash functions.
The block cipher AES [20] is considered a landmark in this field. Standardized
or widely-used hash functions for mainstream applications are SHA2 [21] and
BLAKE [22]. However, these mainstream ciphers and functions are too large to
fit in many types of embedded systems.
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Lightweight cryptography (LWC) [14] focuses in designing cryptographic
primitives for resource constraint devices. The main design goals in software
are the reduction of processing and memory requirements. Embedded software
implementations are optimized for throughput as well as memory and power
savings. Lightweight primitives provide moderate levels of security from 80 to
128 bits. 80 bit security is adequate for constrained devices, like RFID tags and
micro-controllers, while 128 bits is typical for mainstream applications. In recent
years, a high variety of lightweight proposals are presented [14]. The standardized
primitives for LWC are referred in the ISO/IEC standard 29192 [23]. The part
2 of the standard includes block ciphers and the upcoming part 5 includes hash
functions. Regarding embedded software, CLEFIA [24], designed by SONY, is
the standardized block cipher and PHOTON [25] is a lightweight hash function
considered for inclusion in the standard. The proposed LightPolyPHS scheme
utilizes CLEFIA for cryptographic operations and PHOTON for hashing.

3 Lightweight PHS and PPH

LightPolyPHS is a lightweight PHS and PPH, designed for embedded systems
and constrained devices. The overall system complies with the principles of LWC.
First, we replace the inner cryptographic primitives that are utilized by the PHS
Catena and the PPH PolyPassHash and implement two relevant lightweight
schemes. Then, we integrate them by using the lightweight Catena as the PHS
for the lightweight PolyPassHash and implement the proposed LightPolyPHS.

3.1 Mainstream and Lightweight Catena PHS

Catena is suitable for multiple environments, like multi-core CPUs, databases,
and low-memory devices. It is a composed cryptographic operation based on a
cryptographic hash function and is simple and easy to analyse. The design consti-
tutes a graph-based structure, called ”Bit-Reversal Graph”, that is instantiated
by the cryptographic hash function. Any strong hash function can be embodied.
The reference implementation selects SHA512 and BLAKE2b. SHA512 is stan-
dardized and widely-implemented in many platforms. BLAKE2b supports the
Simple Instruction Multiple Data (SIMD) approach and protects massively par-
allel attacks on GPUs. The scheme is well-documented with thorough security
analysis. The time-memory tradeoff analysis is based on the pebble-game app-
roach [6]. Catena provides lower bounds on the time-memory tradeoff, preimage
security, indistinguishability from random and resistance against side-channel
(e.g. cache-timing attacks [5]). The computational cost for massively parallel
crackers on GPUs, ASICs and FPGAs is high.

The lightweight Catena utilizes PHOTON-256 as the cryptographic hash
function, which outputs a 256-bit digest. This results in a smaller datapath and
implementation size than the original scheme as well as lower computational and
memory requirements. The output size complies with the relevant primitive in
PolyPassHash and provides moderate level of security. The security level of the
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Catena is determined by the underlying hash function. Consider that Catena-
sha512, Catena-blake2b and Catena-photon256 offer 2512, 2481 and 2244 bits
security respectively.

3.2 Mainstream and Lightweight PolyPassHash PPH

PolyPassHash is a PPH scheme that provides protection above PHS. It is com-
posed of two building blocks: the aforementioned SSS threshold scheme and the
standardized SHA256 [21] hash function. The computational complexity of SSS
is based on the k degree polynomial over a finite field. For PolyPassHash, the
default k value is 3 and it is assigned as the t cost parameter. SHA256 simple
parses the password and the salt. The hashes are also encrypted with the AES.
At the server-side, PolyPassHash processes the password file when the system
restarts. Then, a threshold of users must login before the passwords can be
verified. After startup, the login requests are processed with similar computa-
tional overhead as in PHS-only systems. The memory overhead is about 1KB
independent of the number of passwords and the storage cost is one byte per
user account (the share value). An alternative partial verification process is also
supported that allows users to login immediately after the restart without the
need to verify a threshold of users. No modification of the client applications or
the login process is required. PolyPassHash is solely based on software and the
system administrator can adjust the threshold value without affecting the users.
The attacker must guess 3 passwords simultaneously. On GPUs, PolyPassHash
imposes about 23 orders of magnitude more effort than on PHS-only systems.
On CPUs, even a threshold of 2 secrets provides sufficient security.

The lightweight PolyPassHash replaces SHA256 with the lightweight PHO-
TON256. AES is substituted by CLEFIA with the same key size. The two
schemes exhibit the same datapath size and the resource saving is low. The
security level of the lightweight version is similar to the original one. In both
schemes, the disk space requires 1 additional byte for each account to store the
share value, in contrast to PHS-only solutions. The server must also store the
polynomial coefficients for the SSS in memory. The total size is small: the XORed
share and hash (256 bits long) multiplied by the threshold value (usually 2-5).
In real systems, this value would result in a few hundred bytes.

3.3 Mainstream and Lightweight PolyPHS

In PolyPassHash, passwords are simply parsed by SHA256. To further increase
security, we replace the hash function with the Catena PHS. The PHS enhances
resistance against attacks but is more resource demanding than SHA256. Also,
Catena exhibits larger output size (512-bits) and the integrated implementation
size is higher.

The original Catena offers high level of security but it can not be applied
on constrained devices. The lightweight Catena offers moderate level of security
and is appropriate for the targeted systems. To fill the gap, the lightweight
PolyPassHash is applied to increase security. The simple hash function is replaced
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by the PHS. Lightweight Catena uses the same datapath size as the SHA256
of PolyPassHash and provides higher password protection. With 3 shares as the
threshold, an attacker must guess 3 lightweight-Catena passwords simultaneously
to recover the password file. The security level is increased by 23 magnitudes on
GPUs, resulting in 2244 ∗ 1023 ≈ 2320 bits security.

4 Evaluation

The examined PHSs, PPHs, and the core cryptographic primitives are evalu-
ated under an Intel Core i7 at 2.10GHz CPU with 8GB RAM, running 64-bit
operating systems. Reference C or C++ implementations are utilized in order
to provide a fair comparison with the unoptimized versions of PHC. All imple-
mentations are installed on Windows 8.1 Pro and are executed on cygwin. The
different primitives are assessed under common assumptions. We measure the
code size, memory consumption, execution time and throughput of each scheme.

Table 1 summarizes the software evaluation of the examined PHSs and PPHs
based on the default sizes for output, password and salt, and the indicative t cost
and m cost parameters as reported by each scheme. The standardized PBKDF2
is not memory-hard and consumes neglected memory. bcrypt has low mem-
ory requirements and achieves similar performance as scrypt. scrypt is the first
widely-used memory-hard PHS and exhibits the higher memory consumption
and larger implementation size. Catena is a novel PHS that applies memory
hardness to enhance security. Three versions are evaluated based on the under-
lying hash function. Catena-blake2d is the fastest and consumes similar memory
as Catena-sha512. Catena-photon256 reduces memory demandings around 50%
in exchange of lower performance. All three versions produce similar code size.
PolyPassHash is a novel PPH that utilizes the hash function SHA256 and the
block cipher AES. It is quite efficient and has low and constant memory require-
ments. The Light-PolyPassHash version uses the hash function PHOTON and
the block cipher CLEFIA. It decreases the code size and accomplishes slightly
lower memory consumption and worsen speed.

The security of the initial scheme is fortified by replacing the hash function
with a PHS. The PHS constitutes the most resource demanding component.
The t cost parameter determines the k shares of the SSS component and lin-
early affects the execution time. As t cost increases, the number of password
hashing operations, which are performed by the PHS, also increases. PolyPHS
uses the Catena-blake2b (t cost = 3, m cost = 18) as the PHS of PolyPassHash.
LightPolyPHS uses the Catena-photon256 (t cost = 3, m cost = 18) as the PHS
of Light-PolyPassHash.

Figure 1, illustrates the evaluation results of the 10 PHS and PPH schemes.
For k = 2, LightPolyPHS has slightly worsen performance than bcrypt and
scrypt. The memory-hard Catena-photon256 component enhanced with the SSS
provide adequate security for around 39 times lower memory consumption and
2.3 smaller implementation size than scrypt.
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Fig. 1. Comparison of the examined PHSs

Table 1. Software implementations of PHSs and PPHs

PHS Password (bytes) Salt (bytes) Output (bytes) t cost m cost ROM (KB) RAM (KB) CPU(secs)

PBKDF2 24 8 64 1000 0 30 0 0.002024
24 8 64 2048 0 30 0 0.004150

bcrypt 12 16 54 12 0 27 492 2.668653

scrypt 8 32 64 5 0 182 450656 2.837654

Catena– 8 16 64 3 18 25 16384 0.353742
blake2b 8 16 64 3 20 25 65596 2.619238

Catena– 8 16 64 3 18 25 16496 0.783590
sha512 8 16 64 3 20 25 65720 5.389355

Catena– 8 16 32 3 18 26 8188 1.749200
photon256 8 16 32 3 20 26 32760 13.065627

PolyPassHash 16 16 32 2 0 78 3412 0.000055
16 16 32 4 0 78 3412 0.000055

Light– 16 16 32 2 0 66 3410 0.000068
PolyPassHash 16 16 32 4 0 66 3410 0.000080

PolyPHS 16 16 64 2 0 89 19794 0.707538
16 16 64 4 0 89 19794 1.415020

LightPolyPHS 16 16 32 2 0 77 11579 3.498454
16 16 32 4 0 77 11579 6.996854

5 Conclusions

The maintenance of user passwords constitutes a significant factor related to the
provided security of a service. Security breaches on famous applications have
reveal massive amounts of user data, harming the reliability of their providers.
The poor password hashing techniques and the limited available solutions lead
the international cryptographic community to organize the Password Hashing
Competition (PHC). The competition intends to delivery a small portfolio of
modern and secure schemes for password hashing and key deviation. This paper
presents the LightPolyPHS - a lightweight poly password hashing scheme for
embedded systems and lightweight cryptography. We held a comparative anal-
ysis with similar schemes on a mainstream computer. LightPolyPHS is the first
lightweight password hashing and poly password hashing scheme suitable for
constrained devices. Compared to current solutions it requires around 39 times
less memory and 2.3 times smaller code size.
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Abstract. Ubiquitous devices comprising several resource-constrained
sensors and actuators while having the long desired Internet connectivity,
are becoming part of many solutions that seek to enhance user’s environ-
ment smartness and quality of living. Their intrinsic resource limitations
however constitute critical requirements, such as security, a great chal-
lenge. When these nodes are associated with applications that might have
an impact in user’s privacy or even become life threatening, the security
issues are of primary concern. Access to these resources should be appro-
priately controlled to ensure that such wearable nodes are adequately
protected. On the other hand, it is very important to not restrict access to
only a very closed group of entities. This work presents a service oriented
architecture that utilizes policy-based, unified, cross-platform and flex-
ible access control to allow authenticated entities consume the services
provided by wearable nodes while protecting their valuable resources.

Keywords: Body sensor networks · Policy-based access control ·
XACML · SAML · DPWS · Web services · Security

1 Introduction

In recent years, we have experienced a lot of innovation in the Internet of Things
(IoT) space. Collections of nodes typically bearing sensors and actuators are
becoming part of a networking infrastructure and gain connectivity to the Inter-
net. The corresponding technologies are becoming mature enough to start look-
ing into more advanced and comprehensive solutions that can enable these nodes
to integrate smoothly with existing infrastructures while, however, expanding
existing attack surfaces.
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There are many application areas where these nodes flourish with even more
being introduced to take advantage of the services that they can offer. They
can be deployed as standalone nodes serving a single purpose, or as part of an
infrastructure that consists of nodes with similar characteristics comprising a so
called low power and lossy network (LLN). The current trend for all these nodes
characterised by their limited resources in terms of computing power, memory,
storage space and energy, is to adopt existing networking technologies and be
reachable over the Internet, abandoning proprietary closed solutions.

Sensor nodes and Service Oriented Architectures (SOAs) have become con-
vergent technologies with several standards emerging from these efforts. SOAs
evolved from the need to have interoperable, cross-platform, cross-domain and
network-agnostic access to devices and their services. At the same time, studies
[1] and published reports1 reveal that current deployments have not adequately
considered the threats that these nodes face when connected to the Internet,
hence the lack of the security measures. Such negligence is bound to inhibit
any efforts made towards using these pervasive devices to handle our personal
sensitive data. The expanded attack surface that results from the integration of
LLNs with the Internet, needs new or adapted mechanisms to mitigate these
new threats.

This paper defines an architecture that controls access to services provided
by resource-limited nodes. Among the main concerns of the proposed architec-
ture are the nodes’ protection from unauthorised and unjustifiable use of their
resources and the need to be able to control access through a well-established
set of policy rules that can change and adapt to new environmental parame-
ters. The work builds upon the eXtensible Access Control Markup Language
(XACML) reference model for policy based access control infrastructures and
proposes certain modifications to provide flexibility in terms of the authentica-
tion mechanism being used and satisfy requirements stemming from the limited
resources of nodes.

2 Background and Related Work

Standardisation and research efforts in the area of Service Oriented Architec-
tures have been taking place for more than a decade. Several schemes have
been proposed and standardised regarding service discovery, registration, access
and protection, and the corresponding communication protocols that enable the
interoperable exchange of messages among remote participating entities.

In terms of the way that access to web services is controlled, the eXtensible
Access Control Markup Language (XACML) [2], provides an access control lan-
guage and a model for processing requests to resources while the Security Asser-
tion Markup Language (SAML) focuses on the way the requester is authenticated
and assertions are being transferred among participating entities. WS-Trust is
another web services oriented that defines how security tokens are being issued,

1 http://fortifyprotect.com/HP IoT Research Study.pdf

http://fortifyprotect.com/HP_IoT_Research_Study.pdf
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renewed and validated (WS-Trust). This paper focuses more on the area of secur-
ing access to resources through policy-based access control, hence it is related
and utilises these security related standards mentioned above, while proposing
certain modifications mentioned below to fit best to the restricted environment
of LLNs.

Many access control schemes have been proposed for wireless sensor net-
works, yet most of them focus on authentication and authorization schemes
and on enhancing basic access control models to address privacy matters. Such
schemes can be found in [3–6]. Little work has been carried out on policy-based
access control (PBAC). The EU-project Internet-of-Things Architecture (IoT-A)
worked on the adoption of XACML in the Internet of Things [7] and proposed
a generic model whose functional modules are mapped to a set of well-defined
components that comprise the IoT-A. The authors use a logistics scenario for
demonstration purposes.

In [8] the authors also utilize XACML but focus on the privacy of e-Health
data within the mobile environment. In contrast to the work presented here, a
complete framework is not included and, moreover, the authors choose compu-
tationally intensive security mechanisms such as XML encryption digital signa-
tures. In [9], the authors propose a lightweight policy system for body sensors
but they do so by presenting a custom API and policy definitions, thus sacrificing
interoperability with existing standards and infrastructures.

3 Requirements

IP based networking in LLNs changes the way that participating nodes can be
accessed and their respective services can be consumed. For instance, there is no
need for a dedicated application server that will intervene between a node and a
remote party that wants to access the node’s resources [10]. However, one of the
problems that these nodes face in such a deployment, is that they have limited
resources which do not suffice for the deployment of strong protection mecha-
nisms. Without those mechanisms however, nodes are exposed to direct access
from the Internet without having the capacity to handle unlimited requests.
Therefore, several issues arise regarding the protection of nodes resources, that
have to be addressed. The main aim is to protect the limited resources of a node
that implements a service oriented architecture, to provide access to data and
mechanisms that the node has under control. In this paper we are looking at
these issues aiming for a smooth integration of web-services technology, adopted
by serving nodes, with the Web.

Within this context, the proposed architecture is designed to satisfy the fol-
lowing requirements:

– Provide services using of Service Oriented Architecture technologies;
– Provide fine-grained access control to nodes’ resources;
– Authenticate remote entities wishing to access protected nodes resources;
– Control access to nodes’ resources through well-defined policies;
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– Protect sensitive nodes from unauthorised access and unnecessary consump-
tion of valuable resources including network and energy;

– Comply with existing standards to satisfy interoperability among the partici-
pating entities, such as between the identity provider chosen by the requester
and the service orchestrator, regarding the exchange of authentication mes-
sages, assertions or user metadata and attributes.

In the following section we describe the proposed architecture that satisfies
the above.

4 Proposed Architecture

The architecture proposed in this paper is an enhanced policy based access con-
trol scheme that seeks to provide flexibility regarding the chosen authentication
mechanism while satisfying the aforementioned requirements, typically imposed
by nodes’ resource limitations. For this purpose, certain modifications to the
OASIS standardised policy-based access control scheme are proposed to accom-
modate these needs.

The scheme utilizes and seeks compliance with the following technologies:

– XACML: an XML-based OASIS standard that defines a policy and an access
control decision request/response language. An XACML-based architecture
typically consists of the following main components:
• Policy Enforcement Point (PEP): Performs access control, by making

decision requests and enforcing authorization decisions [2,11].
• Policy Decision Point (PDP): Evaluates requests against applicable poli-

cies and renders an authorization decision [2].
• Policy Administration Point (PAP): Creates and manages policies or

policy sets [2].
• Policy Information Point (PIP): Acts as a source of attribute values [2].

– SAML 2.0 specification to protect, transport, and request XACML schema
instances and other information needed by an XACML implementation [12].

In the XACML data-flow model the PEP, via the context handler, is con-
sidered as the device that orchestrates the exchange of messages among the
requester, the PDP, the Attribute Authority and the Attribute Repository.
According to the XACML specifications the PEP is considered as “part of a
remote-access gateway, part of a Web server or part of an email user-agent, etc”.
Therefore all initial requests, valid or not, are sent to the PEP which will act as a
routing device between the requester and the back-end key entities that examine
the requests and make decision based on policy rules and other parameters, such
as the requester’s and/or resource’s attributes.

While this model is appropriate for typical application gateways, it cannot be
considered as such for resource-constrained nodes that only have the capacity to
accept requests from a limited number of clients. Beyond this threshold, valuable
node resource consumption is not acceptable as it leads to battery drainage
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and service unavailability. In this context, resource-constrained devices have to
participate in the decision making process only if absolutely necessary and only
to authorized entities to save valuable resources. As such, they cannot assume
the role of a PEP as this is defined in the XACML standard [2].

Moreover, the flow model currently defined by XACML, considers that the
PIP has all the required attributes for the requester, and that the PDP gets all
the information from the PIP, which might be queried twice for the required
attributes, once from the PEP and once from the PDP. Use of specific PIP
implies that services will only be provided to entities subscribed to the specific
scheme, thus narrowing down flexibility. This is in contrast to a more flexible
approach where services are offered to a broader group of users, subject to policy
restrictions.

The proposed architecture is depicted in Figure 1. In this proposal we assume
that nodes bearing sensor and actuators, expose their functionality as web ser-
vices. This can either be done through the device that the node is attached to,
e.g. a mobile device, or directly by the node, assuming that it is powerful enough
to accommodate such functionality. All these nodes are part of a dispersed envi-
ronment where there is not necessarily a single gateway or web server to assume
the role of PEP as this is defined in the XACML standard. Besides that, the
service owner might want to register these services with multiple servers. As
a result, the PEP functionality cannot be assigned to a gateway but it should
be on the device that exposes this functionality, i.e. the mobile device or the
micro/power node. For a given PEP, one of these web servers is assumed to play
the role of the orchestrator as described below.

Fig. 1. Authenticated Access Control for LLNs
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The core component of the proposed scheme is the Service Orchestrator (SO)
which acts as a proxy for certain operations, such as relaying queries and mes-
sages exchanged among participating entities, yet not for handling the informa-
tion the PEP exchanges with the requester.

Initially, the node, which assumes the role of a PEP, registers its services,
defines the connection point to be the SO and sets the policy rules for its
resources. This is accomplished once during the set-up phase. Following that,
the data flow of the proposed architecture includes the following steps:

– A requester, who wants to access the service, formulates an appropriate
request based on the advertised service rules, and sends it to the SO (step
1a). Note that this is in contrast to the XACML specifications which opted
for sending the request directly to the PEP, introducing significant overhead
that a limited-resources device cannot handle.

– The SO forwards the request to the PDP (step 1b) which, based on the
requested target, fetches all applicable policies from the PAP (step 2) and
informs the SO about the needed user attributes (step 3). As a result, the
SO presents a list of approved Identity Providers (IdP) for the requester to
authenticate (step 4).

– The requester chooses the appropriate IdP and the SO issues a (signed)
authentication request (<AuthnRequest>) together with an attribute query
(<AttributeQuery>) [12] to the chosen IdP. Upon successful authentication
(step 5) the requester consents for the disclosure of certain attributes that
the SO requires. Note that the IdP might be an entity that operates within
the same environment as the SO. The authentication method used by the
IdP is outside the scope of this paper.

– The IdP formulates a proper assertion for the necessary attributes and sends
it to the SO via the Requester (step 6a). As a result, the SO forwards the
received assertion to the PDP (Step 6b) [13].

– The forwarded assertion allows the PDP to establish a security context by
combining the supplied attributes with the applicable policy rules which the
PDP obtained from the PAP (step 2). Note that additional policy rules,
might be obtained at this point (step 7), based on the requestes’ attributes.
The typical XACML decision making process can take place during this step.

– The access decision is sent to the SO (step 8). If the decision is to grant
access, a signed or MAC-protected ticket is forwarded to the PEP together
with details about the request (step 9). This is the first time that the node is
contacted, and is only performed by an authorized party, hence not exposed
to the outside world. If access is denied the decision is simply forwarded to
the Requester. The Service Provider might also be informed on that based
on appropriate pre-configurations.

– Now the PEP can respond to the service request through the SO (step
10). The SO can in turn send to the requester the Access Decision and
the response to the Access Request. The Access Decision can be used as a
token for re-accessing the same service without undergoing the authentica-
tion process.
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5 Implementation Approach

There are many open-source implementations of the XACML handling and
decision-making process that can be utilized for the proposed architecture. The
authors chose Suns XACML [14] for this implementation, as it remains popular
among developers and is actually the basis of various current open source and
commercial offerings.

All of the frameworks entities are implemented using DPWS. This facilitates
the discovery and description of the devices involved, and also offers control
and eventing mechanisms which assist in the communication of the necessary
information among the entities. Web Services for Devices (WS4D) [15] is an
open source initiative which provides a number of toolkits for various platforms.
The authors APIs of choice is the WS4D-JMEDS (Java-based) [16] stack as it is
the most advanced and active work of the WS4D initiative, supporting almost
all of the existing DPWS features and providing portability to a wide range of
platforms.

The exact implementation of the frameworks entities and their communica-
tion interfaces are detailed below.

Service Orchestrator to Policy Decision Point. The SO is implemented
as a DPWS peer (i.e. both a client and a server). Other than the necessary
mechanisms needed to interface with the approved identity providers (which
will vary depending on the specific scenario/deployment examined), it also
features an “Attribute Requirements operation. Similarly, the PDP has an
“Access Request Operation. The latter is invoked by the SO as soon as an access
request arrives from a service consumer, relaying the request for evaluation. As
soon as the XACML decision-making process is completed, the PDP replies to
the invocation with its access decision. As detailed in the information flow above,
prior to providing a decision, it may need to invoke the “Attribute Requirements
operation on the SO, in order to inform it of the needed user attributes, getting
the proper assertion as an answer.

Service Orchestrator to Policy Enforcement Point. The Policy Enforce-
ment Point must reside on every device with resources that must be protected
from unauthorized access. Other than the functional elements of the devices
which the framework intends to protect (e.g. access to its sensors), one extra
operation must be present on each DPWS device, namely the PEP Operation.
The SO, acting as a client, invokes this operation providing the service consumers
access request along with the decision (pre-issued by the PDP) as input. If the
decision accompanying the invocation is positive, the PEP replies to the SO with
the resource (e.g. temperature reading) that the service consumer originally tried
to access. This information is then relayed to the service consumer/requester.
The above DPWS-based communication mechanisms are depicted in the figure
below.
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Fig. 2. DPWS-based implementation of the authentication scheme

6 Security Analysis

One of the main concerns in accessing services and issuing commands, is the
protection of the data being exchanged among the participating entities. In the
proposed scheme the service provider has a pre-established relationship with the
SO, PDP and PAP. Note that all these three entities are only functional compo-
nents and therefore the exact needs in secure channel establishment depend on
the actual deployment choice and cannot be specified. In a simplified approach,
the SO, PDP and PAP can be part of the same entity and therefore a secure
channel establishment using pre-shared keys is a viable and efficient option.

Regarding the underlying message security mechanisms, common methods
that provide end-to-end security like TLS [17], (Transport Layer Security) [17]
protocol and its counterpart proposed for securing UDP messages, namely DTLS
[18], are considered suitable for this architecture. The cost of using TLS however,
between the Requester and the SO is that the secure channel breaks at the SO
and the SO has to re-encrypt the communication using the security parameters
set for the link between the SO and the service provider. At the network layer
solutions like the IPsec protocol and its variants that utilize header compression
[19–21] can provide similar levels of protection. An alternative approach would
be to utilize a subset of the mechanisms detailed in the WS-Security [22] spec-
ification, but the X509-based public key schemes included in said specification
can impose a significant performance overhead [23].

7 Conclusions

As computing becomes ubiquitous, researchers and engineers aim to exploit the
potential of pervasive systems, including nodes with sensors and actuators inter-
connected via LLNs, in order to introduce new types of services and address
inveterate and emerging problems. Nevertheless, a key factor in the wide adop-
tion and success of these new technologies will be the effectiveness with which
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the various security and privacy concerns are tackled. A necessary instrument
in successfully addressing said issues is the presence of robust access control
mechanisms.

To this end, this paper presents a work in progress on an architecture for
providing access control services to heterogeneous resource-constrained devices.
The authors chose the use of standardized access control mechanisms based on
XACML. Moreover, the core PEP functionality is separated from the rest of
the network and the decision-making process, keeping the core resource pro-
vision with the device that has the resources, while relieving it from the addi-
tional essential, yet very heavy computations that the XACML standard defines.
Moreover, this approach shelters the device from direct user interaction, helping
alleviate concerns that are typical to resource-constrained devices, like Denial of
Service attacks.
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