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Chapter 1
Computational Social and Behavioral Science

Rosaria Conte

Computational Social Science (CSS) is a novel research field that exists at the inter-
section of social science, complexity and Information and communications technol-
ogy (ICT) science. Born as a new scientific instrument for modelling social phe-
nomena, CSS dates back to the seventies. Its appearance coincided with the first 
appearance of World Models as a result of applications of System Dynamics to the 
study of demographic development and planet anthropization. In 1976, World Mod-
els received the attention of politicians and statesmen in the Club of Rome, which 
paved the way to European unification a long time before the realization of the Eu-
ropean Union. Though wrong, the World Models theory significantly contributed to 
scientific innovation in major fields among various disciplinary areas.

Recently, the advent of Data Science, especially Big Data, gave rise to CSS. Big 
Data refers to the vast heterogeneous datasets compiled by users of ICT technolo-
gies. The wealth of new data demanded a quantitative variant of CSS. Unlike CSS 
modeling, quantitative CSS benefits from computers’ ancillary role (cf. Conte and 
Giardini 2014). Computers are increasingly being used as vectors and repositories 
of empirical data, and as instruments of social data mining (or simply social min-
ing). As we shall see, the quantitative variant was launched at the expense of the 
modeling variant of CSS, which not only produces tools but also and a new way of 
modeling.
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1.1 � Social and Natural Sciences: An Uncertain Alliance

There is no doubt that CSS represents a great opportunity for the renaissance of the 
social sciences, a discipline that started to decline after the great successes of big 
thinkers like Durkheim, Comte, Pareto, Freud, Piaget, Keynes, Vygotsky, and others 
between the nineteenth and the twentieth centuries.

Part of the reason for the decline of the social sciences was the result of the ro-
mantic reaction against enlightenment, which caused a profound chasm between the 
so-called sciences of the spirit and the sciences of nature. Many representatives of 
the storicistic movement (see, for example, the Italian philosopher, Benedetto Croce 
1917) and of the hermeneutic philosophy (from Friederich Schleiermacher (1800) 
to Dilthey (1924)) insisted on the impossibility of subjecting historical and philo-
sophical understanding to the universal laws of physics. To exalt their humanistic 
aspirations, romanticists and their followers erected barriers around themselves, 
dispensing at once with physical laws, mathematical formalisms, and experimental 
methods.

The positivist rescue was not awaited long in coming. Sociologists and econo-
mists attained success at the end of the nineteenth century (e.g., Auguste Comte 
and Vilfredo Pareto) thanks to the import of mathematical models. Though viable 
instruments, mathematical models did not always bear positive consequences for 
the development of the social sciences (see Conte et al. 2015). What is worse, they 
often contributed to creating gaps and barriers between humanists and social scien-
tists. Rather than creating appropriate instruments for investigating social phenom-
ena in a rigorous and controllable way, social positivists imported existing ones that 
were not always fit for such purposes. On the other hand, humanists did, but often 
without submitting their research results to intersubjective control.

Social scientists often align themselves at either extreme: isolation or cultural 
subordination to physical sciences. The limitations resulting from isolation are evi-
dent: good science always needs confrontation. Those resulting from cultural sub-
ordination, however, require clarification. In particular, why not simply accept the 
hegemonial role of the hard sciences, and take advantage of their successful results? 
At first glance, this appears to be a reasonable program. Except that in the end it 
leads to dispensing with one of the major tasks of science, i.e., understanding the 
processes generating the phenomena to be explained. Mathematical models applied 
to social theories do not, and cannot, express the behavioral mechanisms by which 
social phenomena are generated. In particular, mathematical formalisms cannot 
express behavioral mechanisms as they are hypothesized to be represented within 
the behaving systems. A social action ought to be generated by modeling the inter-
nal—namely, the mental—mechanisms in terms of mental states and the operations 
accomplished on them, such as social emotions and reasoning, social learning, and 
social or collective decision-making, etc. Thanks to the gap between humanists and 
social scientists, the behavioral mechanisms of social phenomena were overlooked 
in the positivist study of society and economy, at least until the advent of the model-
ing variant of CSS. Agent-based modeling and simulation allowed researchers to 
generate macro-social effects from interaction at the micro-social level. One of the 
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lessons from the humanists was then vindicated, as the algorithms forming part of 
the computational agent models enable the programmer to express and operate on 
some proxies of mental representations and operations.

Chances are, however, that the opportunity provided by the modeling variant 
of CSS will be missed if the whole point of the quantitative variant is to work out 
new statistical techniques, or even worse, if the quantitative variant of CSS were 
to definitely prevail over the modeling variant. It is by no means clear that the 
emergent product of CSS applications is crowd-thinking, or some sort of collective 
intelligence. A bit of recent history and some current data seem to point us to a po-
tential abuse of social mining techniques, i.e., the practice of social mining (a) in a 
fragmentary, rather than integrated, way; (b) in a commercial/speculative-oriented 
rather than governance-oriented context; and (c) with a focus on short-term fore-
casting rather than on policy modeling. Social mining abuse, rather than promoting 
crowd-thinking, could favor instead crowd-faking, or crowd-pollution. Even when 
based on truthful information, forecasting can have toxic effects if no collective 
control on the use of acquired knowledge is applied. Toxic effects can make the 
social environment more confused, atomized, and competitive, because they reduce 
predictability, resilience, and cooperation. Let us see why.

1.2 � A Bit of History

In 2001 the National Academy of Science organized the Sackler Colloquium on 
the future of the social sciences at Irvine, California, gathering scholars from all 
over the world and then publishing the proceedings on Proceedings of the National 
Academy of Sciences of the United States of America (PNAS). Agent-Based Mod-
eling (ABM) was anointed, at what can legitimately be considered one of the most 
prestigious international scientific institutions, as the leading field in the social sci-
ences for the successive five years at least. This consecration of ABM was due to 
dissatisfaction with the assumptions of rational choice theory and the consequent 
necessity for grounding social theories on new interdisciplinary, operational, and 
falsifiable foundations.

Unfortunately, ABM did not keep some of its promises (Conte e Paolucci 2014). 
For one example, think of Gummerman and colleagues’ project on the extinction 
of Anasazi, who inhabited the Long Valley until the twelfth century and suddenly 
disappeared for no apparent reason. Despite generous funding by the Brooking In-
stitute, the project did not yield novel results.

Furthermore, a many of the models worked out through ABM are based on as-
sumptions similar to the implausible postulates of classical game theory (like that of 
complete and transitive preferences). When not based on rationality assumptions, 
agent-based models are either too simple to be applied to interesting phenomena or 
too complex to deliver robust and reliable results. Usually, ABM works better for 
constructing abstract theories than for modeling real-world phenomena such as the 
Anasazi’s extinction. Nor does ABM work any better at predicting real-world events.



4 R. Conte

The economist Brian Arthur, in a famous Santa Fe Working Paper with the prom-
ising title “Out-of-Equilibrium Economics and Agent-Based Modeling,” gave a bril-
liant explanation of the application problems of ABM. He found one characteristic 
of complex agents like humans—i.e., the propensity to act based on expectations 
of future events—to make useful predictions difficult. Arthur defined the inhibitory 
effect of anticipation as paradoxical, and called it the paradox of anticipation. As an 
example, it is difficult to enjoy the best pub in the neighborhood in Santa Fe (the 
El Farol Bar) because everybody will make a guess about which the week night the 
pub is less crowded. But since all will doing the same thing, the more widespread 
an accurate prediction is, the less likely it is to succeed: all customers will find the 
pub as crowded as usual, but on a different night of the week. A similar example is 
smart holidays. To find the right departure time for the summer holidays is no easy 
job. Is it better to leave on, say, August 1st or July the 31st? In the early morning or 
during the night? The same question arises in economic domains, such as the real 
estate market or the stock market.

In the aforementioned paper, Brian Arthur showed that the more frequent and 
faster the learning algorithm—i.e., the capacity to learn from ones own and others’ 
observed experience— was implemented, the less successful the simulation and the 
more chaotic its results. Equilibrium needs time, a luxury we cannot always afford. 
In the absence of time and coordination, anticipation can be counterproductive—a 
lesson not so different from Keynes’s recommendations in the General Treatise 
(1936), when he warned that coordination should be realized by central institutions. 
Local, uncoordinated anticipations cause collective emergent effects to worsen. In 
2005, Brian Arthur’s model did not raise a general alarm. The Western economy had 
not yet gone through a major economic crash.

1.3 � The Present

A few years after the Sackler Colloquium, people started to panic and a public out-
cry arose. Some blamed the uselessness of econometric models.

It is perhaps of some interest to note what, in the aftermath of the economic 
crash, a figure of international prestige like Jean-Claude Trichet declared in his 
opening address when assuming at the Presidency of the Central European Bank, 
on November 18, 2010:

The key lesson I would draw from our experience is the danger of relying on a single tool, 
methodology or paradigm. Policy-makers need to have input from various theoretical per-
spectives and from a range of empirical approaches (…) we need to develop complemen-
tary tools to improve the robustness of our overall framework. Which lines of extension are 
most promising? Let me mention … avenues that I think may have been neglected by the 
existing literature (…) we have to think about how to characterise the homo economicus at 
the heart of any model. The atomistic, optimising agents underlying existing models do not 
capture behaviour during a crisis period. We need to deal better with heterogeneity across 
agents and the interaction among those heterogeneous agents. We need to entertain alterna-
tive motivations for economic choices. Behavioural economics draws on psychology to 
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explain decisions made in crisis circumstances. Agent-based modelling dispenses with the 
optimisation assumption and allows for more complex interactions between agents. Such 
approaches are worthy of our attention.

Trichet identified ABM as the scientific key to dealing with the crash under the 
direction of central institutions. His recommendation appeared to be a major ad-
vance on the classic view of homo economicus, opening up the concept to other 
disciplines, especially psychology, and to more plausible and useful assumptions 
concerning decision mechanisms.

However, another part of the scientific community followed a different route. In 
2009, a position paper, entitled “Computational Social Science” appeared in Sci-
ence, co-authored by a number of “big thinkers” (David Lazer, Alex Pentland, Lada 
Adamic, Sinan Aral, Albert-László Barabási, Devon Brewer, Nicholas Christakis, 
Noshir Contractor, James Fowler, Myron Gutmann, Tony Jebara, Gary King, Mi-
chael Macy, Deb Roy, and Marshall Van Alstyne), mostly physicists or ICT scien-
tists. In the paper, presented as a sort of manifesto, a new quantitative, computer-
aided science of society was put forward. This publication is generally regarded as 
the birth of quantitative CSS, which aimed to apply physical-statistical models to 
the analysis of vast datasets in order to extract significant correlations and favour by 
this means the anticipation of criticalities.

In 2011, the Proceedings of a Symposium held at Harvard University on the 
“Hard Problems of Social Science” appeared in Nature. Twelve prestigious social 
scientists— including sociologists, psychologists, political scientists, and econo-
mists—converged on a top-ten list of the hardest problems in the humanities and 
the social sciences. Strangely enough, among the concerns of the Harvard scien-
tists, the prediction of an economic crash did not appear, or it was perceived as less 
important than the efficacy of social influence oriented to public-utility objectives. 
Incidentally, Christakis and Fowler—who, together with Gary King and Michael 
Macy, represented the social sciences in the Science paper—also participated also 
in the Harvard symposium. But this time they expressed quite another opinion. In 
a social-scientific context, they preferred to emphasize the Trichet necessity for 
new and efficacious policy instruments in order to understand how to make people 
quit bad habits—a problem that economists like Pigou unsuccessfully attempted 
to solve by means of economic incentives (pigouvian tax). This inconsistency by 
Christakis and Fowler should not come as a surprise: the cultural subordination of 
some social scientists to the physical sciences is not new. But in this case, with all 
due respect to Jean-Claude Trichet and Brian Arthur, it the result is to convert CSS 
in social mining.

In the meantime, in Europe, the FuturICT project participated in the race to se-
cure FET-Flagship funds. FuturICT promised to develop a new interdisciplinary 
science of society for managing grand, interconnected, societal challenges, like fi-
nancial crises, conflicts and crime, energy consumption, waves of migration, and 
biological and social contagion. The promised new science was expected to invest 
the resources of a large, federated scientific consortium and spur a major technical 
effort to integrate social mining and simulation modeling—i.e., the what-is descrip-
tion of the world state in interconnected domains with the what-next anticipation 
of future trajectories departing from it, and the what-if evaluation of the effects of 
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intervention destined to manage criticalities. The FuturICT proponents applied for 
European funds: its team rallied around the common ambition to promote collective 
intelligence through the creation and use of public, transparent, non-commercial, 
and policy-oriented instruments of understanding, anticipation, and management 
of criticalities.

In the first step of the evaluation, FuturICT got the best scores. But at the end 
of the race, the European officers did not believe in the project strongly enough to 
follow the example of their predecessors in the mid-seventies: to invest in a grand 
scientific endeavor, beyond and relatively independent of the effective achievement 
of promised objectives. If they had, they probably would have made Europe a pro-
pulsive centre for culture and science, as it was in the seventies.

The reason for the final decision is of some interest in the present argument: 
it was feared that the FuturICT platforms could fall into enemy (e.g., mafiosi or 
jihadist) hands. The European scientific funding agency decided not to invest in 
the development of a vital instrument in order to prevent its use by competitors—a 
foolproof strategy, indeed.

1.4 � Next Future

Mafiosi and jihadists have not yet (or are we sure?) provided themselves with in-
struments and platforms for the study of social criticalities, but many universities 
and research centers in North America, Japan, South Korea, and other places have. 
In most cases, these have been developed at laboratories of social mining and In-
stitutes for Quantitative Social Science—for example, at the IQSS of Gary King at 
Harvard University.

The intensive use of social mining, in particular of text mining and of the so-
called sentiment analysis, is often practiced for commercial reasons. Startups cre-
ated to give clients information on the performance of securities and bonds, or on 
concurrent demands of goods and services, pop up every now and then. A good 
example is providing advice to economic entities willing to purchase actions of 
service or resource providers. There are startups that provide highly reliable one-
month-ahead forecasting (see chapter 11). A commendable result. And a sufficient 
time interval for good financial speculations….

One could ask of course what could be the result of a massive use of this type 
of advice. As Brian Arthur observed, the fragmentary, atomistic use of anticipa-
tory techniques can produce toxic effects and chaotic behaviors. Hence, the path to 
panic and crash is short—a result quite far from Trichet’s purpose, and clearly the 
opposite of FuturICT’s mission. This is a sort of crowd-pollution, rather than the 
realization of collective intelligence.

It is hard to say which will win in the long run: quantitative CSS—based on 
physical statistical models and focused on a short-term, local use of forecasting—or 
modeling CSS—focused on the explanation of social phenomena, and not just on 
their anticipation? It is unlikely that social mining on its own will help us to answer 
this question definitively.
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Chapter 2
Cognitively Rich Architectures for Agent-Based 
Models of Social Behaviors and Dynamics: A 
Multi-Scale Perspective

Marco Campennì

2.1 � Introduction

The field of modeling social behaviors and dynamics has a long and established 
tradition (from Trivers 1971; Axelrod and Hamilton 1981; to Sigmund et al. 2002; 
Hoffman et al. 2015). In this tradition, mathematical and analytical modeling ap-
proaches have played a major role since the field was established in early 1980s 
(Axelrod and Hamilton 1981), and they still play a central role at some of the best 
international research institutions (e.g., Prof. M. Nowak at Program for Evolution-
ary Dynamics, Harvard University; Prof. K. Sigmund at Faculty for Mathemat-
ics, University of Vienna; Prof. R. Boyd at School of Human Evolution and Social 
Change, ASU; Prof. J. Henrich at Department of Psychology and Vancouver School 
of Economics, University of British Columbia).

Starting from modeling simple (social) behaviors of human and nonhuman ani-
mals (e.g., “boids” flocking model, Reynolds 1987; cooperation, Axelrod 1984, pri-
mate fission-fusion dynamics, Boekhorst and Hogeweg 1994a, b; primate female 
dominance, Hemelrijk 1996), a new method and scientific approach to model social 
behaviors and dynamics has gained more and more attention and interest over the 
last decades, namely, agent-based modeling (ABM).

This approach (and more broadly speaking, this class of modeling techniques 
and tools) has proven to be very interesting and useful in many different applica-
tions.

ABM allows to deal with the heterogeneous individual units (i.e., agents) and 
emergent properties and dynamics.

The traditional analytical top-down perspective suggests modeling social dy-
namics at the population level, trying to individuate a possible equilibrium (i.e., a 
so-called steady state). Agent-based modeling, on the other hand, adopts the oppo-
site perspective, i.e., the so-called bottom-up perspective, where the main effort of 
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modeler is to design and develop properties and behaviors of agents and rules gov-
erning the whole system and environmental conditions (the “environment” being 
a physical or a social environment, or a simple idealized space where interactions 
may take place) to make the system behaviors and dynamics emerge at the global 
(or collective) level starting from the local/individual interactions (i.e., the micro–
macro relationship: see Alexander and Giesen 1987).

Some of those models have shown that very simple and local rules facilitate the 
emergence of complex behaviors at the collective level. This is the case with the fa-
mous flocking model from Reynolds (1987). In this model the simple definition of 
three local rules—namely, (1) separation (i.e., steer to avoid crowding local flock-
mates), (2) alignment (i.e., steer toward the average heading of local flock-mates), 
and (3) cohesion (i.e., steer to move toward the average position of local flock-
mates) applied to each individual within a group of agents—allows the flocking/
schooling collective behavior to emerge at the group level.

These three simple rules combined with a small set of individual properties, such 
as the perceptive ability to calculate the distance from another individual and the 
individual direction of moving, may produce a complex and fascinating behavior 
common in different social species in the animal realm. In this way, the flocking 
behavior of birds, the schooling behavior of fishes, and many other social behaviors 
of living organisms may be explained as the result of simple local interactions.

2.2 � Agent-Based Modeling

A simulated world may be used for exploring adaptation and evolutionary process-
es. The use of agent-based models allows us to improve our understanding of the 
behavior of individuals and populations in social and evolutionary settings.

Our claim is to suggest the use of agent-based modeling as a general theoretical 
and methodological tool for analyzing, studying, and modeling social behaviors and 
dynamics in living organisms.

Agent-based modeling (ABM) is a style of computational modeling that focuses 
on modeling individuals, components of individuals, or heterogeneous parts of a 
complex system.

There are many resources available for those interested in developing or using 
ABM (for a list of available tools see https://www.openabm.org/page/modeling-
platforms) and there are several fields of research where researchers have adopted 
this approach: social sciences and human behavior (Bonabeau 2002; Gilbert and 
Troitzsch 2005; Gilbert 2008; Epstein and Axtell 1996), ecology (DeAngelis et al. 
1991), biology (Kreft et al. 1998; Campennì and Schino 2014), and animal behavior 
(Hemelrijk 2000; Bryson et al. 2007).

Agent-based models are simulations based on the global consequences (macro-
level) of local interactions of members of a population (micro-level). These agents 

http://www.openabm.org/page/modeling-platforms
http://www.openabm.org/page/modeling-platforms
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(or individuals) might represent plants and animals in an ecosystem, vehicles in 
traffic, orpeople in crowds.

Typically, ABMs consist of an environment or framework in which individuals 
interact and are defined in terms of their behaviors (by procedural rules) and char-
acteristic parameters (i.e., individual properties).

In such models, the characteristics of each individual are monitored over the 
time; this differs from other modeling techniques where the characteristics of the 
population are “averaged” and the model attempts to simulate changes in these av-
eraged characteristics at the whole population level.

Some agent-based models are also spatially explicit: this means that individuals 
are associated with a location (i.e., in a geometric space). Some spatially explicit 
individual-based models (which is an alternative way to refer to agent-based mod-
els, often preferred in ecological and biological scientific domains) also exhibit 
mobility, where individuals can move around, e.g., exploring the environment or 
looking for sources of food.

There are three main benefits of ABM over other modeling:

•	 ABM captures emergent phenomena;
•	 ABM provides a natural description of a system;
•	 ABM is flexible.

Emergent phenomena result from interactions of individuals. They cannot simply 
be reduced to the system’s parts; the whole, in this case, is more than the sum of its 
single parts, and this is possible because the parts interact in a complex way.

A phenomenon that emerges can have its properties’ values modified in a nonlin-
ear way; this crucial factor makes emergent phenomena very difficult to understand 
and predict (e.g., they can be counterintuitive).

In ABM, the researcher models and simulates the behavior of the system’s con-
stituent units, namely, agents, and their interactions and behaviors, capturing emer-
gence from the bottom-up.

ABM is implemented as a software: the formulation, design, and implementa-
tion of algorithms, procedures and data structures needed to run an ABM force the 
researcher to describe the natural phenomenon or system in a very natural way.

This description is also in itself new theory generation: as in other scientific do-
mains theory formulation is made possible by means of natural language sentences 
or mathematical formula; in ABM, the programming language code itself “is” the 
new theory.

ABM is flexible in different ways. This means that the same model can be used 
to investigate different aspects of the same real phenomenon or system (e.g., by 
modifying some model parameters); but this also means that different ABMs can 
be used in investigating the same topic from different perspectives to explore its 
multiple dimensions (e.g., evolutionary, behavioral, or cognitive).
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2.2.1 � Social Behavior and Communication in Living Organisms

Social behavior and cognition in living organisms are characterized by a certain 
number of different abilities, such as social learning, gaze following, and imitation; 
moreover, some living organisms exhibit a complex communication system which 
allows them to express a wide range of emotions, moods, social relationships, and 
mental representations.

Human language can be considered as a tangled web of syntax, semantics, pho-
nology, and pragmatic processes. All of these components work together, allowing 
language to emerge; we can find most of them (perhaps in different forms) in other 
animals. We can make a rough classification of these mechanisms, identifying three 
different classes of processes: (1) signaling, (2) semantics, and (3) syntax.

Signaling includes all of perceptual and motor systems underlying speech and 
signing; semantics may be considered as the central cognitive mechanism that sup-
ports the formulation of concepts and their expression and interpretation; syntax 
represents the mechanism that allows animals to generate structures and to map 
between signals and concepts.

Signals and semantics have strong social components: the former are used in 
communication and must be learned and shared among community member and 
require sophisticated abilities in order to imitate complex signals; the latter require 
the ability to infer the signaler’s intentions by more-or-less indirect cues.

Scientific research in comparative cognition aims at studying different species to 
reveal similarities and differences in each cognitive mechanism; the investigation 
includes the study at multiple levels of description, from the genetic to neural and 
then behavioral level. Hypotheses about the evolution of cognition can be generated 
and tested from found similarities, both in terms of homology and analogy.

Only recently, researchers working in the field of comparative social cognition 
have started to considerate non-primate mammals (e.g., dogs, rats, goats), many 
bird species (among corvids, jays, crows, ravens), reptiles, fish, and social insects to 
investigate cognitive abilities and skills needed for social interactions (for a detailed 
table of taxonomic information, see Table 2.1 [reproduced from Fitch et al. 2010]).

Results obtained with these species often revealed surprising cognitive abilities: 
dogs or ravens succeeded in tasks when our closer non-human primate relatives 
failed. These kind of results have to be taken with a grain of salt, as they reflect a 
view of evolutionary mechanisms in which cognitive capacities increase with a spe-
cies’ relatedness to humans (Striedter 2004). More modern Darwinian viewpoints 
postulate that a species’ cognitive ability evolves to fit its cognitive niche. So we 
expect that the evolution of specific cognitive capacities derives from the physical 
and social environment: species living in environments where they have to perform 
complex navigation tasks will evolve sophisticated spatial memory, whereas spe-
cies living in complex social communities will exhibit superior social cognition.

This perspective allows us to surmise that a convergent evolution of analogous 
cognitive mechanisms (analogs) will be detected in widely separated species that 
face similar cognitive problems.
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2.2.2 � Communication, Social Cognition and Theory of Mind 
(ToM)

Can non-human animals have a theory of mind? The debate is still open, but since 
Premack and Woodruff asked, “Does the chimpanzee have a theory of mind?” in 
their seminal paper (Premack and Woodruff 1978), the interest of researchers has 
steadily increased (Povinelli and Vonk 2003; Tomasello et al. 2003).

Even if some earlier results obtained testing the cooperative behavior of primates 
in tasks where they must trustingly interact with human experimenters showed little 
evidence of ToM in chimpanzees (Povinelli and Eddy 1996; Povinelli et al. 1990), 
more recent competitive experiments showed unexpected strong results (Hare et al. 
2000; Hare 2001). In these experiments subjects competed with other conspecifics 
and/or human experimenters for sources of food and results probably derive from 
the more ecological significance of the task for primates.

A large amount of data obtained from experiments using a wide range of differ-
ent primates (Braeuer et al. 2007; Karin-D’Arcy and Povinelli 2002; Kaminski et al. 
2008) suggests that in most cases primates can distinguish between conspecifics 

Common Name
Common Marmoset
Chimpanzee
Orangutan
Capuchin
Rhesus Macaque
Bottlenose Dolphins
Humpback Whale
Harbor Seal
S. African Fur seal
Domestic Dog
Domestic Goat
Greater Sac-Winged Bat

Japanese Quail
Pigeon
Bald Ibis
Budgerigar
Kea
African Gray Parrot

European Starling
Woodpecker Finch
Swamp Sparrow
Zebra Finch
Bengalese Finch
New Caledonian Crow

Raven
Rook
Scrub Jay
Archerfish
Red-footed Tortoise

Nonvertebrates Octopus
Honeybee

This table provides taxonomic information regarding the species discussed in this review. Only the common name is used in
the main text. The major and minor clades help to contextualize the phylogenetic position of these species utilizing traditional
Linnaean classification, even when (as for class “Reptilia”) this traditional grouping is polyphyletic.

Genus
Callithrix
Pan
Pongo
Cebus
Macaca
Tursiops
Megaptera
Phoca
Arctocephalus
Canis
Capra
Saccopteryx

Cotumix
Columba
Geronticus
Melopsittacus
Nestor
Psittacus

Sturnus
Cactospiza
Melospiza
Taeniopygia
Lonchura
Corvus

Corvus
Corvus
Aphelocoma
Toxotes
Geochelone
Octopus
Apis

Species
jacchus
troglodytes
pygmaeus
apella
mulatta
truncatus
novaeangliae
vitulina
pusillus
familiaris
hircus
bilineata

japonica
livia
eremita
undulatus
notabilis
erithacus
vulgaris

pallida
georgiana
guttata
striata domestica
moneduloides

corax
frugilegus
californica
chatareus
carbonaria
vulgaris
mellifera

Major Clade Minor Clade
class Mammalia order Primates

order Cetacea

order Carnivora
order Artiodactyla
order Chiroptera

order Galliformes
order Columbiformes
order Threskiornithidae
order Psittaciformes

order Passeriformes

family Corvidae

family Toxotidae
family Testudinae
class Cephalopoda
order Hymenoptera

suborder Pinnipedia

″ ″
″ ″
″ ″
″ ″

″ ″
″ ″
″ ″
″ ″

″ ″
″ ″ ″ ″

″ ″
″ ″
″ ″
″ ″
″ ″
″ ″

″ ″
″ ″
″ ″
″ ″ ″ ″

″ ″″ ″
″ ″
″ ″
″ ″
″ ″
″ ″

″ ″
″ ″
″ ″
″ ″

″ ″
″ ″
″ ″
″ ″

″ ″
″ ″
″ ″

class Aves

infraclass Teleostei
class Reptilia
phylum Mollusca
class Insecta

Vertebrates

Tab. 2.1  Species and Clades Studied in Contemporary Social Cognition Research
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who know where some sources of food are hidden from “guessers,” who know that 
food has been hidden, without knowing exactly where.

Corvids tested with similar tasks (Clayton et al. 2007) showed a strong use of 
sophisticated cognitive mechanisms. Both scrub jays and ravens can differentiate 
between competitors that have or have not seen food cached in particular locations, 
modifying their strategy or behavior in accordance with information retrieved us-
ing ToM (Bugnyar and Heinrich 2005, 2006; Emery and Clayton 2001; Dally et al. 
2005, 2006).

We can assume that some primates and corvids can consider perceptions of oth-
ers in using information derived by interaction with them and the environment to 
infer possible consequences of others’ actions in food-related tasks.

Finally, some results seem to suggest that chimpanzees and corvids are capable 
of attributing certain mental states to others (Call and Tomasello 2008; Clayton 
et al. 2007), even if they are not able to deal with false beliefs like humans do. In 
this sense, scientific studies of avian cognition (and not only the study of primate 
cognitive abilities) can help us to better understand the evolution of advanced socio-
cognitive skills.

Nevertheless, there are many different elements contributing to the success of 
such kinds of tasks; cooperative behaviors and complex interactions between in-
dividuals can emerge from simple individual aptitudes or motivations. So it is not 
clear at all wherein and when cognitive abilities (such as ToM) are strictly necessary 
to solve these kind of tasks; it may be sufficient to integrate perceived information 
with some simple heuristics to solve quite complex food-related tasks. Moreover, 
experience (both in terms of past interaction with others and familiarity with a spe-
cific task) plays a very important role in developing social intelligence.

2.2.3 � “Animal Culture” and Imitation

Evolutionary biologists study the evolution of cultural artifacts, related cognitive 
abilities, and processes because these kinds of phenomena represent a very good 
example of a system’s operating by inheritance and adaptation. Moreover, cultural 
transmission processes are more rapid than genetic ones, and the study of “culture” 
in animals can allow us to better understand and identify evolutionary roots of cul-
tural processes in humans, possibly the most cultural animals on the earth.

Cultural evolution works in a way that is very similar to biogenetic evolution 
(Mesoudi et al. 2004), following some principles and dynamics already identified 
by Darwin (Darwin 1964) more than 150 years ago. In this context, language is a 
very good example of this kind of historical change (Fitch 2008), and linguistic ele-
ments (words and grammatical rules) can be studied and analyzed using tools and 
instruments borrowed from molecular phylogenetics (Cavalli-Sforza et  al. 1992; 
Lieberman et al. 2007; Pagel et al. 2007). A very distinctive mechanism of cultural 
phenomena is their cumulative nature: ideas, especially good ideas, can be accumu-
lated within the same generation and transmitted to the next, following a principle 
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of high-accuracy copying very similar to that adopted to explain genetic transmis-
sion. Accumulation of high-fidelity elements in animal species is a topic still open 
to debate in the study of cumulative change and evolution of culture (Heyes 2009; 
Huber et al. 2009; Tennie et al. 2009).

The relation between culture and social learning could be very interesting and 
stimulating for researchers studying social behavior in animals. Some results sug-
gest that social learning is possible in group-living mammals (Heyes 1994), birds 
(Zentall 2004), fish (Schuster et  al. 2006), and insects (Leadbeater and Chittka 
2007); however, we don’t have sufficient information about the evolutionary roots 
of these abilities, and even if some eminent researchers have hypothesized about the 
social origin of intelligence (see Dunbar and Shultz 2007), in some cases non-social 
species have also shown the same ability to learn to solve a task by observing ac-
tions performed by a conspecific (see Wilkinson et al. 2010, where solitary tortoises 
can solve a detour task after the observation of a conspecific completing the task).

In this view, imitation can be viewed as the non-genetic reply to the inheritance 
of phenotypic attributes in supporting cultural phenomena. However, it is less clear 
what types of imitation can play this role in cumulative culture. Surely, imitation 
has to be as accurate as possible in the copying process and it must involve certain 
forms of learning, i.e., the ability to acquire new skills and behaviors.

Moreover, observation of someone else’s behavior has to be selective, as shown 
by theoretical models of adaptive advantages of social learning (Galef and Laland 
2005). An individual who observes the behavior of others has to consider the spe-
cific relationship existing between the target individual and her- or himself (i.e., 
dominance, affiliation, tolerance) in order to perform the correct action; thus, the 
ability to correctly monitor the behavior of others is a crucial element of any so-
cial behavior (cooperation, communication, and competition). Environmental and 
physical conditions may limit the individual’s capacity to observe every animal and 
actions performed within a specific social group; for this reason, selectivity is also 
very crucial for acquisition and spreading of social information.

2.2.4 � Information Exchange

Information is the vital component for the emergence of communication and com-
municative systems. It may be transmitted, processed, and used to make decisions 
and to coordinate actions or individuals.

The transmission of information may be related to the existence of a system 
that allows an individual to signal something to someone else: in this case, emitted 
signals have to be exchanged in a coordinated way, preserving the original content. 
Nevertheless, the transmission of information may also occur in an unintentional 
way: the individual behavior of performing a specific task (e.g., searching for food 
in a particular place) can be used as a behavioral cue by other observing individuals. 
In nature, we can find a wide range of possible signaling systems that have evolved 
over the time to permit the exchange of information at very different levels, from 
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very micro entities to macro ones: e.g., from quorum signaling in bacteria (Schaud-
er and Bassler 2001; Taga and Bassler 2003; Kaiser 2004) through the dance of 
the honeybees (Dyer and Seeley 1991), birdcalls (Hailman et al. 1985; Evans et al. 
1993; Charrier and Sturdy 2005) and alarm calls in many different species (Cheney 
and Seyfarth 1990; Seyfarth and Cheney 1990; Green and Maegner 1998; Manser 
2002) and, finally, to human language (Fitch 2010; Cangelosi 2001). The emer-
gence of communicative systems facilitates the evolution of social structures and 
dynamics in animals.

2.2.5 � Agent-Based Modeling of the Evolution of Communicative 
Systems

Some researchers have proposed to study the evolution of signaling systems as 
sender–receiver games (Skyrms 2009), stressing the fact that such games are sim-
ple, tractable models of information transmission and that they provide a basic set-
ting for studying the evolution of meaning. In these models it is easy to investigate 
not only the equilibrium structure, but also the dynamics of evolution and learning.

Some previous studies of the adaptive nature of communication for coordination 
found communication beneficial; others, not. Schermerhorn and Scheutz (2007) 
claim that this results from the lack of a systematic examination of important vari-
ables such as (i) communication range, (ii) sensory range, and (iii) environmental 
conditions. These authors presented an extensive series of simulative experiments 
where they explored how these parameters affect the utility of communication for 
coordination in a multi-agent territory-exploration task.

A very useful review of recent progress in computational studies investigating 
the emergence of communication among agents via learning or evolutionary mech-
anisms was published by Wagner et al. (2003). In this work, Wagner and colleagues 
presented a review of issues related to animal communication and the origins and 
evolution of language. The studies reviewed show how different elements (as popu-
lation size, spatial constraints on agent interactions, and the specific tasks agents 
have to face) can all influence the nature of the communication systems and the ease 
with which they are learned and/or evolve. The authors identify some important 
areas for future research in the evolution of language, including the need for further 
computational investigation of key aspects of language such as open vocabulary 
and the more complex aspects of syntax.

Alarm-calling behavior in animals is one of the most intriguing behaviors ex-
hibited by a wide range of animals, and the study of such behavior may allow us to 
better understand the evolutionary roots of human language. Noble and colleagues 
(Noble et al. 2010) proposed a model of alarm-calling behavior in putty-nosed mon-
keys, stressing the need for real data to determine whether a computational model is 
a good model of a real phenomenon (or behavior). They argued that computational 
modeling, and in particular the use of agent-based models, is an effective way to 
reduce the number possible explanations when competing theories exist. According 
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to their approach, simulations may achieve this both by classifying evolutionary 
trajectories as either plausible or implausible and by putting lower bounds on the 
cognitive complexity required to perform particular behaviors. Of course, this last 
point has a lot of implications for many fields of investigation (e.g., the study of 
bounded rationality). The authors use the case-study method to understand whether 
the alarm calls of putty-nosed monkeys could be a good model for human language 
evolution.

In a previous article (Noble 1999), one of the same authors presents a general 
model that covers signaling with and without conflicts of interest between signal-
ers and receivers. In this work, simple game-theoretic and evolutionary simulation 
models are used to suggest that signaling will evolve only if it is in the interests of 
both parties.

As we made clear above (see section 2.2.3 about animal culture), another critical 
issue concerns the relationship between gene and culture co-evolution. It has been 
argued that aspects of human language are both genetically and culturally transmit-
ted. Nevertheless, how these processes might interact to determine the structure of 
language is not very clear yet. Agent-based modeling can be used to study gene-
culture interactions in the evolution of communication. Smith (2002) presented a 
model showing that cultural selection resulting from learner biases can be crucial 
in determining the structure of communication systems transmitted through both 
genetic and cultural processes. Moreover, the learning bias that leads to the emer-
gence of optimal communication systems in the model resembles the learning bias 
brought to the task of language acquisition by human infants. This result seems to 
suggest that the iterated application of such human-learning biases may explain 
much of the structure of human language.

Finally, a well-constructed presentation of different types of models implement-
ed to study the evolution of communication and language was made in Cangelosi 
(2001). In this study, the distinction among signals, symbols, and words is used to 
analyze evolutionary models of language. In particular, the work shows how evo-
lutionary computation techniques, such as the Artificial Life approach (artificial 
neural networks and evolutionary algorithms), can be used to study the emergence 
of syntax and symbols from simple communication signals. First of all, the author 
presents a computational model that evolves repertoires of isolated signals. In the 
model presented, the case study is the simulation of the emergence of signals for 
naming foods (good and bad sources of food) in a population of foragers. Then, 
another model is implemented to study communication systems based on simple 
signal–object associations. Finally, models designed to study the emergence of 
grounded symbols are discussed in general, including a detailed description of a 
work on the evolution of simple syntactic rules. In the paper, several important 
issues (such as symbol–symbol relationships in evolved languages and syntax ac-
quisition and evolution) are discussed, and computational models are used to sug-
gest an operational definition of the signal/symbol/word distinction and to better 
understand the role of symbols and symbol acquisition in the origin of language.
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2.2.6 � Agent-Based Modeling of Social Organization, Structures, 
and Dynamics in Living Organisms

One of the most important aspects of all biological systems is the ability to cooper-
ate. Complex cooperative interactions are required for many levels of biological 
organization, ranging from single cells to groups of animals (Hamilton 1964; Triv-
ers 1971; Axelrod and Hamilton 1981; Wilson 1975).

How can natural selection lead to cooperation? This kind of question has fas-
cinated evolutionary biologists since Darwin (Darwin 1964; Trivers 1971; Ham-
merstein 2003). Cooperation among relatives is usually explained by adopting the 
concept of kin selection: it represents the idea that selfish genes lead to unselfish 
phenotypes (Frank 1989; Hamilton 1963).

Concerning the evolution of cooperation among genetically unrelated individu-
als, various mechanisms have been proposed based on (evolutionary) game theory 
(Doebeli and Hauert 2005): cooperators form groups and thus they preferentially 
interact with other cooperators (Sober and Wilson 1998; Wilson and Sober 1994); 
cooperators occupy spatial positions in topological structures (e.g., lattices or net-
works) and interact with their neighbors—who are also cooperators (Hauert 2001; 
Killingback et al. 1999; Nowak and May 1992); reputation may facilitate the evolu-
tion of cooperation via indirect reciprocity (Alexander 1987; Nowak and Sigmund 
1998) or punishment (Sigmund et al. 2001).

From insects to animals, the social behavior shows complex relationships be-
tween individuals and interesting effects at the population level of very local inter-
actions.

Eusociality, i.e., the phenomenon by means of which some individuals reduce 
their own lifetime reproductive potential to raise the offspring of others, underlies 
the most advanced forms of social organization and the ecologically dominant role 
of social groups of individuals (from insects to humans). For more than 40 years kin 
selection theory, based on the concept of inclusive fitness (in evolutionary biology 
and evolutionary psychology, inclusive fitness is the sum of an organism’s classical 
fitness—how many of its own offspring it produces and supports—and the number 
of equivalents of its own offspring it can add to the population by supporting oth-
ers), has been the major theoretical explanation for the evolution of eusociality.

Nowak and colleagues (2010) showed the limitations of this approach, arguing 
that standard natural selection theory in the context of precise models of popula-
tion structure could represent a simpler and better approach. This new perspective 
allowed the evaluation of multiple competing hypotheses and provided an exact 
framework for interpreting empirical observations.

In the animal kingdom, a well-known form of cooperative/altruistic behavior 
may be found in the social organization of vampire bats—more precisely, the blood-
sharing activity among vampire bats.

In this pro-social behavior, of particular interest is the specific formation and 
maintenance of (new) social structures (i.e., roosts) from initial populations as a 
consequence of both (i) demographic growth and (ii) social organization. This spe-
cific example is especially interesting because of the flexible nature of roost-switch-
ing behavior shown by these animals in natural wild conditions.
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A very interesting agent-based model of such natural phenomenon is described 
in Paolucci et  al. (2006). In this work, the main hypothesis concerns the role of 
grooming networks in roost formation, and the investigations are performed by 
means of agent-based simulations based on ethological evidence (i.e., using real 
data to parametrize the model).

The use of simulation allows the authors to discuss generative hypotheses con-
cerning the origin of roosts, which can emerge from individual behavior. Results 
obtained not only confirm the main expectations but also reveal the need for a natu-
ral ordering in grooming-partner selection. This specific ordering can be obtained 
not only through (i) kin-based groups but also through (ii) the maintenance of a 
non-kin–based precedence rule.

Individuals of most social species (even guppies) keep track of how their group-
mates have treated them in the past, but only some of these social species are able 
to exhibit complex social behavior, complex relationships, and dynamics between 
individuals.

Primates, for instance, appear to also keep track of how their troop-mates treat 
each other. This takes much more memory, and possibly compositional reasoning; 
generally speaking, it requires more sophisticated cognitive abilities.

Many researchers have proposed agent-based models of social behavior and or-
ganization in different species. Several publications concern the social behavior 
and dynamics of non-human primates, both for the intrinsic complex nature of so-
cial behaviors in primates and for a wide range of similarities between human and 
non-human primates activities. Hemelrijk and Bryson (see Hemelrijk 2000; Bryson 
et al. 2007) presented very interesting agent-based models of social organization in 
non-human primates based on dominance-ranking dynamics and relationships and 
gender differences (e.g., in terms of aggressive behavior propensity).

2.3 � Why Do We Need Cognitive Agents?

Group-living animals often exhibit complex (and/or complicated) social behaviors. 
Sometimes the pure observation of such behaviors is not sufficient to improve our 
understanding of reality and the best option may be to use modeling to capture es-
sential elements of the real phenomenon or system and to better understand the dy-
namics governing the whole process (as shown in Campennì and Schino 2014—see 
also Figs. 2.1 and 2.2), the theoretical assumption about a possible simple cognitive 
mechanism of memory governing the reciprocal exchange of cooperative behavior 
and the mechanism of partner choice can represent an useful way to understand the 
origins of cooperation in living organisms both from a behavioral and an evolution-
ary perspective. The hypotheses that non-cognitive mechanisms and dynamics may 
allow the cooperation to emerge and spread in populations of group living animals 
has been shown to represent a valid alternative from the behavioral point of view 
(i.e., they can deal with cooperation “hic and nunc”), but not from the evolutionary 
perspective (i.e., they are not able to explain the related evolutionary process).
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2.3.1 � Cooperation Theory and ABM

The exchange of cooperative behaviors is a common feature of different animal 
societies. This is particularly true for those species that form stable social groups, 
where exchanges of cooperative behaviors (e.g., grooming, food tolerance or ag-
gressive coalitions) are frequently observed (Dugatkin 1997; Cheney 2011).

The analysis of how group-living animals distribute their cooperative behav-
iors among group mates has revealed some common features that can be observed 
across a variety of settings and species.

First, group-living animals show differentiated social relationships: each group 
member interacts/cooperates frequently with some group mates and rarely, if ever, 
with others.

As a result, pairs of animals from the same social group may widely differ in 
their frequency of interaction.

Second, a positive relation is often found across pairs between cooperation given 
and received (Schino 2007; Schino and Aureli 2008; Seyfarth and Cheney 2012).

Among the several hypotheses that theoretical and evolutionary biologists have 
proposed to explain the evolution of cooperative behaviors (West et al. 2007) reci-
procity is perhaps the most debated, and reviews of its empirical evidence have 

Fig. 2.1   Social network analysis of sociometric matrices obtained as output of an ABM of coop-
erative behavior based on partner choice
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reached widely diverging conclusions (Cheney 2011; Clutton-Brock 2009; Schino 
and Aureli 2009).

Part of this confusion stems from a failure to appreciate that two different pro-
cesses can underlie reciprocation.

The first process, that we could define as “temporal relations between events”, 
is a strictly within-pair process: individual A behaves cooperatively towards indi-
vidual B in relation to how B has previously behaved towards A. Each A–B dyad 
is conceptually isolated from all others (i.e., the presence and behavior of other 
individuals do not affect the behavior of A–B).

This is essentially equivalent to Bull and Rice (1991) “partner-fidelity model”, 
to Noë (2006) “partner control model” and to classical reciprocal altruism (Trivers 
1971). The classical iterated prisoner’s dilemma belongs to this category of models.

The second process, that we could define as “partner choice based on benefits re-
ceived”, is an across-pair process with a strong comparative component: individual 
A behaves cooperatively towards individual B rather than individual C in relation to 
a comparison of how B and C have behaved towards A.

This is essentially partner choice based on outbidding competition (Noë and 
Hammerstein 1994) and it is equivalent to Bull and Rice (1991) and to Noë (2006) 

Fig. 2.2   Correlation coefficient between cooperative acts given and cooperative acts received 
calculated on sociometric matrices obtained as output of an ABM of cooperative behavior based 
on partner choice
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“partner-choice model” (see also Eshel and Cavalli-Sforza 1982 for an earlier 
study).

Empirical evidence shows reciprocal exchanges of cooperative behaviors de-
pend more commonly on partner choice based on benefits received than on within-
pair temporal relations between events (Tiddi et al. 2011; Fruteau et al. 2011).

Despite its prevalence, partner choice has been widely neglected as a general 
explanation for the evolution of cooperative behaviors (Sachs et al. 2004).

Theoretical modeling has focused mostly on the analysis of within-pair temporal 
relations between events, and a vast literature exists on the possible strategies that 
can promote the evolution of cooperation through this process (Bshary and Bron-
stein 2011; Nowak 2006; Nunn and Lewis 2001; Lehmann and Keller 2006; André 
and Baumard 2011).

In contrast, theoretical models of the evolution of cooperation by partner choice 
are comparatively rare. In some of the few existing examples, partner choice is 
based on the general tendency of potential partners to cooperate, rather than on 
actual cooperation received by each partner (Barclay 2011; Roberts 1998). As such, 
these models seem more relevant to indirect than to direct reciprocity. In other mod-
eling attempts, partner choice is included in the form of the possibility to terminate a 
within-pair series of cooperative interactions (Sherratt and Roberts 1998; Johnstone 
and Bshary 2002). The relative lack of models of partner choice based on benefits 
received is puzzling, considering its obvious relevance for group living animals.

When developing a theoretical model of a biological phenomenon or system, 
one can aim either at reproducing important features of the target system “as is” 
(for cooperative exchanges, see Roberts 1998), or at modeling its evolution, i.e., at 
reproducing the changes that would occur across generations as a result of natural 
selection (Axelrod and Hamilton 1981).

Ideally, however, a good model should be able to reproduce both aspects of the 
phenomenon and if (and only if) both tests are successful a stronger case for the 
relevance of the principles underlying the model in explaining the target system 
being modeled could be made.

In this perspective ABM represent the ideal modeling tool candidate to accom-
plish both tasks.

2.3.2 � Why Agent-based Models and not Other Modeling 
Approaches?

2.3.2.1 � Bottom-up Vs top-down Approach

We already tried to stress this point above in this chpater. The main difference between 
traditional analytical modeling (AM) and ABM is that the former is a perfect example 
of top-down approach, while the latter is based on the bottom-up “philosophy”.

AMs simplify the real phenomenon or system as much as possible to identify 
the minimal requirements (e.g., parameters) allowing the model to exhibit (almost) 
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Fig. 2.3   A comparison of analytical and simulative approaches

 

the same behavior (i.e., dynamics and equilibria) we can observe in reality. This of 
course implies that strong assumptions and simplifications need to be made in order 
to make the model manageable from an analytical point of view (i.e., the model 
needs to be solvable—there should be a solution). So, for instance, cooperation can 
be modeled as one of different possible outputs of a two players game, as in the case 
of the Prisoner Dilemma (Axelrod 1984).

ABM adopts the opposite approach, where in principle there is no limit in the 
definition of heterogeneous properties of individual units or agents; each agent can 
be different, can behave differently and can interact with other agents and the envi-
ronment in a different way. The emergent behavior of the whole system is possible 
because the definition of individual properties, behaviors and relationships (i.e., the 
micro-macro path).

Moreover, ABM allows us to deal with complex systems and dynamics that per 
definition exhibit a non-linear behavior. In this perspective, ABM represents a use-
ful approach to model feedbacks, loops and complex causal relationships (e.g., the 
downward causation Kim 1992) (Fig. 2.3)

2.3.2.2 � Too-Complex Dynamics and Behaviors (e.g., Impossible To Model 
Using an Analytical Approach)

Sometimes ABM can be the only way to model a real phenomenon or system. ABM 
allows us to deal with a limited number of variables and parameters, simply because the 
analytical model itself would not be solvable otherwise; moreover, if there is no single 
solution to the analytical model, ABM is often used to approximate the behavior of the 
original model by simulating a certain amount of times (i.e., runs) the behavior occurs 
starting from randomly selected initial conditions (i.e., combinations of parameters).
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2.3.2.3 � In-Silico Data Generator

ABM can be looked at as an in-silico generator of data—a huge amount of data that 
could hardly be collected using an empirical or observational approach.

Of course, since they are affected by initial stochastic conditions, ABMs need to 
be run several times using the same set of parameters then averaged; but the very 
good news is that such outputs can be then used as any other kind of empirical data, 
applying exactly the same statistical analyses and metrics. Thus, the advantage in 
using ABMs as generators of data is very clear.

I had the chance to explore the usefulness and scientific relevance of using ABM 
in investigating social behaviors and dynamics in living organisms. In the following 
sections of this chapter I will present additional interesting case studies to show how 
the adoption of the ABM approach to investigating social behaviors and dynamics 
(henceforth SBD) can also be relevant and useful in other scientific domains and at 
different scales.

2.4 � Social–Ecological Systems

The study of the complex social–ecological systems (SES) was inaugurated a few 
decades ago by a group of ecologists and economists interested in investigating the 
complex interconnections and tensions between (complex) ecological systems and 
(complex) social systems living in, and operating on, such ecologies.

A social–ecological system consists of a combination of biological, geological, 
and physical units and associated social actors and institutions.

Social–ecological systems present some specific characteristics, such as com-
plexity and adaptation, and are delimited by spatial or functional boundaries sur-
rounding particular ecosystems (Fig. 2.4).

A social-ecological system can be defined as (Redman et al. 2004, p. 163):

•	  A coherent system of biophysical and social factors that regularly interact in a 
resilient, sustained manner;

•	 A system that is defined at several spatial, temporal, and organizational scales, 
which may be hierarchically linked;

•	 A set of critical resources (natural, socioeconomic, and cultural) whose flow and 
use is regulated by a combination of ecological and social systems; and

•	 A perpetually dynamic, complex system with continuous adaptation. (Machlis 
et al. 1997; Gunderson and Holling 2002; Berkes et al. 2003)

Researchers have used the concept of social–ecological systems to emphasize the 
integrated concept of humans in nature and to stress that the distinction between 
social systems and ecological systems is artificial and arbitrary (Berkes et al. 2001)

While resilience has a somewhat different meaning in social and ecological con-
texts (Adger 2000), the SES approach holds that social and ecological systems are 
linked through feedback and loop mechanisms, and that both display resilience and 
complexity (Berkes et al. 2003).
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Until the appearance of this new field of scientific investigation a few decades ago, 
the interaction and co-operation between social sciences and natural sciences was 
very limited and thus so was the study of social-ecological systems. While, on the one 
hand, traditional ecologists had tried to ignore human actions in specific ecologies, on 
the other hand, researchers from social science disciplines had ignored the environ-
ment’s role in defining and affecting human activity (Berkes et al. 2003).

Although some eminent thinkers (e.g., Bateson 1979) had tried to fill the gap 
between natural and cultural spheres, the larger part of sociological studies focused 
on investigating processes within the social domain only, considering ecosystems as 
“black boxes” (Berkes et al. 2001) and assuming that if the social system performs 
adaptively or is well organized institutionally it will also manage the environmental 
resource base in a sustainable fashion (Folke 2006).

This framework changed through the 1970s and 1980s with the rise of several 
social sciences subfields explicitly including the environment (Berkes et al. 2003).

Among them, environmental ethics arose from the need to develop a philosophi-
cal framework for relations between humans and the environment where they live 

Fig. 2.4   An illustration of the concept of SES from Sustainable Development Update, Issue 1, 
Volume 8, 2008. The Sustainable Development Update (SDU) focuses on the links among ecol-
ogy, society, and the economy. It is produced by Albaeco, an independent, nonprofit organization. 
SDU is produced with support from Sida, the Swedish International Development Cooperation 
Agency, Environment Policy Division (Dr. Fredrik Moberg, Editor)
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(Berkes et al. 2001); political ecology, from the need to expand ecological concerns 
to the include cultural and political activity within an analysis of socially construct-
ed ecosystems (Greenberg and Park 1994); environmental history, from the growing 
collection of material documenting different relationships between societies and 
their environment; ecological economics, from examining the link between ecol-
ogy and economics and integrating the scientific framework of economics within 
the concept of the ecosystem (Costanza et al. 2001); common property, from the 
integration of resource management and social organization and the analysis of how 
institutions and property-rights systems deal with the dilemma of the “tragedy of 
the commons” (McCay and Acheson 1987; Berkes 1989); and, finally, from tradi-
tional ecological knowledge, which refers to ecological understanding built, not 
necessarily by experts, but more simply by people who live and use the resources of 
a particular place (Warren et al. 1995).

Each of the six summarized areas represents a scientific “bridge,” combining a 
natural science and social science perspective (Berkes et al. 2003).

SES theory had been inspired by systems ecology and complexity theory; never-
theless, the concept of SES does not conceptually overlap those of system ecology 
and complex systems.

The studies of SES include some central societal concerns (e.g., equity and hu-
man well-being) that have traditionally received little attention in complex adaptive 
systems theory (It should be noted that there is growing attention in this direc-
tion and an academic proliferation of institutes and programs integrating the former 
with the latter—see, e.g., the Julie Ann Wrigley Global Institute of Sustainability at 
ASU, the Atkinson Center for a Sustainable Future at Cornell University, or the Sus-
tainable Systems Program of the School of Natural Resources and Environment at 
University of Michigan); and conversely, there are areas of complexity theory (e.g., 
quantum physics) that have little direct relevance for understanding SES (Cumming 
2011) (at least thus far to our knowledge).

SES theory incorporates ideas from theories relating to the study of resilience, 
sustainability, robustness, and vulnerability (e.g. Levin 1999; Berkes et al. 2003; 
Gunderson and Holling 2002; Norberg and Cumming 2008). While SES theory 
draws on a range of discipline-specific theories, such as island biogeography, op-
timal foraging theory, and microeconomic theory, it is much broader than any of 
these individual theories alone (Cumming 2011).

Because of its recent development and scientifically young age, SES theory has 
emerged from a combination of disciplinary platforms (Cumming 2011), while the 
notion of complexity developed through the work of many scholars, notably the 
Santa Fe Institute (2002). From this perspective it could be argued that complex 
system theory is one of the most important “intellectual parents” of SES (Norberg 
and Cumming 2008). However, due to the social context in which SES research 
operates, and the potential (and sometimes actual) impact of SES research on policy 
recommendations that will have consequences on real people’s lives, SES research 
has been considerably more “self-sustaining” and more “pluralistic” than complex-
ity theory has ever acknowledged (Cumming 2011).

Studying SESs from a complex-system perspective is a fast-growing interdis-
ciplinary field which can be interpreted as an attempt to link different disciplines 
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into a new body of knowledge that can be applied to solve some of our most serious 
actual environmental problems (Cumming 2011).

Management processes in the complex systems can be improved by making 
them adaptive and flexible and able to deal with uncertainty and volatility, and 
by building in the capacity to adapt to change. SESs are both complex and adap-
tive, meaning that they require continuous testing and study in order to develop the 
knowledge and understanding needed in order to cope with change and uncertainty 
(Carpenter and Gunderson 2001).

A complex system differs from a simple system in that it has a number of at-
tributes that cannot be observed in simple systems, such as emergence, self-organi-
zation, non-linearity, uncertainty, and scale (Berkes et al. 2003; Norberg and Cum-
ming 2008). As argued above, ABM is one of the best conceptual and scientific 
tools to implement models that are able to deal with such properties.

Emergence is the appearance of behavior that could not be anticipated from 
knowledge of the parts of the system alone.

Self-organization is one of the defining properties of complex systems. The basic 
idea is that open systems will reorganize themselves at critical points of instability. 
Holling’s adaptive renewal cycle is an illustration of reorganization that takes place 
within the cycles of growth and renewal (Gunderson and Holling 2002). The self-
organization principle, operationalized through feedback and loop mechanisms, ap-
plies to many biological and social systems and even to mixtures of simple chemi-
cals. High-speed computers and nonlinear mathematical techniques help simulate 
self-organization by yielding complex results and yet strangely ordered effects. The 
direction of self-organization will depend on such things as the system’s history; it 
is path dependent and difficult to predict (Berkes et al. 2003).

Nonlinearity is related to fundamental uncertainty (Berkes et al. 2003). It gener-
ates path dependency, which refers to local rules of interaction that change as the 
system evolves and develops. A consequence of path dependency is the existence of 
multiple basins of attraction in ecosystem development and the potential for thresh-
old behavior and qualitative shifts in system dynamics under changing environmen-
tal influences (Levin 1998).

Scale is important when dealing with complex systems. In a complex system 
many subsystems can be distinguished; and since many complex systems are hier-
archic, each subsystem is nested in a larger subsystem (Allen and Starr 1982). For 
instance, a small watershed may be considered an ecosystem, but it is a part of a 
larger watershed that can also be considered an ecosystem and an even larger one 
that encompasses all the smaller watersheds (Berkes et  al. 2003). Phenomena at 
each level of the scale tend to have their own emergent properties, and different lev-
els may be coupled through feedback relationships (Gunderson and Holling 2002). 
Therefore, complex systems should always be analyzed or managed simultaneously 
at different scales.
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2.4.1 � Role of Traditional Knowledge in SES

Berkes and colleagues (Berkes et al. 2001) distinguish four sets of elements which 
can be used to describe social–ecological system characteristics and linkages: eco-
systems, local knowledge, people and technology, property-rights institutions (for 
an updated theory of role of traditional knowledge see Fig. 2.5 from Tengö, M., 
Brondizio, E. S., Elmqvist, T., Malmer, P., & Spierenburg, M. (2014). Connecting 
diverse knowledge systems for enhanced ecosystem governance: the multiple evi-
dence base approach. Ambio, 43(5), 579–591.

Acquiring knowledge about SESs is an ongoing, dynamic learning process, and 
such knowledge often emerges within institutions and organizations. The effective-
ness of this process requires the involvement of institutions and may be imple-
mented by means of multi-level social networks. It is thus the communities which 
interact with ecosystems on a daily basis and over long periods of time that possess 
the most relevant knowledge of resource and ecosystem dynamics, together with 
associated management practices (Berkes et  al. 2000). Some scholars have sug-
gested that management and governance of SESs may benefit from a combination 
of different knowledge systems (McLain and Lee 1996); others have attempted to 
import such knowledge into the scientific knowledge field (Mackinson and Nottes-
tad 1998). There are also those who have argued that it would be difficult to sepa-
rate these knowledge systems from their institutional and cultural contexts (Berkes 
1999) and those who have questioned the role of traditional and local knowledge 

Fig. 2.5   Outlining three phases of a multiple evidence base approach, emphasizing the need for 
co-production of problem definitions as well as joint analysis and evaluation of the enhanced 
picture created in the assessment process. Phase 1 concerns defining stakeholders, problems, and 
goals in a collaborative manner. Phase 2 entails bringing together knowledge on an equal platform, 
using parallel systems of valuing and assessing knowledge, and Phase 3 is the joint analysis and 
evaluation of knowledge and insights to generate multilevel synthesis and identify and catalyze 
processes for generating new knowledge
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Fig. 2.6   Panarchy—graphi-
cal representation
 

systems in the current situation of pervasive environmental change and globalized 
societies (Krupnik and Jolly 2002).

Other scholars have claimed that valuable lessons can be extracted from such 
systems for complex system management, lessons that also need to account for 
interactions across temporal and spatial scales and organizational and institutional 
levels (Pretty and Ward 2001), in particular during periods of rapid change, uncer-
tainty, and system reorganization (Berkes and Folke 2002).

2.4.2 � The Adaptive Cycle

The adaptive cycle, originally conceptualized by Holling (1986), interprets the dy-
namics of complex ecosystems in response to perturbations and change. In terms of 
its dynamics, the adaptive cycle has been described as moving slowly from exploi-
tation (r) to conservation (K), maintaining and developing very rapidly from K to 
release (W), and continuing rapidly to reorganization (a) and back to exploitation 
(r) (Gunderson and Holling 2002).

Depending on the particular configuration of the system, it can then begin a new 
adaptive cycle or alternatively it may transform into a new configuration, shown as 
an exit arrow (see Fig. 2.6). The adaptive cycle is one of the five heuristics used to 
understand social–ecological system behavior (Walker et al. 2006), the other four 
heuristics being resilience, panarchy, transformability, and adaptability. Each of 
these concepts is of considerable conceptual appeal and is claimed to be generally 
applicable to ecological and social systems as well as to coupled social–ecological 
systems (Gunderson and Holling 2002).

The two main dimensions that determine changes in an adaptive cycle are con-
nectedness and potential (Gunderson and Holling 2002). The connectedness dimen-
sion is the visual depiction of a cycle and stands for the ability to internally control 
its own destiny (Holling 2001). It “reflects the strength of internal connections that 
mediate and regulate the influences between inside processes and the outside world” 
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(Gunderson and Holling 2002, p. 50). The potential dimension is represented by the 
vertical axis, and stands for the “inherent potential of a system that is available for 
change” (Holling 2001, p. 393). Social or cultural potential can be characterized by 
the “accumulated networks of relationships-friendship, mutual respect, and trust 
among people and between people and institutions of governance” (Gunderson and 
Holling 2002, p. 49). According to the adaptive cycle heuristic, the levels of both 
dimensions differ during the course of the cycle along the four phases. The adaptive 
cycle thus predicts that the four phases of the cycle can be distinguished based on 
distinct combinations of high or low potential and connectedness.

2.4.3 � Adaptive Governance and SES

The resilience of social–ecological systems is related to the degree of the shock that 
the system can absorb and remain within a given state (Evans 2011). The concept of 
resilience is a promising tool for analyzing adaptive change towards sustainability be-
cause it provides a way for analyzing how to manipulate stability in the face of change.

In order to emphasize the key requirements of a social–ecological system for 
successful adaptive governance, Folke and colleagues (Folke et al. 2002) contrasted 
case studies from the Florida Everglades and the Grand Canyon. Both are complex 
social–ecological systems that have experienced unwanted degradation of their eco-
system services but differ substantially in terms of their institutional make-up.

The governance structure in the Everglades is dominated by the interests of agri-
culture and environmentalists who have been in conflict over the need to conserve 
the habitat at the expense of agricultural productivity throughout history. Here, a 
few feedbacks between the ecological system and the social system exist, and SES 
is unable to innovate and adapt (the α-phase of reorganization and growth).

In contrast, different stakeholders have formed an adaptive management work-
group in the case of Grand Canyon, using planned management interventions and 
monitoring to learn about changes occurring in the ecosystem, including the best 
ways to subsequently manage them. Such an arrangement in governance creates 
the opportunity for institutional learning to take place, allowing for a successful 
period of reorganization and growth. Such an approach to institutional learning is 
becoming more common as NGOs, scientist, and communities collaborate to man-
age ecosystems (Evans 2011).

2.4.4 � Links to Sustainable Development

The concept of social–ecological systems has been developed in order to provide 
both promising scientific gains as well as to impact problems of sustainable devel-
opment. A close conceptual and methodological relation exists between the analysis 
of social–ecological systems, complexity research, and transdisciplinarity. These 
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three research concepts are based on similar ideas and models of reasoning. More-
over, the research on social–ecological systems almost always uses a transdisci-
plinary approach in order to achieve and ensure integrative results. Problems of sus-
tainable development are intrinsically tied to the social–ecological system defined 
to tackle them. This means that scientists from the relevant scientific disciplines or 
field of research as well as the involved societal stakeholders have to be regarded as 
elements of the social–ecological system in question.

2.5 � Earth System Dynamics and the Syndromes 
Approach

2.5.1 � Syndromes Concepts

The main idea behind the “syndromes” approach (see Petschel-Held et al. 1995) is 
to couple the dynamics of ecosphere and anthroposphere.

The “holistic” approach proposed by Schellnhuber, Petschel-Held, and their col-
leagues (Schellnhuber et  al. 1997; Petschel-Held et  al. 1999; Petschel-Held and 
Reusswig 1999) aims at considering the Earth System itself as a sort of “system of 
systems,” where the massive use of simulations of social- and ecological dynamics 
may help us to better understand the complex behavior of our planet.

The main criticism of different approaches (mainly, those considering models of 
the Earth System where the main effort is trying to reproduce and mimic micro-behav-
iors and properties of different components, more than dynamics) is that “analogous 
modeling by reproduction of the quantitative actual structure of the system may gain 
forecasting and hindcasting power only when the degree of sophistication becomes 
excessive” (Schellnhuber et al. 1997) (i.e., which, an exact copy of the real system of 
course, is scientifically quite useless).

The “syndromes” approach postulates that the overall phenomenon “Global 
Change” should be investigated as a co-evolutionary process of dynamic partial 
patterns and that these patterns “are bundles of interactive processes that are wide-
spread and appear repeatedly in typical combination—the syndromes of global 
change”.

In this perspective, syndromes are not simple complexes of causes and effects; 
they are patterns of interactions, frequently presenting feedbacks (see the concept of 
emerging cooperative phenomena in complex systems science).

Syndromes have a clear qualitative identity that cannot be quantified or measured 
using algorithms, metrics, or values. Because of this “soft identity” of syndromes 
and their interdisciplinary composition (syndromes are “active zones” of problem-
atic environmental and development processes, rather than static patterns), we need 
specific and sometimes innovative methods of investigation, such as decomposition 
of complex functional networks, qualitative reasoning concepts, modeling of fuzzi-
ness and uncertainty, knowledge-acquisition strategies, and set-values analysis.
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We have to take into account about 80 operating symptoms in doing a diagnosis 
of Earth System syndromes (contributing to the presence of different syndromes), 
such as urban sprawl, increasing significance of NGOs, terrestrial run-off changes 
deposition and accumulation of waste, increasing mobility, tropospheric pollution, 
and increasing consumption of energy and resources.

The names of these symptoms have to be interpreted as guiding headlines and not 
as definitions; they concern different spheres (e.g., atmosphere, biosphere, anthro-
posphere) and focus on qualitative and quantitative changes of the Earth System.

For Global Change analysis purposes the simple identification of symptoms is 
not sufficient; what is also crucial is the way they interact with each other. Such 
interactions have one “target symptom” and one or more “source symptoms” repre-
senting the causal connections between the symptoms involved.

The symptoms metaphor represents a dynamic and trans-disciplinary language 
to describe the Global Change phenomena. Symptoms indicate possible critical 
shifts towards nonsustainability. Since Global Change mainly refers to “anthropo-
genic” processes, symptoms usually are either direct expressions of human actions 
(for example, change of consumption patterns) or they are indirectly induced by it 
(for example, anthropogenic climate change). Thus, the micro–macro links, connec-
tions, and dynamics are critical for the syndromes approach; behaviors, habits, and 
interactions at the individual level may produce significant and critical effects at the 
global level (e.g., at the group, ecosystem, Earth System level).

The Earth System is not only a functional unit, it is a geographical one as well. 
This means that the correct use of the syndromes approach has to consider also the 
spatial scale of symptoms; otherwise there is a risk that important elements of the 
examined phenomenon may be missed.

2.6 � Conclusions

This chapter presented an overview of some interesting applications of the agent-
based modeling approach for investigating social behaviors and dynamics in liv-
ing organisms; we also presented additional scientific domains (namely, the So-
cial–Ecological Systems and Earth System Dynamics scientific fields) where ABM 
already represents or potentially could represent a very useful and promising ap-
proach.

Some of the main social behaviors and dynamics investigated in living organ-
isms were presented—such as cooperation, information transmission and commu-
nicative systems, culture and imitation—in an effort to highlight the crucial role 
played by cognitive mechanisms and processes (e.g., social cognition).

ABM was analyzed as a scientific method and tool, and the argument was made 
that it may represent the best approach to dealing with complex nonlinear phenom-
ena and dynamics.
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Chapter 3
Reciprocity, Punishment, Institutions: The 
Streets to Social Collaboration—New Theories 
on How Emerging Social Artifacts Control Our 
Lives in Society

Giuliana Gerace

3.1 � Introduction

Cooperation studies are extremely important for real-life purposes, e.g., economic 
predictions and policy design, but they are especially fascinating for their broad 
theoretical implications.

In the last few decades a flourishing body of investigations concerning the emer-
gence of social collaboration has demonstrated the power of “reciprocity” in induc-
ing cooperation, while demonstrating a heavy influence of pro-social behavior in 
social interactions, as opposed to the traditional conception of self-interested homo 
oeconomicus. A wealth of experimental evidence has demonstrated that cooperation 
occurs even when it is not predicted by economic theory, in contrast to the neoclas-
sical assumption that the narrow pursuit of interest results in efficient economic 
exchanges.

The behavioral relevance of some social contextual determinants of reciproc-
ity, such as reputation, altruistic punishment, and trust, showed that even short-run 
altruism, independent of contingent material payoff, can be regarded as rational in 
the long run and eventually be established as a behavioral norm in society. It also 
demonstrated that all kinds of social relations, including business relations, may 
rely on social binding conditions that are shared among individuals.

Evolutionary approaches in social science and game theory have investigated 
how cooperation can be induced by supporting mechanisms which limit the costs 
of incomplete information in bounded rationality conditions and basically uncertain 
environments of interaction. It is now thought that building behavioral decisions not 
on random events but on long-term accumulation of “social capital” is an evolution-
arily rational behavior that reduces the possibility of uncertain interactions.

An optimal design of institutions or contracts, however, is highly difficult to 
conceive, especially in large groups, where monitoring and sanctioning solutions 
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require implausible cognitive capacities and high costs of coordination. In this case 
the cost–benefit valence of coordination is theoretically nullified by the costs for 
efficiently aligning individuals’ behavior.

How then to justify so much cooperation in social interaction? What mechanisms 
induce and support such a strong convergence toward common, often articulated 
behavioral standards, and what are the factors which allow such standards to be-
come resilient and/or stable in social interactions?

Notwithstanding its robustness, the weak explanatory potential of standard ra-
tional- choice theory (Sugden 1991) can hardly be invoked in this regard. Given 
the rigid assumptions that individuals are manifestly utility maximizers and always 
rely on complete information for decisions and lacking also any specification of 
the notion of a “utility function” as the basis of individual preferences, the standard 
theory faces problems in accounting for individual costly pro-sociality. In addition, 
it is rather ineffective to keep track of complex, real-world social interactions which 
spontaneously articulate in long-term shared obligations and offer everything but 
complete decision models, but rather are subject to disequilibrium and environmen-
tal changes.

Models and experimental studies on the emergence of cooperation therefore fo-
cus on adaptive or learning strategies that can be implemented through finite cogni-
tive abilities; meanwhile they keep track of individual psychological attitudes in the 
social sphere, with a view to justifying non-standard rationality of social agents.

Nonetheless, whereas the perspective of traditional rational-choice theory is ro-
bust but inaccurate, perspectives based on the justification of fairness preferences 
as internalized behavioral forces driving realistic cooperative interactions are no-
toriously incomplete and rather fuzzy with respect to their theoretical foundations. 
They especially fail to give an adequate account of internalization processes and 
of the alleged interplay between cognitive and motivational factors responsible for 
individual social engagements.

On these bases, there is the urgent need of alternative more effective theoretical 
grounds for the emergence and variation of social conformity, able to account for 
individuals’ convergence upon both shared norm compliance and shared behavioral 
dispositions.

In the following sections we will take into consideration widely recognized ac-
counts from evolutionary approaches in social science and game theory, focusing on 
how standards of cooperation and coordination emerge. In addition we will consider 
extremely convincing accounts of how such standards can evolve as autonomous 
entities and eventually be stabilized in institutional forms.

At the same time, we will also focus on a perspective according to which the 
key to understanding evolutionary dynamics of social engagement is to be found 
in individual motivational attitudes to interaction, which may provide consistent 
justification without the need to rely on psychological implication. To be precise, 
we will suggest not exiting from the “logic of reciprocity” in considering individual 
rationality of preferences for social interaction as basically conditional to salience 
in social contexts. Finally, we will provide preliminary supporting experimental 
evidence.
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3.2 � The Emergence of Cooperation

3.2.1 � Reciprocity Mechanisms

Reciprocity is a mutual condition of relationship, possibly based on cooperative or 
non-cooperative interchange. Sociologists have considered reciprocity as a sort of 
golden rule of interactions (Gouldner 1960) and this perspective has been strongly 
employed in the study of sociality among non-human animals (De Waal 1996).

Social scientists have studied reciprocity widely as an evolutionary factor pro-
moting cooperation (Axelrod 1984). A preliminary explanation for the reasons that 
natural selection equipped selfish individuals with altruistic tendencies in recipro-
cal interactions is provided by the theory of kin selection, which considers much 
of human positive reciprocation to be driven by kinship (Hamilton 1964). Later on 
seminal works about the notion of reciprocal altruism (Trivers 1971) allowed re-
searchers to study the emergence of cooperation among individuals without relying 
on kinship or fellowship, but just on their prior interactions (Axelrod and Hamilton 
1981). Such forms of cooperation, emerging both in view of and by virtue of other 
individuals’ direct collaboration, is generally regarded as direct reciprocity. Altru-
istic actions are performed as long as there is some expectation of future reciprocal 
cooperation. In this context, reciprocity can be seen as a strategic interaction be-
tween unrelated individuals and groups of individuals and also qualifies as a coordi-
nation device. As such, direct reciprocity proves important at all levels of social ex-
changes, influencing negotiations in conflicts, bargaining in international settings, 
and compliance in more restricted economic and political scenarios (Cialdini 1993).

Economists and game-theorists have widely used the notion of direct reciprocity 
to study the emergence of cooperation via social dilemmas. Particularly, in the com-
mon Prisoner Dilemma, players are basically led to defect, yet they still can choose 
to collaborate since they know that mutual cooperation results in a better outcome 
than mutual defection (as standard rational choice suggests)—hence the dilemma. 
In strategic interactions of this kind, reciprocal altruists always take somewhat of a 
risk: they have to rely on the goodwill (and good memory) of the recipient to return 
the favor.

A positive direct reciprocation must therefore assume (i) a random unknown 
number of repeated interactions (to avoid optimal calculus by defectors); (ii) a cost 
for the altruist that is inferior to the benefit provided to the recipient (b – c), since 
the rewards may not be reciprocated; (iii) sufficient cognitive attitudes for players 
to identify one another and accurately recall previous interactions (in order to gain 
trusting/non-trusting expectations).

Laboratory simulations of iterated Prisoner Dilemma strategies are only appar-
ently winning solutions for cooperation. For example, in so-called tit-for-tat, indi-
viduals always end up collaborating by cooperating in the first tournament and then 
acting exactly as the opponent did in previous rounds; but indeed this expresses an 
unrealistic determinism (Axelrod and Dion 1988): real-life cooperation also emerg-
es within initially uncooperative situations and especially in dynamic environments 
of interaction, affected by noise and changing choices.
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Also on these bases, further investigations led to the notion of indirect reciproc-
ity (Alexander 1987; Nowak and Sigmund 2005; Rockenbach and Milinski 2006; 
Wedekind and Milinski 2000), according to which individuals can receive long-
term benefits for their short-term pro-social behavior, in this case not from recipi-
ents but from third parties. Players identify and possibly trust one another, not by 
recalling previous interactions, but rather by relying on acquaintanceship with op-
ponents’ general behaviors.

The potential of indirect reciprocity clearly involves the role of reputation: it is 
not required for two individuals to have ever met in order to cooperate; what matters 
is individuals’ image as cooperators within the community (Nowak and Sigmund 
1998; Wedekind and Milinski 2000). In this context language and “gossip” can 
be main vehicles of reputation (Alexander 1987; Nowak and Sigmund 1998; Pan-
chanathan and Boyd 2003), while so-called reputation building can be regarded as 
an investment for future returns: I help you and probably other people will help me.

In this sense reputation is a sort of basic commodity (Ohtsuki et al. 2009), able 
to generate a widespread social income (i.e. cooperation). Costly acts may also help 
this endeavor (Zahavi and Zahavi 1997; Gintis et al. 2001), since observable acts of 
altruism, although costly, may establish individuals’ positive images.

The interesting theoretical challenge of indirect reciprocity (very welcomed by 
evolutionary game theory) is that it allows us to study the emergence of cooperation 
in groups where partners meet only once. Clearly, the question of whether coopera-
tion can ever be sustained under one-shot interactions is an interesting theoretical 
one. Particularly, whether one-shot interactions can stably sustain mutual coopera-
tion based on minimal forms of reputation building has been the subject of consider-
able debate (Uchida and Sigmund 2010).

Image-scoring strategy (Nowak and Sigmund 1998) presents a key weakness, 
which renders it evolutionary unstable (Panchanathan and Boyd 2003). If help is 
preferentially directed toward recipients with a positive reputation, defectors are 
penalized, but discriminators who refuse to help recipients with a bad score receive 
bad scores and risk to be discriminated in turn. In this sense, punishing defectors by 
withholding help is a costly and non-evolving trait.

A more advantageous and non-costly strategy would be the standing rule (Sug-
den 1986; Ohtsuki and Iwasa 2006), distinguishing between justifiable defections 
(against bad recipients) and non-justifiable defections (against good recipients), and 
attaching bad scores only to the latter. Nonetheless, as well as being more evolu-
tionarily stable than image scoring, since it relies on costless and truthful reputation 
building, standing strategy requires higher-order assessment rules, i.e., cognitively 
highly demanding solutions. It is often maintained that, by being contingent not 
only on past actions, but also on such action targets reputation, the standing strategy 
requires individuals with an implausibly large capacity for processing recursive in-
formation and of observability in large groups (Kandori 1992; Milinsky et al. 2001; 
Brandt et al. 2006).

Interestingly, however, recent studies (Berger and Grüne 2014) revalued image-
scoring as a promoter of more-or-less stable cooperation, by assuming a multi-val-
ued model instead of a traditional binary model, and by assuming that adaptive 



453  Reciprocity, Punishment, Institutions

agents update their network of acquaintances through more than just one observed 
past action.

Until now, there has been little evidence of observability power promoting large-
scale cooperation in real-world settings. It is generally maintained that observability 
works in small and rigid networks of rational players, i.e., networks allowing for 
certain familiarity and membership among individuals. As recent studies confirm 
(Rezaei et al. 2009; Rezai and Kirley 2012), when agents increase their cognitive 
capacity to classify their environment, social links play an increasingly important 
role in promoting and sustaining cooperation. Interestingly, the dynamic adjustment 
of social links results in the formation of communities of “like-minded” coopera-
tive agents. A similar phenomenon is observable in random clustering (Hauert and 
Szabò 2005).

Along the same lines, as will be analyzed more thoroughly in the next subsec-
tion, evidence of “strong reciprocity” in local contexts (Gintis 2000; Bowles and 
Gintis 2004) showed that individuals belonging to (small) social groups perform 
highly costly cooperative behaviors that are not dependent on rational strategies for 
equilibrium.

On these bases, as well as the idea that reciprocity mechanisms are leading evo-
lutionary theories of human cooperation, different types of evolutionary disposi-
tions have been studied in order to understand particularly how cooperators are led 
to outperform non-cooperators in large populations and are therefore favored by 
selection. We will mention some examples.

Spatial selection posits that spatially structured populations and local interaction 
lead agents to cluster both in physical space and in social networks (Hauert and 
Szabò 2005; Nowak et al. 2010). Group selection, or multilevel selection (Wilson 
1975), focuses instead on competitive interaction between groups, with intergroup 
competition as a powerful force in promoting within-group cooperation. Cultural 
selection, on the other side, relates to the possibility that cultural similarity (includ-
ing minimal cues of shared identity or group paradigms) promotes the emergence of 
long-term cooperation, increasing cooperation among strangers exactly as genetic 
similarity does. With respect to effects, then, cultural-based cooperation performs 
as kin-based cooperation (Sigmund and Nowak 2001).

3.2.2 � Behavioral Patterns: Strong Reciprocity

Besides mechanisms for cooperation, evolutionary approaches usually focus on the 
role of specific behavioral patterns not directly affecting the evolution of coopera-
tion but able to increase and stabilize its level (Rand and Nowak 2013).

Important examples in this regard are upstream reciprocity, where helped indi-
viduals are more likely to be helpful in turn (Nowak and Roch 2006) and parochial 
reciprocity, according to which individuals are more likely to help individuals be-
longing to their own group than members of other groups (Bernhard et al. 2006).
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The most widely studied pattern is strong reciprocity: individuals reward col-
laborators and incur costs to punish uncooperative individuals, without tangible 
individual benefits (Gintis 2000; Milinski et  al. 2001; Bowles and Gintis 2004). 
A certain robustness and frequency of strong reciprocity has been observed across 
different cultures (Henrich et al. 2001; Gächter and Herrmann 2009). Evolutionary 
game theorists have accounted for evidence of pro-social behavior among non-kin 
individuals in one-shot anonymous interactions, which significantly contrasts with 
standard rationality. Particularly, the fact that unfair offers are frequently rejected in 
so-called ultimatum games constitutes an important piece of experimental evidence 
for strong reciprocity (Fehr et al. 2002).

Current investigations focus on possible justifications of strong reciprocity, as it 
is hard to rationalize as an adaptive trait of human cooperation. How do we explain 
pro-sociality in one-shot anonymous settings where no mechanisms of cooperation 
are explicitly present?

In contrast to self-interested conditional cooperation in strategic interactions, 
also definable as weak reciprocity (Gintis et al. 2005), strong reciprocity is usually 
considered to be a more complex impulse of the individual toward cooperation, 
also requiring an unexpressed attachment to altruism or so-called social preferences 
(Fehr and Schmidt 1999).

Strong reciprocity is not unconditional altruism. It rather expresses an interest 
for a higher-order form of reciprocation: strong reciprocators stop cooperating with 
cheaters and punish them, exactly because they are strongly interested in some indi-
viduals’ convergence upon shared behavioral standards. Namely, they are interested 
in some norm of cooperation. How to justify the emergence of such higher-order 
interest?

Indeed, strong reciprocity is consistent with selection theories of human coop-
eration. Different types of evolutionary forces, including costly signaling, can be 
plausibly responsible for individual strong motivations to engage in costly behav-
iors (Fehr and Fischenbar 2003; Bowles and Gintis 2011; Rand and Nowak 2013). 
But the question of whether such altruistic behavior, with no repetition or reputa-
tion effects, has to be explained by selection theories or by higher-order reciprocity 
mechanisms is still an open one.

A large amount of research demonstrates the power of reciprocity in inducing 
cooperation. Even selection mechanisms can be regarded as an effect of the most 
advantageous reciprocation strategies emerging in repeated interactions (Rand and 
Nowak 2013), which affect individuals’ dispositions thanks to the powerful role of 
learning, imitation, and internalization processes (Bowles and Gintis 2011; Rand 
et al. 2012).

The notion of internalization (Gintis 2004; Bowles and Gintis 2011) is an impor-
tant one in the context of social heuristics. Internalization occurs when individual 
motivation for norm-compliance stops relying on exogenous factors (e.g., sanction/
reward) and begins to rely directly on what the norm stands for. Intuitively, a crucial 
factor of social norm internalization is the preference that other individuals also 
comply with the same norm.
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It is reasonable to assume that while the environment of evolutionary adaptation 
creates the heuristics for playing repeated games efficiently, some cooperation strat-
egies yielding higher payoffs are internalized as “social norms,” and this may be a 
plausible explanation for the emergence of strong reciprocation.

An interesting aspect of strong reciprocation is the potential to affect other indi-
viduals with cooperative behavior: how can selfish types and strong reciprocators 
affect one another in interactions? The presence/absence of punishment opportu-
nities seems to be crucial here (Fehr and Fischenbar 2003). Indeed, at least with 
regard to stabilizing cooperation, sanctions can be regarded as a viable solution. 
But as it will be seen, it is interesting how reciprocity mechanisms are capable of 
mutual enforcement building on cooperation itself. In fact, it has been observed that 
a common feature of successful models for cooperation is the positive assortment of 
altruists across time (Bowles and Gintis 2011, p. 48), which confirms that the very 
determinant of the evolutionary dynamics of cooperation is positive reciprocation. 
In this context, while the possibility of enhancing collective actions by means of 
norm enforcing is an important aspect of strong reciprocity patterns, on the other 
hand, the fact that people are more likely to cooperate if they observe/believe others 
are also cooperating is equally important trait.

3.2.2.1 � Punishment

The threat of punishment can lead to considerable increases in the level and lon-
gevity of cooperation in social interaction (Gintis and Fehr 2012). Punishment is a 
specific behavioral attitude which can promote cooperation in different ways. Di-
rect reciprocity punishment is an in-kind response to harmful acts (retaliation or 
negative reciprocity), while indirect reciprocity punishment is a form of naturally 
emerging sanction, i.e., discrimination. Costly punishment or altruistic punishment 
(Fehr and Gächter 2002), typical of strong reciprocity mechanisms, has attracted 
considerable attention because individuals voluntarily incur costs with no future 
tangible benefits. Here, as mentioned earlier, the canonical model of self-interested 
material payoff maximization is violated in order to maximize higher-order prefer-
ences (social preferences).

The incentive structure within which inter-group cooperation is maintained 
through altruistic punishment by strong reciprocators is called “self-policing.” Ex-
perimental results show that, under appropriate conditions, altruistic punishment 
can sustain the maintenance of high levels of cooperation unless the frequency of 
strong reciprocators is too low or the group is too large: punishing is costly, and if 
the desire to punish is not sufficiently widespread, self-policing will fail (Carpenter 
et al. 2009). Also an interaction between punishment and reputation building boosts 
cooperative efficiency (Rockenbach and Milinski 2006): the costs of punishment 
are markedly reduced in association with the appreciation of another’s reputation.

The main problem with self-policing is that it rests on uncoordinated forms of 
punishment. Under such conditions the sum of costs to punishers often exceeds 
the benefits of increased cooperation (Ohtsuki et al. 2009; Boyd et al. 2010). As a 
result, cooperation sustained by uncoordinated voluntary punishment reduces the 
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average payoffs of group members in comparison with groups in which punishment 
of free-riders is not an option. In light of this thorny problem, it has been maintained 
that self-policing punishment, also defined as peer punishment, can be positively 
contrasted with so-called pool punishment—namely, the possibility for individuals 
to engage in some form of social contract in order to delegate punishment to a third 
party (Ostrom 2005). In nearly all developed, regulated societies peer punishment is 
explicitly forbidden on favor of specifically designated institutions which establish 
modalities and ongoing costs of pool punishment in advance.

Clearly, if altruistic punishment worked as desired, i.e., lead to all-out coop-
eration, peer punishment could be more efficient than pool punishment, with no 
need for ongoing costs to be incurred by the sanctioning structure. Nonetheless, 
since informal control in peer punishment rests on the possibility of repeated, non-
anonymous interactions, vital factors of such decentralized control, (e.g. signaling, 
retaliation, and reputation formation) are socially undesirable as well as unattain-
able mechanisms in large communities.

A centralized punishment structure, instead, offers the advantages of coordina-
tion and higher order stability, whereby pool punishers can mutually enforce their 
support to the punishment structure, stably trapping each other (Sigmund et  al. 
2010; Zahng et al. 2014).

Experimental models of cost-effective coordinated sanctioning (Boyd et  al. 
2010; Bowles and Gintis 2011) show that institutionalized punishing is particu-
larly advantageous: sharing costs of sanctioning influences higher-order commu-
nity cooperation, such as rewards to punishers and free riders discrimination. Such 
mechanisms often work in conjunction with social emotions such as public shame 
(Bowles and Gintis 2011).

Experimental results also show the possibility of spontaneous emergence of pool 
punishment. Social learning can lead to individual preferences for coordination in 
matters of punishment, especially when sanctions are also imposed on second-order 
free-riders, namely, individuals in charge of punishment who don’t accomplish their 
tasks (Zahng et al. 2014). The sanctioning system is regarded as a public good it-
self to be exploited and this can lead to the spontaneous support of the punishment 
organization and to emergence of some kind of social normativity concerning pool 
punishment. In this context, key conditions supporting the spontaneous emergence 
of coordinated pool punishment are (i) the willingness of some community mem-
bers to engage in costly altruistic punishment and (ii) the possibility for altruistic 
punishment/sanctioning to become a social norm.

This can best be considered as follows: thanks to punishment mechanisms, a 
minority of reciprocal subjects effectively induces a majority of selfish subjects to 
cooperate.

3.2.3 � Behavioral Dispositions: Trust

Trust, namely, a grounded belief about other individuals’ positive attitudes, is a fun-
damental behavioral disposition promoting cooperation in social interaction.
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The disposition to trust other agents may be grounded on our either direct or 
indirect acquaintance with their past behavior or on a rational calculus about their 
short/long-term interests.

Interestingly, there may be cases in which we lack any acquaintance with in-
dividuals, groups, or organizations, but it is still in our interest to enter profit-
able (commercial or political) reciprocation with them. In these cases (Bicchieri 
et al. 2004), individuals’ expectations concerning other parties’ trustworthiness may 
be adaptive, meaning that they are built on learned information about most fitting 
behavioral patterns, also gleaned from anonymous interactions.

The notion of trust has been importantly investigated in decision theory in the 
context of the so-called trust game (Berg et al. 1995), which is a variation of the 
dictator game, both of which are designed to allow the emergence of mutual confi-
dence in strategic interactions. In this game, trust is encouraged by supplying mini-
mal information about the other player’s disposition, e.g., the willingness to allocate 
a high/low percentage of a received gift on behalf of the partner. Clearly, in this 
game, possible predictions or trusting expectations involve minimal knowledge of 
social contexts and other players’ behavioral attitudes (Ostrom and Walker 2003).

Interestingly, it is often maintained that knowledge leading to trusting expecta-
tions can be acquired by means of so-called social inference: individuals can con-
sider possible interactive roles of other players as expected sequences of behaviors 
and recall such sequences of expectations based on situational cues. Similar cog-
nitive constructs, also defined as “schemata” (Bicchieri 2006), are formed on the 
basis of observations of repeated behavior or other forms of learning, stored in 
memory, and often shared, becoming common knowledge.

But there is a particular aspect of trust that makes it different from any other kind 
of expectation concerning the likely behavior of others (e.g., for prediction or control 
purposes), and this is the fact that trust is a matter of interest (Gambetta 1988, p. 222). 
Importantly, trust is a disposition to engage in social exchanges which are uncertain 
but also potentially rewarding (Bicchieri et al. 2004). Trust can be therefore defined 
as an interest-based belief: we are interested in the belief that other players will be 
cooperative, because the fact of cooperation itself will serve our interest.

It is therefore worth considering that, as trust is the belief through which coop-
eration can be predicted, it is often grounded not only on objective information, 
but also on a subjective estimation of risk. Trust can be thought of as crossing the 
personal threshold of risk acceptance/avoidance which triggers an individual’s en-
gagement in a cooperative endeavor (Gambetta 1988).

Depending on our background information and framing attitudes (Kahneman and 
Tversky 1979), we may or may not trust the probability that effective cooperation 
occurs in a social context (Bicchieri et al. 2004; 2006). Even rationally motivated 
cooperation may not emerge, simply because people don’t trust each other enough 
to act on those motives (Gambetta 1988). Game theory, after all, has provided ex-
amples where cooperation in strategic interaction fails to take place even when it is 
rationally consistent to behave cooperatively (Binmore and Dasgupta 1986).

On the other hand, it is also worth considering that being interested in reciproca-
tion as a way to promote coordination/collaboration means being interested in pro-
moting mutual trust. Reciprocity mechanisms intersect with individuals’ intentions 
to promote mutual trust: signaling, reputation building, and learned information 
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about other individuals’ reputations become important instruments in this regard 
(Gambetta 1988). Philosophers of social science (Pettit 1995) also focus on self-
enhancing dynamics of mutual trust, so-called trust mechanisms, based on the fact 
that manifesting one’s trust in someone can motivate that person to do what one is 
trusting them to do.

Overall, individuals’ trust in interactions is a latent social asset. Societies rely-
ing on punishment and sanctioning systems are more stable but less efficient, more 
costly, and more unpleasant than those in which trust is maintained as an incen-
tive to spontaneously engage in cooperation (Gambetta 1988). Also, individual and 
inter-organization relationships within the economic and political scenarios (espe-
cially in the frame of international conflict, Schelling 1966) benefit from trust-based 
reciprocity. Trust is a “social lubrificant” (Arrow 1974), especially in areas where 
transactions are dominated by incomplete contracts. In this regard experiments on 
the enforcement of non-binding agreements (Fehr and Gächter 2000; Fehr et  al. 
2002) suggested that trusting beliefs deriving from reciprocity mechanisms are a 
potent substitute for law when compliance with contracts is not explicitly regulated 
and therefore imperfectly enforced.

Nonetheless, trust is a vital and at the same time fragile commodity: lacking any 
binding character by definition, trust cannot be a stable behavioral trait. Mutual 
trust may degenerate into mutual distrust unless higher-order regulation intervenes: 
e.g., in the case of punishment, a central authority (institutional subject), assuming 
long-term obligation costs, can mitigate instability problems.

3.3 � The Emergence of Institutions

Sociologists identify institutions as endurable regulators of human actions, usually 
characterized by specific roles and power relationships, that organize and structure 
social life at different levels of, from communities to markets and governments 
(Giddens 1984). Social scientists for the most part identify institutions with social 
norms, basically considering them shared normative patterns endowed with repeat-
ability criteria and functioning as coordination devices.

A main distinction concerning this notion (North 1991) is that between formal 
and informal institutions. While formal institutions are rule-based social organiza-
tions which are legally designed, informal institutions include the variety of behav-
ioral codes characterizing the spontaneous structure of a group: ethical rules, rituals, 
social conventions, and so forth. Informal institutions can be the result of voluntary 
and robust group organizations and are often able to solve common pool problems 
without relying on formal coercion (Ostrom 2005).

A main feature characterizing institutions in current views (Bicchieri 2006) is 
that they are all human artifacts, precisely, mind-dependent artifacts or social “con-
structions,” primarily existing thanks to individual cognitive representations and 
actions (in contrast with the structure of physical reality), which are in turn able to 
condition individual representations and actions themselves.



513  Reciprocity, Punishment, Institutions

The bottom-up emergence of artifacts (i.e. the emergence of institutions, which 
derive from individuals’ voluntary attitudes and not from statutory laws) is appar-
ently puzzling, because voluntary compliance with social standards implying per-
sonal costs apparently runs against evolutionary stability of individuals.

Game-theoretic approaches generally assume folks theorems concerning the 
long-term maximization of payoffs based on individual utility functions, in order 
to justify compliance with cooperative standards in social interactions (Bicchieri 
2006; Binmore 2010). In this view standards for equilibrium are voluntarily or 
non-voluntarily reached by agents and then reinterpreted as institutions, includ-
ing possible forms of enforcement. As mentioned earlier, possible justifications for 
other-regarding preferences in one-shot interactions (so-called social preferences), 
contrasting with the traditional assumption of self-regarding rationality in classical 
economic and rational-choice theory, have been linked with considerations of group 
benefit, based on the idea that members of a group benefit from mutual adherence 
to behavioral standards (Bowles and Gintis 2003). Parallel accounts emerged in a 
raging theoretical debate about the ontology of social preferences and the collec-
tive-choice process (Sugden 2015). These arguments exceed the scope of present 
considerations.

Interestingly, recent theories on the emergence of social artifacts focus on both 
motivational and cognitive traits of individual social-norm compliance, in search 
of evidence that contextual factors prime social conformity. So-called conditional 
preferences (Bicchieri 2006) and factors of internalization (Conte et al. 2014) have 
both been considered as emerging in relation to salience of social norms, i.e., to the 
perceived tendency of other individuals’ compliance to behavioral standards, above 
a certain degree.

Particularly, conditional preferences (Bicchieri 2006; 2010) reflect the logic of 
reciprocity: individual preferences for complying with a social convention/norm 
occur “on condition” of positive expectations (empirical or normative) about oth-
ers’ compliance: I cooperate if you do also. In this context a social norm’s stability 
is a function of the stability of the expectations that support it. While empirical 
expectations map what an individual expects other individuals to do in contingent 
strategic interactions, normative expectations are based on other people’s expected 
behaviors, i.e., what other people believe they “ought” to do in certain situation. 
The degree of normative expectations (which can be grounded on past observation 
or indirect knowledge or even the projection of conformity) in a sense reflects the 
degree of salience of the supported social norms.

Accounts of conditional preferences for social conformity (Schelling 1966; Bic-
chieri 2006) generally are endowed with robust explanatory power in the investi-
gation of individual attitudes toward social institutions. They usually assume such 
conditional preferences to be ultimately anchored to individual utility functions (in 
a game-theoretical perspective) and especially to be context dependent (Paternotte 
and Grose 2012); i.e., conditional preferences may change, also in one-shot interac-
tions, according to variations in social contexts (such as variations of relations and 
roles).
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It is worth considering in this regard that unconditional preferences for norm 
compliance entail a certain explanatory potential in order to account for the emer-
gence and (especially) maintenance of social structures; nonetheless, any reference 
to social conformity as consistent with individual unconditional preferences and not 
well-defined personal values risks resulting in a simplistic view, failing to provide 
a correct focus on the social arena, while illegitimately trespassing in the analytical 
domain of morality. In contrast, the social arena remains the space within which 
normative artifacts emerge, propagate, and die out, also in contrast with self-interest 
motives and even in conflict with widely recognized moral principles (e.g., health 
protection). Social contexts are therefore the place where conditional determinants 
for social-norm compliance are to be searched.

3.3.1 � Perspectives on Social Conditionality

Notwithstanding that the assumption of manifest payoff maximization was discard-
ed in about 1990, the empty notion of utility function has been preserved in most 
game- theoretical approaches, commonly relying on rational-choice perspective. 
The general character of utility functions, made to fit any possible explanation of 
unobservable motivational determinants of behavior, tells us very little about indi-
vidual preference mechanisms within social interaction. Still, this standard weak-
ness helps maintain an important theoretical perspective: i.e., that utility preference 
(e.g., preference for benefit or welfare) and preference for action (e.g., voluntary 
compliance) are rationally consistent each other; the former rationally induces the 
latter.

As dispositions to cooperate are still cost-sensitive, we must assume that ef-
fects of cooperation represent a benefit (b) greater than any cost for attainment (c). 
Individual engagements in social compliance must rely on the assumption that, in 
order to gain or maintain a benefit x, it is worth a shared (even costly) compliance 
to y. Equally, individual engagement in reciprocation plausibly rests on a similar as-
sumption, very simply expressed by the formula if preference X, then preference Y.

As interesting as the theoretical implications of this perspective can be, it is im-
portant to focus on preferences for social-norm compliance in terms of preferences 
for conformity—namely, we promote the view that a shared regularity is preferred 
(and therefore followed) under various conditions of sociality, while it stops being 
preferred if these conditions are no longer met. Unlike moral norms, which uncon-
ditionally induce compliance to behavioral patterns no matter what, social norms 
are complied with conditionally.

This being the case, the following discussion won’t focus on the motivational 
factors inducing individuals to prefer to engage in a particular norm or behavioral 
route, which may also include incentives and sanctions, besides specific or corre-
late normative directions. Rather, we will briefly focus on the factors, which make 
a norm a social norm and on some of the factors responsible for its emergence, 
propagation, and resilience.
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Overall, there is much evidence that people comply with social norms even in 
the absence of any manifest incentive structure or personal commitment to what the 
norm stands for (Cialdini et al. 1990). Indeed, assuming a conditional preference for 
following a fairness norm is different from assuming a fairness preference. As men-
tioned, game-theoretic accounts of social artifacts (Bicchieri 2006; Binmore 2010) 
make reference to conditional preferences for social- norm compliance as triggered 
by context-dependent factors and also present formal models of incorporation of 
social norms into individual preferences, which are based on knowledge of social 
contexts (cf. the notion of norm-based utility function in Bicchieri 2006, p. 115).

Basing on such theoretical evidence we draw attention to: (i) the fact that the 
representational content of a social norm, namely, the normative pattern suggested 
by a social norm, can be distinct from the motivations for which a similar norm is 
to be followed (and eventually enforced); (ii) the fact that such individual motiva-
tions for social-norm compliance, being grounded on individual utility, are basically 
conditional to social contexts.

A plausible explanation for the question why conditional preferences do emerge 
in social contexts (Bicchieri 2006; Paternotte and Grose 2012) is that, in a sense, 
they express both the requisite and the reason for a social norm to be followed and 
enforced: I conform “if” other group members also conform, but also I conform 
“because” other group members conform.

This apparently trivial argument is indeed the very condition for individuals’ 
convergence on shared behavioral/normative routes (i.e., for cooperation) and also 
reciprocity mechanisms. We can plausibly assume that others’ fairness preferences 
may influence individuals’ behavior in repeated interactions in a way that renders 
selfish calculus misleading or inconsistent (direct reciprocity). Also we assume that 
if there emerges the awareness that there are to be continuing practices of confor-
mity to, for example, norms of fairness in a social context, then people belonging 
to that social context must be motivated, one way or another, to enter “the rules of 
the game” (indirect reciprocity). Even the behavior resulting from an internalized 
disposition to contribute to a cooperative endeavor is contingent upon cooperation 
of others, on the condition of voluntary costly punishment (strong reciprocity).

Experimental evidence on cross-cultural variations of fairness (Henrich et  al. 
2006, 2010) show that the extent to which fairness norms are internalized depends 
on social contexts variables. The dictator-game experiments showed that the more 
involved participants were with markets, the more they tended to “give.”

Reciprocation appears therefore to be a basic condition for conformity to social 
patterns (whatever their normative content), assuming that the logic driving indi-
vidual motivational attitudes is a logic of utility preferences: I prefer (benefit from) 
reciprocation, then I prefer to share a behavioral or normative pattern. Put other-
wise, representations of social constructs are anchored in individual preferences as 
functions of reciprocation, assuming that by isolating the representation of social 
patterns from the condition to which an individual’s motivational attitude for social 
conformity is to be anchored, it is possible to regard social behavioral or normative 
patterns as placeholders of such functions.
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A similar perspective, concerning conditional preferences for norm compliance 
as basic functions of reciprocation, plausibly grounds any evolving relationship be-
tween an individual and his family and, later, his society. Precisely with respect to 
different kinds of reciprocal relationships, it is possible to assume an evolving or-
dering of conditional preferences that is able to influence priorities of compliance to 
different kinds of social routes, from informal to formal institutions (Gerace 2013a). 
Arguments of this kind are beyond the scope of this discussion.

On the other hand, it is equally possible to consider the emergence of reciprocity 
functions as those concerning any behavioral standard directly or indirectly con-
cerning the boosting and maintenance of conditions of reciprocity (i.e. society). 
Reputation, punishment, and trust are examples of pre-institutional functions of 
reciprocity: if reciprocity/society matters, then functions of reciprocity matter as 
social assets.

3.3.2 � Models of Emergence

The idea that conditional preferences for social conformity basically rely on func-
tions of reciprocation (and possibly of conditions of reciprocity) can help us to 
understand some aspects of the problem of emergent properties of social artifacts.

For more than a hundred years, the most challenging problem concerning the 
bottom-up emergence of social artifacts was to account for such complicated nor-
mative structures, which are difficult to concert, design, and even execute (Hume 
1888, p. 538) but which are still able to engage a considerable number of individu-
als in uniform directions.

The challenge becomes even greater in considering evidence that most such 
structures emerge thanks to individuals’ indirect coordination and self-enhancing 
propagation of standards. A further important challenge therefore concerns a pos-
sible account for the endogenous robustness of informal social artifacts emerging 
from individuals’ interactions without planning or design.

Evolutionary game theory (Bowles and Gintis 2011) has mainly endorsed the 
view that the unintended emergence of regular patterns of coordination is due to 
processes of mutual adaptation, imitation, and cultural transmission, integrating a 
progressive self-enforcement of regularities thanks to the interplay between inter-
nalization processes of resulting norms themselves and norms of punishment.

On the other hand, economists and social scientists (Alexander et al. 1987; Gold-
stein 1999) have addressed the concept of the social system, focusing on complex-
ity relations between individual actions and overall societal behavior, i.e., on the 
interplay between lower- and higher-level variables of social interaction (so-called 
micro–macro dynamics), while especially investigating the status and resilience of 
the latter. Emergence in complex systems like societies is conceived as a process 
whereby higher-order entities (behavioral patterns or regularities) arise from the 
self-organizing interaction among lower-order entities (agents), without latter’s ex-
hibiting any of the properties of higher-order entities: the higher order is irreducible 
to the former, while being able to influence it.
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In recent accounts (Conte et al. 2014) social scientists have considered that com-
plexity dynamics concerning the emergence of social artifacts are not to be confined 
to the traditional view (Goldstein 1999) that radical novel macro-effects are gener-
ated by micro-dynamics in agents’ interaction (simple loop). The non-deliberative, 
unperceived production of social phenomena is instead connected to the two-way 
process of emergence–immergence, also defined as a “complex recursive loop” 
(Conte et al. 2014, pp. 23, 46).

In the simple loop, a lower-level system produces an emergent effect at a higher 
level (e.g., the phenomenon of reputation emerges from repeated interactions); the 
emergent effect retro-acts on the lower level by determining a new property of the 
generating system (e.g., reputation affects agents’ interactions by means of new 
behavioral traits, namely, more-or-less trusting relationships). In the complex loop, 
instead, the emergent effect is able to determine new properties at the lower level, 
by means of which the same effect is reproduced again, mostly in a stable way and 
with global significance. Emergent effects are likely to be reproduced thanks to so-
called incorporation of new properties, which is a more-or-less conscious process 
directly responsible for the modification of mechanisms through which lower-level 
entities operate. Precisely, incorporation can occur as (i) second-order emergence, 
i.e., by means of recognition and aware reproduction/support of the emergent effect; 
and (ii) immergence, i.e., by means of the non-deliberate changing of mechanisms 
governing agents’ decisions and interaction (e.g., unconscious internalization of so-
cial normativity), with consequent unaware reproduction of the effect.

Here is a possible example of second-order emergence in social interaction: repu-
tation is an emergent phenomenon. Beliefs about the positive function of reputation 
and consequent adoption of relating attitudes, such as reputation building and image 
scoring, reproduce the phenomenon with positive global effects: maintenance of 
cooperation stability through indirect reciprocity.

On the other hand, innumerable examples of immergence and unaware reproduc-
tion of social effects, unfortunately also negative ones, take place right under our 
noses, e.g., in financial markets or in the political scenario.

Drawing on an evolutionary view, the emergence–immergence perspective fo-
cuses on adaptive mechanisms and background conditions of internalization. Inter-
estingly, immergence is regarded as the precondition for individual motivations to 
social conformity, to reach indirect coordination in a way similar to the swarming 
behavior of lower species: stigmery (Conte et al. 2014, pp. 23). It is considered pos-
sible that individual subsequent actions tend to reinforce and build on each other, 
with no need for direct communication to take place in order to allow for non-
deliberate clustering, conformity, or coordination effects. In this context salience is 
regarded as both an incentive and an effect of immergence processes.

It is worth a question then: which mechanisms can be affected by the immergence 
process, in a way that shapes such motivational intelligence in the social arena? A plau-
sible answer could be preference mechanisms. The interlocking of preferences from 
different agents, also unknown to each other, can determine an indirect, mostly non-
represented convergence of individual motivational attitudes toward social conformity 
and the consequent non-deliberate building of social structures. In this context social 
artifacts can shape as a byproduct of actions directed toward different kinds of ends.
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Yet, as we mentioned, even assuming a variety of personal preferences and utili-
ty functions as the ultimate reason for social conformity, the effective preconditions 
and therefore the determinant variables for voluntary engagement in contingent 
long-term “shared” obligations seems to be better found in preferences for reciproc-
ity and sociality1. Individual preferences for sociality can be regarded as the anchor 
of shared behavioral/normative patterns.

On the other hand, assuming that social patterns nest in each other in such a way 
as to produce complex normative structures, it is possible to understand how so-
cial artifacts can emerge and be efficiently supported even against contingent self-
interest and especially without strong informational background about their design, 
planning, or control (Gerace 2012).

Unfortunately, the resilience of emerging social artifacts is not an absolute one. 
As mentioned earlier, group size strongly influences the degree of group coopera-
tion (Carpenter et al. 2009). Experimental evidence showed that emerging social 
effects can reproduce almost constantly under certain conditions, but environmental 
variables such as size of population, demographic distribution, and frequency of 
interactions can strongly influence their organization and evolution.

It is therefore maintained so far that emerging institutions are mostly unstable 
structures, in need of centralized coordination able to ensure long-term cooperative 
agreement (independent from dynamic variables of interaction), on pain of collec-
tive action failure and negative consequences on the global social outcome.

In the following section we will present an experimental study aimed at demon-
strating how emergent artifacts (and possible instability) don’t only concern specific 
behavioral patterns (such as courtesy, for instance) or explicit normative directions 
(such as norms of fairness and such), but also latent behavioral attitudes eventually 
boosting cooperation, such as collaborative tendencies and trusting dispositions.

3.4 � An Experiment in Social Interaction: The Public 
Trust Model

Previous studies (Bicchieri et al. 2004) focused on trustworthiness as behavioral reg-
ularity in bounded rationality conditions, showing how an evolutionarily stable state 
dominated by behavioral patterns of trusting and reciprocating (i.e., by a social norm 
of trust) may emerge in a repeated trust game, where strategies are not just history-
contingent but also role-contingent. Importantly, it has been showed that repeated 
patterns of generalized impersonal trust emerged as the outcome of several different 
conditional strategies (where players trusted/reciprocated on condition of reciproca-
tion), irrespective of the specific methods used by these strategies to elicit reciprocity.

Here, we will instead present a preliminary investigation concerning the emer-
gence of trusting behavior in terms of collaborative tendency, not as a behavioral 

1  Sanctions, for instance, can be rightly regarded as exogenous incentive for support of sociality, 
but even sanction efficacy must count on some preference for social reciprocation: if I could do 
without sociality, I would also take no interest in sanction.
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regularity itself but rather as a gradually increasing attitude strongly influenced by 
the salience of cooperativeness, in a sort of social contagion. We will also examine 
whether such a trust climate is a self-enhancing stable social phenomenon capable 
of persisting despite changes of variables, or not (Gerace and Cecconi 2014).

3.4.1 � Model Description

Our model relies on a random group design, precisely, a situation in which N vari-
able agents have random possibilities to perform and repeat strategic interactions, 
according to two main parameters: (a) visual space of interaction and (b) velocity 
of interaction.

The kind of interaction we rely on is the donation game, namely, a variation of 
the iterated prisoner dilemma, where cooperation corresponds to offering the other 
player a benefit b at a cost c with b > c. Defection means offering nothing. Accord-
ing to the payoffs relationship of the donation game an iterated mutual cooperation, 
i.e., 2(b−c), is always the best strategy, so that each player needs to rely not only on 
the possibility to repeat interactions, but also on the possible opponent’s disposition 
to cooperate in the next rounds.

In a highly simplified example the donation game shows how the mechanism of 
indirect reciprocity operates using both payoff-relevant information and individu-
als’ reputations to promote cooperation. But, unlike the standard model of indirect 
reciprocity, which offers a binary choice—people can either cooperate or defect—in 
our model agents can increase or diminish their collaborative tendency in a range 
from 0 to 1. The degree of collaborative tendency is assumed to indicate the degree 
of trusting expectations about others’ positive dispositions.

Basic assumptions of the model are that: (i) agents have an original behavior-
al disposition varying randomly from 1 (cooperative) to 0 (non-cooperative); (ii) 
agents can form expectations about others’ behavioral tendencies; and (iii) agents 
tend to improve their status.

The main algorithms in the model work as follows: (i) agents have memory of 
past interactions and record collaborations; (ii) agents are influenced by a certain 
threshold of others’ payoff target, in a way that imitates their cooperative disposi-
tion; and (iii) agents can perform interactions according to four independent simula-
tion modes.

The first simulation mode, named “none,” is a simple reciprocity-based model 
of cooperation, where agents play without recording collaborative encounters, in-
creasing their collaborative attitude by imitating better-performing agents in their 
visual space.

The second mode, named “direct reciprocity,” is an adaptive reciprocity-based 
model of collaborative behavior, where agents increase their cooperativeness (in 
other words, their trusting expectations) in contingent interactions, if they experi-
enced enough reciprocation in their past experience: they trust their partner if the 
memory-rate of their past collaborative encounters exceeds a certain threshold, or 
defect. The third mode, named “individual trust,” is a reputation-based mode of 
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emergence of stable expectations, where agents progressively increase their general 
collaborative disposition, i.e., their general trusting expectations, based on the level 
of their past positive encounters.

The last mode, “public trust,” is a salience-based interaction mode allowing the 
emergence of stable trusting expectations: agents increase their general collabora-
tive tendency based on the general degree of cooperativeness or trusting behavior 
within the population.

The public-trust mode may offer a possible example of immergence effects. We 
can assume an emergence–immergence process leading to the bottom-up emergence 
of public trust as a social artifact: if cooperation becomes the dominant observed 
behavior (emergence), this triggers a positive, possibly subliminal, influence in in-
dividual trusting expectations (immergence), so that and a new artifact emerges, 
namely, public trust or a trust climate, where impersonal/general trust becomes a 
self-enhancing shared behavioral direction.

3.4.2 � Results

The first four-modes simulation was run using the following parameters: number of 
agents: 500; visual space: 0.1; velocity of interaction: 1. The first results are shown 
in Fig. 3.1.

N  500                  Velocity 0.1                   Visual  1.= = =

Fig. 3.1   Mean of agents’ behavior
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The figure shows that the trend of cooperative interactions is set at the highest 
levels of the range for the individual-trust mode and even more for the public-trust 
mode. In contrast, a slow increase of collaborative behaviors toward the middle of 
the range characterized the none mode and (to a slightly greater degree) the direct-
memory mode. None of the interaction modes, however, exhibit a decreasing trend.

A second four-modes simulation was run on different values of visual space and 
velocity of interaction, respectively, 5 and 0.5. As shown in Fig. 3.2, here the most 
evident results were seen in the public-trust mode.

The public-trust trend collapses, unsteadily settling below middle levels, while 
both the direct-memory and none modes settle at minimum levels; only individual 
trust shows a steady growth of cooperation.

3.4.3 � Discussion of Results

The most interesting aspect of these results is the clear sensitivity of higher levels to 
lower levels of interaction, in the absence of noise. In fact, the emergence of stable 
expectations in typical indirect-reciprocation modes (individual and public trust) is 
strongly influenced by preliminary conditions of cooperation.

N  500                  Velocity 0.5                   Visual  5.= = =

Fig. 3.2   Mean of agents’ behavior
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This is particularly true for public trust. As reflected by direct reciprocity results 
in Fig. 3.1, general cooperation (emergence and slow increase) is granted above 
a certain threshold thanks to favorable space–time conditions’ allowing for a suf-
ficient frequency of interaction and encounters iteration; clearly the same favor-
able conditions also allow for a sufficient degree of salience in the public trust 
mode. Conversely, as shown by Fig. 3.2, when environmental changes occur (such 
as higher space and lower velocity of interaction), this increases the probability of 
differentiating interactions while diminishing the possibility of iterating them, so 
that not only does direct reciprocity-based cooperation decrease, but so does the 
salience-based mode of cooperation, i.e., public trust.

Given the assumption that individuals engaging in both kind of interactions (di-
rect memory and public trust) keep track of the scores of positive encounters (in 
their own experience or in their community respectively), then it has to be consid-
ered that the high probability of different interactions makes it difficult for indi-
viduals to update their image-scores. On the other hand, the payoff-maximization 
strategy of the donation game (triggering the self-enhancing chain of cooperation 
through the imitation of best performers) requires players to be matched with the 
same partners at least once.

A question arises concerning the reason that individual-trust mode doesn’t show 
the same sensitivity to environmental changes as public trust. An intuitive reason 
for this is the fact that individual trust is not an emergent phenomenon in the sense 
of public trust. Agents of individual trust interaction mode don’t need to rely on pre-
liminary conditions of general cooperation, but only to their memory-rate, in order 
to progressively increase their collaborative disposition: this makes it possible for 
cooperation to emerge quite soon after the beginning of the play even in one-shot 
interactions. Average positive payoff is achieved, so that the self-enhancing process 
of reciprocation is then added to the process of imitation of best performers (which 
is interpreted as a learning process).

Three out of four simulated-interaction modes self-enhanced toward positive or 
negative directions on condition of reciprocity. Public trust in particular presented 
as an emergent social artifact that was non-derivative of any enforcement strategy, 
but only of conditional preferences, according to the following rule: always trust if 
the community is collaborative above a certain threshold.

On the other hand, public trust didn’t present as a structurally stable phenome-
non, evolving independently of conditions of interaction. This confirms the theories 
according to which emergent social artifacts require formal institutions in order to 
gain stability and permanent resilience.

3.5 � Conclusions

We provided some evidence that cooperation, mainly regarded as the capacity to 
comply with long-term shared obligations, is correlated with individuals’ willing-
ness to establish (direct or indirect) reciprocal relations outside the domains of fam-
ily and fellowship.
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In order to provide theoretical justification for pro-social and costly motives, 
generally thought of as evolutionary effects of social learning and cultural transmis-
sion, we assumed the apparently trivial perspective that individual social behaviors 
are triggered by rational mechanisms of preferences and more exactly preferences 
for sociality. Much of what has been defined the anchoring of preferences for any 
shared norm-governed practice or shared behavioral tendency has been theoreti-
cally found in the condition of sociality (or reciprocity) itself.

We considered the possibility that a similar perspective fits some convincing 
arguments concerning the informal emergence of social phenomena, in terms of 
spontaneous convergence upon shared regularities, at least initially independent 
from formal enforcement solutions. This perspective particularly fits the so-called 
emergence–immergence process: individual preferences in micro-interactions in-
duce macro-phenomena (social patterns of behavior), to which individuals them-
selves adapt with new preferences, automatically reproducing macro-effects (social 
conformity). In this context, individual preferences for conformity are assumed to 
be conditional to macro-phenomena in terms of salience of social patterns.

As most likely non-strategic and not forward-looking, there are behavioral ten-
dencies for conformity to novel or well-known social patterns, which just in follow-
ing the genuine rationality of preferences can build very articulated and more-or-
less stable social structures (instead of relying on implausibly complex representa-
tional attitudes).

If a theory does not explain anything unless it points to underlying causal mecha-
nisms, then an understanding of such rationality in individuals motivational atti-
tudes seems to be the appropriate route to comprehend structures and forces lying 
behind social phenomena.

Yet, even assuming a plausible context dependency of individual preferences for 
social conformity (particularly through salience of behavioral patterns or disposi-
tions), the specifics of how social contexts affect changes in individual preferences 
remain fairly vague (Paternotte and Grose 2012).

Most of what concerns the emotional and unreflective determinants of both so-
cial- norms priming and context-dependent compliance hasn’t been treated with 
systematic accuracy thus far. The important need now is therefore a theory of how 
preferences emerge, dynamically change, and influence individual social engage-
ment, at all levels of individuals’ motivational attitudes (Gerace 2013b). On these 
bases decision theorists and social scientists, engaged in formal modeling, could 
also be provided with adequate conceptual resources for capturing the role played 
by preferences in social interaction.
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Chapter 4
Modelling Extortion Racket Systems: 
Preliminary Results

Luis G. Nardin, Giulia Andrighetto, Áron Székely and Rosaria Conte

4.1 � Introduction

Mafias may be defined as criminal organisations that are in the business of produc-
ing, promoting, and selling protection (Gambetta 1993).1 They are widespread and 
can be found across the globe; the Russian Mafia is one incarnation that primarily 
operates in Russia (Varese 1996, 2001), the Yakuza in Japan (Hill 2006), and the 
Triads in Hong Kong (Morgan 1960). In Italy alone, there are three large and well-
established mafias: the Sicilian Mafia in Sicily, the ‘Ndrangheta in Calabria, and the 
Camorra in Campania (Savona 2012).

These criminal organisations cause both economic and social damage to the so-
cieties in which they are embedded (Daniele 2009). One reason is because they 
do not only offer their services to people and businesses that participate in legal 
transactions, but also—and perhaps more so—to those who are involved in ille-
gal transactions, allowing markets for these illegal, and frequently harmful, goods 
and services, to exist (Gambetta 1993, pp. 226–244). They can also enforce cartels 
among businesses, driving up costs, hurting consumers, and reducing productivity 
(Gambetta 1993, pp. 195–225; Varese 2013, p. 5). One study estimates that the ma-

1  The protection that mafias provide ranges over a continuum from the ‘protection’ from harm 
that the extorter would cause, to genuine protection—nevertheless socially harmful—that enforces 
cartels.
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fias in Italy combined produce tax-free capital that was equivalent to approximately 
7 % of the national GDP in 2007 (Barone and Narciso 2013). Other studies have 
examined the economic harm caused by the Italian mafias, and at least two have 
found that the presence of mafias substantially hampers economic growth (Lavezzi 
2008; Pinotti 2012).

Thus, overcoming, or at least limiting, the strength and influence of mafias is 
a societally beneficial objective. Yet, this is a difficult task, since the mafias that 
survive are the ones that are deeply entrenched in the societies within which they 
operate, often benefiting from the support of significant portions of society. This 
support may be based on a two main factors. First, they may provide some degree of 
genuine protection. Second, they employ their disproportionate power to intimidate 
and threaten, implicitly or explicitly, those who do not comply.2

One step to take towards defeating mafias is to deepen our understanding of 
them. The Palermo Scenario is an agent-based simulation model that contributes 
towards this objective. It can be used to address several research questions that are 
important to both policy-makers and researchers in understanding mafias and evalu-
ating methods for destabilising them. It allows us to explore the independent and 
combined effects that different input variables, and actions by actors, have on desta-
bilising a mafia. The model also enables the entire pathway to be investigated, not 
only from actions to mafia destabilisation, but also the intermediate actions along 
the path and actors’ internal mental representations that favour their promotion.

It is reasonable to expect that a successful anti-mafia strategy should consider 
both the direct fight against them and an indirect approach that works on promoting 
socially beneficial behaviour among the population (i.e., the promotion of the cul-
ture of legality). An important element of the systems within which mafias operate 
is the interplay between the legal norms and the social norms. Legal norms or laws 
are rules of social behaviour that are established by a legal authority and enforced 
by specific third-party enforcers using legal sanctions (Elster 2007, p. 357). In con-
trast, social norms are socially shared rules or principles that prescribe what indi-
viduals should or should not do and that are often enforced through social sanctions. 
They are not as simple rules that individuals unconditionally comply with, but are 
shared beliefs and prescriptions regarding appropriate and expected behaviour in 
specific circumstances (Bicchieri 2006; Elster 2009; Conte et al. 2014).

Some specific research questions that can be answered by using our model are:

1.	 What effects do different policies of the state have on destabilising mafias?
2.	 How do independent and combined actions of different actors (such as the state, 

non-governmental organisations, and civil society) affect mafias?
3.	 Which conditions favour the spread of the culture of legality that undermine 

mafias?

Our core proposal is that that anti-mafia legislation, or specific legal norms, must be 
supported by social norms among the population within which a mafia functions to be 
effective at curtailing undesirable behaviour: there should be an alignment between 

2  Part of this is likely due to the selection effect for mafias in which those not entrenched in their 
milieu do not survive.
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social and legal norms, while conflict between them leads to failure or only partial 
success. If this is the case, then it becomes crucial to establish the strategies that are 
most successful in promoting the abandonment of harmful social norms and how 
new beneficial social norms may effectively spread. Consequently, a link with the 
abundant theoretical and empirical literature on social norms can be made, and used 
to leverage our understanding of mafias. For new social norms to be adopted, actors 
need to change their beliefs, goals, and expectations and to be convinced that others 
have also changed their beliefs and will act accordingly. We posit, and test, that civil 
society organisations play an important role in coordinating the shift of actors’ mental 
representations by public manifestations (by declarations, oaths or otherwise) and in 
favouring the spread of social norms supporting social desirable behaviour.

Our proposal has far reaching consequences, for it applies in important ways to 
the study of mafias, and their reduction. Yet, the same notion—congruence between 
social norms and legal norms, or more generally incentives, promotes behaviour 
change—applies more generally to other socially harmful practices including infib-
ulation and female genital mutilation, foot binding, hand washing behaviour among 
doctors, binge drinking, and smoking.

The paper unfolds as follows. In Sect. 2, we describe the Palermo Scenario: our 
model that aims to represent the actors that are involved in the mafia phenomenon 
and the relationships among them. The Palermo Scenario will be used to check the 
research questions that we posed above. Next (in Sect. 3), we present an experiment 
that tests our predictions and that examines the independent and combined effects 
of different policies in countering mafias. In Sect. 4, we discuss the results that we 
have obtained so far. Finally, we provide some conclusions as well as some ideas 
for future work in Sect. 5.

4.2 � Palermo Scenario

Based on iterative participators modelling and contemporary and historical empiri-
cal evidence extracted from a range of sources, we identified five key actors in the 
dynamics of the mafia phenomenon and their inter-relationships: Entrepreneurs, 
Consumers, the State, the Mafia, and an Intermediary Organisation.3,4

The model described here is a preliminary version of the Palermo Scenario that 
is under development and will be presented in its final form in future publications. 
The results we present are those obtained with this preliminary version of the model.

3  These sources are judicial documents, confiscated Mafia documents such as Libri Mastri (ac-
counting books used by some Mafiosi to record who various information about pizzo payers and 
that are occasionally discovered by the police), academic studies, literature, and other sources such 
as newspapers and television interviews.
4  Twenty-seven expert stakeholders associated with the EU-funded GLODERS project partici-
pated at various time points between 2012 and 2015 in the model building process. See Nardin 
et al. (under review, p. 8) for details.
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Entrepreneurs represent businessmen and liberal professionals. They are mod-
elled as multiple agents and are the central actors in the model. They sell products 
to Consumers at a range of prices and receive income, and make a number of deci-
sions using a combination of economic and normative reasoning. Entrepreneurs can

(i)	 Decide to pay pizzo5 if approached by Mafiosi
(ii)	 Report pizzo requests to the State if they decide not to pay pizzo,
(iii)	Report to the State damages that they sustained from Mafia attacks.
(iv)	Collaborate with the State against specific Mafioso if approached by the State 

and finally, they can
(v)	 Join the Intermediary Organisation, thereby signalling that they are unwilling 

to pay pizzo, likely to report pizzo requests and Mafia punishments, and obtain 
respite from Mafia requests.

The State represents the Italian state. It can:

(i)	 Imprison Mafiosi. Mafiosi can be sent to prison after investigation by the 
police, who either work with specific evidence obtained from Entrepreneurs, or 
with evidence obtained from general day-to-day observation and police activ-
ity. Naturally, investigations based on specific evidence are more effective than 
those based on general observation. After the police captures a Mafioso, the 
police may find information about the Entrepreneurs who paid pizzo to that 
Mafioso: the Mafioso may provide information (i.e., pentiti) or the information 
may be found in assorted documents such as Libro Mastro. The State can then 
use this evidence to elicit collaboration from those Entrepreneurs by threaten-
ing them with punishment and if collaboration is obtained, the State uses their 
information to increase the possibility of prosecuting that Mafioso.

(ii)	 Support Entrepreneurs who have suffered damages at the hands of Mafiosi. 
Entrepreneurs who have suffered some damages from Mafia retaliation can 
apply for monetary support to a fund that is set-up specifically for this purpose, 
the Fondo di Solidarietà (i.e., a State-run fund to support Mafia victims), which 
contains resources that depend on a politically determined component and a 
component derived from the resources of captured Mafiosi.

(iii)	Spreads facts about successful actions that it has carried out against the Mafia 
(consider this as the State providing information to journalists who report and 
propagate the news in newspapers and television programs) and it can work to

(iv)	Change peoples’ attitudes regarding the Mafia using campaigns and education 
regarding appropriate behaviour; some of which is done by sponsoring and sup-
porting anti-mafia festivals, such as the Festival della Legalità, or by promot-
ing the culture of legality.

The Mafia represents the Sicilian Mafia. It is composed of many actors who

(i)	 Request pizzo from Entrepreneurs,
(ii)	 Provide benefits to paying Entrepreneurs (e.g., protection from predation, and 

contract and cartel enforcement), and

5  Given the lack of an English word that means extortion money paid to mafia, we employ the 
Italian term ‘pizzo’ that has this meaning.
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(iii)	Punish non-paying and reporting ones with a specific severity. They are coor-
dinated in their actions—whom they target, how often they request pizzo, how 
much they request, and how severely they punish—because they are part of the 
same family. Mafiosi can

(iv)	Turn pentiti (a very unlikely event) and help the State capture other Mafiosi, 
and

(v)	 Mafiosi who are captured by the State are temporarily removed from the simu-
lation and may provide information about other Mafiosi and the Entrepreneurs 
who paid pizzo to it in the past allowing the State to approach these Entrepre-
neurs for evidence. Mafiosi are linked to one another via a scale-free network.

Consumers are multiple actors who do not directly interact with the Mafia. They 
are connected to other Consumers and Entrepreneurs in a scale-free network; this 
determines the other actors with which they socially interact. Consumers have the 
goal to purchase a product and their single decision is to (i) buy a product from 
Entrepreneurs. The decision regarding which Entrepreneur to buy from is based on 
a combination of economic considerations (i.e., price of the product) and norma-
tive considerations (i.e., relative strength of the norm of buying from Entrepreneurs 
who do not pay pizzo, dynamically updated over the simulation). They serve as (ii) 
‘reservoirs’ of normative attitudes and behaviours and automatically (iii) spread 
information that can influence other Consumers and Entrepreneurs.

The Intermediary Organisation is a single actor that embodies a civil society or 
business organisation. It (i) promotes the culture of legality among Entrepreneurs 
and Consumers through events such as talks in schools, or the organisation or par-
ticipation in festivals: for instance the civic organisation Libera is the main organ-
iser for the aforementioned Festival della Legalità. It (ii) serves as an organisation 
that Entrepreneurs can join if they are not paying pizzo.

The decisions making of actors in the Palermo Scenario can be broadly divided 
into two different levels of complexity. The Entrepreneurs and Consumers are en-
dowed with complex decision making abilities and base their choices on a combina-
tion of economic and social norm based reasoning, whereas, the State, the Mafia, 
and the Intermediary Organisation are represented as reactive actors whose deci-
sions are based on fixed probabilities that are initialised at the start of the simula-
tion.

The Entrepreneurs’ and Consumers’ decisions are taken assuming that the util-
ity of an actor consists of an ‘individual’ component, which represents the eco-
nomic part of their reasoning, and a ‘normative’ component, which represents the 
social norm based aspect. The individual component ΔIapproximates instrumental 
decision-making and involves strict cost-benefit calculations that motivate actors to 
take decisions that maximise their own direct utility. It models actors’ motivation 
to maximize their own utility, independently of what a certain norm dictates. The 
normative component ΔN models the actor’s motivation to comply with a norm. It 
is a function of norm salience; a parameter updated by each actor based on its own 
behaviour and the information gathered by observing the behaviour of other actors.

Following Conte et al. (2014, p. 99), we use ‘norm salience’ to refer to a measure 
that indicates how active and prominent, or inactive and inconspicuous, a norm is 
within a group in a given context. Formally,
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where, n is the norm being evaluated; α is a normaliser that renders the salience in 
the range [0,1]; C is the number of times the actor complied with the norm n; V is 
the number of times the actor violated the norm n; Oc is the number of times the 
actor observed other actors complying with the norm n; Ov is the number of times 
the actor observed other actors violating the norm n; P is the number of punish-
ments received, applied or observed due to the violation of norm n; S is the number 
of sanctions received, applied or observed due to the violation of norm n; Ec is 
number of messages received from others ‘demanding’ that the actor complies with 
the norm n; and Ev is number of messages that the actor received ‘demanding’ the 
violation of the norm n.

Each term in the norm salience calculation has a weight value associated with it, 
and the coefficients α and β have the values 6.27 and 2.97, respectively. These are 
used to assign different importance to each of the factors in generating the overall 
norm salience. In Table 4.1, the weight associated to each term is presented, the 
values of which are based on Cialdini et al.’s (1990) work. It is important to stress 
that the important aspect of these weights is the proportionality among them and not 
their specific value.

The specific social norms that Entrepreneurs and Consumers consider are shown 
in Table 4.2.

N1T and N1N are norms that potentially influence the decision of Entrepreneurs 
to pay extortion money to Mafiosi following a request, and N2T and N2N are norms 
that can play a role in Entrepreneurs’ decision to report the request for extortion 
money by Mafiosi to the State. N3 is a norm that can influence the Consumers’ deci-
sions regarding which Entrepreneur to purchase a product from.

Norms N1T and N2T are part of the set of norms that are associated with the tradi-
tional mentality of the individuals regarding the Mafia in Sicily: for instance, Mafiosi 
should	be	paid	and	not	reported	to	the	police	( omertà). We refer to this set of social 
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Table 4.1   Social cues and weights for the Norm Salience updating. (Andrighetto et al. 2010)
Cue Description Weight
C/V Own Norm Compliance/Violation wc = (+/−)	0.99
O Observed Norm Compliance wo = + 0.33
NPV Non-Punished Violators wnpv = − 0.66
P Observed/Applied/Received Punishment wp = + 0.33
S Observed/Applied/Received Sanction ws = + 0.99
E Observed/Applied/Received Norm Invocation we = + 0.99
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norms as TRADITIONAL. An Entrepreneur is said to hold the TRADITIONAL set 
of norms if the norm salience value of norms N1T and N2T are respectively higher 
than the norm salience value of norms N1N and N2N. Conversely, norms N1N and 
N2N represent the NEW set of norms that correspond to a recent emerging anti-
mafia sentiment that is based on the understanding of the social and economic harm 
caused by the Mafia. An Entrepreneur can be said to hold the NEW set of norms 
if the norm salience value of norms N1N and N2N are respectively greater than the 
norm salience value of norms N1T and N2T. Differently to these, norm N3 is one 
factor that is used by Consumers to rank the different Entrepreneurs that may buy 
a product from.

Although our model is primarily based on the state of affairs that occurred, and 
is occurring, in Palermo, essentially all of the key ingredients that we identify and 
implement are present in other mafias and the systems that they are a part of. The set 
of agents and their relationships implemented here can be used to examine different 
variants of the same phenomenon.

4.3 � Experiment

In this section, we describe a simulation experiment6 aimed at understanding the 
dynamics of mafias, and examining the effects of different policies in favouring 
their destabilisation. More specifically, it enables us to evaluate the effects that the 
independent and combined actions of the different actors have on mafias. We con-
tend that both legal and social norms are individually important for destabilising 
and undermining mafias; however, when aligned they are more effective.

The simulation experiment consists of five separate configurations, each of 
which represents a significant period in the history of the approaches employed by 
the key actors in Sicily regarding the mafia phenomenon. The set of policies that the 
actors can use in our experiment are displayed in Table 4.3.

These policies are linked to the simulation model through different input param-
eters as shown in Table 4.4.

6  The simulator used to perform this experiment is found at https://github.com/gnardin/gloderss.

Table 4.2   Social norms influencing actors’ behaviour in the Palermo Scenario
ID Norm Ruled Actor Content of the Norm
N1T Pay pizzo Entrepreneur Pay money to Mafioso after request
N1N Do not pay pizzo Entrepreneur Do not pay money to Mafioso after 

request
N2N Report pizzo Entrepreneur Report requests for money
N2T Do not report pizzo Entrepreneur Do not report requests for money
N3 Do not buy from paying 

pizzo Entrepreneurs
Consumer Do not buy products from Entrepreneurs 

known to pay extortion money to Mafiosi
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Table 4.3   Description of the actors’ possible policies
Actor Policy name Description
State Legal/punitive Represents the use of coercive instruments to fight the Mafia. 

It is measured in different levels and we classify them as Weak 
or Strong. Weak means that the State does not use efficiently 
or does not have legal or material mechanisms to countering 
the Mafia. Strong means the State is efficient in using the 
available resources to fight the Mafia

Moral Suasion It is the ability of the State of promoting a culture of legality 
and to persuade and attract citizens by legitimacy of policies 
and the values and norms underpinning them

Mafia Strategy It corresponds to the strategy used by the Mafia to impose 
its will. The Mafia has two possible strategies, Violent and 
Hidden. The Violent strategy is characterised by the demand 
of very high amounts of money as extortion, and the infliction 
of a high and certain punishment on those that do not comply 
with its extortion request. Conversely, the Hidden strategy is 
characterised by demanding a low amount of money as extor-
tion from a larger number of Entrepreneurs, and refraining 
from hardly punishing those that do not pay in order to avoid 
undercover of its activities by the State

Intermediary 
Organisation

Social Norm The spreading of social norms intends to promote the 
culture of legality among the civil society. It is comparable 
to the State Moral Suasion, but performed by civil society 
organisations

Table 4.4   Policies’ input parameters
Policy Input parameter Description
State Legal/punitive numPoliceOfficers Number of police officers

captureProb Probability of capturing a Mafioso if the State 
observes the Mafioso requesting money or punish-
ing Entrepreneurs

convictionProb Probability of convicting a Mafioso after it is 
captured

percTransferFondo Percentage of Mafiosi’s confiscated resources 
allocated into a fund supporting the victims of the 
Mafia

State Moral Suasion propCitizens Proportion of the population to receive a message 
invoking the New set of norms and information 
about actions of the State countering the Mafia

Mafia Strategy extortLevel The amount of the Entrepreneurs’ endowment 
requested as pizzo

punishSeverity The amount of punishment effectively inflicted by 
the Mafiosi on the Entrepreneur that did not pay the 
extortion request

punishProb Probability of punishing a non-paying Entrepreneur
Intermediary Organ-
isation Social Norm

propCitizens Proportion of the population who receive a mes-
sage invoking the New set of norms
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The simulation experiment is comprised of five configurations that represent 
identifiable periods in the development and history of the Sicilian Mafia: before 
1980, between 1980 and 1992, between 1992 and 1995, between 1995 and 2000, 
and after 2000. In each of these periods, the actors’ policies vary by just one signifi-
cant feature following the broad historical reality. The specific combinations of the 
actors’ policy features that are used in each of the scenarios are shown in Table 4.5.

Configuration S1 represents the situation before 1980s, in which the Italian State 
had few specific legal mechanisms to fight the Mafia (State uses Weak Legal/puni-
tive and No Moral Suasion). The Mafia, conversely, demanded a high amount of 
money from Entrepreneurs, and Entrepreneurs who did not comply were certainly 
punished (Violent Mafia). Additionally, most of the population still has a traditional 
view on the Mafia, in which the payment of systemic extortion is perceived as a 
“legitimate” retribution for protection services (Gambetta 1993; Varese 2013).

Configuration S2 represents the 1980s, in which the Italian State instituted sev-
eral new coercive laws in order to characterise and counter the Mafia. These new 

Table 4.5   Configurations’ policy features representing distinct historical periods of the Sicilian 
Mafia in which policies vary from previous configuration by one feature (italic)
Configuration Period Actor Policy value
S1 Pre-1980 State Weak Legal/punitive

Inactive Moral Suasion
Mafia Violent
Intermediary 
Organisation

No Active

S2 1980–1992 State Strong Legal/punitive
Inactive Moral Suasion

Mafia Violent
Intermediary 
Organisation

No Active

S3 1992–1995 State Strong Legal/punitive
Inactive Moral Suasion

Mafia Hidden
Intermediary 
Organisation

No Active

S4 1995–2000 State Strong Legal/punitive
Inactive Moral Suasion

Mafia Hidden
Intermediary 
Organisation

Active

S5 Post-2000 State Strong Legal/punitive
Active Moral Suasion

Mafia Hidden
Intermediary 
Organisation

Active
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laws rendered the State institutions (i.e., Police and Judiciary) more effective in 
countering the Mafia and also in providing support to its victims. These changes 
rendered the State stronger in directly countering the Mafia (State uses Strong Le-
gal/punitive). However, the State still does not promote a culture of legality by other 
means (No Moral Suasion).

In 1992 (Configuration S3), however, due to the improved effectiveness of the 
State policy, the Mafia changes its violent and combative strategy (Mafia Violent) 
into a more moderate strategy in order to operate hidden from the law enforce-
ment (Mafia Hidden). Concretely, this strategy reduces the amount of demanded 
pizzo, but comprises the request from a larger number of Entrepreneurs, and inflicts 
a lower punishment in those that do not pay. These changes, especially the State 
changes, paved the way for the emergence of civil organisations (i.e., Intermediary 
Organisations) responsible for promoting the culture of legality among the popu-
lation (i.e., Entrepreneurs and Consumers) beginning in the middle of the 1990s 
(Configuration S4).

After 2000 (Configuration S5), the State realized that legal mechanisms were not 
sufficient to counter the Mafia and it began to act in order to also promote a culture 
of legality (State uses Moral Suasion). This is reflected on supporting initiatives to 
promote these values in schools and among the general public (e.g., Festival della 
Legalità).

The input parameters defining these configurations are shown in Table 4.6.
The input parameters’ values associated to the actors’ policy features have 

been extracted from empirical work conducted in Sicily by the GLODERS7 

7  http://www.gloders.eu.

Table 4.6   Input parameter values
Policy Value Input parameter value
State Legal/punitive Weak numPoliceOfficers = 5

captureProb = 0.2
convictionProb = 0.1
percTransferFondo = 0.0

Strong numPoliceOfficers = 20
captureProb = 0.8
convictionProb = 0.6
percTransferFondo = 0.5

State Moral Suasion Inactive propCitizens = 0.0
Active propCitizens = 0.05

Mafia Strategy Violent extortLevel = 0.1
punishSeverity = 0.75
punishProb = 0.9

Hidden extortLevel = 0.03
punishSeverity = 0.5
punishProb = 0.5

Intermediary Organisation 
Social Norm

Inactive propCitizens = 0.0
Active propCitizens = 0.1
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(Global Dynamics of Extortion Racket Systems) partner affiliated with the Uni-
versity of Palermo (Militello et al. 2014; La Spina et al. 2014). These data were 
collected through interviews of extorted entrepreneurs, judicial documents and con-
fiscated Mafia documents analyses (e.g., the Libro Mastro).

4.4 � Results

For each configuration, the simulation model was run with 200 Consumers, 100 En-
trepreneurs and 20 Mafiosi. The number of Police Officers varies depending to the 
policy adopted by the State (see numPoliceOfficers parameter value in Table 4.6). 
The analyses of the configurations (see Table 4.5) are based on a set of output met-
rics described in Table 4.7.

Figure  4.1 illustrates the results obtained by simulating the distinct historical 
periods.

Figure  4.1a shows that in the transition from the configuration S1, in which 
the State has a Weak Legal/punitive, to configuration S2, in which the State has 
a Strong Legal/punitive policy, the number of extortion requests reduces dramati-
cally. Such result is supported by empirical evidence that indicates the high influ-
ence of coercive mechanisms used by the State in countering this type of criminal 
organisations. Inspecting the proportion of paid pizzo requests (Fig. 4.1b), however, 
we observe that even though the number of pizzo requests has decreased, the State 
is not effective in preventing Entrepreneurs from paying pizzo as there is almost 
no difference in the proportion of paid pizzo requests between configurations S1 
and S2. The same is noticed in the proportion of reports (Fig. 4.1c), which in both 
configurations is very low.

Figure 4.2 (see values in Table 4.8) shows the Entrepreneurs’ norms salience 
mean value. In scenarios S1 and S2, we observe the same norms’ salience chang-
ing pattern, in which the salience of the TRADITIONAL set of norms increases. 
It means that the population becomes more inclined to comply with and not report 
pizzo requests. This suggests that even though the State is effective in capturing and 
convicting Mafiosi (see Fig. 4.1d), which results in a drastic reduction in the num-
ber of pizzo requests (see Fig. 4.1a), it is not successful in changing the population’s 
behaviour regarding the payment and reporting of pizzo requests.

Table 4.7   Output metrics
Metric Description
Number of extortions Total number of pizzo requests
Proportion of paid extortion Proportion of pizzo requests paid by the 

Entrepreneurs
Proportion of reports Proportion of reports to the State
Proportion of imprisonments Proportion of investigations leading to 

imprisonments
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In configuration S3, the Mafia strategy changes to a strategy of submersion char-
acterised by lower requests and softer punishment. As a result of this new strategy, 
the Mafia is successful in recovering the proportion of paid pizzo requests lost in 
S2. This new strategy of inflicting less punishment on non-payers, however, has the 
unpredicted effect of rendering the act of reporting more attractive for the Entrepre-
neurs. The success of the new Mafia strategy may be, in part, imputed to the TRA-
DITIONAL set of norms still highly salient in the majority of the population and 
thus to the inadequacy of the State in favouring a change towards the NEW set of 
norms. This is observable in Fig. 4.2, in which the salience of the TRADITIONAL 
and NEW set of norms remains relatively unchanged in configuration S3.

This assumption is tested by the inclusion of a new actor (i.e., the Intermediary 
Organisation) in configuration S4, whose main activity is to promote the NEW set 
of norms. As a result, in Fig. 4.1) we observe a reasonable reduction in the propor-
tion of paid pizzo requests and also a change towards an increase of the salience of 
the NEW set of norms.

More interesting yet is the high number of actors (about 11.0 %) that shifted from 
the TRADITIONAL to the NEW set of norms (see Table 4.7). In addition, another 
19.6 % of actors shifted the norm regarding the payment of pizzo requests (from a 
higher salience of the norm ‘Pay pizzo’ to a higher salience of the norm ‘Do not pay 
pizzo’), but it did not change the norm regarding reporting pizzo requests. Thus the 

Fig. 4.1   Simulation results of the historical Palermo Scenario configurations. a Total number 
of pizzo requests, b Proportion of paid pizzo requests, c Proportion of reporting, d Proportion of 
imprisonments
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promotion of the culture of legality performed by the Intermediary Organisation 
proves effective in changing the Entrepreneurs normative mind-set, which is also 
reflected in the reduction of paid pizzo requests and the increase in reporting.

Finally, in configuration S5, the State begins an activity that complements the 
action of the Intermediary Organisation in promoting a culture of legality, by en-
couraging the adoption of the NEW set of norms and by giving more visibility to 
the actions taken and the results obtained in countering the Mafia (Moral Suasion). 
Looking at the graphics in Figs. 4.1 and 4.2, we note no significant change with 
respect to values of configuration S4.

Nonetheless, analysing the transitions shown in Table 4.9, we find that a greater 
number of actors adopt the NEW set of norms, about 20.7 %. Even though a clear 

Fig. 4.2   Mean value of the Entrepreneurs’ norms salience. The y-axis show the mean strength of 
the norms in the whole population and the x-axis represent the elapsed simulation time measured 
in time units. a ‘Pay pizzo’ norm (N1T), b ‘Do not pay pizzo’ norm (N1N), c ‘Do not report pizzo’ 
norm (N2N), d ‘Report pizzo’ norm (N2T)

 

Table 4.8   The norm salience’s mean value of the norms at the end of the simulation
Norm Configurations

S1 S2 S3 S4 S5
N1T 0.599 ± 0.06 0.585 ± 0.05 0.554 ± 0.03 0.506 ± 0.06 0.503 ± 0.07
N1N 0.321 ± 0.01 0.329 ± 0.03 0.342 ± 0.03 0.396 ± 0.10 0.398 ± 0.10
N2N 0.272 ± 0.03 0.282 ± 0.03 0.285 ± 0.02 0.343 ± 0.05 0.367 ± 0.06
N2T 0.601 ± 0.03 0.591 ± 0.03 0.588 ± 0.02 0.530 ± 0.05 0.507 ± 0.06
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behavioural change is still not observable, we expect that a higher number of actors 
with the NEW set of norms will result in a more resilient system.

4.5 � Conclusions

This paper proposes an agent-based simulation model aimed at understanding how 
social processes may sustain legal processes, enacted by the State, in counteract-
ing the Mafia and its extortion activities. The model is populated by agents with 
normative capabilities that allow them to autonomously detect and reason on social 
norms. These features allow the inspection of their mind and even the manipulation 
of unobservable variables.

Those inspections enabled us to identify that even though legal norms are effec-
tive in fighting the Mafia and changing the Entrepreneurs’ behaviour regarding the 
payment of pizzo requests; it is not effective in changing their normative beliefs 
about pizzo. This results in a fragile change that looking only at the behaviour of the 
Entrepreneurs is undetectable. However, by comparing the proportion of pizzo re-
quests payment in configurations S2 and S3, we could observe that a simple change 
of the Mafia strategy neutralised any gains obtained by the State actions. Whenever 
the Entrepreneurs social norms are changed to or towards the NEW set of norms, 
we observe that they become more resistant to the Mafia requests. Hence, we can 
conclude that in order to legal norms to become resilient and effective, they must be 
supported by social norms; otherwise the achieved change is weak.

These strengths enable us to gain a deeper understanding of mafias and support 
us in answering the research questions posed in Sect. 1:

1.	 What effects do different policies of the state have on destabilising mafias?

The State legal/punitive policy is effective in countering the Mafia and reducing its 
extortion activities, yet it alone is not able to change the population’s mind-set from 
the TRADITIONAL to the NEW set of norms (i.e., culture of legality). This results 
in a fragile situation in which the population will switch back to the previous behav-
iour of complying with the Mafia requests if the State reduces or stops its effort in 
acting coercively against the Mafia.

Table 4.9   Proportion of actors with certain norms in the end of the simulation in relation to the 
beginning of the simulation
Configuration Traditional (%) Only ‘Do not pay 

pizzo’ (%)
Only ‘Report 
pizzo’ (%)

New (%)

S1 100.0 0.0 0.0 0.0
S2 100.0 0.0 0.0 0.0
S3 99.3 0.7 0.0 0.0
S4 68.7 19.6 0.7 11.0
S5 67.0 11.3 1.0 20.7
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The State Moral Suasion policy, apparently, does not show large benefits in 
changing the population’s behaviours; however, when it supports the activity of the 
Intermediary Organisations in favouring the spread of a culture of legality, the State 
Moral Suasion policy favours the norm shift from the TRADITIONAL to the NEW 
set of norms.

2.	 How do independent and combined actions of different actors (such as the state, 
non-governmental organisations, and civil society) affect mafias?

The policies of the State and the Intermediary Organisation are complimentary. The 
coercive policies used by the State against the Mafia helps to reduce the Mafia’s ac-
tivity. However, the change that it generates is fragile as any reduction in the State’s 
coercive activity may allow the Mafia to re-emerge and re-impose its requests and 
power on the population without any resistance from it. In contrast, the Intermedi-
ary Organisation’s activities to promote a culture of legality promotes a shift in the 
population’s normative mind-set, which may render a return of extortion activities 
a more difficult task as the population will be more prone to report and resist pizzo 
requests.

3.	 Which conditions favour the spread of the culture of legality that undermine 
mafias?

Our results show that promoting a culture of legality through the spreading of nor-
mative information improves the shift from the TRADITIONAL to the NEW set of 
social norms.

Interesting future work includes (i) validating the simulation model to different 
Italian provinces and countries; (ii) evaluating the impact of other policy combi-
nations in countering the mafias; and (iii) testing the effects of external sudden 
changes (such as an economic crisis, or a sudden change in the policy of the State) 
on the dynamics of the simulation scenarios.
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Chapter 5
Experimental Economies and Tax Evasion: 
The Order Beyond the Market

Juliana Bernhofer

In this world nothing can be said to be certain, except death 
and taxes.
Benjamin Franklin

5.1 � Introduction

Tax non-compliance and fiscal fraud are giving policymakers all over the world 
quite a headache, leading them to invest significant efforts and resources in the at-
tempt to tackle the issue of public revenues lost due to tax evasion.

To achieve meaningful results through targeted policy interventions, it is cen-
tral to understand how people perceive taxes, contributions, and sanctions, along 
with how they take the decision to comply. Various attempts have been made, start-
ing from the seminal contributions of Allingham and Sandmo (1972) and Yitzhaki 
(1974), who follow the paradigms of expected utility theory. These two classical 
theoretical models are presented in Sect. 5.2, as they serve as a starting point for 
the majority of further developments in the tax-compliance literature. Despite their 
elegance and insightfulness, the classical models were soon questioned as it was 
shown that their predictions did not match existing empirical evidence (see, for ex-
ample, Graetz and Wilde 1985). In fact, people were found to evade much less than 
what would have been expected from a rational utility maximizer with a reasonable 
level of risk aversion. Sections 5.3 and 5.4 deal with issues related to the assump-
tion of full rationality and the potential problems arising with the use of expected 
utility theory.



82 J. Bernhofer

The process of cross-checking real data with model prescriptions and the ac-
knowledgment of the limitations of analytic solutions led to modifying the basic 
research question from, “Why and by how much do people evade taxes?” to “Why 
do people pay taxes at all?” The answer should ultimately enable policy makers to 
find a solution to their old dilemma of, “How can compliance be increased even 
more?”

However, determining the extent of tax evasion is and has always been an un-
derstandably challenging task. There are four main methods, according to Andreoni 
et al. (1998): audit data, survey data, tax amnesty data, and laboratory experiments.

A frequently cited source associated with the first category is the Tax Compliance 
Measurement Program (TCMP) carried out by the U.S. Internal Revenue Service 
(IRS) from 1965 to 1988. The TCMP was a program of intensive audits designed to 
measure the level of noncompliance among the population. The results of the 1988 
TCMP show that 40 % of the households evaded some income tax, whereas 53 % 
were fully compliant. The remaining 7 % instead paid more than what they actually 
owed.

Yet available data on tax compliance is limited and often unreliable. Audit data 
does not give sufficient insights, as it is nearly impossible to detect all hidden in-
come. Survey data, on the other hand, is self-reported, which casts reasonable doubt 
on the truthfulness of the information provided about one’s own illicit behavior. To 
overcome these and other limitations, experimental economics comes into play in 
the attempt to provide at least a partial fix. By carefully constructing a laboratory 
environment as described by an economic model (e.g., tax rate, audit frequency, 
fine rate), the experimenter may observe whether participants behave according 
to the analytical predictions. Furthermore, marginal effects of single-parameter 
changes can be isolated ceteris paribus, thanks to the controlled setting of the lab. 
In Sect. 5.5, we will present some results obtained from laboratory experiments on 
tax compliance.

The body of literature on tax evasion has grown to massive proportions during 
the last three decades and has become cumbersome to overlook. However, two of 
the main common findings are that individuals are not homogeneous in preferences 
and often do not act according to market-based mechanisms. Yet the plurality of 
stylized determinants of tax compliance and the discovery of the importance of 
interaction effects and dynamic approaches have given rise to new ways of model-
ing. Some examples of computer-simulated agent-based models applied to the tax 
evasion problem are illustrated in Sect. 5.6. The potential benefit of calibrating such 
models with the results stemming from real “agents” tested in controlled laboratory 
settings still has to be further explored. This new area of interaction between both 
Experimental Economics and computer-simulated realities—or an Experimental 
Economy—could well be one innovative tool to bridge the gap between theoretical 
modeling and reality on one side, while decreasing the distance between academics 
and policy makers on the other, thanks to the creation of manipulable interfaces that 
are also intuitive for non-technical users.
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5.2 � Classic Modeling of Tax Evasion

A classic approach to the problem of tax evasion is offered by the theoretical model 
contained in the seminal article of Allingham and Sandmo (1972) (henceforth AS). 
The model is an adaptation of Gary Becker’s work on the Economics of Crime 
and Punishment (Becker 1974) to the case of tax compliance. The decision on how 
much to declare of a certain exogenously given income is presented as a gamble 
with two possible outcomes: being caught and not being caught. The tax authority 
audits the taxpayer and discovers the understatement with a certain probability p; 
hence the decision-maker maximizes his expected utility (EU) with respect to the 
declared amount x according to the following convex combination:

 � (5.1) 

His overall expected utility is represented as a weighted average of the utilities as-
signed to the two possible outcomes. The optimum amount of declared income x 
depends on the proportional tax rate t , the fine rate θ , and the probability of being 
subject to a random audit p. The utility function U (.)  is marginally positive with 
′ >U (.) 0  and strictly decreasing with the second order derivative ′′ <U (.) 0 , which 

means that the taxpayer is a risk-averse one who prefers a certain outcome to a 
gamble with the same (or even a higher) payoff in expected terms.

The correct net disposable income in case of full income disclosure is described 
by v y t= −( )1 . Thus one can interpret the first part of the expected utility formula-
tion as the situation in which no audit is performed and the utility is given by the 
argument ( ( ))v t y x+ − , the correct net income v augmented by what we will call 
the cheater’s premium, t y x−( ) , namely, the part of tax liability he saved by not 
paying taxes on the undeclared part. The second part of the weighting function de-
scribes the situation in which an audit takes place: the undeclared income y x−( )  is 
detected by the authority and the fully taxed correct net income v is reduced by the 
cheater’s penalty θ y x−( ) , i.e., the fine on the hidden income.

Commonly, decreasing absolute risk aversion is assumed, which describes the 
fact that—in absolute terms—the amount of risky investments increases with higher 
disposable income.

The first-order condition (FOC) for the optimal amount of income disclosure1 

of Eq. (5.1) is ∂
∂

=
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x

0  and becomes 
′( )
′
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NA( )
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θ
. We find that in the AS 

specification an increase in the tax rate t  has ambiguous effects. On one hand, the 
correct net disposable income v decreases, which—under the assumption of de-
creasing absolute risk aversion2—should induce the individual to cheat less, leading 

1  The second-order condition is satisfied by the utility function’s being concave.
2  The concepts of absolute and relative risk aversion have been developed by Arrow (1965) and 
Pratt (1964) independently. The first measure describes the amount of wealth placed in risky ac-
tivities in absolute terms and the second expresses this amount in relative percentage terms.

EU p U v t y x pU v y x= −( ) + −( )( ) + − −( )( )1 θ
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to an income effect. On the other hand, with a higher tax rate, the attractiveness of 
the cheater’s premium t y x−( )  increases, whereas the cheater’s penalty θ y x−( )  
remains unaffected, which eventually makes tax evasion more profitable (substitu-
tion effect). The magnitude and sign of the final response depend on the shape of the 
utility function, in particular on how fast absolute risk aversion declines and thus its 
third-order derivative (Andreoni et al. 1998).

With the aim of reflecting the legal framework effective in a number of countries, 
such as the United States and Israel, in 1974, Shlomo Yitzhaki (1974) introduced a 
slight modification to the specification of the AS model by making the penalty de-
pend on the evaded taxes instead of the undeclared amount of income. The original 
expected utility expression becomes 

  � (5.2)

and we find the following first-order conditions for optimality:
′( )
′

=
−( )U y

U y
p

p
A

NA( )
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θ
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The taxpayer will evade as long as the expected payoff per monetary unit of evasion 
1− −p pθ  is greater than zero.

By directly comparing the F.O.C. of Eq. 5.2 with the original AS first-order con-
dition, we observe that the proportional multiplicative effect of taxes in the numera-
tor, which made evasion more attractive, disappears and what remains is only the 
income effect (Slemrod and Yitzhaki 2002). Overall, cheating will be reduced when 
the tax rate increases. Moreover, both the probability of an audit and the magnitude 
of the fine have a negative impact on evasion.

The Allingham–Sandmo–Yitzhaki (henceforth ASY) model stands out for its el-
egance and straightforwardness, and thus became the standard tool, or at least the 
starting point, in the analysis of the compliance decision. Yet an ever-growing body 
of empirical and experimental evidence has developed pointing out that the predic-
tions of the ASY model do not fully hold up in reality. In the following sections we 
will highlight some of the criticisms to this classic utilitarian approach.

5.3 � Limits of Rational-Choice Theory

Presenting the decision of tax compliance as an individual-choice problem in order 
to resolve what could be well defined as an aggregate social problem has proven 
to lack significant elements that influence the process of human decision-making. 
The rational choice approach has been widely challenged, as described also by the 
American economist James M. Buchanan:

The economist rarely examines the presuppositions of the models with which he works. 
The economist simply commences with individuals as evaluating, choosing, and acting 
units. Regardless of the possible complexity of the processes or institutional structures from 
which outcomes emerge, the economist focuses on individual choices. […] Individuals […] 
are presumed able to choose in accordance with their own preferences, whatever these may 
be, and the economist does not feel himself obliged to inquire deeply into the content of 
these preferences (the arguments in individuals’ utility functions). (Buchanan 1987, p. 244)

EU p U v t y x pU v t y x= −( ) + −( )( ) + − −( )1 ( )θ
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Standard neoclassical models of economic theory are built on the assumption of in-
dividuals’ exhibiting rational behavior. Rationality in the economic context is inter-
preted as the individual’s capability of evaluating all possible outcomes in order to 
take the decision that yields the greatest benefit in terms of utility. Moreover, agents 
are also assumed to be aware of their own preferences and to be able to maximize 
their utility function given certain parameters. They do so in a purely self-interested 
way.

Accordingly, in the classic AS and ASY model of tax compliance the decision 
of how much to declare from one’s income to the tax authority is presented as a 
relatively simple portfolio choice. Taxpayers must decide how much of their in-
come they wish to allocate to the risky asset (tax evasion) and to the safe asset (tax 
compliance). Decision-makers are assumed to have full information about the audit 
probability, the fine, and the tax rate they are supposed to pay and make so-defined 
“rational choices under uncertainty.” The latter is engineered by assigning prob-
abilities to possible outcomes.

Portfolio theory and its basic assumptions of perfect rationality have been widely 
challenged by the science of behavioral economics, which deals with the social and 
cognitive aspects in the human decision-making process. By introducing elements 
of psychology into economic modeling, new points of view have been presented 
which are not necessarily in contrast with the neoclassical models.

Extensive experimental research has shown that individuals are only boundedly 
rational (see, for example, Conlisk 1996 for a survey on bounded rationality). The 
concept was already introduced in the 1950s by the work of Herbert A. Simon and 
has since been subsequently defined and modeled by numerous authors (Simon 
1982; Selten 2001; Simon 1972; Kahneman 2003). Examples of what could be those 
bounds to full rationality are information asymmetry and cognitive limitations.

How does bounded rationality apply to the tax evasion problem? First, most of 
the time citizens do not have complete information about the true audit probabilities 
and form subjective probability beliefs about the frequency of verifications by the 
tax authority. Also, tax code complexity and bureaucracy can lead to uncertainty 
not only about the fine parameter θ , but also about the correct tax rate itself, as 
pointed out by Andreoni et al. (1998, p. 852). Tax complexity leads to the need for 
tax practitioners and represents a potential source of inequity among the population, 
in particular with respect to education and socioeconomic status. These regressive 
effects stemming from inferior capabilities of interpreting the tax code and, as a 
consequence, finding ways to minimize the tax liability are also mentioned by Vogel 
(1974).

Second, optimizing a utility function based on some probabilities of possible 
outcomes might not be a straightforward process for everyone. It is demonstrated by 
numerous studies, as described in Reyna and Brainerd (2008), that there is a general 
lack of mathematical proficiency and subsequent difficulty in judging probabilities 
and risks among the population. Not only is it numeracy, but also tax literacy that 
plays a role in determining the correct level of the expected-utility parameters to be 
taken into consideration.

Tax literacy is tightly linked to the aforementioned tax code complexity. The first 
is the capability of applying the correct tax rate given a certain legal framework, 
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whereas the latter describes the structure and accessibility of that legal framework. 
The more complicated the design of the set of rules, the more important the capabil-
ity to interpret them correctly, in order words, ceteris paribus, the marginal return 
to tax literacy increases.

Finally, it is also assumed that taxpayers take decisions individually and in a self-
interested manner, but can we assume this mechanism to be compatible with the 
very purpose of taxes? Taxes are collected in order to finance public expenditures 
that again are designed to serve the community of taxpayers. This implies that tax 
evasion is a form of free-riding. Not paying one’s taxes has the effect that the other 
members of the community have to pay more in order to fund the public collective 
project. In that sense it might be necessary to consider social interactions and norms 
in order to capture the role of peer effects, positive and negative reciprocity, and in-
trinsic motivation in the decision-making process. We will consider these elements 
more in depth in Sect. 5.5.

5.4 � The Expected-Utility Approach Under Scrutiny

In the ASY model the decision to pay taxes is presented as a lottery with two pos-
sible outcomes: audited and not audited. Taxpayers are then expected to decide how 
much to declare based on the probability of being audited and possibly fined. Fol-
lowing this logic and given the population-specific level of risk aversion, it should 
hence be possible for the lawmaker to provide society with a set of rules defining 
audit rates, tax rates, and fines which leads to collecting the maximum tax levy in a 
self-regulatory manner.

Individual heterogeneity is represented with regard to the attitude toward risk 
and captured by the functional form of the utility function, in particular its curva-
ture. A risk-averse individual is characterized by a concave utility function with a 
decreasing return to wealth in marginal terms.

The Arrow–Pratt measure of risk aversion in absolute terms describes the rela-
tionship between the second-order and the first-order derivative of the utility func-
tion, whereas the measure in relative terms describes the level of risk aversion with 
varying levels of wealth.

The level of risk aversion in the context of tax compliance has been studied by 
numerous authors. Alm et  al. (1992a) showed that estimated Arrow–Pratt levels 
of relative risk aversion for the United States are incompatible with the empirical 
evidence of tax compliance. The real levels are between 1 and 2, but only a level 
of 30 would support observed tax compliance rates. Frey and Feld (2002) find that 
the observed compliance in Switzerland of 76.52 % would require a value for the 
parameter of relative risk aversion of 30.75, as opposed to the observed parameter 
values ranging from 1 to 2.

The empirical calibration values for the model were presented in Alm et  al. 
(1992a), Andreoni et al. (1998), and Bernasconi (1998), with real-world average au-
dit rates ranging between 1 and 3 %, and the penalty rate, which we called θ i in our 
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specification, ranging from 0.5 to 2.0. The return to tax evasion in expected terms 
can be obtained using 1− −p pθ  and results in 91–98.5 %; hence all taxpayers 
should hide some of their income, which stands in contrast with the evidence show-
ing that only 30 % of taxpayers actually evade taxes Dhami and Al-Nowaihi (2007). 
Again, only unreasonably high levels of risk aversion could explain the levels of tax 
compliance found in reality.

Criticisms to the AS and the ASY models of tax evasion link back to the very 
same discussions around EUT itself. Decision-makers are defined to be (rational) 
expected utility maximizers if they meet the four basic criteria of the Von Neu-
mann–Morgenstern specification: (i) Completeness—preferences of individuals are 
well-defined; hence they are able to choose between two alternatives. (ii) Transi-
tivity—the choices are coherent; i.e., if outcome A is preferred to outcome B and 
B is preferred to C, then it must be that outcome A is preferred to outcome C. (iii) 
Independence—if gamble A is preferred to gamble B and another gamble C is added 
to both of them, then preferences do not change: the new gamble (A + C) must still 
be preferred to the new gamble (B + C). (iv) Continuity—given the preference 
ranking A � �B C  then there must exist some value of p in a convex combina-
tion of A and C which makes the decision-maker indifferent to option B, such that 
pA+ − ≈( )1 p C B .

A challenge to the Von Neumann–Morgenstern utility specification is offered by 
Kahnemann and Tversky and their work on Prospect Theory (Kahneman and Tver-
sky 1979) and Cumulative Prospect Theory (Tversky and Kahneman 1992), which 
shows inconsistency in preferences describing the nonlinear subjective reaction to 
probabilities. Starting from a reference income and moving into the gain domain, 
preferences are concave, whereas in the loss domain preferences are convex. The 
aim of determining a reference point from which to depart in defining the gain and 
the loss domain is to eliminate possible framing effects. Going back to our taxation 
framework, in Dhami and al-Nowaihi (2007) this reference point is defined as the 
legal after-tax income.

Moreover, concavity of gains and convexity of losses indicates the presence of 
a loss aversion, where losses are perceived as worse than gains in relative terms. 
Cumulative Prospect Theory (CPT) uses rank-dependent expected utility theory in 
order to define the probability weighting function. In that way decision-makers will 
tend to overweight low probabilities and underweight high probabilities. In taxation 
terms, such a mechanism implies that a realistic audit rate of, say, 0.01 is subjec-
tively interpreted as higher. Hence compliance for low audit rates increases with 
respect to the predictions of standard expected utility theory and is more in line with 
real world data.

This hypothesis was tested in the laboratory by Alm et al. (1992a). In their ex-
periment they set a cut-off level for the audit probability of 5 % below which a risk 
neutral expected utility maximizer should report zero income. Yet at a level of 2 % 
they still find significant compliance rates of around 50 %. Such a result could fit 
expected utility theory only by assuming extreme values of risk aversion. Still, the 
results are consistent with the predictions of Cumulative Prospect Theory which 
allows for subjects to subjectively perceive a higher audit rate than the given one. 
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They also find that the reactions to increases in audit probabilities are non-linear, 
with compliance rising less than the audit rate in relative terms.

An additional variation of their experiment consisted in a treatment with no pos-
sibility of being detected. Nonetheless, the average compliance rate was 20 % which 
makes the comparison with the neutral lottery set-up somewhat questionable and 
files Cumulative Prospect Theory as only a piece of the compliance puzzle.

5.5 � Institutions, Social Norms and Psychological 
Factors—New Evidence from the Lab

Indeed, it has become quite clear that there are several further “ingredients” to be 
considered in order to get a better picture of the various aspects involved in the tax 
compliance process, aside from the fine rate, the available income, the audit fre-
quency and the tax rate. The homo economicus, the economic man, who is assumed 
to act rationally and in a self-interested manner, would be better off not paying taxes 
at all if we consider real-world audit rates, even under the assumption of extreme 
levels of risk aversion.

In this section, we will present some results of tax compliance experiments test-
ing for the impact of both the classical parameters and behaviorally driven elements 
which have been gradually introduced in the attempt to accommodate observed tax 
compliance data.

A typical tax compliance experiment is computer-based and consists of one or 
more rounds during which subjects are asked to take a decision on how much of 
their previously assigned income they want to declare to the tax authority, given 
the audit frequency, the fine in cases of detection and the tax rate. Thereafter their 
report may be randomly drawn for an audit and if they declared less than their gross 
income, the penalty is applied.

It is also to be mentioned, however, that experiments in economics are often 
subject to criticism with regards to their external validity. Guala and Mittone (2005) 
dedicate a section to the issues related to the tax compliance environment in the 
laboratory, naming as examples problems of scale, the game-like behavior of sub-
jects, the absence of social incentives (the “real” social environment is not part of 
the experiment) and the absence of social actors. The authors admit to the difficulty 
of generalizing laboratory results to the real world due to their inherent context-
specificity. Nevertheless, tax experiments may offer valuable cause-effect explana-
tions and might often even be the only chance to get additional data on the behav-
ioral dynamics behind the tax compliance decision (Alm et al. 1992b), given the 
difficulty of gathering truthful and reliable data on tax compliance.

Another criticism common to laboratory experiments in general is the use of stu-
dent subjects. This is addressed by Alm et al. (2010) and tested in a tax compliance 
experiment conducted with both, students and staff. Some variation was introduced 
between groups with regards to the level of certainty about the tax liability and 
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the existence of social programs aimed at positively inducing taxpayers (namely 
Income Tax Credit and Unemployment Benefits). They find that average compli-
ance rates within subjects (staff and students) indeed differ, but that changes within 
group treatments are alike. Similarly to Guala and Mittone (2005), their findings 
suggest that laboratory experiments are able to offer insights regarding marginal 
effects of parameter changes.

5.5.1 � Testing the Classic Microeconomic Predictions

Experiments that test traditional microeconomic models such as those we have seen 
(AS and ASY), focus on manipulations of the enforcement regime, the tax rate and 
the fine rate. In an experiment conducted on law students, Friedland (1982) found 
for example that responsiveness to information about threat probability (audit) is 
higher than to information about threat magnitudes (fines).

Moreover, a number of experiments have been conducted to assess reactions to 
variations in the tax burdens. The ASY model predicts the compliance rate to be 
increasing in the tax rate, however, this cannot be confirmed by a number of find-
ings coming from the lab, which is commonly called the Yitzhaki puzzle. Alm et al. 
(1992b) find that tax evasion increases with the tax burden which is in-line with 
the empirical findings of Clotfelter (1983), even with the tax rate elasticity being 
similar3. Also the experimental subjects of Bernasconi et al. (2014) tend to increase 
their compliance when the tax burden decreases and vice versa. In addition they 
find that the reaction to tax cuts and tax rises is asymmetric with faster reaction to 
the first than to the latter.

Cultural factors and social norms might also play a role as shown by Alm et al. 
(1995), whose results will be presented more in detail in the next section. They find 
that Spanish test subjects behave according to the ASY model, increasing their com-
pliance with higher tax burdens at a positive rate of 0.94 whereas the U.S. subject 
pool confirms once again previous findings as in Clotfelter (1983) and Alm et al. 
(1992b) with a negative elasticity of around − 0.5.

An attempt to modify the ASY model in order to match the experimental and 
empirical evidence has been made by Dhami and Al-Nowaihi (2007) who show 
that under prospect theory, hence depending on the reference point, tax evasion is 
increasing in the tax rate4.

Overall, similarly to empirical results, also in the laboratory higher-than-rational 
levels of compliance are usually observed, which prompted researchers to investi-
gate the role of determinants other than the classical triad of parameters.

3  around − 0.5.
4  Strictly increasing for interior solutions and non-decreasing in case of boundary solutions when 
D* = 0 or D* = W.
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5.5.2 � Tax Compliance as a Social Norm

The juxtaposition of the profit-maximizing homo economicus in the Smithian sense 
with Dahrendorf’s more other-regarding homo sociologicus became a necessary 
adjustment in the attempt to disentangle the fundamental drivers of the tax compli-
ance decision.

The latter characterization describes an economic agent who acts according to 
social norms and exhibits feelings such as guilt and anxiety. Roughly said, social 
norms are behavioral rules shared by other people who tend to judge them in a 
similar way. Elster (1989) cites some examples of social norms, such as norms of 
reciprocity, work norms and norms of cooperation. Special forms of norms of coop-
eration are given by norms of fairness.

The relevance to the tax compliance decision covers various aspects. First, per-
ceived peer-to-peer fairness which follows a logic similar to: “if others (don’t) pay 
their taxes then I am (not) going to pay them as well”. Second, the tax system itself 
might be evaluated in terms of fairness before taking a compliance decision. The 
items under scrutiny could be the magnitude of the fine, the frequency and modal-
ity of performed audits, the tax progressivity and thus the level of tax equity with 
respect to one’s income. Finally, taxes are levied in order to finance public projects 
which may lead to an evaluation of the personal gain from paying taxes and receiv-
ing public good consumption in return, or also of the efficiency of public spending.

One way to test the relevance of social norms is to conduct cross-country sur-
veys. By comparing responses from different cultures with similar fiscal systems, 
different tax attitudes and compliance rates emerge. Alm et  al. (1995) provide a 
rough summary of the main findings of such studies. Drivers of tax compliance can 
be classified into moral (compliers view tax evasion as immoral and “moral appeal” 
tends to have positive effects on compliance), reputational (low social standing of 
tax evaders), peer effects (friends of tax evaders tend to evade more), perception of 
fairness, trust, and social cohesion. Alm et al. (1995) conducted a tax compliance 
experiment in the laboratory with Spanish subjects replicating an earlier study that 
was run in the United States. From the comparison of the two studies, it emerges 
that the Spanish subjects tend to comply less than their American counterparts in 
absolute terms. In the absence of a public good, with a fine rate of 2, a 30 % tax 
rate, and a 5 % probability of being audited, compliance of the American subjects is 
27 % on average, whereas in Spain it amounts to only 7 %. However, the Spaniards 
turn out to be much more sensitive toward fiscal policies, such as changes in the tax 
rate, the audit rate, or the magnitude of the fine. While reminding the reader that the 
only difference between the two experiments lies in the cultural origin of the subject 
pools, the authors conclude that the social norm of compliance, which can also be 
defined as “tax morality”, might be the reason for the difference in responses. It 
also emerges that there are different types of taxpayers: those who always comply 
and those who never comply, utility maximizers, subjects that behave according to 
prospect theory overweighting low probabilities, highly policy-sensitive subjects, 
and some who are at times cooperative and at times free-riders.
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The power of social norms is also determined by the interaction and enforcement 
among individuals. The relevance of peer effects is bolstered by Vogel’s analysis of 
a survey with Swedish respondents (Vogel 1974), which shows that contacts with 
tax evaders decreases tax compliance, weakening the social norm of compliance 
and, as a consequence, also the stigma of evading. On the other hand, conforming 
to tax-paying peers might also yield a positive return, based on the individual’s level 
of intrinsic tax morale.

A formal model, which is still embedded in the EUT framework, was developed 
by Myles and Naylor (1996). Conformity to social groups yields an additional pay-
off to the taxpayer, which depends on the size of the group itself. Moreover, the 
non-evasion equilibrium could potentially be turned over by small changes in the 
tax rate, leading to an evasion epidemic with tipping point behavior.

Tightly linked to the concept of social norms and group conformity are the mod-
els considering the psychic costs of evasion, as described by Gordon (1989). The 
evaded amount becomes a function of an additional parameter which is determined 
by the personal level of morale and peer effects. The positive relationship between 
tax morale and tax compliance has been tested and confirmed numerous times in 
the laboratory (for an extensive survey and discussion of experimental results see 
Torgler 2002). In a separate article, Torgler (2003) shows empirically that the level 
of tax morale itself is influenced by formal and informal institutions, such as direct 
participation rights and trust in the government. He defines tax morale as “the in-
trinsic motivation to pay taxes” or “the willingness to pay taxes by the individuals.”

We have seen that the tax-compliance decision is not only determined by the 
absolute levels of the classic parameters, which are the fine rate, the tax rate, and 
the probability of being caught in a random audit. Psychological and cultural fac-
tors also play a role, as well as peer interactions. The latter exhibit imitative patterns 
based on lagged events and give rise to the need for a dynamic modeling approach. 
In the following section we will present the tool of agent-based modeling, which 
represents a way to bridle the rise in complexity of stylized facts that potentially 
influence the tax-compliance decision.

5.6 � From Top Down to Bottom Up—From Experimental 
Economics to an Experimental Economy

The ultimate purpose of research on tax evasion is undoubtedly to find policies able 
to increase tax compliance and hence the overall tax levy. A number of interplays 
and complexities characterizing the system (e.g., country) under analysis have to be 
considered in order to fit the outcome-predicting model as closely as possible to the 
underlying reality without too much loss of generality.

It is, however, a challenging task and not always possible to disentangle the be-
havioral and economic elements affecting the tax-compliance decision by analyzing 
the available empirical data. Parameter values needed for a correct calibration could 
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be obtained, for example, by performing field studies and conducting laboratory 
experiments. The idea of using experimental data (but not solely) in order to feed 
a computer-simulated replica of society was suggested by Duffy (2006), and even 
though calibration with experimental data has not yet become a widespread habit, 
we will see one agent-based model that put these suggestions into practice.

Agent-based models offer an alternative approach to deal with complexity, and 
the available tools make it possible to take interactions and heterogeneities into ac-
count without necessarily abandoning the simplicity of representation. It is possible 
to artificially recreate an experimental economy that reacts according to the model 
we choose. The parameter values can be calibrated according to experimental or 
empirical findings; and, most importantly, this technique allows simulation with 
heterogeneous agents and social interactions in a dynamic environment. The results 
of agent-based simulations are then compared with real data, allowing for a more 
detailed understanding of the underlying social and behavioral dynamics.

5.6.1 � Group Conformity and Social Norms

Bloomquist (2006) reviewed three agent-based simulation models applied to an 
environment of tax compliance, namely, Mittone and Patelli (2000), Davis et al. 
(2003), and Bloomquist (2004).

Mittone and Patelli (2000) use the model of Myles and Naylor (1996) as a basis, 
which considers group conformity and the social norm of tax compliance. Psy-
chological costs are also included in the model, as originally proposed by Gordon 
(1989), but without making them depend on the evaded amount. The underlying 
idea is that, no matter how much income is hidden, once the decision to evade is put 
into practice, the “honest citizen” status is lost.

Agent heterogeneity is captured by introducing three types of subjects: the hon-
est taxpayer, the imitative taxpayer, and the perfect free-rider, each with his or her 
own specific utility function. Honest agents achieve positive marginal utility effects 
from conforming to social rules; free-riders will contribute as little as possible; and 
imitative taxpayers will use the population mean of compliance as a benchmark, 
which is also in a way in line with the findings on peer effects described by Vogel 
(1974) and the findings of Porcano (1988), that the perception of existing evasion 
has a positive and significant effect on the own level of evasion. Additional util-
ity gains are obtained from the introduction of a public good that depends on the 
amount of tax levy, as considered by the theoretical model of Cowell and Gordon 
(1988).

Finally, the behavioral characteristics of single agents are not static, but subject 
to a stochastic updating process, a genetic procedure where probabilities of type-
survival are calculated based on individual utility gains over total population utility 
gains.

Decision rules on how much to declare follow a learning mechanism with choic-
es being updated based on the success or failure of past compliance decisions.
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The random element in the behavioral switching algorithm, in combination with 
the feature of imitative behavior, triggers a cycle that allows for the model to react 
to audit rates that are close to zero, pushing compliance to a near-zero level, even if 
all agents were initially honest.

On the other hand, when audits are introduced, only honest taxpayers remain 
after a certain number of rounds. It is interesting to notice that the type of audit 
procedure, uniform versus those aimed at the lower tail of contributions, does not 
change this result.

Another model considering peer-oriented behavior is the Multi-Agent Based 
Simulation (MABS) developed by Davis et  al. (2003) using the software Math-
ematica. The behavioral classification of taxpayers is similar to the previous model: 
there are honest, susceptible (to others’ behavior), and evading agents.

Initially, there are two randomly assigned types: honest and evading. An honest 
taxpayer might, depending on the “infection rate,” become a susceptible one in case 
a (randomly chosen) acquaintance happens to be an evader. Susceptible agents form 
beliefs about the severity of the tax enforcement regime by observing the mean 
audit frequency of their peers in the previous period. They become evaders if this 
perceived severity is below a certain threshold. Finally, evaders become honest tax-
payers if the belief about the severity of the audit regime is above a certain threshold 
or if they observe a social norm of tax compliance. The existence of a social norm of 
tax compliance is confirmed by having a certain number of honest taxpayers among 
the own acquaintances.

Also, evading agents become honest after a tax audit. The authors follow the 
literature on availability (Tversky and Kahneman 1973) and vividness, assuming 
that the subjectively determined probability of being audited is judged to be high-
er after a recent audit experience. This assumption, however, stands in contrast 
with the experimental findings of Mittone (2006) and Maciejovsky et al. (2007), 
who observed negative post-audit responses, which are likely to be due to the so-
called Bomb-Crater Effect, according to which most recent events are judged to be 
unlikely to occur again immediately. A second cause is a loss-repair mechanism 
as described by Maciejovsky et al. (2007) and suggested also by Andreoni et al. 
(1998) where the fined taxpayer tries to recover the sum by evading more in the 
subsequent round.

By manipulating the starting proportion of evading and honest agents and letting 
the systems evolve over 2,000 rounds, Davis et al. (2003) find that changes in the 
audit rates from 0.002 to 0.030 in steps of 0.002 lead to “tipping point” behavior 
with abrupt changes in compliance equilibria. In all set-ups societies converge to 
total honesty at an audit rate of only 0.03. Although the latter result is not supported 
by empirical findings, it is still notable that the audit rate may be used as a device to 
prevent a non-compliance epidemic from happening.

The authors suggest establishing a similar experimental environment with social 
norms and group conformity in order to confirm the robustness of their finding.



94 J. Bernhofer

5.6.2 � The Tax Compliance Simulator (TCS)—Playing with 
Complexity

Bloomquist (2004) uses the software NetLogo in order to simulate a more complex 
agent-based environment. His Tax Compliance Simulator (TCS) is capable of test-
ing the effects of variations in audit rates, fine rates, income visibility (wages and 
salaries versus other sources of income), auditor efficacy, and audit celerity after the 
event of an evasion. What is measured are direct effects of audits given by the addi-
tional levy, indirect effects of audits experienced by peers, and post-audit responses.

The interface of the TCS is also quite intuitive for a non-technical user and was 
illustrated in Bloomquist (2006, p. 423). It is composed by various sliders (such 
as tax rate, audit rate, penalty, etc.) through which it is possible to manipulate the 
desired parameter values before starting the simulation.

Diagrams at the top show the evolution of the variables of interest, as, for ex-
ample, the amount of reported tax over time, whereas the distribution dynamic of 
full evaders, partial compliers, and full compliers appears in the window containing 
“turtles,” the NetLogo labeling of what we called agents.

The TCS features both overweighting of low audit probabilities and overestima-
tion. Taxpayers tend to overweight low probabilities of audit, as predicted by pros-
pect theory (Kahneman and Tversky 1979) and experimentally assessed by Alm 
et al. (1992). All probabilities were given, but there was still evidence of people 
typically overweighting these probabilities. Overestimation, on the other hand, is a 
bias which is a less numerical and more psychological phenomenon: it may depend 
on the subjects’ perception of the auditing mechanism and also past audit experi-
ences, as hypothesized in Kastlunger et al. (2009).

In order to help account for the opportunities to evade, it is possible to determine 
the percentage of visible income. Visible income being subject to third-party infor-
mation reporting, such as salaries, is assumed to be entirely declared, which is in 
line with empirical data. However, once the agent does not declare her full income 
it is not always true that when an audit is performed, the full evasion is detected. To 
account for such partial detection, a detection rate is introduced and the cost com-
ponent of the decision to evade is modified accordingly.

Finally, also borrowing constraints which could incentivize lower compliance 
and discount rates for delayed detection with respect to the evasion event itself are 
taken into account.

Unlike the first two models, the TCS uses actual empirical evidence from IRS 
audit data when calibrating the parameters of the MABS model in order to achieve 
an outcome which is as close as possible to observed levels of compliance.

5.6.3 � Experimental Economics—Calibration with Experimental 
Data

In an agent-based exercise simulating tax compliance behavior of small-business 
owners Bloomquist (2011) employs a relatively simple evolutionary game-theoretic 
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approach and uses experimental data in order to calibrate the model programmed in 
NetLogo. Taxpayers this time are of four different types: Honest, Strategic, Defiant, 
and Random. Behavior of small-business owners is hypothesized to be similar to 
that of laboratory subjects and in order to prove this claim the author relies on third-
party experimental results (Alm and Mckee 2006; Alm et al. 2008). In these tax-
compliance experiments subjects were tested for various behavioral mechanisms, 
but for comparability reasons only data of the “no treatment” subject pools was ex-
trapolated for the calibration purpose at issue. Compliance rate histograms clearly 
exhibit the typical bimodal distribution around zero and one, hence confirming the 
existence of honest and defiant taxpayers.

Initially the combination of behavioral taxpayer types is selected such that labo-
ratory results in terms of mean and mode are matched as closely as possible. In this 
first run no neighborhood effects were included because laboratory subjects were 
not able to see what others were doing. From the comparison of the simulation re-
sults for five different audit rates from 0 to 0.40 with and without risk aversion,5 it 
can be inferred that the inclusion of risk aversion with probability weighting gives 
more precise results for audit rates ranging from 0 to 0.10, confirming the findings 
of Bernasconi (1998).

As a second step four different scenarios6 of agent-based modeling were matched 
to real data gathered from the IRS National Research Program (NRP) study. The 
subsample of individuals with income stemming only from Sole Proprietorship 
(Schedule C—Profit or Loss From Business) was used and cases of overcompli-
ance were normalized to full compliance. None of these four simulations was able 
to match the average NRP compliance rate at which point the agent group defined 
as “random taxpayers” was excluded from the runs, assuming that small-business 
owners exhibit less random behavior than the students who participated in the lab.

The best match with the new setup was found in absence of neighborhood ef-
fects, which is also clear from the comparison of the histogram of compliance rates 
of the simulation with real data excluding neighborhood effects from playing a 
dominant role.

5.6.4 � A Model of Citizenship

Pellizzari and Rizzi (2014) developed an agent-based model of tax compliance that 
contemplates two types of agents: taxpayers and the government. Taxpayers maxi-
mize their utility based on net income and also considering the perceived level of 
public expenditure. Again, the role of the public good is considered as being rel-
evant to the tax-compliance decision, but in a more sophisticated and dynamic way 
than we already saw in Mittone and Patelli (2000). In addition, an array of individu-
al characteristics are included—namely, risk aversion; relative preference for public 
expenditure; an innate tendency to pay taxes, which we could define as intrinsic 

5  Risk aversion in this case describes the mechanism of overweighting small probabilities of being 
audited as described (also in Bernasconi, 1998).
6  Risk aversion versus no risk aversion and neighborhood effects versus no neighborhood effects.
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tax morale; and, as in Mittone and Patelli (2000), group conformity modeled as the 
expectation about other agents’ compliance behavior. Audit probabilities are not 
exactly known and inferred subjectively by observing audit dynamics among peers.

Moreover, the authors propose three different institutional frameworks based on 
the power a government is able to exert (high, average, and low). The taxpayers are 
divided into three types based on their level of “citizenship,” which is defined as 
a combination of the preference for public expenditure, group conformity, and tax 
morale.

Under a weak enforcement regime and with a low level of citizenship the authors 
observed high levels of tax evasion. Even with high levels of enforcement, full com-
pliance cannot be achieved. Moreover, ceteris paribus, the higher the tax rate, the 
lower the compliance level of their agents. This finding is in contrast with the pre-
dictions of the theoretical EUT model developed by Yitzhaki (1974) but confirms a 
large body of empirical evidence.

Government power still plays a significant role in societies with an average level 
of citizenship, even though elasticities decrease with respect to low levels of citi-
zenship. Finally, the role of government almost disappears for high levels of citizen-
ship, where tax evasion approaches near-zero levels regardless of the enforcement 
regime.

Overall, citizenship is found to have a larger marginal effect on compliance than 
enforcement power by the government, but both concepts are necessary to enhance 
the level of tax compliance in a society.

To take the findings further, it could also be interesting to read these results in 
light of the somewhat contrasting prescriptions coming from the literature on moti-
vation crowding-out, surveyed for example by Frey and Jegen (2001): the intrinsic 
motivation to pay taxes could therefore be decreased by the mere presence of an 
extrinsic mechanism of punishment.

5.7 � Conclusions

The aim of this survey was to take the reader on a tour through the very rich body 
of existing literature on tax evasion. Not only the plurality of determinants of tax 
compliance, but also the multiplicity of methodologies and analytical approaches 
make it a challenging task to provide policy makers with useful indications.

We started from the classical models of tax evasion which represent an ideal 
starting point for more realistic considerations and modifications. Thereafter, in-
stitutional, social and psychological factors, among others, have been found to be 
highly relevant when a taxpayer decides how much to declare to the tax authority. 
Also, survey data and laboratory experiments have shown that interaction among 
taxpayers in the form of peer effects and psychic costs of evasion cannot be disre-
garded.

As the famous physicist Stephen Hawking so wisely predicted, “the next century 
will be the century of complexity.” We now face the moment in which we have to 
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tame and coordinate all these different elements in order to maintain the informative 
value of new findings.

To do so, the ceteris paribus approach and the search for equilibria should be re-
laxed, giving space to a new notion of ceteris mutabilibus7 and asymptotic dynam-
ics. Innovative tools are needed, and the impressive computing power of modern 
devices serves this purpose well. We presented some examples of agent-based mod-
els to provide the reader with food for thought by highlighting their flexibility in 
accounting for both heterogeneous agents as well as different kinds of parameters, 
in addition to the possibility for interaction and the dynamic nature of such simula-
tions. Additionally, individual characteristics can be matched with evidence stem-
ming from human subjects tested in the lab, as we have seen in Bloomquist (2011).

The future focus of research on tax compliance should hence be on continu-
ing the multidisciplinary approach in determining the drivers of tax evasion, on 
one hand, while properly administering, elaborating and integrating old and new 
findings, on the other, with the final aim being to provide policymakers with ever-
improving policy advice on how to increase the overall level of tax compliance.
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Chapter 6
Exploring Reputation-Based Cooperation:

Reputation-Based Partner Selection and Network 
Topology Support the Emergence of Cooperation in 
Groups

Daniele Vilone, Francesca Giardini and Mario Paolucci

6.1 � Introduction

Two neighbors may agree to drain a meadow, which they possess in common because it is 
easy for them to know each other’s mind; and each must perceive, that the immediate con-
sequence of his failing in his part, is the abandoning of the whole project. But it is very dif-
ficult, and indeed impossible, that a 1000 persons should agree in any such action; it being 
difficult for them to concert so complicated a design, and still more difficult for them to 
execute it; while each seeks a pretext to free himself of the trouble and expense, and would 
lay the whole burden on the others. (David Hume, A Treatise of Human Nature p. 239)

Humans show levels of cooperation among non-kin that are unparalleled among 
other species. This difference becomes striking when facing social dilemmas, i.e., 
situations in which cooperation is hard to achieve because the best move for an indi-
vidual does not produce the best outcome for the group. Public goods games (PGG) 
represent a clear exemplification of this conflict between individual incentives and 
social welfare. If everybody contributes to the public good, cooperation is the social 
optimum, but free-riding on others’ contributions represent the most rewarding op-
tion at the individual level.

If norms, conventions and societal regulations have been proven effective in 
preventing the collapse of public goods (for a review, see (Ostrom 1990; Ostrom 
2005)), when individuals are faced with unknown strangers, with little or no oppor-
tunities for future re-encounters, cooperation easily collapses, unless punishment 
for non-cooperators is provided (Fehr and Gachter 2000). An alternative solution 
is represented by reputation, that allows to identify and avoid cheaters (Nowak and 
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Sigmund 1998b; Giardini and Conte 2012). Indirect reciprocity supported by repu-
tation (Alexander 1987) can be one of the mechanisms explaining the evolution of 
cooperation in humans (Milinski et al. 2002), especially in large groups of unrelated 
strangers who can, through language, actively communicate about their past experi-
ences with cheaters (Smith 2010).

As such, the exchange of evaluative information about other agents, i.e., gossip, 
may effectively bypass the “second-order free-rider problem”, wherein the costs 
associated with solving one social dilemma produces a new one (Hardin 1968; Ki-
yonari and Barclay). This is the case of punishment: cooperators who do not sustain 
the costs of punishment are better off than cooperators who also punish. Punish-
ment as a solution to the dilemma of cooperation entails another social dilemma, 
because punishment is costly and cooperators who do not punish are better off than 
punishers. On the other hand, costless gossip should not imply such a second-order 
free-rider problem. In addition to costly punishment and reputation, ostracism may 
represent a third solution against free-riders. However, the direct effect of ostra-
cizing someone is that group size decreases, thus automatically reducing maximal 
contribution levels to the public good for all remaining periods. Maier-Rigaud and 
colleagues show that in laboratory experiments, PGG with ostracism opportunities 
increases contribution levels and, unlike monetary punishment, also has a signifi-
cant positive effect on net earnings (Maier-Rigaud et al. 2005).

Models of indirect reciprocity usually take into account dyadic interactions 
(Nowak and Sigmund 1998b), or group interactions in a mutual aid game (Pan-
chanathan and Boyd 2004), in which providing help has a cost for the helper but it 
also increases his/her image score, i.e., a publicly visible record of the individualʼs 
reputation. Image score increases or decreases according to individuals’ past behav-
iors, thus providing a reliable way to discriminate between cheaters and cooperative 
players. Both in computer simulations (Nowak and Sigmund 1998b), and in labo-
ratory experiments with humans (Wedekind and Milinski 2000), cooperation can 
emerge and be maintained through image score.

When individuals facing a social dilemma can know other players’ image score, 
cooperation can emerge in small groups, as showed by Suzuki and Akiyama (Su-
zuki and Akiyama 2005). In their work, cooperation can emerge and be maintained 
in groups of four individuals; though, when group size increases, there is a con-
comitant decrease in the frequency of cooperation. The authors explain this decline 
as due to the difficulty of observing reputations of many individuals in large com-
munities. This can be true of unstructured communities, but this rarely happens in 
human societies, characterized by interaction networks.

To account for the role of social structure, we designed a PGG in which players’ 
interactions depend on the kind of network and on the possibility of actively choos-
ing a subset of group members. More specifically, we compare cooperation levels 
among agents placed on a small-world network (Watts and Strogatz 1998), defined 
by short average path lengths and high clustering, to the performance of agents on 
a bi-partite graph (Diestel 1997; Gómez-Gardeñes 2011). The latter is generally 
used to model relations between two different classes of objects, like affiliation net-
works linking members and the groups they belong to. This structure is especially 
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interesting for us because it is especially suited for partner selection, as it happens 
when a club refuses membership to a potential associate.

Here, we are interested in exploring the effect of network structure on the emer-
gence of cooperation in a PGG. We compare two different network topologies and 
we show that reputation-based partner choice on a bi-partite graph can make coop-
eration thrive also in large groups of agents. We also show that this effect is robust 
to number of generations, group size and total number of agents in the system.

6.2 � The Computational Model

We consider a population of N individuals. In each round of the game, g agents 
are picked up at random to play a PGG among themselves. Players can cooperate 
contributing with a cost c to a common pot, or can defect without paying anything. 
Then, the total amount collected in the pot is multiplied for a benefit b and equally 
distributed among all the group members, without taking into account individual 
contributions. At the end of each interaction, being Χ the number of contributors 
in the group, cooperators’ payoffs equals (Χb/g − 1)c, whereas defectors’ payoffs is 
Χbc/g. At the collective level, the best outcome is achieved when everyone cooper-
ates, but cheaters are better off, because defection permits to avoid paying any costs 
when the number of cooperators is lower than gc/b.

Among the many solutions offered (Fehr and Gachter 2000), Suzuki and Aki-
yama (Suzuki and Akiyama 2005) design a modified PGG in which agents can 
identify cheaters thanks to the so-called image score (Nowak and Sigmund 1998b; 
Nowak and Sigmund 1998a).

The basic features of our model are the same of the one by Suzuki and Akiyama: 
in particular, each player i is characterized by two integer variables: the image score 
is ∈ [− Smax, Smax] and the strategy ki ∈ [− Smax, Smax  + 1], being Smax  ≥ 0 a 
parameter of the model. When selected to play a round of the game, an individual 
cooperates if the average image score ⟨s⟩g of its opponents is equal to or higher 
than its own strategy ki, otherwise it will not contribute. At the end of the round, 
the image score of the player is increased by one in case of cooperation, otherwise 
it is decreased by the same quantity. In any case, si remains in the allowed interval 
[− Smax, Smax]: if an agent has an image score of Smax (− Smax) and contributes, 
nothing happens to its image score. At the initial stage, all the image scores and fit-
ness levels are set to zero, whilst the strategies are randomly distributed among the 
individuals.

The image score is intended to give a quantitative evaluation of the public repu-
tation of an individual in the scope of indirect reciprocity: if contributing once is re-
warded by future contributions by other individuals, then any cooperative act must 
be recognized and considered positively by the entire population; on the other hand, 
the variability of the strategies describes the different attitudes and expectations of 
the single agents (Nowak and Sigmund 1998b).
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After m rounds, reproduction takes place. Again, we apply the same evolutionary 
algorithm used by Suzuki and Akiyama (Suzuki and Akiyama 2005). For N times 
we select at random a pair of individuals and with probability P we create a new 
individual inheriting the strategy of the parent with the highest fitness. Then parents 
are put again in the population, and offspring is stored in another pool. When this 
selection process has happened N times, the old population is deleted and replaced 
with the offspring. It is worth noticing that offspring inherit only the parent’s strat-
egy, while their image score and fitness is set equal to zero. Finally, we repeat this 
sequence ( m rounds followed by the reproduction stage), for an adequate number of 
generations. The simulation lasts until the system reaches a final (steady or frozen) 
configuration.

For sake of clarity, we observe that strategies defined as ( k ≤ 0) are the more “co-
operation prone”, with the limit case of k  = − Smax which is an absolute cooperator, 
while the positive ones are the “cooperation averse” strategies, with the limit case 
of k = Smax  + 1 representing an inflexible defector.

Moving from the model described above, we are interested in testing whether 
two different network structures can promote cooperation for different group size 
and what effect partner selection can have in such an environment.

6.3 � Results

Suzuki and Akiyama tested their model for a given set of parameters with the fol-
lowing values: total population of 200 agents ( N  = 200), cost of cooperation set to 
1 ( c = 1), for a benefit of 0.85 multiplied by the size of the group ( b = 0.85 g). The 
highest possible value of the image score equals 5 (Smax = 5), and the total number 
of rounds of the game is set to 800 ( m = 800). Their results show that a cooperative 
strategy can evolve and invade a population when group size is small, but it does 
not survive when groups are large. For medium-sized communities, a coexistence 
between cooperators and defectors is possible.

The first step of the study present in this paper is a check of the robustness of 
Suzuki and Akiyama results with respect to the values of the model parameters. A 
check of the role of m and N is reported already in (Suzuki and Akiyama 2005): it 
is claimed that the outcome is not relevantly influenced by the value of these two 
quantities, so we focus here on b, P and Smax.

The role of b in the PGG is quite clear in literature. Normally it is set to 3 inde-
pendently from the group size (Walker and Williams 1994). Using this value, we 
found that the final cooperation level decreases sharpenly as g increases, as shown 
in Fig. 6.1.

The fact that in Suzuki’s and Akiyama’s work such decreasing is much slower 
is due to the fact that being b proportional to the group size, the number of con-
tributors needed to make cooperation advantageous remains constant in g instead 
of decreasing with it. On the other hand, even though less dramatic, the decrease is 
anyway observed, indicating that the negative effect of large groups on cooperation 
is stronger and it might depend on the PGG dynamics.
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Concerning the behaviour of the model as a function of the parameter P that re-
fers to the probability of inheriting a given strategy, we tested three different values: 
P  = 0.9 as in (Suzuki and Akiyama 2005), P  = 0.75 and P  = 1.0. As it can be easily 
seen in Fig. 6.2, there is no fundamental difference due to the exact value of this 
parameter.

Finally, changing the value of Smax, we see that up to Smax ≃ 15, the behavior 
of the system is rather homogeneous, as shown in Fig. 6.3.

Our results show that the behavior of the model is actually robust for a large 
range of the parameters at stake, thus replicating Suzuky and Akiyama’s results.

6.3.1 � Effects of the Network Topology

In order to enlarge the scope of the model, we tested the effects of different network 
structures, thus introducing some adaptations of the original model. The first change 
we made was in the mechanism of assortment. In the original model, every player 
had the same probability to interact with every other agent, therefore the population 
is placed on a total connected graph (CG). This configuration is rather unrealistic, 
especially when we consider groups bigger than a given size. It is then interesting 
to test the model behavior over more realistic, even though still abstract, networks. 
The first example we take under consideration is the so-called small-world network 

Fig. 6.1   Behaviour of the final frequency of cooperative actions as a function of the group size g. 
All the parameters are the same of the paper by Suzuki and Akiyama (Suzuki and Akiyama 2005), 
except b = 3. Each point averaged over 1000 realizations
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Fig. 6.3   Behaviour of the final frequency of cooperative actions as a function of Smax. The remain-
ing parameters are the same of the paper by Suzuki and Akiyama (Suzuki and Akiyama 2005), the 
vertical line for Smax = 5 specifies the value utilized in the same reference. Each point averaged 
over 1000 realizations

 

Fig. 6.2   Behaviour of the frequency of cooperative actions as a function of the number of generations 
for three different values of P : 0.75, 0.90 and 1.0. The remaining parameters are the same of the paper 
by Suzuki and Akiyama (Suzuki and Akiyama 2005). Each curve averaged over 1000 realizations
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(SWN), as conceived by Watts and Strogatz in (Watts and Strogatz 1998). In short, 
a SWN, is a regular ring with few short-cuts linking originally far away nodes. It is 
constructed as shown in Fig. 6.4: we start from a ring where each node is connected 
with 2k nearest neighbors. Then, with probability p, each link is rewired (one of the 
node is left fixed, the other is changed), so that it finally leads to the creation of a 
network with pNk short-cuts. As shown in reference (Watts and Strogatz 1998), for 
1/Nk < p < 1/10 the network shows the typical small-world effect: even though at lo-
cal level the system behaves as a regular lattice, i.e., an individual placed in a SWN 
cannot distinguish the network from a regular one just watching his/her neighbors 
(high clustering coefficient), at a global level the average distance between two ran-
domly selected individuals is very short (proportional to the logarithm of the system 
size), unlike the regular network.

In order to make the model work on this topology, we had to adapt the model 
dynamics to the specific situation. In particular, instead of extracting g agents at 
each round, we picked up a single player at each round and g − 1 of its neighbors. 
In order to be sure that each individual had at least g − 1 neighbors, we set k = g − 1. 
Moreover, at the end of each generation, the offspring was randomly placed on the 
pre-existent network, which is defined at the beginning and does not change until 
the end of the simulation. Anyway, averaging over different realizations, each one 
has its own networks, so that the averages are also over the topology.

In Fig. 6.5 and 6.6 we see the cooperation frequencies for two values of g and 
different sizes of the system. Basically, when group size is bigger than two, the 
system shows an interesting behavior: in particular, the dynamics is always driving 
the system towards the achievement of complete cooperation, even though the tim-
ing can vary. Full cooperation is reached more rapidly for small values of N, whilst 
it can take up to thousands of generations for larger systems. It is worth noticing 
(Cfr. Fig. 6.6), that this consensus time seems to reach its limit value already for 

Fig. 6.4   Construction of SWN according Watts-Strogatz procedure (Watts and Strogatz 1998)
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Fig. 6.6   Behaviour of the frequency of cooperative actions in a SWN with p = 0.05 as a function 
of the number of generations for g = 4 and different values of N (100, 400 and 1600). The remain-
ing parameters are the same of the paper by Suzuki and Akiyama (Suzuki and Akiyama 2005). 
Each curve averaged over more than 1000 realizations

 

Fig. 6.5   Behaviour of the frequency of cooperative actions in a SWN with p = 0.05 as a function 
of the number of generations for g = 2 and different values of N (from top to bottom: 100, 200, 
400, 800 and 1600). The remaining parameters are the same of the paper by Suzuki and Akiyama 
(Suzuki and Akiyama 2005). Each curve averaged over more than 1000 realizations
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N = 3200; in such case we can also distinguish an initial small decrease of coopera-
tion rate before the final (steep) increase.

In short, these results demonstrate that the small-world topology in itself makes 
full cooperation possible, although this requires some time, as we are going to dis-
cuss in the next sections.

Another topological configuration that accounts better for the complexity of real 
interactions among individuals is the so-called bipartite graph (BG) (Diestel 1997; 
Gómez-Gardeñes 2011). A bipartite representation contains two types of nodes 
denoting agents and groups, respectively. It implies that connections can be es-
tablished only between nodes of different types and no direct connection among 
individuals is allowed. Thus, such a bipartite representation preserves the informa-
tion about the group structure: if two individuals belong to the same three groups, 
they are “more” connected than two other individuals who are members of the same 
group. These two pairs would be equally represented in the classical one-mode pro-
jected network, while with the bipartite graph this mesoscopic level of interactions 
is better depicted, as illustrated in Fig. 6.7.

Also in this case we adapted the original dynamics of the model to this kind of 
network. In particular, the graph has N individuals distributed into M groups, each 
group composed of a certain number ( g) of members. At the beginning of each 
round, the network is built in this way: given F ∈ (0, 1), we set gF initial members 
for each groups so that each individual belongs exclusively to one group. For in-
stance, if N = 150, g = 20 and F = 0.75 (then M = 10), at this stage we would have 15 
agents in the first group, other 15 in the second one and so on until the last 15 in the 
tenth group. Then, each group must be completed choosing five individuals from 
the set of those who do not belong to any group.

This can be done in two different ways:

1.	 by randomly picking (1 − F)g agents among the rest of the population;
2.	 or, by selecting them according to their reputation, i.e., their image scores. In 

this latter case, we have a partner selection mechanism, therefore an external 
player is randomly selected by the group, but accepted only if its image score 

Fig. 6.7   Structure of a bipartite graph compared with a classical network (J. Gómez-Gardeñes et 
al. 2011)

 



110 D. Vilone et al.

is positive. In case the population contains no players with a good reputation, a 
candidate with a negative image score is accepted in the group. We also tested 
an alternative mechanism for partner selection: in a set of simulations we set the 
threshold for accepting candidates as being equal to or larger then the average 
strategy of the initial member of the group, but this did not produce any appre-
ciable effects on the outcome of the simulations. Once the network is completely 
defined, each group plays a round of the game, with the same rules working on 
CG and SWN. The procedure (network construction followed by a round of the 
game of each group) is repeated ten times, then the evolution process takes place 
again following the same rule given of the previous cases.

In Fig. 6.8 and 6.9 we show the behavior of the model for N  = 200 (or the closest in-
teger compatible with the remaining parameters), F = 0.75, while keeping the other 
parameters equal to the ones used by Suzuki and Akiyama (Suzuki and Akiyama 
2005).

Our results show that the final cooperation level is lower in the BG then in the CG 
case when the additional members of the groups are selected at random. However, 
when reputation-based partner selection is available in a population distributed on 
a bipartite graph, full cooperation is reached in a very short amount of time (about 
ten generations), and this is true also for large groups with 20 individuals ( g = 20 in 
figure). This result does not depend on the way in which groups are assorted: even 
when partner selection is restricted to a small percentage of agents, it can favour 

Fig. 6.8   Behaviour of the frequency of cooperative actions in a BG with as a function of the 
number of generations for g = 4, and F = 0.75. The remaining parameters are the same of the paper 
by Suzuki and Akiyama (Suzuki and Akiyama 2005). Each curve averaged over 1000 realizations
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the invasion of the cooperative strategies throughout the system. This effect can 
be explained by the fact that, in general, in PGG it is better for individuals to get 
involved in as many groups as possible in order to maximize their income (Hauert 
and Szabo 2003). However, if this is not linked to a reputation-based partner selec-
tion mechanism, defection is still very profitable and cooperators are driven out of 
the system. On the contrary, if reputation is used to select group members, having a 
positive image score has a positive effect on fitness.

In the model by Nowak and Sigmund (Nowak and Sigmund 1998b; Nowak and 
Sigmund 1998a), based on the same image score mechanism, when the system ends 
up in a final configuration of complete cooperation, the only surviving strategy is 
usually k = 0, that is, the “winning” strategy is a rather moderately generous one. A 
similar behavior appears with our model in CG and SW topologies.

On the other hand, when working on BG topology, the final system configura-
tion, always totally cooperative, presents all the negative strategies, i.e. the more 
cooperative ones, as shown in Fig. 6.10. This means that taking into account realis-
tic properties of social interactions among individuals not only makes cooperation 
spread throughout the whole population, but it also allows the survival of the most 
generous and altruistic strategies.

Fig. 6.9   Behaviour of the frequency of cooperative actions in a BG with as a function of the num-
ber of generations for g = 20 and F = 0.75. The remaining parameters are the same of the paper 
by Suzuki and Akiyama (Suzuki and Akiyama 2005). Each curve averaged over 1000 realizations
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6.4 � Discussion

In a PGG in which the history of agents’ past interactions is publicly available as an 
image score, cooperation can emerge and be maintained for small groups of agents. 
When we move from a mean-field situation to a small-world network, we observe 
that cooperation becomes stable after 100 generations and for groups of four indi-
viduals. The real improvement is achieved thanks to the introduction of a partner 
choice mechanism on a bi-partite graph, where if a small percentage of group mem-
bers are chosen on the basis of their reputations, cooperation can thrive.

In a social dilemma the introduction of a reputation mechanism for partner se-
lection on a bipartite graph makes deception unprofitable, thus cooperators can 
thrive. In such an environment, agents with a positive reputation are more socially 
desirable, thus they can enter several groups in which their contributions help to 
achieve the social optimum. On the other hand, defectors with negative reputations 
are actively avoided, thus driving them to complete extinction after ten generations. 
Even more striking is the fact that, unlike other models (Suzuki and Akiyama 2005; 
Brandt et al. 2003), full cooperation is maintained even when group size increases.

Fig. 6.10   Final (relative) strategy abundance for a system on BG, same system of Fig. 6.8 ( g = 4) 
with reputation-based choice of the added members of each group. Values averaged over 1000 
realizations
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6.5 � Conclusions

The puzzle of the evolution of cooperation in humans can be successfully addressed 
if we take into account features of human societies that could have paved the way 
for the emergence of cooperative behaviors, like social networks and reputation. 
Moving from a replication of Suzuky and Akiyama (Suzuki and Akiyama 2005), 
we showed that cooperation can emerge and be maintained in groups of agents 
playing a PGG on a network. We used two network topologies with different group 
and total population size, finding interesting differences especially in terms of the 
maximum level of cooperation achieved. Our results show that when partner selec-
tion is available in an affiliative network, cooperation can be easily reached even in 
large groups and for large systemʼs size.

The importance of social institutions (Ostrom 1990) and informal social control 
(Giardini and Conte 2012; Besnier 2009) is well known to social scientists who, 
like Ellickson (Ellickson 1991), have stressed the importance of these features: “A 
close-knit group has been defined as a social network whose members have cred-
ible and reciprocal prospects for the application of power against one another and a 
good supply of information on past and present internal events […]. The hypothesis 
predicts that departures from conditions of reciprocal power, ready sanctioning op-
portunities, and adequate information are likely to impair the emergence of welfare-
maximizing norms” (p. 181).

Introducing a small world network does not alter the dynamics of cooperation in 
a PGG in a fundamental way, and this is also true for a bipartite graph with random 
partner selection. However, when we model the world as made of groups that can 
actively select at least one of their members, cooperators outperform free-riders in 
an easy and fast way. The evolutionary dynamics of our model can be linked to a 
proximate explanation in psychological mechanisms for ostracism and social ex-
clusion, two dreadful outcomes for human beings (Abrams et al. 2005; Baumeister 
and Leary 1995). In large groups of unrelated individuals, direct observation is not 
possible, and usually records of an individual’s past behavior are not freely and pub-
licly available. What is abundant and costless is gossip, i.e., reported evaluations 
about others’ past actions, that can be used to avoid free-riders, either by refusing 
to interact with them, or joining another crew in which free-riders are supposedly 
absent. For this reason we plan to run simulations in which agents will be able to 
report private information about their past experiences, thus overcoming the unreal-
istic limitations posed by image score. We posit that the combination of a bi-partite 
graph social structure and gossip like exchanges will mimic human societies better 
and will provide useful insights about the evolution of cooperation in humans.
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Chapter 7
A Novel Interdisciplinary Approach to 
Socio-Technical Complexity

Sociologically Driven, Computable Methods for 
Sport-Spectator Crowds’ Semi-Supervised Analysis

Chiara Bassetti

7.1 � Introduction

Contemporary societies are more and more characterized by the presence of large, 
complex, and sometimes overlapping socio-technical systems (e.g., Button and 
Sharrock 1998; Suchman 2002; Avgerou et  al. 2004; Whitworth 2009)—that is, 
systems embedding human and artificial agents, and incorporating as a whole tech-
nology and practice, bodies and tools, place and activity. “The complexity of such 
systems makes it very hard for them to cope with critical situations, as they emerge 
from the interplay between all participants and cannot be reduced to mere technical 
malfunctioning or to the negligence/malevolence of the human actors involved” 
(Ferrario 2011).

To deal with such a complexity, we need, first, an interdisciplinary approach 
able to tackle the issue at the systemic level without losing its empirical ground 
and practiced-based, micro-analytical perspective. Second, with special reference 
to critical situations, one promising avenue to follow is designing artificial agents 
able to take into consideration—i.e., to detect and reason about—not only physi-
cal/sensorial, nor only cognitive, but also social aspects of a scene. Ultimately, we 
want technologies that are able to participate in social interaction and everyday 
human activities much like humans do. Indeed, if one considers critical situations, 
this could even make a difference in avoiding catastrophes (cf. Bassetti et al. 2013).

To move toward such objectives, we propose an interdisciplinary approach 
which—by leveraging on sociology, especially micro-sociology and ethnomethod-
ology (EM/CA approach—see Sect. 7.3), computer vision, particularly Social Signal 
Processing (SSP) (e.g., Vinciarelli et al. 2009; Cristani et al. 2010; Setti et al. 2015), 
and foundational and applied ontology (e.g., Guarino 1998, 2009)—aims at the inte-
gration of microsociological analysis into computer-vision and pattern-recognition 
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modeling and algorithms, both “directly” and via the mediation of ontology. In ad-
dressing the need for interdisciplinary methods to deal with socio-technical com-
plexity at a systemic yet micro-grounded level, the approach, which this chapter 
shall present in detail as applied to the analysis of a particular setting, and especially 
as for its sociological foundations, is—

•	 both theoretically and analytically driven;
•	 empirically grounded and concerned with the minute details of naturally occur-

ring social interaction;
•	 yet systemic and multidimensional (in considering individuals, groups and sub-

groups; human and artificial agents);
•	 semi-supervised and computable;
•	 and oriented toward large-scale applications.

The general idea behind the proposed approach lays at the basis of the project Vis-
CoSo1 that we are conducting at the Laboratory for Applied Ontology (LOA-ISTC-
CNR), and that has an international airport as its core case study to analyze critical 
situations in socio-technical systems. However, we have applied the same approach 
to another project, OZ (Osservare l’attenZione), which focuses empirically on what 
is commonly referred to as sport-spectator crowds. This second setting, on which 
the chapter shall focus, is as (i) complex, (ii) socio-technical, and (iii) prone to 
critical situations and emergencies as the former, yet it constitutes a simpler case to 
test our approach given some of its material and organizational characteristics—in 
primis, people’s location being mostly constrained to the stands.

Crowds, better defined as “large gatherings” (Goffman 1961, 1963; McPhail 
1991) are almost ever-present in our societies: from urban spaces to airports, from 
ERs to malls, from churches to theaters and arenas, we are immersed in crowds of 
different kinds every day (see Sect. 7.3.2). Therefore, capturing and understanding 
crowd dynamics is crucial, and this is true under diverse perspectives. From social 
sciences (sociology, social movement studies, political science, organization stud-
ies, etc.) to public safety management and emergency response practices, modeling 
and predicting large gatherings’ presence and dynamics, thus possibly preventing 
critical situations and/or being able to properly react to them, is fundamental. This 
is where semi/automated technologies can make the difference. The work presented 
in this chapter, focused on spectator crowds, is intended as a scientific step toward 
such an objective.

In what follows, I shall introduce the OZ project and the multi-step method we 
employed (Sect.  7.2) and then focus on some of such steps—namely, those that 
are more concerned with the sociological contribution. Section 7.3 also presents 
the theoretical basis of the proposed approach from a sociological point of view; 
as for regarding the state of the art in human and crowd behavior analysis from a 
computer vision perspective, I make reference to previous work (Conigliaro et al. 
2015). Section 7.4 focuses on the EM/CA video analysis of the empirical material 
that I conducted as a basis for the selection of what I call the atomic components of 

1  http://www.loa.istc.cnr.it/projects/viscoso.
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action-in-interaction in the considered setting (i.e., in sport-spectator gatherings). 
Such components, together with the formal compositional methods elaborated for 
having them used in computable, automated tasks, are presented in Sect. 7.5. Fi-
nally, some reflections are made concerning the scientific as well as applicative 
advantages of the approach, and the avenues it opens to meet contemporary societal 
challenges (Sect. 7.6).

7.2 � The OZ Project at a Glance

The interdisciplinary project OZ—Osservare l’attenZione ( Observing attention)—
was conducted in the course of the 2013 Trentino Winter Universiade by the LOA-
ISTC-CNR, the Laboratory of Vision, Image Processing & Sound (VIPS) of the 
University of Verona, and the Department of Information Engineering and Comput-
er Science (DISI) of the University of Trento. The aim was to develop a technology 
able to automatically detect at run time spectators’ attention and excitement levels. 
More specifically, the detailed objectives were the following:

1.	 Spectators segmentation: distinguishing fan groups belonging to different teams 
(or just attending), even when they are merged in the stands; finding diverse 
groups among spectators (e.g., attentive vs. distracted, enthusiastic vs. bored 
spectators).

2.	 Attention and excitement level calculation: in a given time interval, quantizing 
the level of attention and excitement of the crowd or some of its parts.

3.	 Event segmentation: single out the most salient events of the match, like goals, 
fouls, or shots on goal on the basis of diverse crowd activities (e.g., clapping 
hands when the favorite team scores a goal, getting excited when a foul is or is 
not signaled by the referee).

As I mentioned, the chosen path to reach such objectives has been the integration 
of it should be micro-sociological analysis into computer-vision and pattern-recog-
nition modeling and techniques. The process (Fig. 7.1) was the following: While 
preparing the theoretical background (sociology, social psychology, social ontol-
ogy), we built a novel repository of videos taken during the 2013 IIHF Ice Hockey 
U18 World Championship (Asiago, April 7–13, 2013). The videos, on the one hand, 
have been used as empirical material for the sociological analysis on whose basis 
the atomic components of action-in-interaction where selected (notation). On the 
other hand, they served to test the framework from a computer-vision perspective. 
The successful results of the study (cf. Conigliaro et al. 2013a, b) allowed us to 
apply the approach, by then enhanced through sociologically driven annotation, to 
the four final hockey matches of the 2013 Winter Universiade, and to release the re-
lated, annotated S-HOCK (Spectator-HOCKey) dataset (cf. Conigliaro et al. 2015). 
The enhanced approach was found to outperform the previous one. Simultaneously, 
leveraging on both sociology and ontology, we elaborated some formal methods 
of composition of the above-mentioned atomic components, to be integrated into 
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computer-vision and pattern-recognition algorithms. We are now in the process of 
testing the performance of this third approach, in addition to enlarging the dataset 
with some basket matches.

7.3 � State of the Art and Theoretical Foundations

Among the whole set of possible features that can be extracted from a video record-
ing, we have selected the annotated “elementary forms of action” (McPhail 1991; 
Schweingruber and McPhail 1999)—or atomic components of action-in-interac-
tion—as strictly connected with the analysis of social interaction, and related to our 
specific setting, i.e., sport-spectator crowd. Whereas the relevance of body posture 
and motion in interpersonal interaction is well known (e.g., Birdwhistell 1970) and 
the same holds for proxemic formations (Kendon 1990) and participation frame-
works (Goffman 1961, 1963, 1967), other actions, such as jumping, waving arms, 

Fig. 7.1   Scheme of the interdisciplinary approach taken to analyze sport spectator crowds
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or shaking “fan objects,” are specific to certain settings. In both cases, behavior 
must be considered with attention to its situated context.

From this perspective, we drew from available literature on—

1.	 social interaction, with particular attention to non-verbal conduct (proxemics, 
body posture, gesture, etc.), especially in public places (Goffman 1963);

2.	 so-called (but cf. McPhail 1991) “crowd behavior”—i.e., social interaction in 
large gatherings, in particular sport-spectator gatherings.

Whereas the former body of literature is huge and diverse, especially for contribu-
tions coming from micro-sociology (e.g., Goffman 1961, 1963, 1967) and Ethno-
methodology and Conversation Analysis (EM/CA) (e.g., Garfinkel 1967; Kendon 
1990, 2004; Sacks 1992), the latter, with particular regard to the sportive setting, 
is far less developed and often connected to surpassed theories on/of “crowd be-
havior” and “collective behavior” (cf. McPhail 1991; cf. also Blumer 1951; Goode 
1992). I shall now focus on these two bodies of literature.

7.3.1 � (Multimodal) Social Interaction

While the term was only introduced some years ago, micro-sociology’s roots can be 
found in “classical” scholarly work, starting from Simmel’s (1908) attention to the 
smallness and elusiveness of some forms of sociability (from flirtation to gossiping, 
from silence to the role of the senses in everyday interaction, etc.) coupled with 
their being ubiquitous and practiced by everybody—the so-called micro-macro 
link. Simmel’s focus on the inconspicuous mechanisms through which society is 
engendered has then been taken up by the ethnographers of the so-called “Chicago 
school,” from which two main approaches devoted to the study of collective be-
havior and interaction have emerged: (i) the “ecological” one of urban sociology 
(e.g., Park et al. 1925), especially concerned with subcultures and deviance; and (ii) 
symbolic interactionism (e.g., Mead 1934; Blumer 1969), whose basic premise is 
that people act toward things and respond to actions of others based on the meaning 
those things or actions have for them, and those meanings are symbolically medi-
ated and are realized in social interaction. Although it is highly debatable whether 
Goffman (e.g., 1959, 1961, 1963) can be properly included into symbolic interac-
tionism (e.g., Collins 1988), he is certainly one of the most renowned exponent of 
the interactionist approach in recent sociology—actually, he is the one who suc-
ceeded in making everyday rituals and face-to-face interaction legitimate phenom-
ena of sociological interest, and the one who elaborated the terminology and defini-
tions that made such phenomena “sayable.” McPhail’s work on large gatherings, 
while standing at some distance from Blumer’s conception of collective behavior, 
heavily rests on Goffman’s framework for the analysis of social interaction.

Such a framework’s theoretical roots are to be found, not in symbolic interac-
tionism, but another “classical” scholar’s thought: Durkheim’s (for example, 1965). 
And it is not by chance that the Durkheimian tradition lays at the foundations of 
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Garfinkel’s (1967, 2002, 2006) ethnomethodology (EM) (cf. also Rawls 2011). 
The latter’s theory of social action is not only as much concerned with (local) mo-
rality as both Durkheim’s and Goffman’s theories are, but it is also “radical” in 
pursuing the study of the orderliness of ordinary phenomena as an everyday col-
lective achievement—that is, as achieved every day during and through situated 
interaction. The analysis of the orderliness of conversation, or talk-in-interaction, 
has been then the specific challenge taken up by conversation analysis (CA) (e.g., 
Sacks 1992; Psathas 1995; Heritage 1999). Since the seventies, CA has not stopped 
studying the ordered features of talk—both institutional and ordinary/informal, both 
face-to-face and mediated—and then, thanks also to the opportunities opened up by 
video recordings, of gestures, proxemics, and nonverbal behavior in general, the 
full (video)analysis of multimodal interaction (e.g., Mondada 2008; Heath et  al. 
2010) and its application to manifold empirical contexts.

The approach, which now goes bythe EM/CA label, can leverage on a large and 
variegated research corpus on nonverbal conduct that has been particularly help-
ful for the OZ project. Birdwhistell’s (1952, 1970) work on human movement—or 
kinesics, as he coined it—goes back to the fifties and has then been followed by 
that of various other scholars (e.g., Kendon 1970, 1972; Knapp 1972; Duncan and 
Fiske 1977; Dittman 1987; Burgoon et al. 1989). The study of body language and 
nonverbal communication has been ongoing since the sixties (e.g., Scheflen 1964, 
1972; Bateson 1968; Ekman and Friesen 1969b), and particular attention has been 
payed to posture (e.g., Scheflen 1964; Mehrabian 1969; Kendon 1970; LaFrance and 
Broadbent 1976; Matsumoto and Kudoh 1987), proxemics and “formations” (e.g., 
Hall 1963, 1966; Ciolek and Kendon 1980; Kendon 1992; McPhail 1994)2, and self-
touching, or self-manipulation (e.g., Ekman and Friesen 1969a; Rosenfeld 1973)—
that is, in gestures studies’ jargon, “adaptors.” A whole, largely interdisciplinary sci-
entific area, indeed, is devoted to the analysis of gestures and their role in interper-
sonal multimodal interaction (e.g., Sapir 1927; Ekman and Friesen 1972; Lefebvre 
1975; Kendon 1990, 2004; McNeill 2005)—an endeavor in which computer vision 
participates too (cf. Rautaray and Agrawal 2015). Scholarly attention, finally, has 
been also caught by head and body orientation as well as gaze and the role it plays in 
sociability (e.g., Nielsen 1962; Argyle and Dean 1965; Kendon 1967; Knapp 1978; 
Hietanen 2002)—an interest, the latter, that traces as back as to Simmel.

To conclude, some more detailed issues, relevant for the research at hand, are 
listed below.

•	 There is some evidence that the closed fist constitutes a widespread gesture of 
power and triumph (Morris 1994, p. 70).

•	 An early experimental study by James (1932), based on ratings by judges, iden-
tified four postural categories: (a) forward lean (“attentiveness”); (b) drawing 
back or turning away (“negative,” “refusing”); (c) expansion (“proud,” “conceit-
ed,” “arrogant”); and (d) forward-leaning trunk, bowed head, drooping shoul-
ders, and sunken chest (“depressed,” “downcast,” “dejected”) (cf. Mehrabian 
1972, p. 19).

2  We tried the integration of micro-sociology and computer vision also with respect to the analysis 
and detection of “free-standing conversational groups” and “facing formation” (Setti et al., 2015).
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•	 Research on sitting positions has been carried out by Hewes (1957) as well as 
Scheflen (1972). Vrugt and Kerkstra (1984) found female, North American col-
lege students showing uneasiness by sitting still and arm-crossing.3 According 
to Morris (1994, pp. 152–54), there are four typical human sitting postures in 
chairs: (a) ankle–ankle legs cross (“I am politely relaxed,” worldwide), (b) knee–
knee legs cross (“I am very relaxed,” worldwide), (c) ankle–knee legs cross (“I 
am assertively relaxed,” widespread), and (d) legs twined (“I am slinkily re-
laxed,” widespread).

•	 Akimbo (or hands-on-hips) position, in which the palms rest on the hips with 
the elbows flexed outward, was identified as a human “posture type” by the an-
thropologist Hewes (1957). Mehrabian (1969) later found that in standing hand-
on-hips interactants, akimbo was used more with disliked than with liked part-
ners. Moreover, “arms-akimbo position is more likely when you are talking to a 
person you see as having a lower status than your own” (Knapp 1972, p. 101). 
According to Morris (1994, p. 4), arms akimbo “is an unconscious action we 
perform when we feel anti-social in a social setting. It is observed when sports-
men have just lost a vital point, game or contest.” Finally, one- and two-handed, 
stylized versions of the akimbo posture are used by African American girls and 
women to show anger, disgust, and disagreement (Givens 2002).

•	 It appears that in conditions of severe crowding, the frequency of arms crossed 
in front of the body touching at the crotch greatly increases (Baxter and Rozelle 
1975, p. 48)

7.3.2 � Large Gatherings (or Crowds)

The main reference for crowd studies is McPhail’s extensive work (e.g., McPhail 
1991; Schweingruber and McPhail 1999) on large gatherings (ranging from dem-
onstrations to sport events) and his taxonomy of “elementary forms of action”, 
which we adapted to our specific needs—i.e., those concerning the context of ac-
tivities (and the results of preliminary EM/CA video analysis), those related to the 
video corpus (e.g., facial expression not detectable), and that of a good compromise 
between taxonomical accuracy and activity cost in annotating.

Let us start by considering McPhail’s (1991, p. 159) definition of collective ac-
tion:

Two or more persons engaged in one or more actions (e.g., locomotion, orientation, vocal-
ization, verbalization, gesticulation, and/or manipulation), judged common or concerted on 
one or more dimension (e.g., direction, velocity, tempo, or substantive content).

There are three main issues to point out. First, within the first set of parentheses 
are the six main categories of McPhail’s taxonomy. We have taken them all into 
consideration except for vocalization and verbalization, as we were not analyzing 
the audio of the recordings in computer-vision terms. For the sake of the annotation 
manual’s efficacy, the remaining four categories of action and their member-items 

3  On gender and bodily conduct see also, e.g., Young (1980) and Guillaumin (1992).
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selected for annotation have been regrouped according to more computer-vision-
like criteria (e.g., orientation as “head pose,” gesticulation and manipulation in the 
same large category as “action”).

Second, the first half of the quote (until “judged…”) is a good general definition 
of social interaction (or action-in-interaction, in EM/CA terms) that may or may 
not involve common or concerted—i.e., collective—action. In Goffmanian (1963, 
1981) terms, we should talk of unfocused interaction (i.e., individual action in pub-
lic), common-focused interaction (e.g., watching a movie or a match together), and 
jointly focused interaction (e.g., cheering, conversing).

Third, it is important to bear in mind that social interaction is a multi-scalar 
entity: individual, common, and concerted actions-in-interaction are often co-oc-
current and mutually intertwined in everyday life situations (e.g., conversing with 
a partner while attending a theater show). Audiences, or spectator crowds, point to 
a particular kind of interaction—i.e., common-focused—and a particular kind of 
collective action—i.e., common— yet they often also involve unfocused as well as 
jointly focused interaction. This has been taken into consideration, for instance, by 
annotating people walking (away from the stands) or pointing toward something 
outside the game field to the benefit of a nearby companion, or kissing each other.

It is now time to introduce a taxonomy of crowds—or large gatherings—to better 
identify the one we are dealing with:

•	 prosaic (McPhail 1991) or casual (Blumer 1951; Goode 1992) crowds, where 
members have little in common except their spatio-temporal location (e.g., line 
at the airport check-in counter);

•	 demonstration/protest (McPhail 1991) or acting (Blumer 1951; Goode 1992) 
crowds, a collection of people who gather for specific protest events (e.g., mob/
riot/sit-in/march participants);

•	 spectator (McPhail 1991; cf. also Berlonghi 1995) or conventional (Blumer 
1951; Goode 1992) crowds, a collection of people who gather for specific social 
events (e.g., cinema/theater/sport spectators);

•	 expressive (Blumer 1951; Goode 1992) crowds, a collection of people who gath-
er for specific social or ritual events and want to be full members of the crowd, to 
participate in “crowd action” (e.g., flash-mob dancers, Mass participants, sport 
supporters).

It is important to notice that different types of crowd can be co-present (e.g., a flash-
mob at the airport while others are in line) and even intertwined, which is precisely 
the case of sport supporters within a broader sport audience. For the purposes of 
our research, therefore, we consider expressive crowds as sub-parts of spectator 
crowds. It may be worth mentioning that all computer-vision approaches assume a 
general and unique kind of crowd, and focus primarily on casual and protest crowds 
(cf. Conigliaro et al. 2015).

Moving from crowds in general to spectator crowds in particular, one should 
consider some scholarly work on one-to-many speaking situations, such as Goff-
man’s (1981) work on conference lectures, and some EM/CA analyses of political 
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meetings and confrontations, and of the close relationship between applause and 
performance—more than the speech content or the speaker’s popularity/status (e.g., 
Atkinson 1984; Heritage and Greatbatch 1986). More generally, a part of the an-
thropological literature focused on the performer–audience relation in theaters and 
during rituals (e.g., Schechner 1971, 1986). Other research focused on one-to-many 
speaking situations, yet from an experimental rather than empirical perspective, 
studied intra-audience effects (e.g., Hylton 1971; Hocking et  al. 1977; Hocking, 
1982). Hylton (1971) showed that naïve audience members exposed to positive au-
dience response were more favorable toward the speech topic and the speaker than 
those exposed to negative audience feedback; similarly, Hocking’s (1982) research 
in rock-and-roll bar situations showed that those exposed to positive response eval-
uated the band more positively, stayed longer at the bar, and had a greater desire to 
see the band again.

Turning to the specific domain of sport-spectator crowds, we considered socio-
logical and psychological literature, and we found four main research areas:

•	 the risk the context entails for violence (e.g., Goldstein and Arms 1971; Mann 
1979; Roadburg 1980)4;

•	 spectators involvement, motivation, and satisfaction (e.g., Sloan 1979; Zillman 
et al. 1989; Yiannakis et al. 1993; Madrigal 1995; Kerstetter and Kovich 1997; 
Choi et al. 2009; McDonald et al. 2002; Bowker et al. 2009);

•	 intra-audience effects, particularly concerning excitement/enjoyment, atten-
dance, and event evaluation (e.g., Hocking 1982);

•	 audience-team effects, such as the “home advantage” (e.g., Schwartz and Barsky 
1977; Allison 1979; Edwards 1979; Madrigal and James 1999).

We neglected most of this literature—especially that for the first two areas—since 
it deals either with surpassed theories of collective behavior (e.g., “contagion” the-
ory—cf. Hocking 1982; Levy 1989) or with motivational factors that—even when 
properly measured and accounted for—are good predictors of long-term socio-psy-
chological involvement more than situated behavioral involvement (cf. also Choi 
et al. 2009); and yet the latter is the only one accessible by the visual means of 
computer vision and by EM/CA methods alike, since the discipline’s epistemologi-
cal foundations (cf. Garfinkel 1967). However, some studies are worthy of notice.

Facing the issue of intra-audience effects, after having considered “contagion”, 
“convergence”, “emergent norm”, and “informational” theories, Hocking (1982) 
concluded that there was still a need for “research providing empirical support 
for the thesis that audience response to sporting events affects other audience 
members’ arousal/excitement/enjoyment, attendance, and evaluations of the event 
itself" and that such a research “would need to take into account a range of vari-
ables.” Variables are listed in Table 7.1—some of them operate alone, others inter-
act (cf. Mann 1979).

4  “A persistent and popular view holds that high population density inevitably leads to violence. 
This myth, which is based on rat research, applies neither to us nor to other primates” (de Waal 
et al. 2000, p. 77).
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As for audience-team effects, Grusky (1963, p.  60) correctly pointed out that 
“enthusiastic support from the crowd may stimulate the player to put out more in the 
same way that a responsive audience can help produce scintillating dramatic per-
formances on stage.” In this regard, it is worth mentioning a study by Schwartz and 
Barsky (1977), who conducted comparative empirical research on football, baseball, 
hockey, and basketball and found that the home advantage is more pronounced—

•	 where arena/field variations are least conspicuous and conditions of play are 
therefore most uniform—i.e., where variables other-than-support are less rel-
evant, and this means that the home advantage is a function of social support 
primarily;

•	 for indoor sports (hockey especially)—i.e., where the setting itself tends to make 
the support more immediate and intense thanks to the audience’s compactness 
and proximity to the game field;

•	 for sports characterized by continuous rather than intermittent game-action and 
consequent supportive-action (hockey and basketball vs. football and baseball)—
i.e., where there is sustained support.

It is not by chance that the home team presents a greater level of offensive (rather 
than defensive) activity, and the advantage is largely traceable to superior offen-
sive performances, “[f]or these are precisely the kinds of activities most likely to 
elicit the approval” (1977, p.  652), and for—as the video analysis revealed (see 
Sect. 7.4)—these are much more recognizable as salient.

7.4 � Empirical Foundations

Besides the above-illustrated literature basis, the annotation’s items selection has 
been driven by the analysis of the video-set performed accordingly to the principles 
and procedures of EM/CA video analysis (e.g., Heath et al. 2010). Preliminary anal-
ysis has identified two main activities enacted by sport spectators:

1.	 reading the field, that is, game-actions’ projection;
2.	 performing the stands, which can be further divided into

a.	 doing [attending the game],
b.	 doing [supporting the team].

Table 7.1   Intra-audience effects: Relevant variables (elaborated from Hocking 1982)
Variable relevant w.r.t. intra-audience effects Greater effect state of the variable
Crowd size Large crowd
Crowd density Tightly packed crowd
Response intensity/volume High intensity/volume
Indoor vs. outdoor arena/stadium Indoor arena/stadium
Arena/stadium design Field-stands proximity
Standing vs. sitting audience Standing audience
Audience mutual coordination High and continuous mutual coordination
De/inviduation Anonymity
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Supporting the team in common-sense terms coincides with what I call perform-
ing the stands. Here, doing [supporting the team] has a stricter definition: it means 
displaying support (i.e., standing, jumping, clapping, etc.), just like doing [attending 
the game] means displaying attendance/attention (i.e., pointing to or looking at the 
game field).

With this in mind (see also Table 7.2), video analysis has been then devoted to 
the identification of markers of—

1.	 dis/attention and dis/engagement with the game-field activities (Table 7.3);
2.	 game-actions projection, with consequent increase in attention/engagement—

that is, excitement (Table 7.4);
3.	 enjoyment/annoyance and dis/satisfaction with respect to, respectively, game-

actions and game-actions’ outcome (Table 7.5);
4.	 mutual coordination in doing both [attending the game] and [supporting the 

team] (Table 7.6), the latter equaling mutual coordination in displaying enjoy-
ment/annoyance and dis/satisfaction with particular game-actions or game-
actions’ outcomes5.

5  Verbal conduct (e.g., chorus) is highly relevant in facilitating and enhancing intra-audience co-
ordination and synchrony, yet it has not been considered here given the technical characteristics 
of the dataset.

Table 7.2   Spectators’ activities and related groups of markers
Activities Markers of
Reading the field Game-action projection
Performing 
the stands

Doing [attending the game] Dis-attention/engagement with game-field activities
Mutual coordination

Doing [supporting the team] Enjoyment/annoyance and dis/satisfaction 
with game-action and game-action’s outcome, 
respectively
Mutual coordination

Table 7.3   Dis/attention and dis/engagement markers
Attention/engagement markers Dis-attention/engagement markers
Head/gaze toward the field Head/gaze toward a fellow spectator or down-

ward (e.g., to one’s phone, camera, purse)
High chin [less significative] Low chin [less significative]
Hands (open palm) or elbows on kneesa With one’s arms folded or idle hands
Torso inclined toward the field (less than 90° 
angle between torso and legs)a

Reclined chest (on the back of the seat if 
present)a

Upright torso, straight shoulders and absence 
of abdominal contraction

Not fully upright chest, curved shoulders and/
or abdominal contraction

Both feet on the grounda Crossed legsa

Pointing toward something on the field for the 
benefit of a fellow spectator

Pointing toward something outside the field 
for the benefit of a fellow spectator

Moving body weight from one to the other 
gluteusa

a When seated
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Table 7.4   Markers of significant upcoming game-action’s projection
Projection of significant upcoming game-action markers
Disclosing lips, opening mouth (with head oriented toward the field)
Taking a big breath in (inhalation)
Pelvis slightly rising from the seat, feet leaning on the ground
Moving from seated to standing position
Lifting camera up (to a point between diaphragm and eyes)
Lifting binoculars up and/or using them
Shifting from any status of dis-attention/engagement to the corresponding one of attention/
engagement (Table 7.3)

Table 7.5   Markers of enjoyment/satisfaction and annoyance/dissatisfaction with the game-action 
or its outcome
Satisfaction/enjoyment markers Dissatisfaction/annoyance markers
Hopping (relevant: jumps’ highness and 
number)

Hitting one hand against the other one once

Raising arm/s over one’s head or opening arms 
(relevant: movement’s largeness)

Hitting one hand with open palm on a thigh

Repeatedly moving arm/s (relevant: duration; 
secondarily, largeness and closed fist/s)

Bringing hand with open palm toward head 
(mouth, chick, forehead…) (relevant: posture 
duration)

Applauding (relevant: rhythm [fast/slow]; 
hands’ position [high/low]; secondarily, 
movement’s largeness [by wrist/ forearm] and 
duration)

Leaving arms falling on one’s side or in one’s 
womb (abandoning precedent posture and 
releasing muscular tension/energy)

Shaking fan-objects (relevant: movement’s 
largeness and duration)

Lowering megaphone or camera

Putting hands in cone (or megaphone of some 
kind) in front of one’s mouth

Table 7.6   Markers of mutual coordination in doing [attending the game] and [supporting the 
team]
Mutual coordination in doing [attending the 
game]

Mutual coordination in doing [supporting the 
team]

Head & body orientation Synchrony in applauding, clapping, etc.
Torso posture and, more generally, posture 
sharing

Homogeneity in shaking fan-objects: direction 
(e.g., everybody toward right then left), large-
ness, and rhythm

Sitting/standing position Homogeneity in hopping: highness of the 
jump and rhythm

Pointing to something on the game field Physical contact among spectators: hugs, pats 
on the back, etc.
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From a sequential and processual point of view, it is important to notice that, 
with regard to the projection of significant upcoming game-actions, what follows 
is, alternatively—

a.	 performing one or more of the actions marking satisfaction/enjoyment or of 
those expressing dissatisfaction/annoyance, depending on the (outcome of the) 
considered game-action;

b.	 falling back to one or more of the statuses of attention/engagement (or, more 
rarely, disattention/disengagement) when, eventually, the projected game-action 
does not take place.

In Table 7.7, just as an example, the synthetic results of the sequential, second-by-
second analysis of the video-recordings from an aggregated point of view. The first 
column contains the time reference; the second one, in bold, a synthetic description 
of (a segment of) the spectator crowd’s “state,” whereas the third one describes it in 
more detail; the fourth one in italics, finally, reports the co-occurrent ongoing situ-
ation on the game-field.

Reading the field and performing the stands are collective co-occurrent achieve-
ments. A couple of final considerations on such a matter could be drawn. First, 
reading the field allows performing the stands, or one will not be ready to produce 
the correct performance “on time”. It is like waiting for producing one’s line when 
acting, one’s step when dancing: one should pay attention to what others are doing 
(and are going to do) in order to know when performing this or that action. How-
ever, unlike theatrical enactment and like instead ordinary conversation or artistic 
improvisation, there is no written plot. Therefore, one needs also to know what to 
perform at any given point, and action projection takes on more relevance. In brief, 
one is performing when attending to others’ doings in order to know what to per-
form when. Reading the field, here, primarily means reading the game-field (direct 
attendance), but the stands-fields clearly offer cues as well (peripheral attendance). 
Second, performing the stands consists of two primary doings—i.e., [attending the 
game] and [supporting the team]—that are always co-present, only analytically 
distinguishable. However, they take different relative “weights” at different times 
(therefore, the spectator has to know what to primarily do when):

•	 doing [attending the game] is more relevant within one salient game-action and 
the following one, and especially at the nascent state of salient game-actions; it 
parallels attention (vs. disattention) markers and rises, like attention does, with 
action-projection;

•	 doing [supporting the team] becomes more relevant during salient game-actions, 
and “explodes” immediately after their outcome; it parallels dis/satisfaction and 
enjoyment/annoyance markers.

Figure 7.2 schematically represents the spectator-crowd—game-field dynamic. No-
tice that the scheme is representative of the whole spectator crowd (not just one 
segment).
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7.5 � Atomic Components, Annotation, and Compositional 
Methods

Having completed both the theoretical and the empirical/analytical work, I selected 
a pool of atomic components of action-in-interaction relevant for the considered 
context (see Table 7.86), on whose basis we proceeded to video annotation. Using 
the ViPER format (Doermann and Mihalcik 2000) and toolkit (http://viper-toolkit.
sourceforge.net), each video sequence has been annotated frame by frame, specta-
tor by spectator. Each annotator processed 930 frames, and was asked to do it in a 
lab. After all the sequences have been treated, producing a total amount of more 
than 100 millions of annotations, a second round started, with “second-round an-
notators” that had to find bugs in the first-round annotation. The whole work lasted 
almost 1 year and involved 15 annotators, all paid for their work.

As I mentioned, a first result of such a work has been the enhanced SSP analysis of 
the dataset, which was found to outperform the standard-method analysis (see Coni-
gliaro et al. 2015). However, I proceeded in parallel to the elaboration of compositional 
methods—to be then axiomatized with the help of ontology so to make them comput-
able—for the selected components. This basically amounted to the following activities.

1.	 With respect to the task of crowd segmentation (between-individuals analysis), 
I have created ensembles of “similar” components (Table  7.9), called Action 
Ensembles, serving as a basis for detecting, counting and grouping together 
those who are doing the same or a similar (i.e., belonging to the same ensemble) 
action in the crowd. Furthermore, in order to offer the possibility to “weight” 
the segmentation considering also the number of people and their proximity7, 

6  You can find the annotation manual equipped with visual examples of each atomic component at 
the following address: http://mmlab.disi.unitn.it/extra/oz/.
7  If A is engaged in an action of the satisfaction ensemble, and B, next (or near) to the former in 
the stands, is engaged in an action of the dissatisfaction, or the disengagement ensembles, we can 
fairly assume they do not belong to the same fan group. If instead B is engaged in cheering—de-
pending on how many people around A and B are doing something labeled as cheering or satisfac-
tion —often, they belong to the same fan group.

Fig. 7.2   The spectator-crowd—game-field dynamic. Different lines represent different “weights”: 
dashed line: background activity; single straight line: middle-ground activity; double straight line: 
foreground activity

 

http://viper-toolkit.sourceforge.net
http://viper-toolkit.sourceforge.net
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Sub-set (variable) Definition Possible choices (variable’s states)
Position The spectator’s full body 

position. Sitting and standing 
cannot occur simultaneously. 
If the person is nor sitting nor 
standing, see Locomotion

Sitting
Standing
Locomotion (cf. further)

Posture: superior 
half

The spectator’s posture: 
this refers to the posture 
of different body parts 
(except head—cf. Head 
Pose). Postures of the same 
body part cannot occur 
simultaneously; postures of 
different body parts do occur 
simultaneously

Arms alongside body
Crossed arms
Elbows (or forearms) on legs
Hands on hips
Hands on legs
Hand in one’s womb and/or Joined/
crossed hands
Hands in pocket

Posture: inferior half Crossed legs or ankle on knee
Parallel legs (straight or bended)

Locomotion The spectator’s horizontal 
and vertical locomotion

Walking

N.B. With respect to jump-
ing: annotate each jump (the 
highest point)

Jumping ( annotate each jump)

Rising pelvis slightly up

Action The spectator activity. This 
refers to different body parts. 
Actions of the same body 
part cannot occur simultane-
ously; actions of different 
body parts do occur simulta-
neously. N.B. With respect to 
clapping: annotate each clap

Pointing toward game field
Pointing toward something which is not 
on the game field
Rising and keeping arms over head
Waving arms
Shaking flag or another “fan-object”
Bringing hands in cone around mouth
Whistling
Producing a “positive” iconic gesture 
(e.g. victory gesture)
Producing a “negative” iconic gesture 
(e.g. flipping off)
Applauding
Clapping, i.e. beating one’s hand: a. 
against the other one; b. against another 
body part; c. against an object ( annotate 
each clap)
Using camera/phone to take a photo/
video
Using binoculars
Using megaphone
Patting on another person’s back or 
shoulder or tight to cheer
Touch a person to get his attention
Hugging another person
Kissing another person

Table 7.8   Annotation manual
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a differential index between ensembles, named Ensembles Differential index 
(EDi) has been elaborated (Table 7.10). As a further method to test and com-
pare with the former, a similarity index between ensembles’ components, called 
Action Similarity Index (ASi), has been also created (see in Fig. 7.3 a portion of 
the matrix).

2.	 With respect to the tasks of attention and excitement level calculation (within-
individual analysis), two indexes for, respectively, attention and excitement—
where the former parallels reading the field, and the latter performing the 
stands—have been elaborated. Called Attention index (Ai) and Excitement index 
(Ei), they must be regarded as relative rather than absolute indexes, and they are 
processual. I do not assign a value to the level of attention/excitement per se, I 
merely point out that, for instance, when “waving arms” is present at t1 and was 
not at t0, then we can assume that Ei has increased. Therefore, to take into con-
sideration the processual and sequential character of action-in-interaction, intra-
variable dynamic values for both attention and excitement have been assigned. 
They mark a de/increase (or not) in the level of attention/excitement whenever 

Sub-set (variable) Definition Possible choices (variable’s states)
Passing an object to another person
Hitting/beating/punching another person 
for fun
Hitting/beating/punching another person 
for real
Bringing hand to forehead, or to cheeks, 
or to mouth
Hitting hand/s on tight/s (once)
Opening arms

Person’s bounding 
box

With the term “bounding 
box,” we refer to the maxi-
mum area visible for each 
subject (thus not including, 
for example, occluded legs)

Coordinates are defined by drawing a 
rectangular box around the subject of 
interest. This is referred to the parameter 
FULL BODY

Person’s head box Similarly as before, but 
focusing only on the head 
area

Coordinates are defined by drawing a 
rectangular box around the head of the 
subject of interest. This is referred to the 
parameter HEAD

Person’s head pose Head pose identifies where 
the person is looking at as 
seen by the camera. For 
example looking left, implies 
the user is looking at the left 
side of your screen

Frontal (to game field)
Half-left (to game field)
Half-right (to game field)
Left, Right, or Back (away from game 
field)
Down (or any other option different from 
the above mentioned ones)

Head visible Is the head of the person 
clearly visible? About 50 % is 
at least required

True
False

Table 7.8  (continued) 



134 C. Bassetti

a variable changes state. As you can see from a portion of the matrix in Fig. 7.4, 
for each sub-set of components (variable), a value (− 1, 0 or + 1) is assigned, on 
both attention (dynA) and excitement (dynE), to the passage from one to another 
component of that sub-set (state). This can be computed sequentially (Markov 
model) and compositionally (sum of all the sub-sets’ dynamic values at any given 
point in time), as exemplified in Fig. 7.5. Four specifications are needed. First, 
Locomotion and Action sub-sets also have a “none” state. Second, they con-
tain one component each—[jumping] and [clapping], respectively—for which 
a value (dynE + 1) is assigned to intra-state “change” (e.g., [jump] to [jump]), 
since they are regarded as “crescendo activities,” so to speak. Third, the Action 
sub-set is not a variable with mutually excluding states; therefore, the model 
foresees the possibility of none, one, or more actions at the same point in time. 
Fourth, the Arms&Hands sub-set has not a “none” state (since arms/hands need 
to be kept in one posture or the other), but can have a “blank” state ([/]) when 
particular actions are performed (e.g., [waving arms]). Indeed, in order to check 
the coherence of the model, and to better consider all sub-sets altogether (the 
individual’s full body and conduct as a whole), an inter-variable compositional 
matrix has been created. The latter allows to exclude physically impossible com-
binations (e.g., [sitting] + [walking], or [hands on hips] + [waving arms]), and 
bodily “weird” and/or rare ones (e.g., [walking] + [hands on legs], or [jumping] 
+ [hands joined]).

 
Table 7.9   Action ensembles (in green: components belonging to more than one ensemble)

Table 7.10   Ensembles Differential index (EDi) 
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3.	 With respect to the event segmentation task, alongside aggregating individual 
ongoing levels of attention (Ai) and excitement (Ei) and looking for positive 
peaks (especially in aggregated excitement, aggEi), a Satisfaction index (Si) 
has been elaborated, marking the ongoing level of enjoyment/satisfaction of/for 
game actions/’ outcome. Only in presence of dynE + 1 a dynamic value can be 
assigned to enjoyment/satisfaction (dynS). Yet this is a necessary but insufficient 
condition for determining the value. Consider, for instance, kissing: it marks an 
increase in the excitement level, but it can fairly have nothing to do with satisfac-
tion w.r.t. the game. This means that dynS can be not applicable (n.a. = 0), and, 
when applicable, can be determinable (− 1, + 1) or not (n.d. = 0). By aggregating 
individual Si and looking for both positive and negative peaks in aggregated 
satisfaction (aggSi), one obtains a method for event segmentation other than that 
based on positive aggEi peaks, and one can:
−	 compare the two methods and see which one performs better in terms of accu-

racy as well as required time and computational effort;
−	 modulate event segmentation on the basis of the purpose at hand (e.g. shorter 

or longer report) by using either aggEi-based or aggSi-based methods.

Moreover, the Si can be used to test and/or enhance crowd segmentation (cf. task 1) by 
comparing EDi-based and ASi-based methods, on the one hand, with, on the other 

Fig. 7.5   An example of sequential and compositional analysis
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hand, a method based instead on the distance between co-occurrent peaks in each 
and every couple of mutually proximal persons’ Si “flowcharts”. Since a positive 
value points to satisfaction and a negative one to dissatisfaction, looking for the 
maximum distance should help in “drawing the line,” so to speak, and identifying 
different fan groups.

As previously mentioned, we are now concluding the axiomatization and we 
shall soon test the related algorithms. We expect such a sociologically driven, on-
tologically-founded automated analysis to outperform previous Social Signal Pro-
cessing analyses.

7.6 � Conclusions

We live in complex, variously interconnected societies; in technologically dense as 
well as demographically packed environments; in systems that yet are (re)produced 
during and through our everyday situated interactions. To meet contemporary so-
cietal challenges, therefore, we need to deal with socio-technical complexity at a 
systemic yet micro-grounded level. The above illustrated approach is intended to 
take up such a challenge. Besides its application to the considered project/scenario 
and the related specific objectives and results (cf. Conigliaro et al. 2013a, b, 2015), 
it presents several advantages, we believe.

From a scientific point of view,

1.	 it can be fruitfully applied to other datasets concerning spectatorship, thus 
allowing comparative analysis (e.g., fans of different sports where spectators 
are differently arranged and the arena differently designed, but also, with few 
modifications, movie vs. theatre attendees, etc.);

2.	 it opens the road for a substantial updating in computer vision methods, espe-
cially for semi-supervised “crowd behavior” analysis (cf. Conigliaro et al. 2015);

3.	 it allows both domain and cross-domain ontology learning and updating, thanks 
to the recursive test of the model in (diverse) empirical contexts;

4.	 it makes feasible, at last, to conduct micro-sociology on a large scale, leveraging 
on the automated yet detailed and sociologically meaningful analysis that the 
method eventually allows.

From the perspective of concrete applications, on the other hand, consider just a 
couple of examples:

•	 augmented video-summarization: the spectators feedback, automatically recog-
nized, may help in highlighting exciting or crucial events that should be included 
in a video summarization of the show/event;

•	 augmented monitoring/video-surveillance: discriminating, in order to foresee 
subsequent people behavior, whether, for instance, a display of excitement is 
determined by a rejoicing attitude or not, or, more generally, whether it is re-
lated to—and “explainable” by, i.e., accountable through (Garfinkel 1967)—the 
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activity at hand or not (e.g., whether it co-occurs with a goal or not, whether the 
participants’ focus of attention rests on the game-field or elsewhere, whether and 
how much the detected display is mutually coordinated with the surrounding 
participants’ equally-detected actions).

I believe we opened a promising, interdisciplinary research avenue. We will pursue 
that in the attempt to extend the approach to even more complex scenarios, such as 
the airport of the VisCoSo project. I hope others will join in this scientific endeavor.
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Chapter 8
Trends in Social Science: The Impact of 
Computational and Simulative Models

LABSS-ISTC-CNR

Rosaria Conte, Mario Paolucci, Stefano Picascia and Federico Cecconi

8.1 � The Survey: Method and Caveats

The simple method that we used is based on a survey conducted with the help 
of Google Scholar (Beel 2009; Chen 2010) comparing the growth (or decrease) 
of publications’ citations for different disciplines in the social and computational 
sciences in the last decade with the relative growth of agent-based simulation and 
social simulation (Squazzoni 2008, 2010) within each discipline. This is quite a 
simple approach, indeed, which tells us nothing about progress in research quality 
or achieved breakthroughs but may help us compare the expansion pace of different 
research fields.

We performed search-engine queries using one “computational/simulation” tag 
and one discipline label. The queries were expressed in the form tag + discipline 
label + year. For each query, the raw citation number for every year ranging 2006 
to 2011 was recorded. Subsequently, the variation between the years was calculated 
and the variation in the number of citations in each discipline/tag records compared.

We used eight tags:

•	 Agent-based simulation
•	 Monte carlo simulation
•	 Network analysis
•	 Neural network
•	 Numerical simulation
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•	 Reinforcement learning
•	 Game theory
•	 System dynamic

The first six tags are computational tags. Agent-based simulation identifies the class 
of simulation using artificial agents interacting with one another. Monte carlo simu-
lation refers to the generic class of stochastic simulation models. Network analysis 
indicates the set of models that refers to complex network environment. Neural 
network, numerical simulation, and reinforcement learning refer to computational 
frameworks typically applied to the study of learning and adaptation in dynamic 
environments. Game theory and system dynamics are not strictly computational tags 
that we inserted in our dataset for the sake of comparison.

To effectuate our search, we used to Google Scholar (GS), mainly for conve-
nience and ease of access. Since its introduction in 2005, GS has elicited mixed 
feelings in the scientific community. The first research papers reporting on its cov-
erage found GS wanting (Neuhaus and McCulloch 2006). However, as was to be 
expected, Google improved and enlarged its coverage, and the current literature 
(Chen 2010) reports that sources that in 2005 had low coverage (ranging from 30 to 
88 %) have now reached between 98 and 100 % coverage. In addition, GS is known 
to index sources, such as conference proceedings, working papers, and technical 
reports usually not included in other metrics (like ISI Web of Science).

It should be noted that our investigation suffers from some limitations, the most 
serious of which concerns the way we performed our queries, which can only detect 
literal matches but has no semantics. The text is searched as such in the articles’ title 
and body, to ensure, for example, that a query for “Engineering social simulation” 
will not return articles in the engineering field, but articles generically referring to 
engineering. Nonetheless, GS’s rough number of citations can be considered not 
only as a good proxy for the real number of occurrences of a particular keyword 
in scientific papers, but can be replaced with a more specific search in a yet-to-be-
completed search engine.

Another caveat stems from the design of Google Scholar, which was not made 
with the purpose of retrieving large amounts of data, but to find specific papers—
thus, we are stretching the tool’s usage in a way that might cause some retrieval 
artifacts. To partially compensate, we ran the queries twice at two months’ distance, 
finding substantial agreement.

8.2 � Results

We analyzed seven disciplines—economics, history, philosophy, physics, psychol-
ogy, sociology, and statistics. The criterion was to start a comparison between the 
traditional disciplines of nature (physics) and those of society (philosophy, econom-
ics, sociology, and psychology). Statistics and history were included to facilitate 
the understanding of the effect of some tags (see below). For each subject, we used 
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eight different tags. We collected data at two different times separated by about 
two months. Figure 8.1 shows how the number of citations increased during the 
sampling period.

The increase shown in Fig. 8.1 was about 0.75 % on average, and this seems 
reasonable considering both the amount of scientific production and the indexing of 
further findings in these fields. Figure 8.2 shows the average (in percentage) of the 
differences of occurrences between the year 2005 and the listed year, up to 2011, for 
the various tags independent of disciplines.

Figures 8.3–8.6 show the trend of citations for economics, philosophy, psychol-
ogy, and sociology (average on citations, Fig.  8.3), physics (Fig.  8.4), statistics 
(Fig. 8.5), and history (Fig. 8.6). All tags, in different measures, grow percentually 
in the number of citations. We can recognize a few overall trends: the first is the 
sharp increase in network analysis that dominates all the other ones through disci-
plines.

The second and third positions are occupied by the tags agent-based simulation and 
reinforcement learning, with agent-based simulation coming first in Figs. 8.4–8.6. The 
performance of the remaining tags depends on the discipline: In Fig. 8.3, numerical and 
Monte Carlo simulations come but game theory, which comes last also in history, but 
interestingly stays at the top of this last five tags group for physics. Monte Carlo simula-
tion performs well in the social sciences (Fig. 8.3) but jumps between last and next-to-
last position in all other ones. In statistics (Fig. 8.5), we found huge growth in network 
analysis. (note that we rescaled the y-axis of this graph, which has a maximum at 250 %, 
while the previous graphs had a maximum at 1808.4. %)

Fig. 8.1   The increase of citations during a 2-month period
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8.3 � Discussion and Some Conclusions

Results show that some tags are more associated than others with the growth of the 
various disciplines (see Fig. 8.2). The difficult thing is to try to answer the question 
why. What does the clear affirmation of network analysis depend on? And why does 

Fig. 8.3   Trends in economics, philosophy, psychology, and sociology

  

Fig. 8.2   The difference in citation for different tags
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agent-based simulation, despite being relatively young compared, for example, to 
game theory, predominate in the disciplines of behavior that focus on these matters?

The larger increment is with the network analysis tag. With network analysis 
there is a convergence of interests on the part of disciplines, e.g., information and 

Fig. 8.5   Trend in statistics

  

Fig. 8.4   Trend in physics
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knowledge, which study such matters,. Thanks to the study of both artificial and 
natural networks (the network of chemical reaction in a protein, the web, the net-
work of citations among scientists), it was possible to highlight a new set of issues, 
in particular the concept of networks with topology different from the random to-
pology, linking the idea of universality related to topological parameters (Albert and 
Barabási 2002; Barabasi et al. 1999, 2000; Strogatz 2001).

The situation is different for agent-based simulation, in which the increase does 
not depend on the universal character of the tag, but rather on a characteristic of 
the method. In fact, in our view, the use of models based on agents is increasing 
not because it yields new “universal” models, but rather because they these mod-
els to be the only models that can work in a certain field of application (Bankes 
2002; Helbing 2012). Evidence in support of this argument lies in the value that 
the tag agent-based simulation adds to physics (see Fig. 8.4). Certainly, the interest 
of physics in the study of socio/economic phenomena (the so-called econophysics 
and sociophysics frameworks) has increased considerably in the last decade. Hence 
the necessity to find quantitative methods that can handle phenomena with highly 
heterogeneous agents; that are able to account for social influence; and that exhibit 
the ability to imitate, evolve, and evaluate different alternatives. ABM represents at 
least an attempt to find a solution to this problem (Bonabeau 2002).

The ascent of reinforcement learning and Monte Carlo simulation, on the other 
hand, is not clear: why do such dated tags persist over time? To clarify this apparent 
paradox, we should investigate possible correlations between them and a successful 
tag, like agent-based simulation and reinforcement learning. In fact, a main feature 
of agent-based modeling is the use of learning/adaptive agents (Andrighetto 2010; 
Campennì et al. 2009; Cecconi 2010; Epstein 2011).

History shows, for agent-based simulation, a typical pattern in these types of 
empirical studies: its sudden growth around 2009 could be explained as an artifact, 

Fig. 8.6   History, using “agent based simulation” tag
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a side effect of papers discussing the “history of agent-based simulation.” In that 
period, indeed, we found a great deal of scientific production concerned with the 
“founding” problems of ABM. But it could be genuinely due to a historian’s finding 
a new methodology (Dean 2000). The question is open for further investigation. 
One way to proceed might be to develop some algorithm to evaluate the text of the 
abstracts for the “top-ranked” papers, and to assign different weights to different 
semantic structures (for example, history of agent-based simulation).

In this paper we have shown how some computational/simulation tags, includ-
ing agent-based simulation, occupy a larger space than other tags in the scientific 
literature, even in well- structured fields. This could indicate transversal trends in 
the growth of scientific paradigms.

The work is only beginning: it will be necessary to discover connections be-
tween scientific fields. For example, is it true that econophysics and sociophysics 
studies tend to abandon traditional methods of investigation—one-for-all statistical 
mechanics—in favor of simulations-based artificial agents? To give an answer it is 
probably necessary to try to understand the current trends in the scientific produc-
tion and those that the scientific community will adopt in the near future both within 
the science of nature and that of society.
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Chapter 9
On the Quality of Collective Decisions in 
Sociotechnical Systems: Transparency, Fairness, 
and Efficiency

Daniele Porello

9.1 � Introduction

Decision-making in organization is a wide area that usually relies on formal meth-
odology such as decision theory and game theory and on empirical investigations of 
actual decision-making in organizations. The aim of this paper is to propose a rather 
different question and to introduce a methodology to approach it: How can we con-
ceptualize the quality of collective decisions made within the context of a complex 
sociotechnical system? Sociotechnical systems (STS) are complex organizational 
scenarios in which human agents interact in a normative constrained environment 
with themselves and with artificial agents (Emery and Trist 1960). For example, 
an understanding the organizational structure of an airport requires understanding 
the interaction between agents operating with metal detectors, sensors, and security 
cameras, as well as interacting with customers in a normatively specified way.

Defining STS is a complex task. Here we have decided to highlight the features 
of STS that are significant for understanding decision-making in this case. We view 
the complexity of STS as due to the entanglement of several layers of information—
e.g., normative, perceptual, factual, conceptual—as well as of information sources, 
e.g., human, artificial, normative.

The quality of collective decisions in STS is evaluated by using the following 
three fundamental concepts: transparency, fairness, and efficiency. The key role of 
transparency in sociotechnical design was first stressed in (Guarino et al. 2012) and 
it has been argued that transparency is very important to enhance the adaptivity and 
resiliency of systems.

We conceptualize the transparency of a collective decision in terms of the en-
titlement of the agents involved in the systems to a justification of the decision 
made by that system. That is, the agents involved in the system (e.g., employee, 
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customers, users) are entitled to know the procedure that has been used to make the 
decision. Moreover, the choice of such a procedure has to be justified to them. Thus, 
a transparent decision has to be justified to those who are affected by the decision.

We conceptualize justifications of decisions in terms of fairness and efficien-
cy. Intuitively, fairness is understood as non-arbitrary discrimination between the 
sources that are involved in the collective decision. For instance, a fair decision 
among stakeholders does not arbitrarily weight oneʼs vote more than another. Effi-
ciency is related to the rationality of the outcome. In decision theory or game theory, 
it is related to a maximization of an expected desirable value that is attached to the 
collective decision (Neumann and Morgenstern 1944).

We shall model fairness and efficiency conditions by means of techniques devel-
oped in welfare economics that have been recently used also in Multiagent Systems 
and Artificial Intelligence (Boella et al. 2011; Brandt et al. 2013; Woolridge 2008). 
In particular, we propose approaching the problem by using the methodology of 
social-choice theory (SCT) (Arrow 1963; Taylor 2005). SCT is a branch of welfare 
economics that studies the procedure for aggregating a number of possibly different 
individual preferences or choices into a collective preference or choice. An example 
of application of social-choice theory is voting theory, that is, the study of the prop-
erty of voting procedures such as the majority rule. The reason that social-choice 
theory is a good methodology for investigating collective decisions is that it allows 
for specifying in a formal and clear way a number of properties that capture qualita-
tive aspects of decisions. Those properties express, for instance, whether a proce-
dure discriminates between individuals, whether the criterion of the choice has to 
be valid regardless the context of the decision, whether any issue to be decided has 
the same weight, and so on.

Moreover, social-choice theory provides an abstract treatment of collective deci-
sion-making that can be instantiated in a number of scenarios and allows us to check 
whether a certain procedure satisfies a number of qualitative desiderata. In particu-
lar, we shall use social-choice theory and judgment aggregation. The reason is that, 
as we shall see, those techniques provide versatile tools to model the aggregation 
of heterogenous types of information, and they allow for spelling out the properties 
of each type of aggregation procedure. The properties of aggregation procedure, or 
of decision procedures, then provide tools to model the concepts of justification of 
decisions that we look for.

Collective decisions are defined here not only as decisions made by a group or 
a team of individuals, such as committees, but also decisions that are made by the 
chief of a sector within the organization that is supposed to decide after gathering 
information coming from heterogeneous sources.

The application of social-choice theory to model collective decisions in socio-
technical systems requires a careful examination of the matter of possible decisions.

As we have recalled, a fundamental aspect of sociotechnical systems is the en-
tanglement of heterogeneous layers of information. Therefore, we need to describe 
in an abstract and general way the types of information that are involved in complex 
sociotechnical systems.
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In order to address and conceptualize this type of information, we shall use a 
foundational ontology. In particular, we shall exemplify our treatment by using 
DOLCE (Masolo et al. 2003, 2004) because it is capable of addressing the intercon-
nection between different modules that gather different types of information, e.g., 
social, perceptual-mental, physical, organizational (cf. Boella et al. 2004; Bottazzi 
and Ferrario 2009; Porello et al 2014; Porello et al 2013).

The remainder of this paper is organized as follows. In Sect. 9.2, we informal-
ly discuss the background of social-choice theory and judgment aggregation. In 
Sect. 9.3, we present a model of judgment aggregation and we discuss the properties 
that formalize conceptions of fairness and efficiency. Section 9.4 presents our treat-
ment of heterogeneous information in sociotechnical systems by means of DOLCE 
ontology. Section 9.5 approaches the problem of assessing the quality of decisions 
in sociotechnical systems by instantiating the methodology of judgment aggrega-
tion to possible scenarios of rich information entanglement.

9.2 � Background on Social-Choice Theory and Judgment 
Aggregation

Social-choice theory originated through the seminal work of Kenneth Arrow 
(Arrow 1963), who provided a general framework for preference aggregation, 
namely, the problem of aggregating a number of individual conflicting preferences 
into a social or collective preference.

Take the following example: Suppose that a committee of three individuals 
(label them 1, 2, and 3) has to decide which security protocols to implement among 
three possible alternatives say: a, b, and c. In many settings of social-choice theory, 
preferences are assumed to be linear orders, that is, individual preferences are sup-
posed to be transitive (an agent prefers x to y and y to z, then she/he should prefer x 
to z), irreflexive (an agent does not prefer x over x), or complete (for any pair of al-
ternatives, agents know how to rank them, x is preferred to y or y is preferred to x).1

Suppose agents’ possibly conflicting preferences can be faithfully represented by 
the following rankings of the options. Preference profiles are lists of the divergent 
points of view of the three individuals, as in the following example:

1.	 a > b > c
2.	 b > a > c
3.	 a > c > b

In the scenario above, the agents have conflicting preferences and there is no agree-
ment on which is the best policy to be implemented. Since the policies are alterna-

1  These conditions are to be taken in a normative way. They are not, of course, descriptively ad-
equate, as several results in behavioral game theory show. However, the point of this approach is 
to show that even when individuals are fully rational—i.e., they conform to the rationality criteria 
that we have just introduced—the aggregation of their preferences is problematic.
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tive, 1 and 3 would pursue a, whereas 2 would pursue b. In order to decide a collec-
tive option, we need a procedure that can settle the possible disagreement.

Suppose now that the individuals agree on a procedure to settle their differences; 
for example, they agree on voting by majority on pairs of options. Thus, agents elect 
the collective option by pairwise comparisons of alternatives. In our example, a 
over b gets two votes (by 1 and 3), b over c gets two votes (by 1 and 2), and a over 
c gets three votes. The majority rule defines then a social preference a > b > c that 
can be ascribed to the group as the group preference.

The famous Condorcet paradox shows that it is not always the case that indi-
vidual preferences can be aggregated into a collective preference. Take the follow-
ing example:

1.	 a > b > c
2.	 b > c > a
3.	 c > a > b

Suppose agents again vote by majority on pairwise comparisons. In this case, a is 
preferred to b because of 1 and 3, b is preferred to c because of 1 and 2; thus, by 
transitivity, a has to be preferred to c. However, by majority also c is preferred to a. 
Thus, the social preference is not “rational,” according to our definition of rational-
ity, as it violates transitivity.

Kenneth Arrow’s famous impossibility theorem states that Condorcet’s paradox-
es are not an unfortunate case of majority aggregation; rather they may occur for 
any aggregation procedure that respects some intuitive fairness constraint (Arrow 
1963). In the next section, we shall discuss in more detail the formal treatment of 
the intuitions concerning fairness and we shall define a number of properties that 
provide normative desiderata for the aggregation procedure.

A recent branch of SCT, Judgment Aggregation (JA) (List and Pettit 2002; List 
and Puppe 2009) studies the aggregation of logically connected propositions pro-
vided by heterogeneous agents into collective information. The difference with 
preference aggregation is that in this case anti-type propositional attitudes can in 
principle be taken into account.

For example, take three sensors whose behavior can be described by the follow-
ing propositions C “the alarm triggers” whenever A “metal is detected” or B “liquid 
is detected.” In propositional logic this amounts to assuming that each sensor satis-
fies the constraint: A ˅ B → C

Suppose the three sensors 1, 2, and 3 provide different responses, each compat-
ible with the above constraint.

A A ˅ B B A ˅ B → C C
1 Yes Yes Yes Yes Yes
2 No No No Yes No
3 No Yes Yes Yes Yes

In this case, a conflict may emerge from the fact that the three sensors may have 
divergent sensitivities on detecting A or B. One can study the aggregation procedure 
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in order to define a notion of collective information provided by the aggregated 
behavior of the detectors.

In order to do that, one can choose a number of policies to aggregate sensors’ 
information in order to define a sort of collective sensor. If we select unanimity in 
the example above, no proposition, besides the constraint, is elected as collective 
information, thus the collective sensor does not trigger any alarm. If the majority 
rule is used, then the collective information is given by all the propositions at issue; 
therefore the alarm triggers.

Analogously to the case of Condorcet’s paradox in preference aggregation, situa-
tions of inconsistent aggregations of judgments have been individuated. These para-
doxical situations have been labeled in the literature doctrinal paradoxes or dis-
cursive dilemmas. It is important to notice that such paradoxical situations actually 
occurred in the deliberative practice of the U.S. Supreme Court (Kornhauser and 
Sager 1993). This problem has been perceived as a serious threat to the legitimacy 
of group deliberation and it has been considered a seminal result in the recent debate 
on the rationality of democratic decisions (Kornhauser and Sager 1993; Pettit 2001).

We show an example of such a paradox by slightly modifying the previous ex-
ample. Suppose 3 rejects B because she/he rejects the premise A.

A A ˅ B B A ˅ B → C C
1 No No No Yes No
2 Yes Yes No Yes Yes
3 No Yes Yes Yes Yes
Majority No Yes No Yes ?

By majority, A and B fail, so they are collectively false; however, the A ˅ B pass, 
which is inconsistent in classical logic. That would mean that the alarm triggers 
even in the case that none of A and B is collectively satisfied.

Such paradoxes does not exclusively concern the majority rule; they also apply 
to any aggregation procedure that respects some basic fairness desiderata. This is 
the meaning of the theorem proven by Christian List and Philip Pettit (List and 
Pettit 2002).

Therefore the notion of collective decision and collective information requires a 
careful examination of the aggregation procedures that provide viable solutions. In 
the next sections, we shall sketch a model for defining collective decisions, and we 
shall place it within sociotechnical systems.

9.3 � A Model of Judgment Aggregation

We present the main elements of the formal approach of judgment aggregation (JA). 
The reason we focus on JA is twofold: on the one hand, it considered to be more 
general than preference aggregation (List and Pettit 2002); on the other hand, it has 
been claimed that JA can provide a general theory of aggregation of propositional 
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attitudes (Dietrich and List 2009). Propositional attitudes, such as beliefs, desires, 
preference, and judgments, model the relationship between an agent and a sharable 
content.

Propositional attitudes have been extensively discussed in analytic philosophy, 
and formal languages for modeling propositional attitudes have been proposed by 
several contributions in philosophical logic (e.g., van Benthem 2011). Therefore, JA 
provides the proper level of abstraction for placing our model of decisions based on 
heterogeneous types of information.

Throughout this section, we shall refer to the individual sources of information 
in the system as individuals, who may represent actual human agent of the systems 
as well as sensors.

The content of this section is based on List and Pettit (2002) and Endriss et al. 
(2012) and builds on them. Let P be a set of propositional variables that represent 
the contents of the matter under discussion by a number of agents. The language L 
is the set of propositional formulas built from P by using the usual logical connec-
tives (e.g. ¬, ˄, ˅, →).

Definition 1  An agenda X is a finite nonempty subset of L that is closed under 
(non-double) negations.

An agenda is the set of propositions that are evaluated by the agent in a given 
situation. In the examples of the previous section, the agenda is given by A, B, A ˅ 
B, A ˅ B → C, C, plus their negations that allow us to model rejection of a certain 
statement: The rejection of a matter A is then modeled by an agent accepting ¬ A. 
We define individual judgment sets as follows.

Definition 2  A judgment set J on an agenda X is a subset of the agenda J. We call a 
judgment set J complete, if for every formula in the agenda X, either A is in J or ¬ 
A is in J. We call J consistent if there exists an assignment that makes all formulas 
in J true.

We assume the notion of consistency that is familiar from logic. These con-
straints model a notion of rationality of individuals; i.e., individuals express judg-
ment sets that are rational in the sense that they respect the rules of (classical) logic.

Denote with J( X) the set of all complete consistent subsets of the agenda, name-
ly, J( X) denotes the set of all possible (rational) judgment sets on the agenda.

Given a set N = {1, …, n} of individuals, denote with J = (J1, …, Jn) a profile of 
judgment sets, one for each individual. A profile lists all the judgments of the agents 
who are involved in the collective decision at issue.

We can now introduce the concept of aggregation procedure. The domain of the 
aggregation procedure is given by J( X)n, namely, the set of all possible profiles of 
individual judgments. The value of the aggregation function is assumed to be a set 
of judgment, i.e., an element of the power set P( X).

Definition 3  An aggregation procedure for agenda X and a set of N individuals is a 
function F: J( X)n→ P( X).

An aggregation procedure maps any profile of individual judgment sets to a sin-
gle collective judgment set. Given the definition of the domain of the aggregation 
procedure, the framework presupposes individual rationality: all individual judg-
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ment sets are complete and consistent. Note that we did not yet put any constraint 
on the collective judgment set, i.e., the result of aggregation, so that at this point the 
procedure may return an inconsistent set of judgments.

This is motivated by our intention to study both consistent and inconsistent col-
lective outcomes. For example, in the doctrinal paradox of the previous section, the 
majority rule maps the profile of individual judgments into an inconsistent set. The 
consistency of the output of the aggregation is defined by the following properties.

Definition 4  An aggregation procedure F, defined on an agenda X, is said to be 
collectively rational if F is

•	 complete if F(J) is complete for every profile J in J( X)n;
•	 consistent if F(J) is consistent for every profile J in J( X)n.

That is, collective rationality forces the outcome of the procedure to be rational in 
the same sense of the individual rationality. Of course, the case of doctrinal paradox 
violates collective rationality.

We now introduce a number of properties— usually called axioms in social-
choice theory—that provide a mathematical counterpart of our intuition on what a 
fair aggregation procedure is. The following are important axioms for JA discussed 
in the literature (Kornhauser and Sager 1993; List and Pettit 2002):

Unanimity (U): If for all agents i, a formula A is in Ji, then A is in F(J).
Anonymity (A): For any profile J and any permutation of the individuals σ: N → N, 

we have that F(J1, …, Jn) = F(Jσ (1), …, Jσ (n)).
Neutrality (N): For any formula A and B in the agenda and profile J, if for all i we 

have that A is in Ji iff B is in Ji, then A is in F(J) iff B is in F(J).
Independence (I): For any formula A in the agenda and profiles J and Jʼ, if for all 

i, A is in Ji iff A is in Jʼi, then A is in F(J) iff A is in F(J).
Monotonicity (M): If for any agent i, formula A in the agenda, and profiles J and 

Jʼ such that coincide on every judgment set except for Ji, we have that if A is not 
in Jiand A is in Jʼithen if A is in F(J), then F(Jʼ).

Such properties capture and formalize a number of intuitions concerning the fair-
ness of the aggregation procedure. Unanimity entails that if all individuals accept 
a given judgment, then so should the collective. Anonymity states all individuals 
should be treated equally by the aggregation procedure. Neutrality is a symmetry 
requirement for propositions that prescribe that all the issues in the agenda have 
an equal weight. Independence says that if a proposition is accepted by the same 
subgroup under two distinct profiles, then that proposition should be accepted either 
under both profiles or under neither profile. Monotonicity entails that by adding 
support for a proposition, its acceptance does not change.

This fairness condition may be used to model the arguments that justify the col-
lective decision to the individuals. For instance, it is well known by Mayʼs theorem 
(Taylor 2005) that the majority rule can be characterized in terms of those axioms: 
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the majority rule is the aggregation function that satisfies (A), (M), (N), plus a mini-
mal rationality requirement (Endriss et al. 2012).

Therefore the justification of a decision made by majority may appeal to axioms 
such as (A), by saying that majority does not discriminate between individuals’ 
opinions.

Of course there are situations in which the majority rule is not appropriate. For 
instance, when we know that the individuals providing information are not equally 
reliable, one may appeal to other axioms in order to justify the decision. A case for 
refraining from deciding by majority is when there are inconsistent outcomes. The 
methodology of judgment aggregation and social-choice theory allows us to know 
in advance what are the possible situations and the possible aggregation procedures 
that may lead to inconsistent outcomes. The impossibility theorem of List and Pettit 
(List and Pettit 2002) is as follows:

Theorem 1 (List and Pettit 2002)  There are agendas such that there is no aggrega-
tion procedure that satisfies (A), (N), (I) and collective rationality.

In particular, for any aggregation procedure that satisfies (A) and (S), there is a pro-
file of judgment sets that returns an inconsistent outcome. The majority rule that we 
have seen in the examples satisfies (A) and (N) and (I); accordingly, the discursive 
dilemma shows a case of inconsistent aggregation. Very simple agendas may trigger 
inconsistent outcomes, one example being the agenda of the doctrinal paradox that 
we have presented. Technically, any agenda that contains a minimal inconsistent set 
of cardinality greater than 2 may trigger a paradox.

A solution that would guarantee a rational outcome would be to use a dictator-
ship, i.e., a procedure such that a single individual in any possible scenario decides 
the outcomes. Such procedures are not desirable because, besides violating impor-
tant intuitions concerning fairness, they amount to discharging all the relevant in-
formation of a given scenario.

The methodology of JA can be extended to treat many voting procedures and 
characterize whether they may return inconsistent outcomes. Moreover, since the 
notion of aggregation procedure is very abstract, one can in principle model more 
complex procedures or norms, such as those that define decision-making in orga-
nizations.

9.4 � Ontological Analysis of Information in STS

A crucial aspect of decision-making in sociotechnical system is that decisions may 
concern and may be based on heterogeneous types of information. For instance, 
suppose a personnel director has to decide whether to fire an employee on the 
grounds that the employee is accused of theft. Further suppose that surveillance 
cameras seem to support the accusation, whereas human witnesses are against the 
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accusation of theft. Moreover, such an accusation has a number of normative and 
procedural constraints that have to be satisfied in order to be effective. In such a 
case, a personnel director is faced with a decision that has to weight information 
coming from security cameras, human agents, and normative constraints, and then 
decide what to do.

In order to describe the complex layers of information that are possibly involved 
in sociotechnical systems, we need to integrate the perceptual, conceptual, factu-
al, and procedural information into a harmonious system. We propose to use the 
DOLCE ontology as integrating framework (Masolo et  al. 2003). After defining 
basic properties and relations that are generic enough to be common to all specific 
domains—like being an object, being an event, being a quality, or being an abstract 
(entity)—DOLCE specifies different modules, like the mental or the social module, 
that are composed of entities that share some characterizing features. For example, 
mental entities are characterized by being ascribable to intentional agents, and so-
cial entities are characterized by the dependence on collectives of agents. These 
conceptual relations specify the definitions of the basic entities in our ontology; 
e.g., roles are properties of a certain kind that are ascribable to objects (e.g., being 
employed by an organization).

In order to apply the ontology to a specific domain, we introduce domain-specif-
ic concepts that specify more general concepts belonging to all these modules (e.g., 
“an aircraft is a physical object”).

The general ground ontology is meant to be not-context-sensitive and to pro-
vide a shared language to talk about some fundamental properties of concepts and 
entities. In this sense, the ontology provides a general language to exchange het-
erogeneous information and may be used as vocabulary to define communication 
languages for agents and to make explicit the matters of decisions.

We present some features of DOLCE-CORE, the ground ontology, in order to 
show that they allow for keeping track of the rich structure of information in a so-
ciotechnical system.

The ontology partitions the objects of discourse, labeled particulars (PT) into 
the following six basic categories: objects, O; events, E; individual qualities, Q; 
regions, R; concepts, C; and arbitrary sums, AS. The six categories are to be consid-
ered rigid—i.e., a particular cannot change category through time. For example, an 
object cannot become an event.

In order to describe a concrete scenario for applying our ontological analysis, we 
enrich the language of DOLCE by introducing a specific language to talk about the 
scenario at issue. The language contains a set of individual constants for particular 
individuals. For example, in case we want to talk about an airport, individual con-
stants may refer to “the gate 10,” “the flight 799,” “the landing of flight 747,” or 
“the security officer at gate 10.” Moreover, the language contains a set of contextual 
predicates that describe the pieces of information that agents may communicate in 
the intended situations (e.g., being a passenger, being a sensor, being a preference 
of an agent).
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The language consisting of simple propositions can be partitioned according to 
the module they belong. For instance, we know that the predicates such as pas-
senger, customer, officer, and employee can be accurately conceptualized as roles. 
Roles are social concepts that are characterized by the fact that they are anti-rigid 
(e.g., a passenger may cease to be a passenger) and dependent on other concepts 
(e.g. the concept of passenger requires the concept of person) (Masolo et al. 2004).

That is, in our specific ontology, we assume the axiom: RL ( employee), that 
states that employee is a role. When we apply the predicate employee to an individ-
ual in our domain, e.g., Employee (Beatrix), we are building an atomic proposition 
that states some simple fact. This type of information can be retrieved by means of 
the ontological classification of the predicate. In this case, since employee is a role, 
it is a piece of social information belonging to the social module.

In a similar manner, we can list artificial sensors in our domain, e.g., Sensor(s1); 
categorize them as artificial agents, e.g., ArtificialAgent(s1); and model the output 
of a sensor as perceptual information coming from artificial agents.

We can easily extend the classification of predicates in order to partition all the 
(atomic) propositions into the relevant classes. For the sake of example, we can split 
here the possible types of propositions into perceptual, social, and factual proposi-
tions.

In Fig. 9.1, we depict a number of categories for an ontology developed in DOL-
CE for classifying information.

D. Porello

Fig. 9.1   An excerpt from DOLCE ontology
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9.5 � Assessing the Quality of Collective Decisions in 
Sociotechnical Systems

We have discussed how to represent in an abstract way the pieces of information 
that are required in order to provide an analysis of decisions and collective informa-
tion in sociotechnical systems. We view agents as observation points in the system 
that are endowed with the reasoning capabilities provided by the ontology defini-
tions in DOLCE and by logical reasoning. In this section, we present how to apply 
the methodology of JA to describe complex decisions in sociotechnical systems.

The properties of aggregation procedures that we have discussed in Sect. 9.3 pro-
vide a qualitative evaluation of the collective information or decision made within 
the system in a given moment. In a complex system like the one we are depicting, 
there may be several sources of disagreement between agents. For example, a pos-
sible disagreement may be at the level of perceptual information, as in the example 
of the sensors discussed in Sect. 9.2.

The ontological analysis allows us to classify the types of information; thus the 
question is how to evaluate the procedures that actually lead to collective decisions.

We briefly sketch our model. Suppose that we are able to list the agent—the in-
formation points—that are relevant for a certain decision. Call such a set of agents 
N of n agents. Denote as A( L) the set of all possible sets of atomic formulas in our 
language L that are consistent with the ontology. We are presupposing that all the 
agents of the system agree on the definition provided by the ontological level. They 
may, however, disagree on matters of fact.

A profile of agents’ propositional attitudes is given by a vector of sets of sen-
tences, denoted A. An aggregation procedure is a function F that takes a profile of 
agents’ attitudes and returns a single set of propositions. The set of propositions 
F(A) represents then the outcome of a collective decision of the system according 
to the procedure F.

For example, consider the case of the personnel director. Suppose there are three 
different security cameras and two human witnesses. Suppose proposition C means 
that “the accusation of theft is valid”.

Agents C
Camera 1 No
Camera 2 Yes
Camera 3 Yes
Human witness1 Yes
Human witness 2 No
Collective decision C in F(A)?

Understanding what the procedure has been used to make the decision concerning C 
is crucial for the transparency of the system. We are not going to argue about which 
procedure is the best in this particular scenario. We claim only that social-choice 
theory and judgment aggregation, as well as the ontological analysis of information, 
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allow for understanding and formalizing qualitative aspects of collective decisions 
in STS.

We now discuss a number of important concepts in evaluating collective deci-
sions. In particular, we focus on the concept of transparency, the concept of fair-
ness, and the concept of efficiency of decisions.

Firstly, a decision is transparent whenever the procedure F by means of which 
the decision has been taken is accessible to the agents involved in the decision.

In the example of the personnel director, the procedure is in fact dictatorial, be-
cause it is the director who has to take such a decision. However, what requires an 
explication, or even better, a justification, is the reason why the decision has been 
taken. That is, a dictatorial decision, such as the one taken by a single decision-mak-
er, can nonetheless be a transparent decision, once it has been explained and justi-
fied to the relevant agents. One way of justifying such a decision is to mention how 
different information and different inputs affected the decision, which is equivalent 
to deciding which aggregation procedure a single decision-maker has followed with 
respect to different inputs. That is, in the example, the personnel director should 
make explicit whether the information coming from artificial agents outweighs the 
information coming from human agents.

The concept of fairness is quite debatable. However, the literature on social-
choice theory is exactly about formalizing conceptions of fairness of an aggregation 
procedure. Therefore, the evaluation of fairness can be understood as the investiga-
tion of the properties of the decision procedures, for instance, whether the decision 
has been unanimous or anonymous with respect to the sources of information.

Unanimity implies that the agents of the system agree on a proposition. We claim 
that unanimity is a desirable property of any collective decision, regardless of the 
specific type of propositions. As agents are the observation points of the system, and 
our knowledge of the system is provided by means of agents’ information, a viola-
tion of unanimity would amount to discharging information for no apparent reason 
(i.e., no agent against).

Anonymity, as we saw, implies that all agents are treated equally—we have no 
reason to weight the contribution coming from one agent more than the contribution 
coming from another one. This requirement is desirable when we cannot (or we do 
not want to) distinguish the reliability of agents. For example, we may not want to 
distinguish the information provided by two security officers that are communicat-
ing on the grounds of the higher reliability of the first compared to the reliability 
of the second. There are cases in which anonymity may not be a desirable property. 
For example, we want to weight the information coming from a trained security 
officer more than the information coming from a surveillance camera. Whenever 
appropriate, this is intended to model the fact that human agents may double-check 
outcomes from artificial agents, and human agents are assumed to be more reliable 
than artificial ones, at least at a number of tasks.

The condition of independence means that the acceptance of a formula at the 
systemic level only depends on the pattern of acceptance in the individuals’ sets 
(e.g., the number of agents who accept). That is, the reason for accepting should 
be the same in any profile. Independence is a much more demanding axiom than 
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the previous two; whether or not it should be imposed is debatable. A domain of 
application for which it is desirable is to merge normative information, where one 
expects impartiality across decisions.

Neutrality requires that all the propositions in the system have to be treated sym-
metrically. We believe that this is not desirable in the general case of heterogeneous 
information such as a STS. The reason is that we want in principle to treat visual, 
factual and conceptual information according to different criteria. Moreover, there 
are reasons to weight certain propositions more than others even when they belong 
to the same class. For example, the proposition that states that an object has been 
seen as a gun by a surveillance camera should be considered as highly sensible, and 
therefore it should be taken into account at systemic level. Monotonicity implies 
that agents’ additional support for a proposition that is accepted at systemic level 
will never lead to it’s being rejected. This property is desirable in most of the cases, 
provided the relevant agents are involved.

A further requirement that is usually viewed as a desirable property is the ratio-
nality of the collective decision. In particular, we focus on consistency: An aggrega-
tor F is consistent if for every profile, the set F(A) is consistent with the ontology. 
As we saw, not every aggregator that satisfies the properties that we have seen guar-
antees consistency. For example, merging information by means of the majority rule 
or by a quota rule may lead to inconsistent sets of propositions.

The concept of consistency models a very weak notion of efficiency and more de-
manding views on efficient decisions can be modeled by adding further constraints.

We conclude by presenting a class of procedures that can be tailored for aggre-
gating information in the scenario of STS. Those procedures are discussed in detail 
in (Porello and Endriss 2014) and (Taylor 2005).

Given a set of propositions X, we define a priority order on formulas in X as a 
strict linear order on X. Several priority orders can be defined on X, for example, a 
support order ranks the propositions according to the number of agents supporting 
them. Moreover, a relevance order ranks types of propositions (e.g., factual, percep-
tual, normative) according to their importance for the decision at issue. Moreover, 
we can define a priority order on propositions that depends on the reliability of the 
agents that support them. Thus, the reliability priority may be defined as a proposi-
tion A is more reliable than B if the number of experts supporting A is greater than 
the number of experts supporting B.

Thus, a priority-based procedure tries to provide a consistent outcome by check-
ing the relevant information according to the priority. That is, the procedure tries to 
discharge conflicting information with a lower priority. For priority-based proce-
dures, neutrality or anonymity may be violated by the priority order. Independence 
is also violated (because it may cease to be accepted if a formula it is contradict-
ing receives additional support). Moreover, such procedures ensure consistency by 
construction.

Priority-based procedures allow for weighting the information according to the 
reliability or the relevance of different sources. For example, we can weight the in-
formation coming from security officers, who are viewed as experts, more than in-
formation coming from surveillance cameras. Moreover, we can weight the reports 
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of cameras that are closer to the location at issue more than the information coming 
from other cameras. Note that it may be hard to compute the systemic information, 
given the required consistency check. The complexity depends of course on the lan-
guage that we use to implement our ontology (a study of the complexity of comput-
ing problems related to judgment aggregation was presented in Endriss et al. 2012).

It is interesting to point out an application of non-consistent aggregators, namely, 
aggregators that return inconsistent sets of propositions. By using the analysis of 
aggregators provided by judgment aggregation, it is possible to pinpoint the places 
where the inconsistencies in the system are generated. In particular, aggregators that 
may return inconsistent information are useful to pinpoint causes of normative or 
conceptual disagreement, namely, to analyze incompatibility of norms or concepts 
defined in the system with the collective information gathered by the agents.

9.6 � Conclusions

We have presented some basic elements for developing a model for assessing the 
quality of collective decisions in sociotechnical systems. We argued that we need 
a precise ontological understanding of the pieces of information involved in de-
cisions and that welfare economics, social-choice theory, and judgment aggrega-
tion provide important tools for understanding fairness and efficiency of decisions. 
Therefore, foundational ontology plus the study of aggregation procedures provide 
important elements for developing a theory of justification of collective decision.

As a conclusion, we can view transparency as a necessary condition in order to 
make an assessment of the quality of decisions possible. Transparency amounts to 
making the procedure and the motivation of a collective decision accessible. That 
is, the first thing we need to demand in a system is transparency. We conceptual-
ized transparency as a form of entitlement of the agents involved in the system to a 
justification of the decision made by the system. Future work has to investigate this 
concept in detail. For instance, one further condition on justifications is that they 
have to be addressed to real agents; that is, they have to be accessible to them—for 
instance, they have to be cognitively adequate to their addressees. Moreover, justi-
fications have to be acknowledgeable by real agents; they should appeal to reasons 
that are shared among agents.
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Chapter 10
How Crime Spreads Through Imitation in 
Social Networks: A Simulation Model

Valentina Punzo

10.1 � Introduction

Social influence has been assumed to play an important role in the explanation of 
crime (for example, Sutherland 1947; Sutherland and Cressey 1966; Burgess and 
Akers 1966). Mechanisms of social influence explain how the social environment 
affects individual crime decisions.

The criminology/sociology literature has traditionally relied on the immediate 
micro-level social environment of the individual to explain his or her behavior 
(see Sutherland 1947). The main argument is that criminal and deviant behavior 
is learned in interaction with others. Although a number of studies have reported 
empirical evidence about the effects of social influence on the levels of criminal 
offending as well as on the spatial variance of crime rates (Glaeser et al. 1996; Sell-
ers et al. 2003; Brezina and Piquero 2003; Chappell and Piquero 2004; Triplett and 
Payne 2004), some questions still arise about the process by which social learning 
takes place.

Recently, several social theorists have paid specific attention to imitation as 
the most important behavioral process by which the learning of criminal behavior 
comes about within social networks (Burgess and Akers 1966; Akers 1985, 1998; 
Akers and Jensen 2006; Ormerod and Wiltshire 2009).

Our study aims to shed light on the mechanisms of imitation and on their effects 
on crime. In other words, the purpose of the paper is to examine the extent to which 
the emergence of crime can be explained as a social-network phenomenon.

We investigated two different mechanisms of imitation: rational imitation and 
social imitation. In order to test our hypothesis we used an agent-based approach. 
In the model individual agents interact in their social networks and their decisions 
to be engaged in crime, including their consequent behavior towards crime, are 
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influenced by both personal and social learning factors. The simulation investigates 
whether there are any conditions in which these mechanisms of imitation, also in 
relation with social network topologies, could affect individual criminal choices.

Before presenting the agent-based model, the theoretical framework on which 
our simulation relies is introduced.

10.2 � Literature Review

Our current understanding of the role of the social environment in crime causation is 
undeveloped (Sampson et al. 1997; Sampson and Wikström 2008). This is partly a 
consequence of the lack of well-developed theoretical models for how social environ-
ments influence people’s engagement in acts of crime (Wikström et al. 2010, p. 56).

The role of the social environment (Cohen and Felson 1979; Felson 2002; Wik-
ström 2006; Wikström and Treiber 2007, 2009) is crucial within the explanatory 
framework of situational models of crime. For example, Routine Activity Theory 
(Cohen and Felson 1979; Felson 2002) and Situational Action Theory (Wikström 
2006, 2010) suggest that some social environmental conditions are more crimino-
genic than others, representing opportunities for crime (Cohen and Felson 1979; 
Clarke 1997) and make specific predictions for how the interaction between a per-
son’s propensity and social environmental exposure causes acts of crime (Wikström 
and Treiber 2009; Wikström et al. 2010). According to these approaches, acts of 
crime are an outcome of the convergence between people and setting (Wikström 
et al. 2010).

According to Situational Action Theory, “the likelihood an act of crime will be 
committed by a particular person in a particular setting depends upon the extent to 
which that person’s moral rules and the moral rules of that setting are consistent 
with the rules of conduct defined by law” (Wikström et al. 2010, p. 61)1. Individuals 
often look to social norms both to gain an accurate understanding of and effectively 
respond to social situations and to create and maintain meaningful social relation-
ships with others (the so called affiliation-oriented goal) (Cialdini and Goldstein 
2004).

Thus, the social norms of the social groups in which a person takes part and their 
enforcement (through the process of deterrence) are the causally relevant social 
environmental features that determine criminogenic exposure, that is, a moral con-
text conducive to crime (Wikström 2004).2 Accordingly, the concept of collective 

1  Setting is a key concept of the theory. It refers to the part of the environment which an individual 
can, at a particular moment in time, access with his or her senses (Wikström 2004).
2  In a recent empirical study on the role of the social environment in crime causation, Wikström 
et al. (2010) found that young people with higher crime propensity (based on a crime-prone moral-
ity and low ability to exercise self-control) are more frequently exposed to criminogenic settings 
(which are encountered more often by young people when spending time in settings outside the 
home and school areas). Those who spend more time in criminogenic settings (e.g., being unsu-
pervised with peers in areas with a poor collective efficacy) tend to be more frequently involved 
in acts of crime. However, and importantly, this relationship depends on the young person’s crime 
propensity (Wikström et al. 2010).
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efficacy (Sampson et al. 1997, 1998), advanced by modern social disorganization 
theorists, measures a key aspect of the moral context (the level of enforcement of 
relevant moral rules), usefully implemented for the explanation of the neighbor-
hood effects on crime (Sampson and Wikström 2008; see Elliott et al. 1996; Samp-
son et al. 1998).

The invocation of the immediate micro-level social environment of the individual 
to explain his or her behavior is crucial within the explanatory framework of the the-
ory of differential association (Sutherland 1947), which stresses the social influence 
processes that underlie criminal activities and advocates the idea that the impact of 
social norms on decision processes is influenced by learning processes. Criminal 
behavior patterns are thus learned in interaction with others who are deviant.

In other words, Differential association theory can be seen as a specific instance 
of the more general network theory of social learning, that an individual’s attitudes 
and behavior are affected by the attitudes and behaviors of the members of his or her 
personal network, and the effects are conditioned by the characteristics of the net-
work. Specifically, social learning theory points out that “important” or prestigious 
contacts have a larger influence on learning criminal behavior.

The role of social influence processes as well as the impact of differential asso-
ciations and social networks have been highlighted by empirical studies on a range 
of minor deviance, substance use, delinquent behavior, and serious crimes (Katz 
et al. 2001; Ludwig et al. 2001; Akers and Jensen 2006; Akers and Sellers 2009; 
for review see Akers and Jennings 2009; Glaeser et al. 1996, 2008; Haynie 2002; 
Warr 2002).3

Basically, the general conclusions taken from all these studies are that criminal 
behavior is affected not only by individual incentives but also by actions performed 
by others (i.e. peers, neighbors), the so called “reference group” (Scheinkman 2008).

In other words, social networks are a natural way to explain the emergence of 
deviance as well as the levels of criminal offending (Calvo-Armengol and Zenou 
2004; Bruinsma and Bernasco 2004; Ormerod and Wiltshire 2009).

Some extensions of the early social learning approach focused on imitation as 
the most important behavioral process by which the learning of criminal behavior 
takes place (Burgess and Akers 1966; Akers 1985, 1998; Akers and Jensen 2006).

As a specific mechanism of social learning, where agents learn by observing 
choices made by other agents (Scheinkman 2008), imitation may be then presumed 
to require copying at least (Hurley and Charter 2005). According to Hedström, 
“an actor A can be said to imitate the behavior of actor, B, when the observation 
of the behavior of B affects A in such way that A’s subsequent behavior becomes 
more similar to the observed behavior of B” (Flanders 1968 cit. in Hedström 1998, 
p. 307). Following Hurley and Charter, “the observers’ perception of the model’s 
behavior causes similar behavior in the observer, in a way such that the similar-
ity between the model’s behavior and that of the observer plays a role, though not 
necessarily at a conscious level, in generating the observer’s behavior” (Hurley and 
Charter 2005, p. 2).

3  In their cross-sectional model, Glaeser et  al. (1996) have shown that more than 70 % of the 
spatial variation of crime against property (both inter- and intra-city) can be explained by social 
interactions instead of differences in local attributes.
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Among the main perspectives on imitative behavior, some of them have pointed 
out the role of social capabilities, such as social experience, in the development 
of the capacity for imitation (see Heyes 1999; Heyes and Ray 2000). Others ap-
proaches, on the contrary, have underlined cognitive capabilities in social learning 
(Bandura 1977).

From a sociological point of view, social-relationship-oriented motivations are 
relevant in the explanation of imitative behavior. In this perspective, Cialdini high-
lighted the role of the so-called conformity motivations-based on the goal of obtain-
ing social approval from others, to build rewarding relationships and maintaining 
one’s self-concept (2001; Cialdini and Goldstein 2004). Thus, the motivation to 
affiliate with others affects the extent to which a certain behavior is imitated (Lakin 
and Chartrand 2003; Chartrand and Bargh 1999). In other words, imitation relies 
on social power, where “individuals are frequently rewarded for behaving in ac-
cordance with the opinions, advice, and directives of authority figures” (Cialdini 
2004, p. 595).

Research on social interactions reveals several problems in the conceptualiza-
tion of imitation. As suggested by Manski (1993, 2000), it is not at all obvious to 
empirically demonstrate that peer interaction is responsible for the positive statisti-
cal association observed between the behavior of an actor A and that of an actor B 
(see also Manzo 2013). In fact, persons in the same group tend to behave similarly 
because they share some similar individual characteristics (the so called “correlated 
effect,” see Manski 1993, p. 31), or they are exposed to similar exogenous stimuli, 
such as social background characteristics, social environments (see the concept 
of “contextual interactions”: Manski 2000, p. 23). Following this approach, in his 
computational study on educational choice, Manzo (2013, p. 51) hypothesized that 
a “similar (educational) outcome may arise not from the influence that the two ac-
tors exert on each other, which would constitute the interaction-based ‘endogenous 
effect’ in which one is interested, but from the potentially unmeasured shared fac-
tors that modify the probability of being friends and that of experiencing a certain 
(educational) outcome.”

Despite growing attention on imitation, the causal mechanisms that link imita-
tive processes to crime decisions are still poorly understood (Laland and Bateson 
2001).

The present study aims to explore the imitative learning mechanisms involved 
in social interactions in order to study their effects on individual deviant/criminal 
choices and on the patterns of the spreading of crime. It is then possible to recog-
nize different mechanisms (Hedström and Swedberg 1998; Hedström 2005; Manzo 
2007) of imitative behavior, where not all behavioral patterns are equally imitated.

We hypothesized different criminal outcomes, at a macro-level, generated by 
different learning mechanisms of imitation involved at the micro-level of social 
interaction. Specifically, we investigated two different mechanisms of imitation: 
rational imitation (Hedström 1998; Schwier et al. 2004) and social imitation.

In order to investigate our hypothesis we used an agent-based computational 
approach. In our view, rational imitation refers to a situation “where an actor acts 
rationally on the basis of beliefs that have been influenced by observing the past 
choices of others. To the extent that other actors act reasonably and avoid alterna-
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tives that have proven to be inferior, the actor can arrive at better decisions than 
he or she would make otherwise by imitating the behavior of others” (Hedström 
1998, p. 307). Several studies on early imitation found that the intentional structure 
underlying the imitative learning behavior reproduces the result that the modeled 
actor intended to achieve (Meltzoff 1995). This finding is most often interpreted 
as revealing that rational imitation is a genuine imitative learning with a flexible 
intentional structure relating observed means to observed results. The capacity to 
copy observed results may underlie an early understanding of action in terms of 
goals and intentions (Hurley and Charter 2005, p. 32).

Accordingly, in a sociological perspective on crime, antisocial models are eas-
ily mimicked, according to the reinforcement principles of learning theory (Akers 
1966, 1985, 1998). In this framework, the likelihood that an individual will imi-
tate an observed behavior is contingent on any observed consequences that resulted 
from the model’s behavior (Akers and Jennings 2009, p. 109). Thus, a certain crimi-
nal behavior is imitated because past examples have been rewarded (Burgess and 
Akers 1966).

Consistent with this view, in our simulation, rational imitation is based on the 
performance observed.

Conversely, social imitation refers to a situation in which an actor imitates the 
behavior of actors highly integrated into the network. Starting from Barabási and 
Albert’s (1999) work on complex network growth, several studies have showed 
that most real social networks present a common structure: few nodes (network 
elements) are highly connected into the network and many nodes are poorly con-
nected. The preferential attachment mechanism (Barabási and Albert 1999) at the 
basis of growing social networks means that the higher the degree of a node, the 
more new edges the node will attract (Lowe 2009). This model is also consistent 
with the social learning approach to deviance, for which actors highly integrated 
into a network (the so called hubs) perform the function of socialization to deviance 
(Becker 1963, 1967).

Social imitation refers to those prestigious contacts (measured in terms of con-
tacts or links with peers) that, according to social influence approach, have the larg-
est influence on learning criminal behavior (Akers 1985).

In our simulation environment, social imitation is then based on social prestige 
acquired by those who are strongly socially embedded into the network.

Employing a computational model, we directly observed the different social out-
comes, in terms of criminal behavior, generated by both mechanisms, i.e., rational 
imitation and social imitation.

10.3 � The Agent-Based Approach

Agent-based social simulation (ABSS) has increasingly proved to be successful for 
the study of crime and deviance (Liu et al. 2005; Wang 2005; Liu and Eck 2008; 
Birks et  al. 2008). The main purpose of agent-based modeling is to analyze the 
properties of social systems by explicitly representing individuals (called agents) 
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and the interactions between them and the (geographical, spatial, economic, insti-
tutional) environment in which they are situated (Miller and Page 2007; Squazzoni 
2008; Gilbert 2008).

In crime modeling, agents represent criminals (or potential criminals), potential 
victims, police, and/or other informal control agents. Agents make decisions about 
movement and actions in a local environment (for example, a street network and/
or a social network). It is then possible, as we did in our model, to simulate social 
interactions between different decision-makers embedded in social networks and to 
observe the emergence of macro-level crime patterns (Groff 2007).

For the purpose of our study, agent-based models (ABM) seemed to us a suitable 
method for two main reasons. First of all, agent-based simulations can be usefully 
employed to investigate the mechanisms that give rise to a certain social phenom-
enon, as, for example, crime spreading, rather than exactly reproduce it (Sawyer 
2003; Manzo 2004, 2007; Hedström and Ǻberg 2006). In fact, crime simulations al-
low researchers to examine not only the mere distribution of crime patterns but also 
how they develop (for example, those mechanisms that give rise to crime patterns 
or prevent crime from clustering). A few, simple, theory-based rules that inform the 
behavior of individual agents (and their interactions) generate macro-level patterns 
(Gilbert and Troizsch 2005).

Secondly, simulated experiments through ABM help criminologists to face the 
weakness of theoretical explanations of crime because they provide a rigorous for-
malization of a certain theory and explanation, useful for experimentation. Thus, 
experimenting with artificial crime models may help to formulate hypotheses about 
how crime is produced (Wang et al. 2008; Groff 2008a).

In this perspective, Bosse and colleagues have implemented an agent-based 
model to simulate the process of social learning of deviance and to test some as-
sumptions of differential association theory (Bosse et al. 2009). Moreover, some 
recent models have included resources made available in the area of social network 
analysis, characterizing the impact of social network topologies (i.e., scale-free net-
works, small-world settings) on the development and growth of special types of 
crimes (Kaza 2005; Furtado et al. 2008; Ormerod and Wiltshire 2009).

Following this approach, agent-based modeling allows us to observe in a more 
formal and analytical way the structure of social networks and to investigate how 
imitation mechanisms come about on social networks as well as how they affect the 
spread of crime on social networks. ABM are then used to investigate the conditions 
to account for the spreading of crime.

In our simulation, we modeled individual agents who face different criminal/
deviant opportunities (i.e., gambling, heavy drinking, drug use, shoplifting, etc.). 
Individuals interact in their social networks, influencing each other by imitation. 
Agent behavior is influenced by both individual and social learning factors.

We investigated the effects of two different mechanisms of imitation, rational 
imitation and social imitation, both on individual criminal choices and on the pat-
tern of the spreading of crime. Through controlled simulated experiments we could 
indeed observe differences in the behavior toward crime emerging as the result 
of both rational imitation and social imitation especially in relation with network 
topologies.
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10.4 � The Simulation Model

Our simulation provides an agent-based model, implemented using the NetLogo 
simulation environment (Wilensky 1999), in which we modeled the person–envi-
ronment interaction, starting from the assumption that acts of crime are an outcome 
of the convergence between people and setting (Wikström et al. 2010).

The model structure includes an environment populated by a limited number of 
objects that represent opportunities for crime (or also called criminal opportuni-
ties). Numerical entities (hereafter called “artificial agents” or, simply, “agents”) 
were programmed to move around the environment and to choose whether to take 
criminal opportunities they encountered. In the present thematic context, each 
choice represents a decision about whether to engage in criminal behavior or not. 
Agents can only make a criminal choice if they encounter an opportunity to com-
mit a crime. Moreover an agent’s decision is based on personal and social learning 
factors.

The Netlogo model includes two kind of objects: criminal opportunities dis-
placed in the simulation environment and individual agents who move around. The 
artificial agents are assumed to mimic the real actors. Then they are exogenously 
attributed to some social networks and they can imitate the behavior of other agents 
present within their network.

In fact, individuals interact within social networks, influencing each other 
through the mechanisms of imitation. In the model, aggregate deviant dynamics 
observed emerge from individual deviant choices which evolve through the social 
learning mechanisms of imitation.

Criminal opportunities4 are characterized by different combinations of costs, 
benefits, and probability of success: some offer high benefits and/or low costs (and 
are therefore more attractive); some offer high costs and/or low benefits (and are 
therefore less pleasurable); some offer high risks (some opportunities are therefore 
associated with a lower probability of success)5.

The properties of criminal opportunities, continuous variables uniformly distrib-
uted, follow:

4  The situational model of Routine Activity Theory (Cohen and Felson 1979; Felson 2002) defines 
what constitutes an opportunity as the convergence of a motivated offender and a suitable target in 
the absence of guardianship (supervision, control) (Cohen and Felson 1979). Looking at crime as a 
situated event, situational models of crime are based on the premise that some situations are more 
favorable for crime than others (see Birbeck and La Free 1993). Accordingly, criminal opportunity 
in the model refers to the crime event, that is the situation that can be more or less favorable, at-
tractive or advantageous.
5  Although the economic approach to crime typically focuses on economic outcomes (Becker 
1968), in a broader sociological rational choice perspective (Cornish and Clarke 1986, 1987, see 
McCarthy 2002), benefits and costs of criminal opportunities are interpreted not only in economic 
or legal terms (i.e., crime’s financial returns, illegal incomes, or economic/punishment costs, such 
as arrests) but they also include several social factors such as excitement, on the one hand, and 
non-legal sanctions related to social reputation or “moral” costs related to individual conscience 
and interiorized norms on the other (Grasmick and Bursik 1990; Mc Carty 2002; Mehlkop and 
Graeff 2010). In this regard, there is growing agreement about the relevance of social costs, typi-
cally more important than those associated with imprisonment and loss of wages (Nagin 1998).
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Benefits: [0,1] incentives associated with criminal opportunities. The benefits 
value indicates the amount of individual payoff that is increased when an actor takes 
a criminal opportunity and wins;

Costs: [0,1] legal and non-legal costs associated with each criminal opportunity. 
The costs value indicates the amount of individual payoff that is decreased when an 
agent takes a criminal opportunity and loses;

Probability of success: [0,1] the probability of carrying out the offense success-
fully, that is, the probability of not being convicted. It refers to the probability of 
winning that is associated with each criminal opportunity.

An agents’ decision to take a criminal opportunity is influenced by some esti-
mates of a criminal opportunity’s costs and benefits,6 on the basis of their attitudes 
toward risk, their desire to achieve a goal and subjective expectations.7 Moreover, 
an actor’s intentional actions are guided by his attitudes toward social norms (moral 
values). Thus, actors choose a certain action if they positively evaluate it and if they 
expect their peers to advocate this behavior (Wikström 2006).8 This means that the 
agents’ decisions about crime are somewhat positively correlated.

Following these propositions, in the model, benefits and costs perception will 
be affected by a bias linked to the agent. Thus every agent in the model decides 
whether to undertake a deviant action by performing an evaluation of costs and 
benefits of the opportunity for crime, on the basis of their bias.

Agents’ properties are:
Bias [− 1, 1] (continuous variable uniformly distributed) is the individual atti-

tude to perceive the costs and benefits that are associated with criminal opportuni-
ties (some with a low bias overestimate the cost and underestimate the benefit; some 
with a high bias overestimate the benefit and underestimate the costs);

Action {− 1, 0, 1} is the outcome of individual choice. It is a property that defines 
whether the agent has taken a criminal opportunity. It can be worth − 1 if the agent 
decided not to act; 1 if the agent decided to act; or 0 if the agent had no opportunity 
to commit a crime;

Payoff is the score amount of each agent (see Fig 10.1, Simulation process dia-
gram, behavior phase).

6  Rational-choice theory provides a fruitful approach to understanding criminal decision-making. 
According to this theory, individuals commit crimes because of their different costs and ben-
efits. Thus, the choice of a criminal action is determined exactly by the varying assessments of 
costs, risks, and utility by different potential offenders (Cornish and Clarke 1987). Firstly, an actor 
chooses to undertake a deviant/criminal action when they subjectively expect it will increase their 
benefit ( Ibid., p. 933); secondly, benefits and costs of criminal opportunities that are identical (or 
we can say objective) can be evaluated differently by different actors ( Ibid., p. 935). A prison sen-
tence, for example, might be subjectively experienced differently by different people, where the 
decision to commit a crime is affected by subjective perceptions or assessments. Then, subjective 
assessments will be objectively accurate only within the limits of individuals’ bounded rationality 
(see Cornish and Clarke 1987; Simon 1993).
7  Experiences or differential associations (Sutherland and Cressey 1966) also contribute to the 
formation of subjective expectation. Association with successful bank robbers, for example, would 
encourage actors to assume there is a low probability of being convicted (Mehlkop and Graeff 
2010).
8  According to Wikström (2006), criminogenic settings present a moral context conducive to 
crime, which influences a person’s perception and the consequent choice of criminal action (Wik-
ström 2004).
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10.4.1 � Steps of the Simulation

Each simulation run comprises three steps:

1.	 All agents move on a bidimensional world divided into cells (regular lattice) and 
assess if there is an opportunity to commit a crime;

2.	 Those agents who end up on patches with criminal opportunities decide whether 
to take them;

Fig. 10.1   Simulation process diagram
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3.	 Agents decide whether to imitate decisional biases of others using the network 
structure. Each agent imitates one of their first neighbors on the network accord-
ing to rational or social imitation;

The simulation process can be summarized as depicted in Fig. 10.1.
As illustrated in the simulation process diagram, after the moving phase in which 

all agents start moving around the environment encountering some criminal oppor-
tunities, the simulation enters a behavior phase in which those agents that encounter 
an opportunity for crime are allowed to choose whether to take it, making an in-
dividual assessment between its costs and benefits, on the basis of their individual 
bias. As a result, agents decide whether to “play” or not, i.e, whether to take a 
criminal opportunity or not.

As shown in the behavior phase, the outcome of their choices will have different 
consequences to them, affecting their level of payoff, another individual property, 
which can increase or decrease. In other words, when an actor undertakes a crimi-
nal opportunity they can “win” or “lose”: if they win, their payoff increases by the 
benefit value associated to the criminal opportunity; and on the contrary, if they 
lose, their payoff decreases by the amount of the costs associated to that criminal 
opportunity.

We must note that, when summarizing the decision process in the model, there 
are three factors that determine the agent decision to perform a deviant/criminal 
action: Benefits and Costs of criminal opportunities and individual bias. First, Ben-
efit is an objective property associated with the opportunity to commit crimes and 
favors the decision to take the opportunity (action = 1); second, Cost is an objective 
property associated with the criminal opportunity and discourages agents from tak-
ing the opportunity; third, Bias is a subjective property of agents (the individual 
evaluation of costs and benefits of criminal action made by agents).

The agent’s decision process does not take into consideration the probability of 
success associated with criminal opportunities, where agents are not aware of how 
likely the probability of carrying out the offense successfully is (that is, the prob-
ability of winning that is associated with each criminal opportunity).

From the observer/researcher’s point of view, knowing the values of the prob-
abilities of success associated with criminal opportunities, it is possible to estimate 
the Expected payoff associated with each criminal opportunity (which is different 
from the real payoff reached by agents as the outcome of their choices).

Moreover, knowing the values of probabilities of success, it is also possible to 
estimate those values of bias for which agents will make the “convenient”9 choice 
according to a specific decision context, that is: they will take criminal opportuni-
ties when it is convenient for them to do it (there is a high probability of carrying 
out the offense successfully) and they will not take criminal opportunities when it 

9  The term convenient is used in a classical rational-choice perspective to indicate that a certain 
choice made by agents suits the decisional conditions. That choice could be convenient from the 
agent’s point of view but not be generally accepted by public opinion or from a moral point of 
view, as it leads to the violation of law or it is a deviant choice. In other words, convenient is only 
considered from the rational agent’s point of view and not from the researcher’s perspective.
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is not convenient to do so (there is a high probability of carrying out the offense 
unsuccessfully).

At each run of the simulation it is then possible to estimate the amount of agents 
who have made the “convenient” choice (this is measured by an observer parameter 
called right behavior that is useful to the researcher in order to see what happens in 
the simulation settlement).

At this point the comparison between the two imitation models comes into play. 
The following section on imitation shows in details the imitation phase of the simu-
lation process.

During the imitation phase agents choose another agent to be imitated, among 
one of their “first neighbors.”10 Imitation means that the value of the bias of the 
agents (that is their attitude toward crime or, in other words, their perception of 
criminal opportunities) becomes more similar to those associated with the person 
being imitated.

For each agent i who imitates an agent j, imitation comes about according to 
Eq. (10.1), where Bi is the bias of the agent i and Bj is the bias of agent j.

 � (10.1)

A numerical example may clarify how imitation between agents comes about. If an 
agent i with a bias value of 0.2 imitates an agent j with a bias value of 0.5, the bias 
value of the agent i will become more similar to that of the agent j, as follows:

 � (10.2)

We assumed that the learning mechanism takes place through two different types 
of imitation, which we compared. Then, the analytical core of the formal model is 
the identification of j, i.e., the target who is being imitated. We distinguished two 
methods to identify the target. In fact, different types of imitative behavior differ for 
the motivations that are behind the imitation, i.e., the person who is being imitated.

The two different types of imitative learning that we tested in our model are:

•	 Rational imitation: this kind of imitative behavior is based on the payoff of 
the other actors in the network: an actor imitates the behavior of the actor who 
reached the greatest payoff. More specifically, rational imitation is based on the 
performance observed.

•	 Social imitation: this kind of imitative behavior is based on the social prestige of 
the other actors in the network. More specifically, social imitation is based on the 
degree of connectivity observed: an actor imitates the behavior of the actor who 
has the highest number of connections in the network.

10  “First neighbors” means ego’s neighbors, that is, all those agents who can be reached by just 
one step starting from ego. According to the theory of differential association, the impact of oth-
ers (peers, neighbors) on decisions to commit a crime is influenced by the learning processes of 
imitation.

Bi Bj Bi= −( ) + ( )* . ;0 1 0 1N

Bi N= −( ) +0 5 0 2 0 1 0 1. . * . ( ; )
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10.4.2 � Network Topologies

Agents are linked together in a network and they can only imitate other agents con-
nected to the network. In fact, individuals interact within social networks, influenc-
ing each other through the mechanisms of imitation. Therefore we use the network 
to know who imitate.

We use three different network topologies: random, scale-free, and small world 
topology11. The three different network topologies are characterized by the degree 
distribution shown in Fig. 10.2.

At this point, we may ask whether one of the two mechanisms of imitation allow 
the bias of agents to evolve in such a way that agents will take criminal opportunities 
only if it is “convenient” for them. We may also question whether network topolo-
gies affect the evolution of bias via imitation.

The purpose of our paper is to explore whether there are any conditions in which 
these mechanisms of imitation, especially in relation with network topologies, af-
fect individual criminal choices and consequently the spreading of crime pathways.

In the following section we provide the results of our simulation study.

10.5 � Simulation Results

We explored the interplay among four independent variables—each of them was ob-
served in different modalities (Table 10.1). Our independent variables were network 
topologies; average probability of success (which measures the average probability 
of winning associated with criminal opportunities displaced in the environment); 
quality of the criminal decisional environment (which measures the difference be-
tween Benefits and Costs); and mechanisms of imitation.

11  The three algorithms used for the creation of the topologies are—the classical Erdos algorithm 
for Random network (Erdos and Renyi 1959); the preferential attachment algorithm for scale-free 
network (Barabási and Albert 1999); and the rewiring algorithm for small-world network (Watts 
and Strogatz 1998).

Fig. 10.2   Degree distribution for the three different network topologies
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If the average probability of success is low we can say that the opportunities in 
the environment are unfavorable and risky, on average. If the average probability 
of success is fair, there is on average the same probability of winning or losing the 
game.

Quality refers to how the decisional environment appears to the agents, as they 
do not take into consideration the probabilities of being punished. Therefore, we 
distinguish decisional environments that are “deceitful” in a positive sense (which 
means that it is apparently convenient to take criminal opportunities) from those 
apparently negative.

If quality is low (− 1), we can say that, on average, Costs of criminal opportu-
nities are higher than Benefits. Consequently, the decisional environment appears 
negative. On the contrary, a high quality (1) means that criminal opportunities bring 
higher benefits then costs. Consequently the decisional environment appears posi-
tive.

In our simulation study, we used a logical time unit of ticks. A tick refers to the 
time required for an agent to undertake at least one criminal/deviant action. We did a 
multi-run simulation. For each scenario (each different combination of experimen-
tal modalities) we ran 40 different simulations. The total length of each simulation 
is 10,000 ticks (Table 10.1).

We observed the trend of some dependent variables:

1.	 The percentage of deviants: percentage of agents that decide to undertake a crim-
inal/deviant action at each tick of simulation;

2.	 The right behavior: the percentage of agents who make the “convenient” choice 
at each tick of simulation.

After a set of experimental runs, we drew some of our simulation results, as follows: 
The graphs report the average values of the parameters manipulated and the error 
bar (+/− 1 standard deviation).

The most interesting results emerging from our simulated experiments are the 
following: Our first experiments compared the percentage of deviants resulting 
from the two imitation modalities by varying the quality of the decisional environ-
ment and the probability of success associated—on average—with criminal oppor-
tunities. The simulation results are an average on the three topologies. In fact, in 
these experimental conditions the cases structure of the topology did not have any 
effect on the results.

Table 10.1   Independent variables and modalities
Independent variables Modalities
Quality Low (− 1)-High (1)
The average probability of winning associated with the 
criminal opportunities

Low (0.2)-High (0.8)

Mechanism of imitation Rational-social
Network topologies Random-scalefree-smallworlds
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Figure 10.3 shows that, when it is convenient for the agents to take criminal 
opportunities (that is, the expected payoff is greater than zero), almost every agent 
using a rational imitation takes the criminal opportunity, whereas the percentage 
of deviants using social imitation is lower. As a reminder, agent’s decision process 
does not take into consideration the probability of success associated with criminal 
opportunities, where agents decide whether to undertake a deviant/criminal action 
by performing an evaluation of costs and benefits of the opportunity for crime they 
encounter. Thus, in this specific decision context, agents using a rational imitation 
learn quickly to perform the convenient choice (they perform what we called the 
right behavior) whereas agents using social imitation do not learn to make the most 
convenient choice. In this specific experimental condition the right behavior means 
to take criminal opportunities where, from a researcher’s point of view, the expected 
payoff is positive.

As regards the opposite experimental condition, concerning decisional contexts 
in which it is not convenient for the agents to take the criminal opportunities, as 
shown in Fig. 10.4, the resulting percentage of deviants generated by both rational 
and social imitation, compared to those shown in Fig. 10.3, is quite different.

By comparing the two graphs (Fig.  10.3 and 10.4), we can see that the per-
centage of deviants using rational imitation varies significantly between the two 
experimental conditions, despite the fact that they are symmetrical. This difference 

Fig. 10.3   Percentage of deviants generated by rational imitation and social imitation with a high 
quality (1) and a high average probability of success (0.8). b low quality (− 1) and a high average 
probability of success (0.8). In both cases, the expected payoff is greater than zero
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relies on the fact that our model, unlike the standard decision-theory model, copies 
decisions related to criminal behavior. Therefore, we ensured that the agents’ payoff 
is not affected by the decision to not take criminal opportunities.

The main evidence resulting from the first set of simulations concerns the effects 
of rational imitation on individual criminal choices and on the spreading of crime. 
Rational imitation allows the bias of agents to evolve in such way that they will take 
the criminal opportunities when it is “convenient” for them, unlike agents using a 
social imitation modality. Thus, rational imitation affects the spreading of crime 
across social networks more than social imitation.

Other simulations focused on the comparison between the two opposite “de-
ceitful” experimental conditions (see Fig. 10.5). Note that in our model we distin-
guished between decisional environments that are “deceitful” in a positive sense 
from those apparently negative.

By comparing the percentage of agents performing the right behavior—accord-
ing to a rational imitation mechanism—in the two opposite “deceitful” contexts, 
some differences emerge, despite the fact that—once again—they are symmetrical.

Specifically, when the decisional environment appears positive to the agents, but 
actually it is not convenient for them to take criminal opportunities, agents using 
rational imitation perform the right behavior less often than when the “deceitful” 

Fig. 10.4   Percentage of deviants generated by rational imitation and social imitation with a low 
quality (− 1) and a low average probability of success (0.2). b high quality (1) and a low average 
probability of success (0.2). In both cases, the expected payoff is lower than zero
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context appears negative to them. In the latter case, agents do learn via rational 
imitation to perform the so called right behavior.

Thus, the two “deceitful” contexts affect the spread of crime through rational 
imitation differently, despite the fact that they are symmetrical. From a sociologi-
cal point of view, this evidence suggests that the behavior of the agents evolves via 
bias imitation when the decisional environment is beneficial for them, despite their 
perceptions. On the contrary, when it is apparently convenient to take criminal op-
portunities, it will take more time to learn to refrain from committing crimes.

Further experiments focused on comparing the three network topologies (see 
Fig. 10.6). We did 40 simulation runs for each network topology in order to observe 
the dynamics of the percentage of deviants. Specifically, we observed the percent-
age of deviants generated through social imitation, by maintaining a constant high 
probability of success and high quality. In this experimental condition, the deci-
sional environment is not “deceitful,” whereas it appears positive to the agents, and 
actually it is convenient to take criminal opportunities.

Our simulations showed that the percentage of deviants resulting from the three 
network topologies was very different.

In this experimental condition agents’ decisional process normally leads them to 
take the criminal opportunities they encounter, where it is convenient to do so (the 
expected payoff is positive). As we can see in Fig. 10.6, when the learning mecha-

Fig. 10.5   Percentage of agents with right behavior using rational imitation in both positive and 
negative “deceitful” decisional contexts: a low quality (− 1) and a high average probability of suc-
cess (0.8). b high quality (1) and a low average probability of success (0.2)
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nism in social networks takes place through a social imitation, the network topology 
affects the spreading of crime.

Specifically, as far as the small-world network is concerned, as can be seen in 
Fig. 10.6, the percentage of deviants curve is higher than those of both random and 
scale-free networks. This means that, most frequently, agents interacting in a small-
world network through social imitation make their decision whether to undertake 
a deviant/criminal action on the basis of a general risk propensity, which pushes 
people toward antisocial or criminal behavior.

On the contrary concerning the scale-free network the percentage of deviants 
curve is lower. It means that scale-free networks allow the spreading of a general 
risk aversion, which prevents agents from taking criminal opportunities.

10.6 � Discussion

As ascertained by Sutherland onward, learning processes through imitation on so-
cial networks are the basis of social influence. Despite their importance, the causal 
mechanisms that link imitation to crime are still poorly understood. In fact, neither 
of the current approaches on imitation seems to provide an explicit explanatory 
mechanism underlying imitative behavior (Laland and Bateson 2001).

Fig. 10.6   Percentage of deviants in the three network topologies with: social imitation—high 
quality (1) and high average probability of success (0.8)
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Recently, criminological studies have explored the impact of social influence 
and imitation on crime, devoting a growing focus to conceptualizing criminal 
groups as networks (Ormerod and Wiltshire 2009). Building on these scenarios, our 
study aimed to explore the casual mechanisms underlying imitation and their ef-
fects on crime. In other words, we were interested in investigating whether and how 
imitation, especially in relation with social network topologies, affects the spread 
of crime pathways.

We hypothesized different criminal outcomes generated by different learning 
mechanisms of imitation at the micro-level of social interaction. Specifically, we 
distinguished between rational imitation (Hedström 1998; Schwier et al. 2004) and 
social imitation, on the basis of the motivations that are behind the imitative behav-
ior. Rational imitation is based on the performance observed, where the likelihood 
that a model’s behavior will be imitated is contingent on its observed consequences 
(Akers and Jennings 2009, p. 109). Conversely, social imitation is based on social 
prestige acquired by those agents who are strongly embedded into the social network 
and who perform the function of “socialization to deviance” (Becker 1963, 1967).

In order to test our hypothesis, we developed an agent-based theoretical mod-
el which allowed us to formalize the structure of different types of potential net-
works— random, scale-free and small-world—on which agents are connected, as 
well as to investigate the effects of the two mechanisms of imitation.

Results from the simulations reveal the impact of the mechanisms of imitation 
in producing the spreading of crime and the role of network topologies. The main 
substantive implications emerging from our simulation study concern the differ-
ent effects of rational and social imitation on crime. Agents’ behavior, through a 
rational imitation, seems to evolve in such way that agents undertake a criminal 
choice when it is beneficial for them, unlike agents using a social imitation. Thus, 
from a sociological perspective we may argue that criminal patterns that have been 
rewarded flow across social networks through a learning mechanism based on ra-
tional imitation.

Some other sociological issues concern how rational imitation comes about on 
social networks. Specifically, we found out that the rational imitation mechanism 
is affected by how the decisional context appears to the agents. In fact, when the 
decisional environment appears positive to the agents, they are prone to take crimi-
nal opportunities. In this case, rational imitation does not allow the behavior of 
agents to evolve; that is, agents do not learn to do the convenient choice. In other 
words, in those conditions, the agents do not learn, via rational imitation, to refrain 
from committing crimes. This evidence is in accordance with the theoretical state-
ment, widespread in criminology, that individuals are usually more attracted by the 
benefits of crime and are less willing to take into considerations the costs of crime 
(see Gottfredson and Hirschi 1990). Consequently, if agents perceive the context 
as favorable to crime it will take more time for them to learn to refrain from being 
involved in it.

This evidence relies on the structure of the rational imitation mechanism, based 
on a costs–benefit evaluation of the observed consequences of behavioral models, 
and then affected by the so called heuristics and biases that, from a sociological 
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perspective, characterize individual decision-making (Elster 1999; Boudon 2003). 
Specifically, individual attitude toward risks, and the consequent decision to be en-
gaged in crime, are influenced by the way in which the “prospects of choice” ap-
pear to the agents, where benefits and costs have a different subjective utility (see 
also Kaheneman and Tversky 1979). Thus, the way in which risky alternatives are 
framed affects how the rational imitation mechanism takes place.

Finally, our simulation model sheds light on the effects of the three network 
topologies on the spreading of crime. Specifically, we are able to deduce from our 
agent-based model the type of social network across which crime flows and how 
agents influence each other’s behavior.

First of all, the network topology seems to have some effect on crime when indi-
viduals influence each other through social imitation. In such cases, agents imitate 
other actors connected on their network, on the basis of their degree of connectivity, 
which marks social prestige. We have pointed out the social-relationship-oriented 
or so called conformity motivations which acquire a sociological relevance in the 
explanation of imitative behavior. From this perspective, social imitation relies on 
the motivation to affiliate with others as well as on social power (Cialdini 2004, 
p. 595).

Secondly, our results suggest that the relevant network to account for the spread-
ing of crime through social imitation has a small-world structure. We show that 
crime appears to flow across a small-world network. In fact, our model suggests 
that agents interacting in small-world networks, through social imitation, maintain 
a propensity toward risks which favors behaviors towards crime. This result con-
firms the hypothesis of a “contagion” effect triggered by the specific structure of 
the small-world network, which resembles the structure of overlapping groups of 
“friends of friends” (Ormerod and Wiltshire 2009).

Thus, in this kind of social context, social imitation mechanism based on confor-
mity motivations among friendships networks generates a “contagion” effect which 
accounts for the observed spreading of crime pathways.
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Chapter 11
NewsMarket 2.0: Analysis of News for Stock 
Price Forecasting

Alessandro Barazzetti and Rosangela Mastronardi

11.1 � Introduction, Motivation, and Related Literature

Web news can be used to accurately track not only several social phenomena but 
also financial trends (Choi and Varian 2009; Preis et al. 2013). Financial market sys-
tems are complex, and therefore trading decisions are usually based on information 
about a huge variety of socioeconomic topics and societal events.

Predicting stock trends has long been an intriguing topic and has been extensive-
ly studied by researchers from different fields. There is a large literature about how 
macroeconomic news influences market; and investors, economists, and journalists 
follow monthly macroeconomic data releases concerning economic conditions. A 
huge problem with this data, however, is that the information is available with a 
lag that increases significantly very quickly. In fact, the data for a given month are 
generally released about halfway through the next month and are typically revised 
a few months later: this is the reason that over the last few years a new approach, 
based on machine learning, has been extensively studied for its potential to predict 
the direction of financial markets and give answers to questions like, “What is the 
consequence of the civil war in Libya for financial markets?” (Casti 2012; Scheffer 
2009).

Applying the theory and tools of information and communications technology 
(ICT), statistics, and econometrics, systems were developed that are able to gather 
and analyze large amounts of data (big data) that is available free on the net (open 
data). For example, sentiment analysis of the opinion expressed by users of social 
networks is a closely studied field of application of natural language processing 
(NLP) to financial markets: this kind of research utilizes tools, useful in automated 
trading, where machine learning also has a key role.
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The common point of view in all these methods of analysis is the statistical 
elaboration of texts to extract knowledge about correlation of data: this was not the 
path we followed. We have developed a model for forecasting stock market trends 
in different time frames based on the analysis of news events related to a specific 
domain, in our case the oil and gas markets (Barazzetti et al. 2014), in which the 
human component of text analysis is predominant in defining the key concepts of 
the ontology. We investigated whether we could identify key events, through online 
news, that could be linked to the sign of subsequent stock market moves.

Recently a host of firms, including start-ups as well as established media giants, 
have been offering tools and services that mine internet data and provide Wall Street 
with sentiment analysis (Mittermayer 2004; Schumaker and Chen 2006). While 
there have been several studies covering textual financial predictions, our idea was 
to collect news or browse e-newspaper sites and before semantically naming the ex-
tracted data, to define a priori some correlation with human analysis. Local or glob-
al events such as the Ukraine crisis, natural disasters, ruble devaluation, or Brent 
downward trends, can generate local or global effect in a specific financial sector.

This motivated us to analyze in more detail online news in order to find hid-
den correlations between news and events in the financial sectors. Tracking down 
events that signal or anticipate crises, financial turnovers, and financial contagion is 
of great interest to analysts, investors, and policymakers (Bouchaud 2009) because 
it may allow for a more prompt portfolio intervention.

Although we restrict our work to stock market moves, our methodology can 
be readily extended to other domains with macro-economic tendencies. Hence, in 
contrast to the several prototypes that predict short-term market reactions to news, 
NewsMarket1 attempts to forecast medium to long trends of the major equity in-
dices. More precisely, NewsMarket 2.0 is a system, based on human and machine 
coding, to support decision-making in financial markets (Grimmer and Stewart 
2013; Jonathan et al. 2009).

Despite the existence of multiple systems in this area of research that are char-
acterized by the same components—dataset crawling, machine pre-processing and 
machine learning—our approach in NewsMarket also includes a human element 
in the second phase of the process. There are at least two reasons that human input 
is beneficial: the human mind is able to discover hidden correlations better then a 
machine (even if it is slower than a machine) and to extract a hypothesis from an 
incomplete set of data using intuition as well as with logical deduction (even if hu-
man input is time-consuming and error-prone).

In contrast to other predication tools, once the input data (textual data) is avail-
able, it can be fed into a machine-learning algorithm that transforms unstructured 
text into a representative format that is structured and can be processed by the ma-
chine. Human work consists of feature selection (in terms of correlation and length 
of impact), dimensionality reduction (find and tag key events), and feature repre-
sentation. In our project human work is very important, because the decision about 

1  NewsMarket is a prototype created by QBT Sagl.
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which features will represent a piece of text is crucial: if the representational input 
is incorrect, nothing more than a meaningless output can be expected.

Having a limited number of features is extremely important, as the increase in 
the number of features (which can easily happen in feature selection) can make the 
classification or clustering problems extremely hard to solve, by decreasing the ef-
ficiency of most of the learning algorithms. This situation is widely known as the 
curse of dimensionality (Pestov 2013). In our case, in 2011we identified the first 
key events with the highest weights as the features, instead of including available 
concepts, and examined the correlations among them and the stock or sector. We 
continue to increase our map every year, finding on mean five key events per year. 
This means that we have created an in-house dictionary or thesaurus dynamically 
based on the text corpus using term extraction by humans (and not with a inanimate 
tool) that we call NewsVoc (Soni et al. 2007).

The NewsMarket system does not add anything new to the fields themselves. Its 
contribution is the creation of the News Index Map (NIM) system, which weaves 
together disparate fields in the pursuit of solving a discrete prediction problem.

In this chapter we provide a detailed analysis on a particular application of this 
tool: that is, the anticipation of Eni (an international energy company) trends. In 
particular, based on the NIM developed in 2011, we show the 2014 and 2015 results.

Our method is capable of automatically identifying events that characterized 
trends before stock market moves. Below we investigate in detail how today’s news 
about financial stocks and non-financial news, suitably analyzed, can be used as 
financial indicators for the next month and quarter.

11.2 � NewsMarket

Figure 11.1 shows the main architecture of the NewsMarket system and the connec-
tions among its three principal components: News Index Map (NIM), the semantic 
set of concepts (NewsVoc), and the Financial Prompter.

The system’s workflow expects that the user queries the system, asking for an 
investment recommendation about Eni or the oil and gas sector on a daily basis 
throughout 2015. Once the query has been received, NewsMarket loads all the rules 
that must be checked in order to provide a recommendation within the framework 
model of the NewsVoc. The NewsVoc model is based on a previous analysis that 
assigned to each news/event the NIM for the necessary data.

NewsMarket performs a continuous crawl on the web to gather news about a 
company or sector for. Once the information has arrived, it will perform a Natural 
Language Process (NLP) to make interchange calls with the NewsVoc that is in 
charge of assigning the NIM values. The NewsVoc will finally write the financial 
reasoning ontology with all the information generated by each rule: this ontology 
will be sent to the selected component (Financial Prompter). The result of that infer-
ence will be processed and returned to the user in an investment answer format. The 
main components and features of NewsMarket are depicted in Fig. 11.1.
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11.2.1 � News Index Map (NIM)

The News Index Map (NIM) is the first component of NewsMarket. Here, human 
experts analyze online news, observe its effect on stocks, and assign, if possible, 
each event to a specific category (for example war, tsunami, change of CEO, insider 
trading, etc.).

All the news is read and analyzed by humans, even though this process is time- 
and resource-intensive. The human element is important to create an appropriate 
events database2. More precisely, humans can classify keywords with the right con-
notation and assign the correct polarity (bad news or good news). Sometimes, many 
words may have a negative connotation in one context and a positive connotation 

2  Xie et al. (2008) write: Events can be defined as real-world occurrences that unfold over space 
and time. In other words, an event has a duration, occurs in a specific place, and typically will in-
volve certain change of state. Using this definition, “a walk on the beach”, “the hurricane of 2005”, 
and “a trip to Santa Barbara” would all qualify as events. Events are useful because they help us 
make sense of the world around us by helping to recollect real-world experiences (e.g., university 
commencement 2006), by explaining phenomena that we observe (e.g., the annual journey of mi-
grating birds), or by assisting us in predicting future events (e.g., the outcome of a tennis match).

Fig. 11.1   NewsMarket structure

 



19511  NewsMarket 2.0: Analysis of News for Stock Price Forecasting

in another. For example, the term crude oil may have a negative connotation in an 
article concerning an oil tanker that crashed and a positive connotation in an earn-
ings report.

Human coders are used also to assigns weights in terms of events’ impacts the 
share prices to evaluate the timing of these effects and the correlation of the news 
with the referral security or stock sectors.

The extent of prediction between financial and non-financial news articles and 
their impact on stock market prices is a complex avenue to investigate. While the 
information contained in financial news articles can have a visible impact on a se-
curity’s price, information contained in general news that can cause a sudden price 
movement is more difficult to capture and analyze.

The first challenge of financial and non-financial prediction is to process a large 
amount of text (in our case for the energy sector) and to select the most suitable 
websites to crawl for news.

For our study, we used in this phase only Italian sources. One of the principal 
sources used for the analysis is Sole24Ore.com, which offers free real-time and 
subscription-based services. For the news related to Eni and the energy sector we 
use Borsainside.com.

For each web site source the lastest news is obtained and stored in a database. 
The information that is retrieved from each news article is the date of publication, 
the information source, the Url, and the abstract. Abstracts constitute the corpus 
from which the system extracts the information.

Once all the news that is not linked with Eni is removed, human agents proceed 
to read the news and assigns weights (in terms of impacts on share prices) and eval-
uate the timing of the events’ effects and the correlation of the news with the stock 
sector of interest, based on the correlation defined initially by the human agent (see 
Table 11.1). Hence, we identify:

•	 The type of correlation (− 1 means not the event is not correlated to the securi-
ties; 1, otherwise)

•	 The importance of the event, which is function of the time: (High (H), the news 
has an immediate effect on securities (1 day); Medium (M), the new has an 
impact on stocks during the medium term (2–30 days); Low (L), the event will 
probably have an effect over a month)

•	 The main objective is to classify the set of news obtained in the previous module 
according to its polarity: positive (G, Good), negative (N, Negative) or neutral 
(IN, In line).

•	 Keywords—selected from the article in well-defined macro-categories (for ex-
ample Eni, War, Macroeconomic news, Ethical conflicts, etc. …)

In this large amount of data we identify vectors (see Sect. 2.2) of words that gener-
ate the same behavioral schema.

We can generalize the behavior of the trend in a matrix of weights 3 × 3; each 
single news event can be seen as a sequence of words that has a consequence for the 
referral stock. This consequence is the combination of the elements of the matrix, 
which we call NIM: it is the measure of the news and it is a scalar.

http://dx.doi.org/10.1007/978-3-319-23938-5_2#Sec2
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Hence, NIM as a function of the following three elements:

Where g, k, j are nonlinear functions. Each function may be expressed by one of the 
following value:

•	 Correlation (g) can be: +  1 (positive correlation) or –  1 (negative correlation);
•	 Timing (k) can be: H (high) =1-day; M (medium) = from 2 to 30 days; L (low) 

over 1 month;
•	 Effect (j) is the nature of the news/event. It can be B = bad; G = good; IL = in line.

The two macro area events returned by the NIM are general key events and specific 
key events. General key events are the events that indirectly influence the behavior 
of Eni, while specific key events are the events connected directly to the security.

Measuring the impact of news reveals that only a small percentage of news re-
ally has importance for the stock market. This percentage is almost equally divided 
among related and non-related news, but non-related news has a deeper on the stock 
price (Barazzetti et al. 2014).

11.2.2 � Natural Language Processing and NewsVoc

We make use of a series of software tools for NLP whose aim is to help us to gen-
erate the behavioral schema of sentences related to events and to the NIM of each 
sentence itself: at first, we use a word segmentation tool, followed by a sense dis-
ambiguation process to identify the correct meaning of the sentences. Finally, we 
use a syntactical tool for the lemmatization of the text and a dictionary of synonyms 
to normalize it.

Once the data is normalized, we apply tags to the metadata that univocally iden-
tify the concept relative to specific values of NIM. NLP is applied to the news to 
extract the knowledge model: this is a semantic network of concepts that we have 
called NewsVoc that consists of the association between the values of NIM with the 
single event related to the news. The result is a set of tagged sentences, representing 
events, that are correlated by the same effects as measured by NIM, where, i.e., a = 
“tag_african_country”; b = “tag_rebellion”; d = “tag_plant_danger,” and so on (see 
example in Table 11.2).

Nim f g Correlation k Timing j Effect= { ( ), ( ), ( )}

Table 11.2   NewsVoc model
Id_NewsVoc NewsVoc_Concepts NIM
1 a b d F H + 4
2 f g j k − 1
3 s d c v N m n + 2
4 a g k h p + 1
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Let’s try to clarify this point with an example. Imagine that news 325 is “More 
than 100 people are killed when religious violence flared in mainly Muslim towns in 
the north and in the southern city of Onitsha, Nigeria.” This news is composed of 
+ 4 NIM. From the point of view of semantic network, we must link News 325 with 
some concept related to (i) the fact that we are talking about an African Country 
(coming from Nigeria lemma), and (ii) and we are talking about some kind of “re-
bellion” and “damage to the industrial plant” (coming from Onitsha). When we link 
the lemma coming from News 325 (high NIM, + 4) with concept into the NewsVoc, 
we obtain the information that also the concepts a, b, and d are related with an high 
NIM (+ 4). NewsVoc allows us to disengage the NIM by the level of lemmas to that 
of a semantic to a higher level.

NLP is applied on each single news event daily queried by the user. We obtain 
metadata that is ready to be processed in the decision tree to establish at which vec-
tor of the NewsVoc it belongs. At this point, the NIM is attributed.

The combination of the NIM of different news events allows the Financial 
Prompter, a well-defined algorithm, to identify the future trend of the stock.

11.2.3 � Financial Prompter

Financial Prompter (FP) is an integrated event-forecasting and trading-decision 
support system.

The inputs of the FP process are the daily news: they are processed through the 
NLP as described above to establish the correct relation between NewsVoc_concept 
in the NewsVoc model and the corresponding NIM value. The trend is determined 
by the following formula where dfp means “density of future probability”:

� (11.1)

where te | {te = 1;1 < te ≤ 30; te > 30} expressed in days, n is the number of news/
events at time t expressed in days, nim identifies the News Index Map as described 
above for that news, and c is the weight of each nim.

In this system, the user can choose from five trading rules:

Rule I: if dfpte>> 0 = > then the current trading strategy is “strong buy”
Rule II: if dfpte> 0 = > then the current trading strategy is “buy”
Rule III: if dfpte = 0 = > then the current trading strategy is “hold”
Rule IV: if dfpte< 0 = > then the current trading strategy is “sell”
Rule V: if dfpte<< 0 = > then the current trading strategy is “strong sell.”

dfp nim cte i ii
n= ∑ *
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11.3 � Data Analysis

We show the 2014 and 2015 results for Eni3, an integrated energy company, listed 
in the FtseMib4, belonging to energy sector. More precisely, the full sample consists 
of news and one-minute closing prices of Eni from December 31, 2013, through 
March 07, 2015.

The intraday financial data of the stock were taken from Bloomberg, while we 
obtained a collection of more than 15,000 financial and non-financial news events 
from II Sole 24 Ore and BorsaInside5.

From this pool of articles we discarded all news that could have an ambiguous ef-
fect (i.e., gossip or sport articles). After discarding all the news that were not relevant 
for our study, we were left with a total of 3877 financial and non-financial news arti-
cles correlated with Eni. Then we applied the NewsVoc model to the news after a pre-
process of normalization of texts to extract vector of words. Finally. we forecasted 
the trend of Eni stock by applying the Financial Prompter on the output of NewsVoc.

11.4 � Empirical Results

The predictive model, applied to the news of the year 2012 and 2013 as a back-test, 
is now working and the very first results encouraged us to deeply extend the time 
frame of the prediction.

The potential predictive power of NewsMarket is illustrated in Figs. 11.2, 11.3, 
and 11.4. Applying the system to a specific stock or sector led to more accurate pre-
dictions of price direction. It was reasoned that keywords specific to the company 
firstly and related to the sector secondly were more influential in determining price 
direction.

In all the three time frames, the Financial Prompter dfp had the power to suggest 
the direction of the trend several days or even months in advance.

We examined the dfp signal for the different time frames. In Fig. 11.2, we depict 
the results of dfp (left scale) and the price of Eni (right scale) between January 2012 
and December 2014 for six semesters.

It can be easily seen that there is a good visual correlation between the dfp and 
the Eni price. Another important thing to highlight is that there is a “lag” between 
the two values. For example, the dfp signal in point 7 suggests the stock trend for 
the next semester (January–June 2015). This indicates that dfp expressed a positive 
sentiment before the stock started rising.

3  Active in more than 70 countries, Eni operates in the oil and gas, electricity generation and sale, 
petrochemicals, oilfield services construction and engineering industries.
4  The FTSE MIB Index is the primary benchmark index for the Italian equity market.
5  Although the trading starts at 9:00 a.m. and closes at 17:30 CET we felt important to consider 
news article releases during all the day (also news posted after closing hours) and for every day 
(including weekends and holidays).
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Fig. 11.3  Medium time frame ( quarter). Simulated trend elaborated by the Financial Prompter 
( left scale) compared with Eni price ( right scale) from January 2012 to December 2014

 

Fig. 11.2   Long time frame ( semester). Simulated trend elaborated by the Financial Prompter ( left 
scale) compared with Eni price ( right scale) from January 2012 to December 2014
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Table 11.3 summarizes all the dfp trend signals for each semester. Expectations 
for signals related to the third and fourth semesters for all the other signals are in 
line with the trend.

In Fig. 11.3, we present the results from January 2012 to the first quarter of 2015 
(until March 7th). The time frame comprises 13 quarters. Unlike the semester’s 
signal, the next two time frames were more accurate in defining the trend of Eni. 
There is a strong visual correlation between the dfp and the Eni price with respect 
to the previous time frame.

Our method can thus clearly detect the direction of market sentiment, which is 
closely related to the direction of the actual stock price movement.

Figure 11.4 shows the daily trend from January 2015 to March 7, 2015.
Looking at the three time frames we considered, we observed that the medium 

time frame and the low time frame (Figs. 11.3 and 11.4) were more accurate in pre-
dicting the stock-price trends of Eni (Table 11.4).

The value of the dfp depends on how long negative or positive events, defined 
in our NewsVoc, persist. A specific event, for example, may influence the dfp more, 
whereas a general event may not. One might expect, therefore, some variation in 
signal strength to be accounted for by variation in the trends.

Table 11.3   Sign of the trend 
concerning the long time 
frame

 

Fig. 11.4   Low time frame ( daily). Simulated trend elaborated by the Financial Prompter ( left 
scale) compared with Eni price ( right scale) from January 2015 to March 7, 2015
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11.5 � Conclusions

Can linguistic information, compiled with the aid of human agents, help predict 
financial trends/economic activity?

Web news can be used to accurately track not only social phenomena but also 
financial trends. Investors, economists, and journalists follow monthly macroeco-
nomic data releases on economic conditions. There is a large literature about this 
topic, i.e., how macroeconomic news influenced markets. A huge problem is that 
this information is available with a time lag: are generally released about halfway 
through the next month and are typically revised several months later.

By analyzing daily news events and correlating them with the current level of 
economic activity with NIM, NewsMarket is able to help investors and economists 
to suggest trends in a specific sector for the next month. NewsMarket is not a “crys-
tal ball” that predict the future, but it is a tool to obtain early indications of move-
ments in the financial markets. The tool serve as a baseline to help analysts and in-
vestors get started with their own modeling efforts that can subsequently be refined 
for specific applications.

As we have demonstrated, NewsMarket’s best (i.e., most accurate) time frame is 
the quarterly period. In fact, by crawling online news every day, NewsMarket has 
the capability to identify “turning points” three months in advance. These findings 
raise interesting questions regarding the circumstances under which online-news\-
based predictions might be useful.

Finally, we note two further points that suggest the potential value of online-
news- based predictions. First, modest performance gains may still prove useful 
for applications, not only for financial analysis, but also for other domains such as 
policymakers and supervising committees, where even a minimal performance edge 
can be valuable. Second, unlike other data sources that require customized and often 
cumbersome collection strategies, online news can be collected for many domains 
simultaneously and easily analyzed along geographic and other dimensions, all in 
real time.

As the product evolves every day, we expect to obtain more accurate estimation 
of the financial trends also in other time frame. At the moment we are working to 
create a dedicated events database for sectors other than oil and gas.

Table 11.4   Sign of the trend 
concerning the medium time 
frame
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