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Preface

Mechatronics is in fact the combination of enabling technologies brought together
to reduce complexity through the adaptation of interdisciplinary techniques in
production.

Focusing on the most rapidly changing areas of mechatronics, this book
discusses signals and system control, mechatronic products, metrology and
nanometrology, automatic control & robotics, biomedical engineering, photonics,
design manufacturing and testing of MEMS. It is reflected in the list of contributors,
including an international group of 302 leading researchers representing 12
countries.

The book is intended for use in academic, government and industry R&D
departments, as an indispensable reference tool for the years to come. Also, we
hope that the volume can serve the world community as the definitive reference
source in Mechatronics.

Through this publication we hope to establish and provide an international
platform for information exchange in the mechatronics fields mentioned above.

The book comprises carefully selected 93 contributions presented at the 11th
International Conference Mechatronics 2015, organized by Faculty of Mechatron-
ics, Warsaw University of Technology, on September 21-23, in Warsaw, Poland.
It is the fifth volume in series, following the editions in 2007, 2009, 2011 and 2013.

We would like to thank all authors for their contribution to this book.

Ryszard Jabtonski
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Part I
Automatic Control



The weak isolability of the structure of binary
residuals of multiple faults

Michal Barty$

Institute of Automatic Control and Robotics, Warsaw University of Technology,
$w. A. Boboli 8, 02-525 Warsaw, Poland
{bartys@mchtr.pw.edu.pl}

Abstract. The chosen keypoints of the theoretical framework of the
multiple fault isolability assessment are briefly outlined in this paper. The
set of multiple fault isolability metrics have been proposed. Introduced
distinctiveness matrix as well as corresponding multiple fault metric, al-
low for characterization of multiple fault isolability of technical systems.
This is particular important in respect to functional safety systems were
multiple faults must be taken into account. Finally, a new definition of a
weakly isolating structure of residual sets in respect to the multiple faults
is proposed. This definition can be considered as an extension of Gertler’s
theoretical framework of a structural approach to fault isolation.

Keywords: weakly isolating structure, multiple fault isolation, binary
diagnostic matrix, fault isolabilty metric, fault distinguishability, fault
distinctiveness matrix

1 Introduction

In this paper, we will give a new perspective on the problem of dimensioning of
multiple fault isolability with the use of binary valued structures of residual sets.
The necessity of definition of multiple fault isolability metrics arises, among oth-
ers, as a result of challenging demands for optimization of diagnostic systems e.g.
for solving constrained sensor placement problems [21,22] or support for solving
the problem of diagnostic coverage in the functional safety systems. The multi-
ple fault isolation is a commonly recognized problem having serious theoretical
meaning and substantial practical impact [1-3,6,7,10, 11,15, 18,20, 23].

In structured residuals based approaches [8,10], faults are recognized indi-
rectly by analysis of binary evaluated results of tests or observations that are
sensitive to these faults.

The fault isolability from the perspective of structural analysis for early de-
termination of fault detectability was discussed in [7]. It has been shown how
different levels of knowledge about faults result in isolability properties. Bas-
seville in [5] fixed the isolation as a simultaneous multiple-hypothesis testing
problem and formulated three isolation criteria based on Kullback distance.

The main contribution of this paper is the proposition of a new isolability
metric and generalizing the definition of a weakly isolating structure introduced
by Gertler [8].

© Springer International Publishing Switzerland 2016 3
R. Jabtonski and T. Brezina (eds.), Advanced Mechatronics Solutions,

Advances in Intelligent Systems and Computing 393,

DOI 10.1007/978-3-319-23923-1_1
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2 Preliminaries

The set of following assumptions have been adopted for further discussion:
1° the bi-valued diagnostic matrix of the diagnosed system is known;
2° the diagnostic matrix contains exclusively non all zeroes columns;
3° the signature of multiple faults of single faults is the logical alternative of
single fault signatures.
Consider a diagnostic system in which all residuals are binary valued. Let the
finite set of single faults in this system be F}:

and finite set of diagnostic signals be S:
S={s;:j=1.m} (2)

Diagnostic signal values are derived from residuals by the application of ap-
propriate evaluation processing approaches. Let relation Rpg be the Cartesian
product of sets F; and S.

Rps C F1 x S. (3)

According to the geometrical interpretation of the Cartesian product, the re-
lation is the set of n - m points of the plane defined in F; and S coordinates.
It is possible to spread out a three-dimensional mesh over the F} x S plane
by attributing diagnostic signal values v;; of all diagnostic signals s; for all
fi faults. The three-dimensional mesh is easily transformable into the form of
a two-dimensional m - n matrix V; of the diagnostic signal values v;;. Hence,
V1 = [V)i)mxn- In the simplest case, the diagnostic signals are bi-valued, i.e. the
relation faults-symptoms has the form of a binary structure of residual sets [8] or
Binary Diagnostic Matrix [10, 14]. In this paper, we will limit our considerations
exclusively to the case of binary valued structures of residual sets. Each fault
fi € F1; Vi € {1..n} is associated with one and only one i-th column V; ; of the
binary diagnostic matrix Vi:

Vl,i = ['Ul,i, 1}271', ...’Um,i]T. (4)
Specific vector V; ; consisting of diagnostic signals associated with a particular
single fault is referred to as the single i-th fault signature. For simplicity of
notion, the diagnostic matrix V; will be further represented comprehensively as
a block matrix of single fault signatures Vi ;

Vi = [Viilmx1 (5)

In order to achieve fault distinguishability in the structure, it is beneficial if fault
signatures will be unique. In practice, this requirement does not necessarily hold.
The problem of single fault distinguishability in the binary structure of residual
sets was considered in many publications (8,10, 22]. Here, we will undertake an
attempt towards assessment of multiple fault distinguishability.
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Let us denote the fault multiplicity by k. Let us now generate g = (Z) subsets
Vi, each consisting of k non repetitive single fault signatures Vi ;:

VE =V VR VY r#s# L #F2 rs, .z € {lun). (6)

According to assumption 3° of Sect. 2, all signatures of binary evaluated multiple
faults are assumed as logical alternatives of single fault signatures. Hence, any
subset VI of power k represent the alternative signature of any k-multiple fault.
Therefore, any ¢-th signature of any k-multiple fault equals:

k
Vig=\ V&=V, VVZ V. vV ke{l,..n}ge{l, .. (1)} (7)

p=1

Definition 1. The diagnostic matriz of k-multiple faults Vi is a matriz of or-
dered k-multiple fault signatures:

Vk = [Vk,17 Vk,27 ey Vk,q] (8)

Now we will define the set of all signatures of all single and multiple faults by
generalization of formula (5).

Definition 2. The multiple fault binary diagnostic matriz is a block matriz con-
sisting of ordered diagnostic matrices of all multiple faults:

V =1Wl[Va], s Vall ) = Vilixal 9)

The disitinguishability of multiple faults in a given isolation structure should be
considered as a feature which characterizes at least the uniqueness (isolability
or distinction) of any signature of any fault independently of its multiplicity.

Definition 3. The multiple faults are isolable in a binary diagnostic matriz if
their signatures are unique within isolation structure.

Therefore, the problem is how to determine and measure a distinction between
any fault signatures in a given multiple fault binary diagnostic matrix? This
problem was considered for single fault binary isolation structures in [8,22].
Firstly, we obtain the partitioned vector of multiple fault signatures from (9) by
concatenating all V.

v=[Vi1, Vi, Vi, Vo, Voo, - Vages oo Va1, Vg, - Vi g, I xvy (10)
where: ¢, = (k) is the number of k-multiple faults
Next, we will introduce a matrix of multiple fault distinctiveness referred also to
as matrix of discernibility. Principally, it expresses in binary terms, whether any
pair of multiple fault signatures is disjunctive or not. To do this, let us define
the disjunction of binary matrices.
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Definition 4. Disjunction of binary matrices Ay, xn) and By, be denoted as
A @& B and defined as the matriz Cpp,xp):

Cip Cr2 - Cyp
Ca1 Co -+ Oy
C=Aa®B = . L . (11)
le Cm2 o Cmp
where: Cj; = \/Z=1 A, @ By and @ is the Boolean disjunction operator.

3 The multiple fault distinctiveness matrix

In order to define the distinctiveness of multiple fault signatures, we keep in mind
that any multiple fault is associated with its own specific signature. Thus, the
distinctiveness of signatures of multiple faults might be represented by mutual
disjunction of signatures of all multiple faults. Let us define now the multiple
fault distinctiveness matrix.

Definition 5. The multiple fault distinctiveness matriz is the tensor disjunction
of partitioned vectors of multiple fault signatures.

D=v' &v (12)

Remark 1. The multiple fault distinctiveness matrix is a square matrix, since
the number o rows of v and number of columns of v vectors is equal.

Corollary 1. Each D;; entry of square multiple fault distinctiveness matriz is
the only disjunction of signatures of i-th and j-th multiple fault.

Proof. According to (11), each D;; entry of the square multiple fault distinctive-
ness matrix D is an alternative of disjunctions of binary signatures of i-th and
j-th multiple faults over m i.e. (D;; = \/j_, Vik, ® Vi;). Since the number m of
columns of transposed partitioned vector of multiple fault signatures v ' equals
1 then:

Dy = Vi@ V. (13)

It is worth to mention that property of symmetry allows to speed up calculations
of the multiple fault distinctiveness matrix and should be considered as beneficial
in the practice.

4 The binary isolability metric

Corollary 2. Any pair of multiple faults (f;, ;) is mutually weakly isolating if
corresponding entry D;; of multiple fault distinctiveness matriz is different from

zero for any (i # 7).
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Proof. In accordance with definition of weak isolability [8], the structure is
weakly isolating if the fault signatures are different and nonzero. This apply
independently whether faults are single or multiple.

Remark 2. Any pair of multiple faults (f;, f;) is indistinguishable also if multiple
fault distinctiveness matrix entry is all-zeroes vector (D;; = 0) or multiple fault
distinguishability matrix entry (D;; = 0) for any (¢ # j).

The distinctiveness matrix D might be presented in the form of a block matrix
of n fault distinctiveness matrices dg, each referring to k-th fault multiplicity:

D= [[dl],[dQ]a ) [dn” (14)

[1xn] "

Here, the d; is a matrix of the size [N : ¢;]. The distinctiveness matrix Dy, of the
all k-multiple faults is a block matrix consisting of & ordered matrices d;:

Dy = [[di1] [d2], .-, [d]] - (15)

Now we introduce a measure of a binary multiple fault isolability. Firstly we
define the Boolean conjunction of all entries of upper triangular part of distinc-
tiveness matrix D located above main diagonal in its any i-th column.

i—1
i = N dij;Vie {2,N}. (16)
j=1
Remark 3. Since distinctiveness of any pair of identical faults is always zero,
then the upper bound in the Boolean conjunction in formula (16) is (i — 1).

Let the measure of isolability of k-multiple faults be denoted as Jy.

Definition 6. The binary isolability metric Iy, of k-multiple faults be a Boolean
conjunction of all entries of multiple distinctiveness matrix Dy, which are located
above main diagonal:

Ji = /\ i (17)

where: 7, = 2 + ZZ;% Q-

Remark 4. The binary isolability metric of k-multiple faults allows to judge ei-
ther the k-multiple faults are mutually isolated or not. The k-multiple faults are
mutually indistinguishable if (Jx = 0). Obviously, if this condition holds then
multiple faults are not weakly isolating.

Definition 7. Given the binary isolability vector J*[1 : k| of all single, dou-
ble, ... , and k-multiple faults:

I =31, T2, .., T (18)
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Definition 8. The binary isolability metric 3 of multiple binary fault isolation
structure be a Boolean conjunction of all entries of isolability vector J*:

1=/A\7 (19)

The binary isolability metric i indicates isolability of all single, double, ... and
n-multiple faults within the isolating structure. Now, we will generalize the def-
inition of a weakly isolating structure introduced by Gertler [§].

Definition 9. The binary isolating structure is weakly isolating if it does not
contain any all-zeros column and if its binary isolability metric T # 0.

It should be mentioned, that weak isolability might be considered in context of
fault multiplicity. In this case:

Definition 10. The binary isolating structure is weakly isolating k-multiple faults
if it does not contain any all-zeros column and if its binary isolability metric

Ji # 0.
5 Illustrative example

Let us consider an example of a column-canonical unidirectional and bidirec-
tional strong isolating binary valued structure of residual sets counting m = 4
rows and n = 3 columns presented in Tab. la. According to the assumption 3°
in section 2, a signature of multiple fault is the logical alternative of single fault
signatures. The signatures of double and triple faults are depicted respectively
in Tab. 1b and Tab. 1c. The partitioned block matrix of multiple fault signatures

Table 1. An example of the binary valued structures of residual sets representing: a)
matrix Vi of single fault signatures; b) matrix Vs of double fault signatures ; ¢) matrix
V3 of triple fault signatures.

(a) (b) (c)
S/F f1 f2 f5 S/F fifa fifs fofs S/F fif2fs
S1 110 S1 1 1 1 S1 1
S92 1 0 0 S2 1 1 0 S92 1
S3 001 83 0 1 1 S3 1
S4 011 S4 1 1 1 S4 1

V = [V1, Vs, V3] is depicted in Tab. 2. In this table, vertical lines are used to
separate k-multiple fault signature matrices V,;. Each matrix counts respectively
q = [q1,92,q3] = [3,3,1] columns and m = 4 rows. The distinctiveness matrix
D is depicted in Tab. 3. Fault distinctiveness matrix D show either any pair
of multiple faults is distinguishable or not. For example double fault {f;f3} is
indistinguishable with triple fault {fi fafs}. All other faults are distinguishable.

The results obtained from Tab. 3 could be interpreted as follows:
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Table 2. The partitioned block matrix of multiple fault signatures V of the structure
of residual sets depicted in Tab. 1a.

SIF| fi fo fa|fifa fifs fofs| fifafa
S1 1 1 0 1 1 1 1
S2 1 0 O 1 1 0 1
S3 0 0 1 0 1 1 1
S4 0 1 1 1 1 1 1

Table 3. The multiple fault distinctiveness matrix D for isolating structure of residual
sets depicted in Tab. 1a.

fi fo fa|fife fifs fofs| fifofs
fi 01 1] 1 1 1 1
f2 1 o111 1 1 1
f3 1 1 0|1 1 1 1
fifo |11 1|0 1 1 1
fifs |1 1 1)1 0 1 0
fofs |1 1 11 1 0 1
fifafsf 11 11 0 1 0
i; 1 1 1 1 1 0
Tk 1 1 0
1. All single faults are isolable because J; = 1;
2. All single and double faults are isolable because Jo = 1;
3. Triple faults are not isolable because J3 = 0;
4. Triple fault (f; f2f3) and double fault (ff3) are indistinguishable because
D47 =0;
5. Not all multiple are isolable because J = 0

6. Matrix shown in Tab. la is weakly isolating for single and double faults
because J; = 1 and J2 = 1 and is not weakly isolating for triple fault.

6 Final remarks

The main contribution of this paper is a proposition of a new formal definition
of a weakly isolating structure of the binary residual sets. This definition can be
considered as an extension of Gertler’s [8] theoretical framework of a structural
approach to fault isolation.

The proposed definition is based on binary isolability metric introduced in
this paper. This metric allows for quantitative analysis of indistinguishability
of single and multiple faults within the binary valued structure of residual sets.
Searching for a weakly isolating structure plays an important role in the fault
indistinguishability design and analysis of diagnostic systems. It is extremely
useful for automatized searching for optimal fault isolating structures within
the given constrains. It allows for a time inexpensive judgement either multiple
faults of a given multiplicity k are distinguishable or not within a given binary
fault isolation structure.
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The functional safety standard IEC 61508 distinguishes the following types
of failures: dangerous detectable failures \pp, dangerous undetectable failures
Apu, safe detectable failures Agp and safe undetectable Agy failures. The total
intensity of failures A is defined as the sum of intensities of all types of failures.

A= App +Apu + Asp + Asu (20)

Diagnostic system must be designed in such a way that it should detect and
isolate at least dangerous failures. A measure of the quality of detection of dan-
gerous failures is the factor referred to as diagnostic coverage (DC). It is inter-
preted as the relative reduction of the probability of dangerous failures resulting
from application of automated diagnostic tests:

ADD
DC = ——"—— 21
ADD + Apu (21

Clearly, undetectable faults are unisolable and indistinguishable. Therefore, the
fault isolation influences A\pp and Agp intensities only. Hence, each measure
allowing for achieving better fault distinguishability enhance DC' factor. In this
context, the fault isolability metrics introduced in this paper can support search-
ing for optimal diagnostic coverage in diagnostic systems at design stage. So far,
the introduced metrics have not been already used in a diagnostic coverage in
the real functional safety system design.
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Abstract. The paper discusses some practical problems occurring at ISO
10816-1 application in technical practice. Technical diagnosticians find out fre-
quently that the zone boundaries proposed by the standard are not sensitive ad-
equately to the changes in vibrations during operation resulting from a change
of technical condition of the machine. The principle of statistical determination
of individual operational limits from the measured overall level of RMS vibra-
tion velocity (overall level) with utilization of statistical regulation of individual
values is also described in the paper. The alarm limit for the overall level
(boundary between the B and C zones) in the range 10 Hz to 1,000 Hz is speci-
fied in the paper on the basis of measuring of vibrations on the electric motor of
Bosch Rexroth hydraulic unit.

Keywords: Operational limits; vibration diagnostics; zones boundary.

1 Introduction

It is assumed in technical practice that measuring of vibrations on the non-revolving
components is very often suitable for the purpose of assessment of technical condition
for a number of machineries. We most frequently measure and assess overall level the
significant changes of which indicate progressive changes of technical condition of
rotational parts resulting e.g. from imbalance, misalignment, mechanical backlash of
bearings in mounting, structure resonances, insufficiently rigid foundations, bent
shaft, excessive wear of bearings, etc. relatively reliably.

Four typical zones (A, B, C and D) for assessment of the level of vibrations are de-
fined in the standard [1] and in other related references (such as [4], [5], [6], [8], [10],
etc.) for the purpose of evaluation of intensity of vibrations of a given machine and
provision of the guidance for potential maintenance measures. We mostly find out at
practical application of the ISO 10816-1 standard to the conditions of operation of a
specific machine that the boundaries of the mentioned zone proposed by this standard
are not adequately sensitive to changes of vibrations resulting from a change of tech-
nical condition of the machine [3].
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2 Assessment of vibrations of the hydraulic unit electric motor

Verification of the above mentioned assumptions was carried out on HA 0070-
120/008-050/050 hydraulic unit (hereinafter the hydraulic unit, Fig. 1) manufactured
by Bosch Rexroth. The hydraulic unit is specified as a source of pressure oil for a
didactic stand for lessons of hydraulics in our Institute for Production Machines, Sys-
tems and Robotics. The hydraulic unit (Fig. 1.) represents a set of hydraulic elements
arranged functionally on an aluminium tank positioned in a valve table made of alu-
minium profiled components.

P

Fig. 1. Hydraulic unit with Microlog CMXA 48

The hydraulic circuit of the unit consists of two pressure circuits. A combination of
two PV7 variable vane pumps produced by Bosch Rexroth (Fig. 1, item 1) with geo-
metrical capacity of 12 and 7.5 cm’/rev. controlled to a constant pressure and driven
with Siemens 2.2 kW electric motor (Fig. 1, item 2) with synchronous speed of 1,000
rpm represents a source of pressure energy.

The Microlog CMXA 48 apparatus (Fig. 1, item 3) developed by SKF was used for
evaluation of technical condition of the hydraulic unit. This portable vibration data
collectors and analyzer has a good simultaneous triaxial or four-channel vibration
measurement capabilities over a range of 0.16 Hz to 80 kHz.

Electric motor vibrations were measured using three CMSS 2111 accelerometers
mounted to the flange of the electric motor with permanent magnets approximately in
the horizontal direction (hereinafter H), in the vertical direction (hereinafter V) and in
the axial direction (hereinafter A), see Fig. 1, item 4. The CMSS 2111 is a small foot-
print accelerometer that includes an integrated 2 m cable along with a magnetic mount
(CMSS 908-LD).

We understand the value of the measured variable proportional to the total vibration
energy (strength or intensity of vibrations) related to a considered time record as
overall level of mechanical vibration o. The overall level can be calculated from the
time record according to the following formula:
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S ()’
.

where y; is an amplitude of the determining quantity of mechanical vibration in the
time # and m is a number of discrete points in the corresponding time record (in
which the y value is ascertained).

By ascertaining of the value of overall level o and its comparison with the normal
level, we will obtain some of possible information on the condition of the machine or
any of its parts. When comparing the measured values, it should be verified whether
the measurements of both values (the original one which represents information on
the normal status and the new one through which current technical condition of the
machine is assessed) have been made in the same frequency range (e.g. 10-1,000 Hz)
and expressed in the same way (e.g. the peak value). If the value of total vibrations is
higher than the normal level, we can assume that there is a problem which caused
these higher values.

Such method of assessment of technical condition is recommended also by
ISO 10816-1 standard. In this standard, individual types of machines are classified
either in the group of "small machines" such as electric motors up to power of 15 kW
or in the group of "bigger machines".

In our case, an asynchronous motor (2.2 kW) drives a pair of pumps. The first pump
with a geometric capacity of 12 cm3/rev. was loaded using a throttle valve to a con-
stant value of flow rate of 7 I/min at pressure of 5 MPa during vibration measuring.
The other pump was hydraulically alleviated. It results from these loading parameters
that the electric motor is loaded with approximately 0.6 kW, i.e. at about 30% of its
nominal power. And that is why the machine is classified in the group of "small ma-
chines".

Values of measuring in accordance with ISO 10816-1 standard were set on Microlog
CMXA 48 the lower frequency limit was set to 10 Hz while the upper one to 1,000
Hz. Number 10 was selected for averaging process, overlapping was 0% and meas-
urements were repeated 30 times in order to obtain a sufficiently representative statis-
tical sample of vibration values.

As the power of an electric motor was lower than 15 kW, it results from the standard
that overall level for the zone boundary of the A/B zones can be specified to the value
of 0.71 mm/s. Similarly, the value 1.8 mm/s is recommended for the alarm limit
(boundary of B/C zones) while the value of 4.5 mm/s for the trip limit.

Fig. 2 shows the measured values of vibrations in all three directions (H, V, A) with
the illustrated zone boundaries in accordance with the standard [1]. It is possible to
say on the basis of Fig. 2 that the alarm and operation shutdown limits are very prob-
ably too far from the measured values. The alarm value specified using this method
would not probably allow timely warning of the operator in case of a significant rise
of vibrations.

It means that it is necessary to define new substantiated operational limits, e.g. using
suitable statistical tools, in practice when establishing a system of predictive mainte-
nance.

0=

(M
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Overall level of RMS vibration velocity of electric motor
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Fig. 2. Measured overall levels and zones for their assessment

3 Statistical determination of operational limits

We will identify overall level calculated from i-th time record with o; symbol while
the mean value of all measured overall levels for the past monitored period will be
identified with 6 symbol. Moving range of overall levels between two successive
measurements will be identified with Ry, symbol:

Ro, = |0i _Oi—1|’ 2

The alarm limit for overall level which should not be exceeded is given by the follow-
ing formula:

UCL, =0 +2.66R, . 3)

where Ry, represents the mean value of the moving ranges of overall levels from all
previous measurements.

The alarm limit for moving range of overall levels can be calculated according to the
formula:

UCL, = 3.267R, . @)

The formulas (3) and (4) apply only when the assumed risk of unnecessary error sig-
nal (risk a, type I error) equals to 0.27 % (for more details please see [2]).

Both limit values are in the distance of 3 sample standard deviations from the mean
values 6 of overall levels and mean values R, of their moving ranges.

Using the formulas mentioned above, the alarm limits for the hydraulic unit electric
motor were determined on the basis of completed measurements of vibrations; these
alarm limits are listed in Table 1. The mentioned electric motor has been used in non-
demanding operation for about 10 years. It is in a good technical condition so that
measuring of overall levels can be considered to be the assessment of the status of
vibrations which correspond to the zone B in accordance with the standard [1]. On the
basis of the above mentioned facts, we can consider the limit value calculated accord-
ing to the formula (3) to be the boundary between the B and C zones (alarm limit).
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We can conclude on the basis of assessment of the measurements that the maximum
vibration values were measured in the horizontal direction as expected and for that
reason, we will use them for illustration of the proposed procedure of determination
of the alarm limit.

Fig. 3 illustrates the measured overall levels in the horizontal direction from which
the alarm limit for this direction was calculated (0.438 mm/s).

Overall level of RMS vibration velocity in direction H with zone boundary B/C
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_— »
—8—H [mm/s] - Calculated zone boundary B/C Measurement
Fig. 3. Overall level of RMS vibration velocity in direction H

Fig. 4 illustrates the corresponding moving ranges of overall levels and the calculated
alarm limit of moving range for the horizontal direction (0.044 mm/s).

Moving range of overall level of RMS vibration velocity in direction H with alarm limit
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Fig. 4. Moving range of overall level of RMS vibration velocity in direction H

Table 1 contains the calculated alarm limits for overall level all three measured direc-
tions.

Tab. 1. Calculated alarm limits for overall level and moving range
Alarm limits: H [mm/s] |V [mm/s] | A [mm/s]
For overall levels: 0.438 0.361 0.299
For a moving range of overall levels: 0.044 0.029 0.027
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4 Conclusion

It happens very frequently in practice that the general standards for assessment of
vibrations of machines and equipment during operation provide only approximate
setting of an alarm limit and an operation shutdown limit (trip limit) which must be
made more accurate progressively on the basis of experience and evaluation of the
real course of measurements of vibrations.

The paper presents an original idea of utilization of the method of statistical regula-
tion based on comparison of individual values and moving ranges for determination
of the operational limits. The proposed procedure allows to respond to significant rise
of overall levels in time. Beyond the scope of the standard, the proposed method of-
fers also assessment of change of vibrations with respect to the last measurement.

The proposed statistical method of determination of the operational limits of vibra-
tions was applied to measuring of vibrations of a hydraulic unit electric motor for
three directions (horizontal-H, vertical-V and axial-A). The measured data represent
the status of vibrations which correspond to the B zone according to the standard [1].
The calculated limit values are proposed as the boundary between B and C zone
(alarm limit). When at least one of the calculated limits is exceeded (overall level or
moving range), it is necessary to arrange for a suitable maintenance intervention im-
mediately.

Identical method can be used for determination of the substantiated value of the
boundaries between the A and B or C and D zones according to the standard [1].

The authors of the paper offer cooperation to all persons from the industry interested
in verification of this procedure also for other types of machines.
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Abstract. The essential component of all control and sensory systems is a
communication layer. The MODBUS protocol is used mainly in automation and
sensory industries and defines a simple format of communication with the
master/slave principle. uBUS protocol derived from MODBUS brings advanced
features for today's industrial requirements. The implementation of secure
transmission among nodes on the bus is a part of the protocol and can be
prohibited or enforced. As an encryption method was chosen RSA asymmetric
encryption and the encryption strength is given by the size of its keys (32 bit -
1024 bit).

Keywords: MODBUS protocol extension, communication protocol, secure
communication.

1 Introduction

The essential component of all the control and sensory systems is a communication
layer. There are several communication standards for specific industries such as CAN
for automotive, FIELDBUS for automation (factory automation environment), M-bus
for sensory systems. The MODBUS protocol is used mainly in automation and
sensory industries and defines a simple format of communication with the
master/slave principle. Since it was developed in 1979, the possibilities of its use are
limited to equipment which was used at the time of its creation. For new types of
terminals such as smart sensors and intelligent control modules was defined uBUS
protocol derived from the MODBUS[6] protocol, which retains the principle of
communication and the specification of the physical and data link layer. Certain
modifications were made in the application layer, where were added function codes
for new types of terminal nodes. uBUS has been utilized in a variety of applications
from simple data collection from connected sensors, through smart sensors, to use in
control applications.

Communication protocols generally do not solve security issues against attacks and
planted false information. Such an attack could in critical applications cause
significant material and environmental damage.
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The issue of of securing communication is in MODBUS protocol elaborated for
MODBUS over TCP/IP. The security of MODBUS protocol is discussed in the
sources [1] and [2]. There is not defined any mechanism for ensuring communication
using MODBUS over serial line. The issue of the lack of secure communication on
the level of serial communication is to some extent due to the nature of the end
devices on MODBUS bus.

The article describes the uBUS protocol, which is derived from the MODBUS
protocol. The reasons for the need of developing a modification of the MODBUS
protocol were thoroughly defined. One of the main reasons for this modification is to
add secured communication at RS-485 serial bus.

2 Communication protocol uBUS

2.1 MODBUS protocol

MODBUS is a protocol of the application-layer of ISO/OSI reference model,
which provides client/server communication between devices connected on different
types of buses or networks.

Devices on the MODBUS bus system communicate using master/slave method
(client-server), which may be initiated only by one communication device and it is
always the master (client). Other devices (slave, respectively server) respond by
sending the required data to the master device or only by an action specified in the
received message. Slave devices are peripheral devices (I/O converter, valve or other
measuring device) which are able to process the information and send the output to
the MODBUS master device via the bus.

MODBUS application protocol defines the protocol data unit (PDU - Protocol Data
Unit), which is independent of the lower layers of the communication. For the
implementation of the MODBUS protocol for a specific bus or network, are to PDUs
added additional data fields. Node that initiates MODBUS serial line transaction
creates enhanced MODBUS frame ADU (Application Data Unit), where are added
additional fields (Fig.1).

ADU
| Additional address l | Function code l [ Data I { Error check ]

PDU
Fig. 1. MODBUS data frame

2.2 uBUS protocol

Currently, the original specification of the MODBUS application layer does not fit
the new control and sensory systems containing smart sensors [3]. uBUS protocol
uses the identical specification of communication layer on the 1. and 2. level of
ISO/OSI reference model. The differences are only in the application layer. In the
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data frame format, the difference is only in the address part. Table 1 shows a
comparison of the changes.

Table 1. Comparison of the address space of the MODBUS and uBUS protocols

Protocol Address Properties
length
MODBUS | 1 Byte The number of addressable nodes is 255, 247 real
addresses (according to the original protocol
specification)
uBUS 2 Byte The number of addressable nodes is 65535, as
specified for MultiSlave it is 4095 terminal nodes.

3 uBUS application protocol specification

In the following text will be listed the basic functions, respectively commands
in the uBUS application protocol. Data frame is shown in Fig. 1. The commands are
divided as follows: diagnostic, configuration, data access and special.

3.1 MultiSlave extension

In the uBUS application protocol has the Address field 2 bytes. This change is

related to the following facts:

e Advanced features of uBUS protocol. Part of the uBUS specification is
MultiSlave mode, where one physical slave device can act as multiple logical
terminal nodes. These logic devices are implemented in software.

e  Extension of the address space. Using MultiSlave terminal nodes radically
reduces address space. At the capacity of 16 logical devices for a MultiSlave
device, the address space is narrowed to 16 devices (4-bit for the device
address and to 4-bit for the address of the logical device within MultiSlave)

The motivation for the proposal of MultiSlave extension was to use throughput
capacity of devices on which is implemented a slave node. In many cases the sensor is
implemented in special hardware which performs the actual measurement (eg. using
the A/D converters) and the subsequent preprocessing of the measured value. Since
this hardware is a part of uBUS bus, there has to be an implemented protocol UBUS
in the device. In order to use computing capacity of such hardware, there can be
implemented multiple slave nodes or special equipment slave (MultiSlave) on a given
hardware, which in one device defines the so-called virtual slave nodes. The principle
of addressing is as following:

e  MultiSlave node address: 12bit,

e  address of virtual slave within MultiSlave: 4 bit.

In overall, the address of the terminal slave is 16bit (2 Byte), of which the last 4bits
define the address of the virtual slave node within MultiSlave.
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3.2 Securing communication of uBUS protocol

MODBUS protocol does not define any security encryption of the

communication, it means that the communication is always transmitted in a clear,
readable form. An attacker can quite easily enter the communication in a server role
and gain the full control over all slave devices. He can set new values, new
parameters, even reboot. This vulnerability is known as “Man-in-the-middle”.
The goal of uBUS protocol is to eliminate this apparent disadvantage of MODBUS
protocol. The implementation of secure transmission among nodes on the bus can be
prohibited or forced. The terminal MultiSlave device decides whether to use
encryption or not at the communication initialization. This is based on its
configuration. For the used communication encryption were defined following
conditions:

1. Encryption must be strong enough so that the immediate decryption is not

possible (without the knowledge of the decryption key).

2. Encryption must be extremely simple to be implementable on the slave

devices, with a low computing power.

3. Data frame format shall not be altered.

To achieve these conditions we propose the following solutions:

A) RSA asymmetric encryption will be used. This type of encryption ensures ease of
implementation at the MultiSlave devices, while providing strong encryption on the
principle of a pair of keys - encryption and decryption. Encryption strength is given
by the size of the key (32 bit - 1024 bit). The key length is not limited to the actual
hardware of the terminal MultiSlave device, where the encryption is implemented.

B) The proposed uBUS extension must be backwards compatible with MODBUS,
respectively uBUS. It must therefore be guaranteed that it will work even when
communication does not have encryption. It must be clearly identifiable when it
comes to unencrypted and when to the encrypted type of communication.

For added security, there is an implemented "floating code" mechanism, whereby the
encryption key is only valid for a certain period (of the order of minutes). After this
time will be generated new encryption keys. For the distinction of encrypted and
unencrypted communication is used byte order in CRC16 checksum. The length of
CRC part is 2B, so it can be written as:

CRC = CRC);CRC,, 1)
where CRCy; is the first byte of the checksum and CRC,, is the second byte of the
checksum. In the case of encrypted communication, the right cyclic shift is applied to
CRC. According to the original specification of the MODBUS application protocol,
after receipt of a message by a slave node the first operation to make is the CRC
checksum. If an error is detected when calculating the CRC checksum, the message is
marked as damaged and is not further processed. While using the uBUS protocol, the
message can be encrypted. This means that the last 2 bytes (CRC sum) is shifted right.
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3.3 Implementation of 32-bit encryption on the MultiSlave device

MultiSlave device is implemented on a single physical hardware and can
contain up to 16 virtual slave end devices. For the MultiSlave implementation was
selected 32-bit ARM microcontrollers, specifically STM32F030. The microcontroller
enables performance scaling. For testing purposes, it was set to max clock frequency,
i.e. =48MHz. Communication interface USART has been configured to 19200 Bd.
The time required to encrypt responses for different lengths of messages is shown in
Table 2.

Table 2. Typical encryption delays measured with STM32F0

Number of bytes for encryption Encryption time
2 0.79 ms

4 1.5 ms

8 3.9 ms

16 7.9 ms

At the speed of USART serial interface used for communication with a host
computer, the time required to encrypt the message is approximately the same as the
time of transmission.

4 Implementation of uBUS protocol in real systems

In the following text are examples of deployment of uBUS protocol in real systems.

4.1  Solar water heating system

uBUS protocol uses a variety of physical media for communication. In solar
systems which may be relatively large (from the collector to a point of consumption
can be tens of meters), cabling costs play a not insignificant role and therefore the
trend is to make use of existing physical media, e.g. existing powerlines, HF
communications in the public zone etc. The uBUS communication protocol has been
proposed so that the threat of compromising transmitted information was minimized
or eliminated. For small applications such as solar system with low power, the risk
lays particularly in hijacking telemetry data. Actuators (pumps and valves) are usually
placed close to the control unit, in larger systems should be considered the secured
control of components such as solenoid valves, pumps, motors and the like. In our
solar system are installed 3 solar collectors in series with sensory and control
elements [5]. All the devices have uBUS protocol implemented on-board.

4.2  System for acquisition of environmental data via wireless sensors

For the needs of monitoring the temperature of biological materials stored outdoors
arose the problem of monitoring the course of temperature in such a mass of material.
In the case of woodchips (wood pellets) the improper storage can cause slow
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autoignition. To monitor the temperature of such a biomass, has been designed
sensory system consisting of several measuring probes and a number of receivers. The
number of measuring probes is in the tens and the number of receivers in the order of
units. The final number of the receivers depends on several factors such as the actual
size of the monitoring site, its topography and the presence of interfering elements
such as metal construction and wireless transmission. To transfer data from the
receivers of the radio signal to a host computer is used uBUS protocol.

5 Conclusions

This paper presents securing of a uBUS protocol communication layer against
planted false information in a wide range of applications. uBUS protocol extends the
address space, allows to utilize the computing capacity of the microcontroller used in
the sensor using MultiSlave extension where one physical device slave can contain
multiple logical devices. MODBUS protocol does not contain any encryption
mechanism, but using the uBUS protocol allows adding the encryption layer. uBUS
protocol implementation optionally provide secured transmission between nodes on
the bus. For securing communication we use asymmetric cipher on the RSA principle.
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Abstract.The purpose of this study is to introduce an intelligent method for
fault classification of farm machinery with vibration analysis using the ANFIS.
Test conditions include safe, roller fault, seal fault and axis friction on the ex-
perimental setup of retainer and clutch mechanism of Massey Ferguson. The
time-domain vibration signals with normal and defective modes processed for
feature extraction. Three features of the time domain (T;4), frequency domain
(Ag) and phase angle (Ag) data as premium features were selected. Data are
classified into eight experimental models and also loaded in the ANFS network.
In all models, appropriate membership functions were selected. For ANFIS
training 1000 epoch was considered. The statistical indicators and the result of
ANFIS prediction of evaluation models were presented. Total classification ac-
curacy was 100% in both models. The results showed that ANFIS can be used
as a powerful tool for intelligent fault classification of tractor mechanisms.

Key words: vibration signals, ANFIS, premium features, fault classification.
1 Introduction

Agricultural machines should be available in a timely condition. Early diagnosis can
stop car suddenly. Condition monitoring is used to find faults at early level [1].
Maintenance procedures are often provided by the equipment manufacturers to inhibit
major fault occurrences, leading to possible shutdowns [2]. Maintenance of rotary
machineries are the essential components of abnormal event management, that it at-
tracts more attention. The components such as shafts, bearings, and gears are im-
portant machine elements for any rotary machine [3]. In recent years the complexity
of mechanical systems has been increased and the maintenance of such systems has
become an important and inevitable task in industry. Visual inspection and physical
assessment alone no longer provide adequate early warning to any emerging problem
in a complex system which strict down the time, permanency of cost and increase of
damage. Vibration signal analysis has emerged as an extremely useful and essential
for early warning technique to predict onset of defect in its nascent form thus giving
adequate indication and time to plan preventive permanency. The relations among
vibration amplitude and frequency or time, and etc. obtained from the recorded vibra-
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tion signal of machine system are known as machine signature [4]. The suitable
methods for processing measured data contain the frequency domain technique, time
domain technique, and time— frequency domain technique [5]. This feature of time-
frequency analysis meets the requirements for analysis vibration signals that are non-
stationary [6]. Numerous vibration feature extraction techniques have been developed
to date. Time-frequency analysis has been applied to machinery fault diagnosis due to
its advantages in the representation of signals in both the time and frequency; a fea-
ture extraction and evaluation method was proposed for fault diagnosis of rotating
machinery. Based on the central limit theory an extraction procedure is presented to
compute statistical features with the help of existing signal processing tools. Such
statistical features are close to normal distributions.

The raw features which are directly computed with suitable feature extraction
methods that compared with the statistical one by using them as the inputs for ANN
and SVM based on fault classifiers [7]. Fast Fourier transform (FFT) analyzers be-
came effective for general applications and its cost. The raw signatures were acquired
through a vibration sensor needed further processing and classification of the data for
any meaningful surveillance of the condition of the system being monitored [5]. They
largely increase the reliability of fault detection and diagnosis systems. ANFIS is a
hybrid model which combines the ANNs adaptive capability and the fuzzy logic qual-
itative approach [8]. ANFIS maps inputs through input membership functions and
associated parameters, and then through output membership functions to outputs. The
initial membership functions and rules for the fuzzy inference system can be designed
by employing human expertise about the target system to be modeled [9]. The ANFIS
learns features in the data set and adjusts the system parameters according to a given
error criterion [10]. ANFIS adopts the combination of the neural and FL approaches
to exploit the advantages of both, for example the simple learning procedures and
computational power of ANN and reasoning of fuzzy systems. The result offers an
appealingly powerful framework for tackling practical classification problems. Net-
works (ANNs) and fuzzy logic have been successfully applied to automated detection
and diagnosis of machine conditions. They largely increase the reliability of fault
detection and diagnosis systems [11]. The research has shown that fault detection in
machines is classified for using vibration signals and ANFIS [12-15]. The purpose of
this study is to introduce an intelligent method for fault classification of farm machin-
ery with vibration analysis using the ANFIS.

2 Material and method

A method is introduced for intelligent fault classification of farm machinery with
vibration analysis and using ANFIS. Experiments has performed on the set up of the
holder clutch mechanism of Massey Ferguson tractor in a single laboratory in Iran as
shown in Figure 1.
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Tachometer Retainer Clutch Mechanism Electromotor

Fig. 1. Laboratory set up

After assembling Laser, Digital Tachometer (D- T2234- B) and industrial Dimmer
were used to supply different input shaft speeds. Electric motor Stream type
(YCA90S-2, 0.75 kW), was coupled to the main shaft and applied the load mecha-
nism.

Data acquisition was done in 4 modes includes safe, roller fault, seal fault and axis
friction. An accelerometer (VMI Ltd, VMI-102 Sweden)was installed in two posi-
tions: vertical and horizontal and connected to the analog to digital converter (APC-
40). Data was acquired in different speeds 1000, 1500 and 2000 rpm, 24 states was
selected. For each case, 130 samples were obtained. That is for the safe mode there
were 780 cases and 2340 cases for defective modes and totally 3120 samples are ob-
served. a SONY VAIO laptop and ARMA software were applied. Data for each sam-
ple was recorded. 10240-voltage, data at 4 seconds interval and was saved in an Excel
file.

Which; A is safe mode, B is failure mode, C is location of sensor and D is speed
(rpm). Specifications of each failure were includes the inner seal is turn and the coil is
damage in seal failure, shaft diameter is reduced up to 10 percent in shaft friction and
three roller balls and the inner ring are destroyed in roller failure.

3 Signal Processing and Feature Extraction

For signal processing and feature extraction we need a code in a software e.g.
MATLAB & Simulink Release in 2010. It is the most important part of the monitor-
ing process. Some of outstanding features and a lot of troubleshooting are closely
related to each other and others are prominent. This Excel program contains vibration



28 E. Ebrahimi et al.

data and using the filter applied, the data filtered the noises that eliminated, finally the
time and frequency statistical parameters calculated. Thus, some conversion features
of Fourier series (FFT) with 10240 points were calculated for each signal. Also, the
power spectrum density (PSD) and phase angle (FFT) of vibration signals calculated
for using MATLAB as illustrated.

4 ANFIS Modeling

Because with ANFIS network output cannot be a linguistic variable, data classifica-
tion and ANFIS modeling were used for each of the modes that defined codes .

For ANFIS modeling characteristics of 2000 rpm were considered. Table 3 shows
classification of modes and ANFIS input to the models.

Because Gaussian and bell-shaped membership functions are smoothly and con-
cisely, they are the most popular membership functions that associated with fuzzy
sets. So, in models number 1, 2, 3 and 4, a Gaussian membership function and in
models 5, 6, 7 and 8 a bell-shaped membership function has been selected for inputs
and linear membership function has selected for outputs.

5 Discussion and Conclusions
After data acquisition and signal processing, according to the structure of fuzzy rules

shown in Figure 2,show number of three vectors feature were used as input to the
ANFIS network.
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Fig. 2. Fuzzy rules structure
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For training of the system, number of 1000 epochs were considered, and ahybrid
learning approach was selected. ANFIS results for each model include statistical in-
dex (R) and thepredicted values by the ANFIS. To assess the accuracy of each model
that related to the correlation coefficient, ‘R’ was used as shown in Table 5. A corre-
lation coefficient expresses the degree of correlation among the results predicted by
the model and the data. The equation is as follows.

Where: ¥#tactual observed values,” 2t average actual observed values, Yactegti-

matedvalues ofoutput Yast Average estimate of output in model.
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Fig. 3. Number of data classified in each model

ANFIS results were observed values by the amounts which recognized with the
graphs shown in Figure 4. It was seen that in models 1, 2, 5 and 6, distribution of
detected responses was high. But in models 3, 4, 7, and 8, which seal failure data was
not classified, and predict values was more correctly and less fragmentation was ob-
served. Thus, it’s based on the results the fuzzy neural inference system and could not
detect seal failure that was detected very well before. While in all models failure in
roller bearing detected with 100% accuracy. Based on ANFIS results of the all mod-
els, the correlation coefficient between of actual values and predicted values closer to
1. R values have been shown in Table 5 and the results can be seen in the graphs in
Figure 8 as well as models that have a higher R, could detect failures better than other
models. Then correct and incorrect responses were detected by ANFIS counted. Con-
fusion matrix was formed and the performance of each model was assessed. The total
classification accuracy of the models is shown in figure 4. Models that have higher
total classification accuracy can be used as desirable models for fault diagnosis.
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The results showed that the use of premium features A9 The and Ag as vectors in
ANFIS is an effective mechanism for detecting defects of holder Clutch in Massey
Ferguson Tractor. Finally, based on the results, the total accuracy classification of the
models number 7 and 8, were 100% as shown in Figure 5. Other models showed high
diagnostic accuracy. The failure of sample holder clutch mechanism was identified
with high accuracy. The neural fuzzy inference system can be used as a suitable and
effective tool for the fault detection and classification of defects in farm machinery.
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Fig. 5. Total classification accuracy of the models
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Abstract. The paper deals with the predictive control of a supercharged IC en-
gine, based on a real-time predictive model of the engine. This allows for using
signals in the feedback loop are not actually measured, just estimated by the
predictive model. New approach to the control law computation is proposed,
involving a direct algebraic link between the inputs and outputs of the con-
trolled plant. The control is tested using both the MIL and HIL approach.

Keywords: IC engine control, model-based predictive control, MPC, predictive
models, dynamic system identification, LOLIMOT

1 Introduction

At present, there is a general trend to increase the energetic efficiency of mechanical
(mechatronic) devices and appliances, and to minimize their negative impact on the
living environment at the same time. The very tendency may be perhaps best ob-
served in the development of transportation means, especially their driving units. This
is related to the ever-increasing number of vehicles in operation, globally rising oil
price (in the long term), and also general desire to limit the production of waste ener-
gy and pollutants.

In case of internal combustion (IC) engines, the stated reasons stand behind the de-
velopment of advanced control units able to optimize fuel consumption and emission
production. Such a development is mostly carried out by engine manufacturers them-
selves, and is a part of their know-how, the details of which are rarely published.

The goal of the present work is to propose a universal control framework that could
be used for various control tasks related to IC engines. Such a demand calls for
the application of modern control methods, which would treat the considered dynamic
system as one complex multi-input-multi-output (MIMO) unit.

Model-based predictive control (MPC) *+* is a natural choice here, since discrete
predictive models are very well suited to the “clockwork” nature of IC engines.
A reliable predictive model of the controlled plant is crucial for the proper control
function, so one of the important tasks is finding a suitable method of creating such
a model, i.e. of the system identification.

One of the most promising and universal methods of dynamic systems identification
is LOLIMOT ". It can produce robust predictive models that have the advantage of
being piecewise linear, so that linear predictive control may be based on them.
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2 Predictive model of an IC engine

Predictive models have an ability to predict the behaviour of a dynamic system in the
(near) future, therefore they are used for the calculation of the predictive control law.
A predictive model is usually a discrete state model of the system in fact.

2.1 LOLIMOT

One of the most promising methods of predictive model generation is an algorithms
called LOLIMOT . Its features are robustness (if well applied), real-time capability
and versatility — it does not depend on the fact whether a simulation model is availa-
ble of a given dynamic system. What is however necessary to have for the proper
identification of the system, are comprehensive training data sets, i.e. records of
the dynamic responses of the system (or its model) on a number of input excitations.
LOLIMOT produces a combination of local input-output models that approximate the
nonlinear behaviour of an identified system by linear functions valid in particular sub-
regions of the whole domain of definition. The mathematical models of a system
identified with the LOLIMOT are called ‘LOLI-models’ (LLMs).

The basic principle of LOLIMOT is the approximation of the generally non-linear
multivariable input-output function of a system by the scalar product of the vector of
linear input-output functions and the vector of validity functions. Each linear function
approximates the system output in sub-region determined by a relevant validity func-

tion. The output of the model can be then written as:
M

M
y= Z)ZQ(UL ) = Z(Wi,(] + wiylul(k)+ W oty (k - 1)+...+ W,',n,+1”1(k -, )+
i=1

i=l
+ W[,n,+2u2 (k)+ Wl’,nl+3u2 (k - 1)+ et Wi,rz\+n2+2u2 (k - n2)+

(1

et W, u (k)+ w.,mﬂzﬂ‘jnwﬁpﬂull(k—1)+...+ W, u (k—np)+

i mytctn, +pHp i ity ctn, +p U p
An g W g2 ol o)

where M is the number of LLMs, JN/I. is the output of the i-th LLM,

u, =[u, (k),ul (k —l),...,u] (k—n1 ),u2 (k),
up(k—np),y(k—l),...,y(k—ny)]T

function for the i-th LLM (designed as a normalized orthogonal Gaussian function),
JT is the vector of the parameters of the i-th LLM.

is the vector of inputs, (D,-(llL) is a validity

W= lwi,O s Wi,l yecey Wi,n1+nz+...+np+ny+p

The process of computing LLMs parameters, i.e. the identification of a given dynamic
system, is called ‘training of LLMs’, and the computation is based on training signals.

2.2 Generating the predictive model of an IC engine

LOLIMOT was utilized to produce piecewise-linear predictive model of the engine.
LLMs were trained using two independent sources of dynamic response data sets —
a simulation model (for a model-in-the-loop simulation) and a real test-bed engine
(for a hardware-in-the-loop arrangement).
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2.2.1 Tested Engine

A six-cylinder diesel engine IVECO was used for the purpose of this work, equipped
with a common rail fuel injection system. The original turbocharger was replaced by
another one with a variable-geometry turbine (VGT), which is adjustable online. The
original ECU of the engine was replaced by the control unit rCube2 (provided by an
industrial partner), which is fully open and modifiable.

2.2.2 Simulation model

For the development and testing of the predictive model and controller, a fast running
model (FRM) was generated by the simplification of a detailed 1-D model created in
GT-Power, where especially manifold pipes were substituted by 0-D volumes. FRM
had to be further simplified to gain real-time capability (enlarging sample time, etc.),
while maintaining an acceptable level of accuracy.

2.2.3 Predictive model based on LOLIMOT

Although calculated LLMs generally constitute a nonlinear predictive system, their
big advantage is that they can be directly transformed into a discrete state-space de-
scription with locally constant state matrices A, B, C, D:

Ax,,, =AAXx,+BAu,
Ay, =CAx,+DAu, @)

where Ax are system state variables, Au are system inputs (control variables) and Ay
are system outputs (i.e. variables to be controlled).

Three quantities were designated the states — engine speed, turbocharger speed, and
boost pressure. LLMs were subsequently calculated of the state variables. Each LLM
had five input signals (two actual control inputs and the past values of three state vari-
ables themselves). Another LLM was computed for the engine torque, which was
(together with the boost pressure) chosen as the controlled quantity.

3 Model-based predictive control of an IC engine

A model-based control scheme utilizes a concurrently running numerical model as
a basis for the application of the control law. One of the benefits of this approach is
the possibility to replace measurements by computations, which considerably reduces
demands on the instrumentation of the whole control system. This may have a big
impact on both the price and the reliability of the system. Moreover, the simulation
model may provide for some data that are not measurable using standard means.
Rewriting the state model (2) for N subsequent steps, while getting rid of
the incremental form of the states, inputs and outputs (i.e. writing x, #, and y instead
of Ax, Au, and Ay), one gets the formula sequence (3). The inclusion of the direct
algebraic link between the plant input and output variables (via the matrix D) within
the control framework is in fact rather novel (not seen in the available sources). It
naturally resulted from the practical application demands.
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(¥, =Cx,+Du,)
X, =Ax,+Bu,
Vin =Cx;y+Duy,, =CAx, +CBu, +Duy

X =AXx +Buy, 3)
Vi =Cx,,+Du, , =...=CA’> x, + CABu, + CBu,,,+Du, ,
Vin =Cxp+Duy,, =...=CAY x, + CA"'Bu,+ CA"?Bu,,,+...+ CBu, ., -+ Du,,,

Using the sequence (3), the output variables may be written in a special complex ma-
trix form (suitable for the control law derivation) as follows:

j/:f+Gu, 4)

CA CB D 0 0| u,

) CA’ CAB CB D 0| u,
where f=l X G= 0| uy,, ®)

CA"B CA"™B .. .. D 0
CAY CAY'B CA"B CA"™B .. CB D||u,.,
The control is derived from the optimization of a quadratic performance index J;
Ty =e{5-w) Q5 —w)+u” pul=

=8{(Gu+f—w)TQ(Gu+f—w)+quu} ©
The performance index is optimized in the step & wusing the prediction
y= |:yk+1 Viio e yk+N]T for the sequence of output vectors. € is a mean val-
ue operator, N is the prediction horizon, y is the output vector, w is the desired output
vector, @ is a penalization matrix for the outputs, p is the penalization of the inputs,
and u = [”k Wiy o uk+NIr is the sequence of output vectors.

From the requirement of the minimization of the performance index
!

Jiope=min(J). (©)

,opt
the control law may be derived:
1
u=(G"QG+p) ' G'Q(w-f). ™
Only the first element of the vector u is used for the nearest control action.

Speaking in terms of the actual work, the following quantities were designated
the system variables (relevant for the control):

e 2 system inputs u: 1. fuel mass per cycle, 2. rack position of the VGT;

e 3 state variables x: 1. engine speed, 2. turbocharger speed, 3. pressure;

e 2 gsystem outputs y: 1. engine torque, 2. intake manifold (boost) pressure.

The engine is supposed to work in a mode of prescribed engine speed, which is being
set externally, while controlled variables are the two above mentioned system outputs.
While the choice of the desired engine torque is arbitrary (within certain limits),
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a function (in form of a 2-D lookup table) is imposed on the online calculation of
the boost pressure setpoint, which takes engine speed and torque setpoint into ac-
count, and its goal is to provide optimum combustion conditions.

4 Simulation results

Model-in-the-Loop simulation scheme was firstly built. It was in fact a co-simulation
process, where the fast running model of the engine was run in GT-POWER, while
the controller model was implemented in Simulink, including an integrated predictive
model of the engine. Sample simulation results are shown in the following pictures.
A part of an exhaust emission regulation test (WHTC) was run to test the control sys-
tem capability. The test is defined by the given time series of the engine speed and
torque. The engine speed sequence was set in the simulation model, while the torque
was used (together with a boost pressure) as a setpoint for the controller — see Fig.1.
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Fig.1. Simulation results: engine torque (left) & intake manifold pressure (right)

The simulation demonstrated a reasonably good agreement between the desired and
realized values of the outputs. The deviations from setpoints had several reasons,
among them the abrupt changes in engine speed (which in fact act as disturbances
from the control viewpoint) and the limited accuracy of the predictive model, which
could be bettered using more complete training data during the LLMs training phase.

5 Experimental results

The controller was further tested on a real IC engine in a Hardware-in-the-Loop fash-
ion. The control algorithm was compiled and implemented in the available CPU.
The engine was loaded by a dynamometer brake, working in the mode of prescribed
engine speed: random speed changes were applied this time, again acting as disturb-
ances, which had to be tackled by the controller. A sample result of the test-bed
measurements is shown in the Fig.2 — it shows the comparisons of the realized engine
torque and boost pressure vs. their setpoints. There were more sources of errors and
disturbances this time, so the agreement between the desired and realized values is a
bit worse, but the controller still worked acceptably. There will be an effort to in-
crease the accuracy and stability of the control in the future (again more thorough
LLMs training phase, for them to become more robust and precise)
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Fig.2. Test-bed results: engine torque (left) & intake manifold pressure (right)

6 Conclusions

Model-based predictive control of combustion engines has been investigated. The
utilized predictive models are locally linearized and used as a basis for the linear pre-
dictive control law calculation. Own predictive control approach was developed, new-
ly involving a direct algebraic link between the inputs and outputs of the controlled
system. The control scheme was tested both in the MIL and HIL arrangement, with
the results having turned out to be promising. It is a step forward to the practical ap-
plication of a versatile and robust multi-input-multi-output control.
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Abstract.

This paper presents particular design and construction of robot with hybrid lo-
comotion. First, the state-of-the-art situation of wheeled/walking robots designs
is described. Hybrid locomotion is chosen as to gain benefits of both robot de-
signs. The resulting mechatronic solution is presented, including the associated
modelling of kinematics and dynamics, including used algorithms. Mechanical
design is then introduced, consisting of model produced by 3D laser sintering
technology, fitted with necessary control and power electronics.

Keywords: mobile robot - hybrid locomotion - walking robot - statics - kine-
matics - SimMechanics

1 Introduction

In the development of mobile robots, wheeled robots still dominate, having a range of
benefits (much simpler design, lower power consumption during movement) when
compared to walking robots. But walking robots have significantly higher potential of
maneuverability and throughput through difficult terrain.

An interesting area of research and development of robots are robots that combine
the characteristics of wheeled and walking robots.

In this paper we will briefly describe an experimental study of such a robot.

1.1  Robots with hybrid locomotion

Primary problem in this area lays in twofold demand that is placed on the robot de-
sign. On one hand, in good terrain, robots are capable of relatively high speed move-
ment, using mainly wheels, which from the mechatronic point of view does not present
that many obstacles for the design and control of the robot. But such relatively easy
solution fails when it comes to various less favorable terrains. Number and variety of
obstacles in such conditions pose a serious challenge in terms of actual movement and
also in terms of behavior of the robot. In such conditions, designs of walking robots are
(often inspired by insects, mammals and by human) the answer to this problem. But
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even if successful, these solutions provided by walking robot designs suffer from lack
of speed in favorable terrain, as the technical solution of the actual “walk” often does
not allow high speed movement due various reasons. Moreover, these designs have
significantly higher demands on construction and energy consumption as well. There-
fore, motivation and faith in the prospects of walking robots is based on prerequisite of
continuing progress in actuators and energy sources.

There were some attempt in this field to incorporate the speed, high maneuverability
and climbing ability. One of such designs is Roller Skating Robot. This robot [1] moves
in irregular terrain like four-legged robot. For this movement, uses lateral side of its
wheels. For moving on plane solid surface, it uses its passive wheels. Another example
is AZIMUT robot [2]. It can move by walking and driving equally. For walking uses
end tip of its leg. For driving robot has two options: wheels and cogged belt. The Hal-
luc 11 is very sophisticated robot [3] from Japan. Operator can choose from three types
of movement: driving using active wheels, insect walking and animal walking. Next
construction of robot [4] is inspired by another insect, by the move of cockroach. Cock-
roach slow movement is based on usual pattern. On the other side, when running, cock-
roach moves its legs round its hip joint (almost plane rotation) and uses them like
wheels. That allows very fast movement independent on terrain. Yet another design is
robot called PAW [5]. Robot is equipped with four, individually actuated wheels fixed
on rotational limbs.

As demonstrated above, there are many approaches, how to solve the movement
problem in the robot design.

1.2 Goals of the project

The aim of the project was to design, construct and revive experimental design of a
robot that can combine driving and walking and thus achieve high maneuverability.
The desired travel speed is 8 km/h, climbing ability is 30 deg. and ability to overcome
stair with a height of 0,1 meters.

When designing and controlling the robot, it was necessary to use advanced tools
and algorithms for modeling of kinematics and dynamics. Also, an important part of
this experimental study was the styling. 3D printing technology was used for the pro-
duction of the robot with significant related advantages [12].

2 Design of the experimental robot

2.1  Study of design variants and modelling of kinematics and dynamics

We have designed several variations of the robot configuration topologies with dif-
ferent numbers of joints (actuators). The aim was to minimize the number of joints
while maintaining the minimum required mobility [8]. During the development and
selection of variants we took into account the impact of design [12]. The final selected
arrangement of the robot consists of four motors for travel and 6 actuators (including 2
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in the central joint) (Fig. 1). The robot thus has substantially fewer joints than e.g. dog
AIBO robot, which has 18 controlled joints.

qu3 Myq2

Fig. 1. Design concept (left); Joints and coordinate systems(right)

Models and simulations carried out during the design of the robot can be divided

into four categories:

Kinematic model to determine the mobility of structure variants — SimMechan-
ics tool was used [13]. When determining the properties of the movement space,
three feet of the robot were bound by spherical joint with the base [14], the fourth
moved freely and was excited by random vector forces. Thus, we got the idea of the
resulting leg workspace and hence of the robot mobility and were able to optimize
eg. size of the particular parts of the robot.

Static analysis of propulsion strain — gradually, individual movement phases of
the robot were simulated (Fig. 2 top) and appropriate moments in the joints deter-
mined (Fig. 2 bottom). For the contact of the legs with the terrain, spherical joint
was used again.

Dynamic simulation of robot motion — this type of simulation was the most chal-
lenging, for modeling of the contact between the foot of the robot and the ground
was used unilateral link created through virtual spring with shock-absorber [9].
The kinematic model for the control system — this model must be implementable
in embedded hardware. The model was designed based on the description of the
homogeneous transformation matrices and inverse problem was solved by the Le-
venberg-Marquardt method.

The algorithm of inverse kinematics is based on the differential relationship:

where q,,..q are the actuator joint coordinates, C_,C

Ax =JAq, q=[ql,..qb,CX,C},,CZ,CR,CP,CY]

X=X, XpXe Xp Xp Xpp X Xy Xge Xy Xy Xp]

(1)
,»C. are translations and
Cy,C,,C, are the rotations of point C and X, are Cartesian coordinates of points

according to Fig. 1 right. The inversion of the Jacobian is then replaced by
damped-least squares:

Aq=T"(JI"+2’T) ' Ax (1)
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2.2 Mechanical design and styling

The key parts of the robot prototype have been made with SLS (Selective Laser Sin-
tering) technology. Mechanical properties of the resulting product are approximately
90% of the characteristics of the material (polyamide). The used technology allowed
the organic shaping and easy customizing of the shape based on the used actuators,
sensors and electronics (Fig. 3 left). For drive, small DC gear motors were used, for
actuators in the joints of the robot, modified Hitec servos were used. Installation into
the structure of the robot is shown in Fig. 3 on the right.
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Fig. 2. Visualization of movement sequence for static analysis (top);
Simulated load in robot joints resulting from (quasi) static analysis (bottom)

2.3 Sensors and distributed control

For walk control and hybrid robot movement is necessary to use a relatively large
number of sensors. To ensure the basic movement, incremental encoders are used for
each loop motor, current sensors for servodrives in joints, strain gauges for measure-
ment of the robot leg load and MEMS accelerometers [10,11] and gyros for stabiliza-
tion.
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The temperature of the individual drives and battery status are also measured, and
infrared collision sensors are used. The control structure is distributed (5x ARM micro-
controller), communication takes place via the CAN bus, HMI (actuators) and UART
(parent control unit Eyebot with camera) (Fig. 4).

Fig. 3. Render of the part of robot body manufactured using SLS (left);
Placement of motors and servodrives in the robot construction (right)

Servo with PWM [ Servo with HMI & Microcontroller unit H-bridge unit

.I 1 servo b ~ ‘fFO'l"l‘l body

R .-: = “| servo 7
JE——

Fig. 4. Structure of sensory and control systems

3 Conclusion

In the paper, the project of experimental robot with a hybrid way of movement that
combines driving and walking was briefly presented. For the development of the robot,
modern design techniques of mechatronic systems were used by means of Model Based
Design methodology. The control unit has been programmed using the automatically
generated code from Simulink. A substantial part of the structure of the robot was made
using 3D printing [13]. The design of the robot is listed in national Patent and Utility
Model database under nr. 35057 —2010.
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Abstract. This paper presents the application of Extended Kalman Filter to the
speed control of a BLDC motor. The inputs to EKF are computed based on the
measured data as well as the disturbance (an external mechanical load). The non-
linear model of the system is used for the simulation and later implemented on
the dSPACE HW to obtain experimental results. The resulting solution suffi-
ciently control the speed from 50 rpm to the nominal speed with the presence of
disturbance and with the low torque ripple.

Keywords: BLDC motor - sensorless control - Extended Kalman Filter - exper-
imental results - disturbance rejection.

1 Introduction

BLDC motors have a great variety of possible applications. Due to their high power-
to-weight ratio, high reliability and easy controllability, they can be found in from small
devices, such as disc drives, to quite large and heavy-duty applications, in example
driving industrial fans, powering cars or taxying airplanes.

Many applications require a sensorless control of the motor. Mostly used Hall-effect
position sensors would withstand in an environment with high temperatures or humid-
ity. Or if there is just a demand for low cost of an application, sensorless algorithm can
be implemented in a controller, needed for BLDC control application anyway.

1.1 Sensorless control of BLDC

There are quite a few developed and widely used sensorless control algorithms. The
most well-known are perhaps the Back-EMF zero crossing detection and the Back-
EMF integration [1]. Both methods detect a point on a non-powered phase of the motor,
where Back-EMF crosses zero. Crossing appears exactly in one half of the 60° long
non-powered phase period.

In the crossing detection technique, once this crossing is sensed, a delay of 30° elec-
trical is realized and all phases are commutated. Time-wise, the delay changes with
motor speed. Exact delay is constantly maintained by the control algorithm (variable
counter, etc.) [5].
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In the integration technique, the delay of 30° is done by an integrator. The integrated
area from detected zero crossing to the actual commutation stays approximately the
same at all motor speeds. When integrator approaches pre-defined threshold value, all
phases are commutated and integrator is held in reset state until next crossing occurs
[1].

Both algorithms improve BLDC motor behavior, because they more precisely detect
the actual commutation, compared to conventional Hall-effect position sensor infor-
mation.

To further improve BLDC motor sensorless control, an algorithm using Extended
Kalman Filer, which had shown lower output torque ripple and greater RPM controlla-
bility spectrum compared to above mentioned techniques, is proposed in this paper.

Since sensorless control algorithm’s main purpose is to omit presence of a position
sensor mounted on a rotor, the Extended Kalman Filter (EKF) is used to estimate rotor’s
electrical angle by continuously measuring phase voltages and line currents.

2 Implementation of sensorless control using EKF

2.1 Model of BLDC motor

For the EKF algorithm a known model of a BLDC motor has been used [6]. Fig. 1
shows winding diagram of a BLDC motor, with following convention: u is phase volt-
age, i line current, R winding resistance, L winding inductance, M mutual inductance
and e back-EMF.

Fig. 1. Wye wound BLDC motor winding diagram

Symmetrical motor is supposed, thus all three winding resistances, winding induct-
ances and mutual inductances equal the same value (R, L and M respectively). Also, the
total inductance substitution Ly = L — M had been used during development.
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2.2 Nonlinear state space model

From the above described motor model, nonlinear state space representation can be

derived (relation between input vector u and state vector x: X = f(x, u)):
- R

A 1
LT L_Sfa(xs)x4 + LW

R 2 1
—L_sz - L_sfb(xs)x4 + L_Suz

R 2 1
LT L_Sfc(xs)x4 + L Us

%fa(xs)ﬁ + %fb(xs)xz + %fc(xS)xS - §X4 - %uzl
| DXy |
Where x = [ig, iy, ic) Om, Perl’ U = [Uas, Ups, Ues, T,]', Wy 18 TOtOT SPeed, @, rotor
electrical angle and 7, output torque. Back-EMF prototype function is represented by
f(@er). This function is dependent of rotor’s electrical angle and has maximal ampli-
tude of 1.
Relation between output vector y and state vector x (y = Cx + Du):

[R-
I

(M

la
. . uas
lg 1 0 0 0 07| OOOOub
ip|=[0 1 0 0 ofli, |+]0 0 0 o], ®)
il lo o1 0 ollon| lo 0 0 ol
z
|-(pelJ
2.3  Rotor angle EKF estimation
Fig. 2 shows design concept of the whole algorithm:
v
®, [TRTARTS v
—»{ CONTROL —> BLDC *—>

7y
MEASURED(ut,,it,,1¢_)

|—> INPUT Lut, uy 11, TJL

RECONSTRUCTION o EKF

h 4

correction

[iui 10,1 |
Fig. 2. Design concept

Phase voltages, which, together with output torque, create input vector u for both
the EKF and the BLDC, were measured on the BLDC’s motor input terminal. Output
torque was determined from total inputting current to the power electronics, multiplied
by torque constant. Output of both the EKF and BLDC were line currents vectors (es-
timated y and measured y). EKF correction was done based on comparison of these

two vectors. Line currents were physically measured in the power electronics. Most
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importantly, the estimated rotor electrical angle {,; was read directly from EKF’s state
vector. Estimated Hall-effect position sensor signal, needed for the actual BLDC motor
control, was derived from this estimated electrical angle information.

One of the effective ways to linearize a nonlinear BLDC motor model is to use a
Taylor series. Taylor series has to be then recalculated at every time sample [3]. Jaco-

bian matrix implemented in the EKF:

[ R A A dfa(xs)1
L 0 0 —pSalxs)  — X =
R ) A_ df
0 L 0 —foxs) — 4%:5)
— R A A dfe(xs) 3
/ 0 0 . ol T )
1 1 1 _B Ofa
]fa(xS) ]fb(xS) ]fc(xS) 7 9xs
" o 0 0 p 0

Where 4 is voltage constant depending on motor’s design, J rotor inertia and B vis-
cous friction coefficient. Partial derivative of f, with respect to xs:

0fs _ A dfa(xs) dfp(xs) dfe(xs)
oxe 7( ax, 1 T %t dx x3) 4)
Derivatives of f(x5) with respect to xs:
Qel afa/ dX5 afb/ dX5 8fc/ dX5
On=1/3n 6/m 0 0
1/3n+2/3n 0 0 -6/1
2/3n+m 0 6/n 0
n4/31 -6/1 0 0
4/3n+-5/3n 0 0 6/n
5/3n2n 0 -6/m 0

2.4  Simulation and experimental results

Proposed method of sensorless control was first tried in Simulink simulations.
Known model of a BLDC motor has been used [6], which has served as a tool, where
the algorithm can be verified and sorted out. Simulated BLDC motor’s outputs were
rotor angular speed and electrical angle, which were compared to estimated values out-
putting the EKF. Simulations were done with white noise variance of 0.1V? (noise var-
iance based on real-measured variance on the dSPACE modular HW input). Following
figure shows comparison of simulated end estimated rotor speed:

Experiments were done with dSPACE modular hardware platform (DS 2202 HIL
I/O Board, DS1006 Processor board), Microchip power electronics (MC1L) and Full-
ing BLDC motor (FL86BLS125). Control algorithm was developed in Matlab/Sim-
ulink, compiled and loaded to dSPACE [7]. While running, the algorithm was com-
manded via dSPACE ControlDesk and Real-Time Interface. Sensorless control block
diagram and experimental setup is outlined in Fig. 4:

EKF setup remained the same as it was during simulation runs. Covariance matrices
had to be adjusted to better comply with the real-world environment, especially with
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the noise disturbance. The only exact mechanical output form the BLDC was the meas-
ured Hall-effect position sensor output, which was then compared with estimated one
from EKF. Fig. 5 shows comparison of one of the three measured and estimated posi-
tion sensor outputs.

60 T

50+ B

omega [rads-1]
(1) B
[=] o
T T
1 1

X}
=}
T
1

— Simulated speed (w/o noise)
Estimated speed

i} 1 1 1 T
0 0.05 01 015 02 025 03

t[s]
Fig. 3. Estimated and simulated speed comparison

Power
Module

Total
current
i

dSPACE

Line
voltages

Fig. 4. Control algorithm block diagram and experimental setup
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15F
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o1 on 0.12 013 014 0.15 0.18 0.17 0.18 019 02

time [s]

Fig. 5. Estimated and measured position sensor comparison
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3 Conclusion

This paper presented simulation and experimental results of proposed sensorless
control algorithm of BLDC motor using Extended Kalman Filter. Method showed suf-
ficient results from 50 RPM up to nominal speed, both with and without torque load
(up to nominal torque of the motor). Compared to other two sensorless methods men-
tioned in paper’s introduction proposed algorithm presented lower output torque ripple
at all speeds and greater controllability range.
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Abstract. There is presented a method for calculation of inertial model for os-
cillating system based on system step response. The method is simple and can
be easily used in automatic control practice. Identified model can be applied in
control algorithms more advanced than PID controller, for instance in predictive
control.

Keywords: oscillating system, identification, step response.

1 Introduction

Simple identification methods of dynamical systems based on system step response is
frequently used in industrial automatic control practice, e.g. for PID controller set-
tings [2]. There are proposed models for (i) inertial system with dead-time and (ii)
integral (astatic) system with dead-time. These simple models can be used also in
more advanced control algorithms, e.g. for design of predictive controller.

In this note we consider inertial oscillating system

Gs) =73 k

T s W

where £e(0,1) is damping ratio and G,(s) is asymptotically stable system without
dead-time, for instance

1

Gi(s)= i1y

We show how to calculate model for system (1) in the form

k 1
G, (s)= 2 2
n(5) T2s*+2T, & s+1T,s+1 @

1m

based on system step response in very simple way.
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2 Oscillating model identification

Step response of system (2) can be estimated as response of inertial system for sinu-
soidal input generated by oscillating system, fig. 1. On the output we have sinusoidal
signal with the same frequency and smaller magnitude and phase shift.

u k v 1 Y
T?s* +2Tés +1 Tis+1

Fig. 1. Serial connection of oscillating and inertial systems

Based on system step response, fig. 2, one can calculate frequency of sinusoidal sig-
nal

2
a)usc =
T;]SC
A y u
’ TmaX /Gz(s)
Vmax ----r-meaofong
Vo || y
! E i u
u {--- : .
Yo —F4----- 1Y ! IAu
D I — S t
— >

Fig. 2. Step response of inertial oscillating system G(s) and oscillating system Gs(s).

It is known, [3], that step response of oscillating system has maximum after time

max

T . o .
T =% and in the inertial system we have phase shift ¢(w)=—arctan(7;, o).

Thus, for inertial system, fig. 1, one has for sinusoidal input generated by oscillating
system v(t) = ksin(w,.t)

. 1 T
_— k Sln(a)mctmax) = kSln(wmc 0250 j

and
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Vinax = M@, )k sin[@, T, +¢(a,,)]

osc™ max

From the above one finds

T
osc_ .,
a)osc 2 ~ a)osc Tmax + (o(a)osc)

and one has

T
(Tmax - %ja)osc ~ _w(a)OSC) = arCtan(I-;mwl)YL')

Thus, time constant of inertial system can be approximated as follows

1 T
]—ilﬂ R tan{(deX - ﬂja)(ﬂ‘(‘} (3)
a)OSL' 2 »

Unfortunately, tangent is nonlinear function which for small inexactness of the argu-
ment, €.g. Ty, gives large errors. However, for small argument one can calculate the

. oy T V4 .
following approximation: tan(e) =« , e.g. tan(zj =1~ i 0.7854, obtaining

T
(Tmax _%ja)(l?(f ~ _¢(0)0SC) ~ 7—ii"‘la)()SC

and one has

tm =~ fmax

T
T =T _ Tosc
2

Next one can calculate oscillating gain of inertial system
1

m(wUSC) ~ ) )
1+ Tima)osc

Then, we correct value of y.« and oscillation magnitude of the oscillating system as
follows

N O
P hi (Tmax ) 7%
l-e Tn

where /; denotes the step response of the inertial system.
Then, one can calculate coefficients of oscillating system knowing that inertial system
dumps oscillating response of the whole system
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11'12 .)_/max_yoo 11]2 [;max _IJ 1
m(a)osv)yoo _ yOO m(a)osc)

(;:m - — - —
”2_,’_11,12[ Yimax T Ve J 72_2+1n2 Y max -1 1
m(a)osc )y:ﬂ y(ﬂ m(a)().YC)

and

Tys

It is easy to see that for dead time system G(s)=G,(s)e ™ one has to use

Tnaxo = Tmax — To instead of Tp.x. Referring to (3) it should be pointed up that dead-
time 7T} usually is estimated not exactly.

Then, based on step response of the system, fig. 2, one can calculate gain of system
model (2) finding

-
Au
Example 1.
Consider oscillating system described by the following transfer function
2.5 1 1 o 2.5 1 1 o
’s?+2:5-035+1 55 +13s+1 25s” +3s+15s+13s+1

k 1
= e
T?s* +2T& +1 Tis+1 Tos +1

G(s) = 5

For the system we look for the model (2).
Step response of the system is presented in fig. 3. One read from the figure

Au=1, Ay=2.5, To=12, Ton=17, Toe=33, Vmax=2.95, Tmax=34.5
and finds

ky=22=25

m

Next, calculating simple oscillating model with dead-time one finds [3]

km e Toms — 25 eV
T2 s> +2T, & s+1 4.6101°s> +2-4.6101-0.4791s +1

mo

G, (s)=

It is easy to see, that there is quite big difference between damping ratio of model and
system (160%), this will give us a difference in response of the model and system.
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Fig. 3. Step response of the oscillating system G(s).

Next calculating model of oscillating system with inertia (2) with dead-time one finds

2T 0.1904
33
and
T, =345-12-32 ¢
2
and
1
m@,, )= ————— = 0.6587

T J1+6%-0.1904

Then after correction of maximal output of the system

Fo=— 2B 30210

34512
6

l-e

one has

5 (3.0210 J 1
In -1
2.5 0.6587
=0.3439

Sn =
22 1 1n? (3.0210 _lj 1
25 0.6587

and
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2
p o 1034397 Lo
2

Thus, we have obtained the following model (2) for the system

k Lo 25 e

Gmiu(s): 2 2 - e = 2 2
T2s* +2T, &, s+1 T, s+1 (65+1)(4.9317%s% +2-4.9317-0.3439s +1)

In fig. 4 there are presented step and impulse responses of the system, simple oscillat-
ing model and oscillating model with inertia. It is easy to see that the responses are
similar, however, there are differences. It is easy to see that the oscillating model with
inertia is better one.

Fig. 4. Step and impulse responses of the oscillating system (gs), simple oscillating model
(gmo) and oscillating model with inertia (gmio).

3 Concluding remarks

The presented model for oscillating with inertia is quite good approximation for real
oscillating system. The model can be easily calculated based on system step response.
The model should improve control in the case of oscillating systems particularly in
more advanced control algorithms than PID, for instance in the predictive control.

References

1. Findeisen W1. (ed.), Handbook for Control Engineer, WNT, Warsaw, 1973 (in Polish).

2. Iserman R., Digital Control, Springer Verlag, Bonn, 1990.

3. Kurek J., Fundamentals of Automatic Control, Warsaw University of Technology, War-
saw, e-book (in Polish).



An Improved Extraction Process of Moving Objects'
Silhouettes in Video Sequences

Tomasz Postuszny and Barbara Putz

Warsaw University of Technology, Faculty of Mechatronics, Warsaw, Poland
{tefposluszny@gmail.com, bputz@mchtr.pw.edu.pl}

Abstract. In this paper we propose a new method for extracting silhouettes of
moving objects in images acquired with a static camera. First the background
subtraction algorithm with an adaptive Gaussian mixture model is used to obtain
moving regions. The output binary mask is then refined using a region-filtering
algorithm based on an adaptive fast-scanning segmentation algorithm. Next, the
resulting mask is morphologically processed in order to prepare the input for the
GrabCut algorithm. Finally, the GrabCut algorithm leverages spatial and color
relationships between pixels in order to improve the background subtraction
result. We show through experiments that for certain types of video sequences
our approach can perform better than state-of-the-art methods as regards the
mask accuracy.

Keywords: motion detection, silhouette extraction, background subtraction,
Gaussian mixture model, GrabCut

1 Introduction

Moving-object detection is an important part of many computer vision systems.
Along with object classification, it can serve as a tool for collecting data about the
objects that appear in the camera's viewport. The data can be aggregated in real time
and used in automatic control and decision-making systems, intelligent transportation
systems, data mining, and monitoring systems. Detecting moving objects is often
referred to as background subtraction or foreground detection and can also be used in
video editing software.

Background subtraction is always executed based on a background model.
Recently in the literature have appeared many new background models including
advanced statistical models, fuzzy models, discriminative and mixed subspace
learning models, robust subspace models, subspace tracking, low rank minimization,
sparse models, and domain transform models [1]. In this work we focus on improving
the results of a background subtraction algorithm based on a Gaussian mixture model
[2], a widely used approach for background modeling [3], through additional
processing steps. The process of improving and refining the moving-object mask
(foreground mask) is often called silhouette extraction. Different techniques of
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obtaining better foreground masks can be found in the literature, e.g., morphological
processing [4] or defining and applying additional mask models [5].

In the next section we describe a process that creates a background model using
a mixture of Gaussians, performs background subtraction, refines the moving objects
mask, and improves it with the GrabCut algorithm [6]. Automatic preparation of
a trimap as the input for GrabCut algorithm has been described in many works. In [7]
the input for the GrabCut algorithm was prepared using depth camera images. In [8]
atrimap was prepared using person and face detectors. Using a background
subtraction algorithm with GrabCut to get accurate moving objects' masks, as
proposed in this paper, seems to be a novel approach.

In section 3, the experimental results of key processing steps are presented and, in
particular, benchmarking results for two up-to-date video datasets. In section 4, the
conclusions are drawn and scene characteristics, for which the process yields best
results, are described.

2 Extraction Process

The process of silhouette extraction was designed for static camera images like the
images from monitoring systems. It improves the segmentation result of a motion
detection algorithm using GrabCut. The extraction process consists of several
algorithmic modules—processing steps (Fig. 1). In the first step, moving regions are
determined using background subtraction with a Gaussian mixture model (GMM). In
the second step, small connected regions are removed from the binary image of
moving regions. The third and last step extracts moving objects' masks with enhanced
accuracy using the GrabCut algorithm, preprocessed by preparation of the trimap
needed as input.

Determination Removal
of moving regions — > of small connected regions
(GMM) (simplified fast scanning

+ merging)
|
A4
Preparation of trimap Extraction
(morphological —»1 of moving objects —7/ Foreground /
preprocessing) (GrabCut)

Fig. 1. The block diagram of the silhouette extraction process
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1.1  Determination of Moving Regions

During the initialization, a background model is created for the static camera image
without moving objects (for n frames, process tested for n = 50). Then it is used to get
the mask of objects appearing in the viewport. GMM (Gaussian mixture model) is
used for background modeling, as described in [2].

A background subtraction algorithm using GMM is encapsulated in OpenCV
library in the BackgroundSubtractorMOG2 class. The running time of this class
implementation was optimized for the case when learning rate equals zero by
avoiding recalculation of Gaussians for every pixel. That change, being the result of
the work on the proposed extraction process, has been merged with the main branch
of the OpenCV library [9].

Learning rate (LR) is a parameter that indicates how quickly the GMM model is
updated, e.g., when lighting conditions change or a new object ceases to move and
becomes background. If the learning rate is zero, the background model is not
updated. Higher values of learning rate result in a process that adapts to
environmental changes but, as a downside, slow-moving objects may be partly
incorporated into the background model and their mask may not be determined
correctly.

1.2 Removal of Small Connected Regions

Moving objects of interest usually have a specific size range. The process leverages
this by filtering out small regions. This removes noise and leaves only large regions
that include objects of interest.

Implementation of the algorithm uses the concept of fast scanning [10] to label
connected regions. Labeled regions are then evaluated. If a region is too small, it is
removed, i.e., it adopts the color of its surroundings. The algorithm of region merging
is applied until all small regions are removed.

For optimal time complexity, a label-merge array is maintained. The indexes of
the array are labels (referred to as index-labels). The values of the array are labels of
regions with which index-labels were merged or —1 if the index-label was not merged.
It is easily concluded that at the beginning all values in the label-merge array are
equal to —1.

The proposed merging routine is as follows:

1. label regions using a fast scanning algorithm [10] with the following
simplification: since we have a binary image, we do not decide on creating new
regions by comparing mean pixel values because every region has connected pixels
with the same value—black or white. The pixel is added to a region if it has the
same value as all pixels in the region and is adjacent to it.

2. create neighborhood graph of regions

. visit all white regions and merge neighboring black regions if they are too small

4. visit all black regions and merge neighboring white regions if they are too small

w
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5. repeat steps (1)—(4) until all regions have a larger area than the demanded threshold
(Sg parameter). The choice of removal threshold is arbitrary and dependent on the
characteristics of the moving objects that need to be detected.

1.3  Extraction of Moving Objects

The last processing step is the GrabCut segmentation algorithm [6]. The algorithm
uses GMM to model foreground and background. Background and foreground models
consist of K components and every pixel has one component from the background and

one component from the foreground assigned to itself in vector k = {ky, ..., ky} with
kiel,.. K.
A good segmentation o = (ay, ..., @, ..., o) for each of N pixels corresponds to an

energy function minimum (o; = 1 means that pixel i belongs to foreground; o; = 0, to
background). The energy function, also known as Gibbs energy, is minimized in
accordance with image data matrix z. Energy (1) consists of element U that
encourages segmentation values best fitting to the GMM and element V that
encourages coherence in regions of similar color:

E(a,k,0,z) =U(a,Kk,0,2) + V(a,z) (1
The Gaussian mixture model 0 is represented by (2):
0= {n (o, k), n(a, k), X(a, k), 0=0,1, k=1..K}, 2

where m, p, and £ are means, weights, and covariances (respectively) of the 2K
Gaussian components for the background and foreground distributions [6].

In the designed process the GrabCut implementation from OpenCV library is
used. GrabCut input is often referred to as a trimap and consists of foreground,
background, and mixed pixel regions. For each pixel in the mixed region, GrabCut
determines whether it belongs to the foreground or background. In the proposed
process of extraction, the trimap for the GrabCut algorithm is prepared in three
preprocessing steps of morphological operations. They are performed in regard to the
binary image being the result of the removal of small connected regions:

1. the binary image is eroded and the result is labeled as belonging to the
foreground,

2. the binary image is dilated and the pixels beyond the result mask are labeled
as belonging to the background,

3. the difference between dilated and eroded binary images consists of an
uncertain region and its pixels may be labeled as possibly belonging to the
background or possibly belonging to the foreground.

The kernel used in steps (1) and (2) has variable size (kgc parameter). The best value
of this parameter depends on scene and moving objects' characteristics.
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3 Experimental Results

The results of successive steps of the proposed process are presented in Fig. 2.
A human silhouette is a moving object that appeared in the camera's viewport after
preparing the background model. The colors of the silhouette are similar to the colors
of the background (image 1), what results is many imperfections in the resulting
foreground mask (image 2).

After removing small connected regions, only two regions remain—one is
background and the other is foreground (image 3). The foreground region is jagged
and needs refining. The subsequent preprocessing step creates a stripe at the border
between foreground and background (image 4). Next, the pixels' affiliations in the
stripe are defined using the GrabCut algorithm and the final mask is applied to the
input (image 5). Undoubtedly, the use of the GrabCut algorithm enhances background
subtraction results, which is clearly shown in Fig. 3.

Fig. 2. Input image (1), partial processing results (2—4), and the output image (5)

Fig. 3. Process result without (left) and with (right) GrabCut algorithm
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The processing was benchmarked using videos from the [11] dataset described in
[3]. The benchmarking results are shown in Tables 1 and 2. The values of the process
parameters that gave the best result are given in Table 1. The results were evaluated
using the number of true positive (TP), false positive (FP), false negative (FN) pixels,
and the following statistical measures:

TP
(1) Recall (RC), RC = ——
. TP
(2) Precision (PR), PR = ——.

The recall measure is the percentage of ground truth foreground pixels that were also
classified as foreground by the analysis algorithm. The precision measure is the
percentage of pixels classified as foreground by the algorithm that also belong to the
ground truth foreground pixels.

Table 1. Experimental results from [11] dataset; Sg, minimum region size in region filtering
algorithm; kgc, the size of kernel in morphological preprocessing

Problem Bootstrap | Camouflage® | Foreground |WavingTrees
Type Aperture*

Process Sg=3 Sg= 2000 Sr =30 Sg =2000
parameters kgc=0 kge=7 kgc=5 kge=7
Recall 0.70 0.98 0.56 1.00
Precision 0.61 0.97 0.77 0.88

* with shadow detection

In Table 2, the resulting frames were compared with ground truth. The proposed
process resulted in improved masks from the background-subtraction algorithm that
already had good quality. It provides substantially better results than the background-
subtraction algorithm in the case of scenes with dynamic background and camouflage
effects. Both camouflage and foreground problems result in false negative blobs,
which can be removed to some extent if they are not too large. The false negative blob
on the Foreground Aperture sequence (Table 2) result creates two disjointed
foreground blobs that have not been connected by the process.
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Table 2. Resulting masks from [11] dataset

Sequence Bootstrap | Camouflage Foreground |Waving Trees
Aperture

Test image

Ground truth

[]
[]

The second dataset [12] is described in [13]. Average precision and recall across all
frames in two videos were calculated as well as the following parameters:

MOG2+
morphological
processing+
GrabCut (this paper)

(1) False Positive Rate (FPR), FPR = ——
FP+;II¥
(2) False Negative Rate (FNR), FNR =
TN+FP
(3) Percentage of Wrong Classifications (PWC), PWC = _LOOWN+FP)
(TP+FN+FP+TN)

ShadowErrors

(4) Shadow Errors Rate (SER), SER =
detections due to the classification of shadowed background as foreground).

(shadow errors: false positive

The first video comes from highway monitoring and the second comes from overpass
monitoring (Table 3). The highway sequence belongs to a “baseline” category, which
has average recall = 0.94 and precision = 0.93 for the top four background subtraction
methods presented in [13]. The process performs worse because of filtering regions
representing cars that are far away or are disjoint and offer no shadow detection.

The overpass sequence belongs to the “dynamicBackground” category, which has
average recall = 0.85 and precision = 0.86 for the top four methods as above. The
proposed process performs better for this particular sequence as regards precision,
because moving regions belonging to the dynamic background are filtered.

In Table 4, the examples of resulting masks from above sequences were compared
with ground truth.
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Table 3. Experimental results from changedetection.net dataset [12], no shadow detection

Video Process FPR FNR PWC SER | Recall | Precision
sequence | parameters

Highway |Sg=100 |0,0049 |0,0128 1,67 0,75 | 0,796 0,91
sequence |kgc =3
LR=0.009

Overpass |Sg =80 0,0005 | 0,0021 | 0,26 0,13 | 0,843 0,96
sequence | kgc=9
LR=0.002

Table 4. Examples of resulting masks from changedetection.net dataset [12]. Gray pixels on
ground truth images are shadow or do not belong to the tested region of interest (ROI).

Sequence Highway Overpass

Test image

Ground truth

MOG?2 + morphological
processing + GrabCut
(this paper)

4 Conclusions

We have shown that the use of the GrabCut algorithm enhances background
subtraction results. Both background subtraction and GrabCut methods use GMM to
model the background. Merging these algorithms so that they share a common GMM
for background can result in better performance of the presented process.

The extraction process can be used in tasks that require high-quality moving
objects' silhouettes for video sequences acquired with a static camera. It can be useful
in moving-object classification tasks, where the moving objects' minimum size can be
estimated. The moving-object silhouettes can also improve recognition-task
effectiveness.
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The proposed process improves the foreground mask quality when the resulting

mask from the background-subtraction algorithm is good enough, without many false
positive or false negative values. Moreover, this process is most suitable when there is
small amount of large moving objects that cover a substantial part of the viewport.
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Abstract. In this paper a method for solving the optimal sensor place-
ment problem for diagnostic purposes is presented. The proposed ap-
proach maximizes isolability under budgetary constraint. The proposed
strategy is based on a Fault Information System. The considered isola-
bility measure distinguishes weak and strong isolability. The method de-
scribed in this paper leads to Mixed Integer Linear Programming prob-
lem, which is then solved with branch-and-bound algorithm. The sensor
placement method is tested on Three Tank System.

Keywords: Fault Detection, Fault Isolation, Fault Information System,
Optimal Sensor Placement, Mixed Integer Programming

1 Introduction

The performance of a fault diagnosis system for a given industrial process is
strongly dependent on available measurements. A designer of Fault Detection
and Isolation (FDI) systems often wants new sensors to be installed. However,
it is vital to achieve the best possible FDI system performance with minimal
additional costs. The problem of optimal sensor selection can be understood as
a combinatorial problem of selecting the optimal set of new measurements.

In recent years, numerous papers were published, devoted to different prob-
lems of the optimal sensor placement. The model-based FDI considers faults as
deviations from normal values of process parameters or as unknown process in-
puts. Faults are detected when modeled and measured signals behave differently.
This differences are called a residuals. They are often found using Analytical Re-
dundancy Relations (ARRs). In [10] a method for finding the optimal sensor set
based on ARRs is proposed. First, all ARRs are found under the assumption that
all sensor candidates are installed. Then, the sensor set is selected that minimizes
the cost while satisfying detectability and isolability requirements. However, this
solution is computationally expensive. A modified, incremental approach, using
Minimal Structurally Overdetermined (MSO) sets, was proposed in [4]. In [8] the
Binary Integer Programming is used to find the optimal sensor set using the set

* This work was partially supported by the Warsaw University of Technology, Faculty
of Mechatronics Deans Grant 504/01536.
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of all possible MSO sets. FDI requirements were ensured with non-linear con-
straints. The resulting problem is computationally difficult to solve. This method
was further improved in [2] and [3]. There, FDI requirements were specified as
linear constraints. The cost function was also linear, so the problem was Binary
Integer Linear Programming (BILP). It can be efficiently solved with branch-
and-bound algorithm with standard Linear Programming (LP) solver. Those
methods were thoroughly compared in [6]. Budgetary constraints were analysed
in [7]. Branch-and-bound algorithm was used to obtain the optimal solution.

This paper presents a new method of solving the optimal sensor placement
problem for a FDI system based on Fault Information System (FIS). The main
contribution of this paper is solving a fault isolability maximization problem,
using the isolability measure proposed in [5] as cost function. This approach
allows to formulate a Mixed Integer Linear Programming (MILP) problem with
a budgetary constraint using a FIS. Then, the optimization problem can be
efficiently solved. To illustrate the proposed method, the model of Three Tank
System is used.

The paper is organized as follows. In Section 2, the theoretical background is
given. Fault Information System is defined. Then the measure of fault isolability
is introduced. Section 3 describes a Mixed Integer Linear Programming problem
formulation. Section 4 describes the application of the proposed method to a
Three Tank System. In Section 5 some remarks and conclusions are given.

2 Theoretical background

2.1 Fault Information System

Fault Information System FIS was defined in [1]. It is a polyvalent, discrete form
of notation of a symptoms - faults relation. Each diagnostic signal s; has the
set of possible values V;. For each fault fj a subset Vjj of V; is assigned. When
a fault occurs, one of those values appear. The vector [Vi g, ..., Vi x]T, where
m is a number of signals, is called a fault f; signature. Lets call the actual
combination of single values of every signal an alternative signature. Each fault

can have many different alternative signatures. An example of FIS is shown in
Table 1.

Table 1. FIS example.

fi fof Vs
si|{-1, 1} 1|{-1, 01}
sof 0 1] {0, 1}

Assuming that sensitivities and dynamics of diagnostic signals are different,
after a fault occurrence, non-zero values may not appear simultaneously. There-
fore, Definition 1 can be given. In Table 1 fault fo has only one alternative
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signature and it excludes fault f;. Fault f; has two alternative signatures and
only one of them ([—1 0]7) excludes fs.

Definition 1. The alternative signature of a fault f; is excluding a fault fy if
signatures are different and any alternative signature of fr cannot be obtained
from the alternative signature of f; by changing zeros into non-zero values.

2.2 The measure of fault isolability for Fault Information System

In [5] a new measure of fault isolability for polyvalent diagnostic systems was
proposed. It is calculated in two steps.

1. Calculate for every ordered pair of faults:

card(S; ;)

card(S;) (1)

D(fi. fj) =
where S; is the set of all possible alternative signatures of f;, and S; ; is
the set of alternative signatures of f; excluding f;. If faults are uncondition-
ally isolable then D(f;, f;) = 1, if they are unconditionally unisolable then
D(fi, fj) = 0, otherwise D(f;, f;) € (0,1).

2. Calculate the measure as:

T DU ). )

i=1 j=1
G

3 Optimisation Problem Formulation

Let S be the set of all possible new diagnostic signals. Denote by s € S variable
indicating if signal s, € S is available in a FDI system (s = 1 if true, 0
otherwise). Using (2) it is possible to construct an optimization problem for
finding the set of sensors offering the best isolability.

maximize ﬁ Z ZD(fiv fj)~

i=1 j=1
J#i (3)
s.t. Tr<b

x; € {0, ].}

Where: x is a vector of decision variables, 2; = 1 when i*" sensor is chosen, ¢
is cost vector and b is available budget. The value of D(f;, f;) can be calculated
in the following way:

D(fi, ) = 51;17(511,1')- (4)
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S’i,j C S is a set of indicating variables for diagnostic signals sensitive to a
fault f; and not sensitive to a fault f;. Similarly, indicating variable s; can be
calculated as:

Sk = inf(Xs’k)a (5)

x

where X, is a set of new measurements necessary for a signal s.

The optimization problem (3), substituted with (4) and (5) is non-linear and
difficult to solve. There are techniques that will allow us to transform it into a
linear problem, which can be easily solved.

Lemma 1.
Problem mazimize min{x1,...,xx} has the same optimal solution as linear, con-
x

strained problem:
maximize Ti41,
xr

S.1. Tr+1 < 71,
(6)
Tpp1 < T

Proof. The solution of (6) is the biggest lower bound (infimum) of the set

{x1,...,x}. For finite sets it is always equal to a minimum, which is also the
solution of the original problem. O
Lemma 2.

BILP problem mazimize max{xy,...,x} s.t.x; € {0,1} has the same optimal

T
solution as:
maximize min{xy + xo + -+ + g, 1}
xT

s.t. x; € {0,1}. @

Proof. When z; is binary i.e. z; € {0,1}, max{xy,..., 25} = 0 iff 2y = x5 =
--- =12, =0.Insuch acase x1 + 1o +---+x = 0. O

Using Lemma 1 and 2 it is possible to construct a higher dimensional, linear
equivalent of (3) by substituting D(f;, f;) and s; with constrained new control
variables. In this way, MILP problem, equivalent to (3), can be constructed.

3.1 Solving problem with Branch-and-Bound algorithm

In order to solve the original problem this algorithm solves a series of relaxed
LP problems. Binary constraints = € {0,1} are replaced with 0 < < 1. If
a solution to the relaxed problem is not feasible in the original problem (x; is
not integer), two new LP problems (nodes) are created. One with a constraint
z; = 0 and the other with x; = 1. Both problems are then iteratively solved.
This operation is called branching. If there are multiple infeasible variables, only
one, the most infeasible, is used for branching. A variable feasibility is calculated
as abs(0.5 — x).
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The solver retains current best integer solution. A solution to relaxed problem
is always equal or better than solution to the original problem. Therefore, if
optimal solution to a relaxed problem is worse than current best, such a node
can be discarded. A node is also discarded if after branching LP problem is no
longer feasible. Those operations are called bounding.

4 Three Tank System example

The proposed method was tested on the example of a FIS for Three Tank System
(Fig. 1). In total 16 faults were considered (Table 2). Eight proposed new sensor
locations with cost estimation are presented in (Table 3).

Table 2. Considered faults. Table 3. Sensor locations.
Fault Description Symbol Measurement Cost
fi-fs measurement chain faults I3t Input flow 5

fe control signal fault P, Valve position 2
f7, fs |valve seat and actuator faults Ly Level in T1 1
fo pump fault Lo Level in T2 1
fio not enough water L3 Level in T3 1
fi1 - fis leaks from tanks CcV, Control signal 0
fia, fis clogging between tanks pzp | Pressure before pump 1
fie clogged output flow n  |[Pump rotational speed 2

104 105

-

T2 T3

coooo
(6,0 o) BN e I (o ]

oo
w e

[=N=]
= N

Value of measure of isolability

(=)
(=]

2 4 6 8 10 12 14
| Budget available

Fig. 2. Fault isolability trade-off.
Fig. 1. Three tank system.
Using method presented in [9] 25 possible diagnostic signals were generated,

using sensors from Table 3. Trivalent diagnostic signals were analysed using
information about directions of changes caused by faults. The method proposed
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in this paper was tested for all reasonable budgets. The values of isolability
measure for diagnostic systems with different maximum total costs are presented
in Fig. 2.

5 Conclusion

In this paper the sensor placement problem was addressed. A key contribution of
this work is introduction of a new measure of fault isolability for Fault Informa-
tion System as an objective function to an optimisation problem. A strategy of
introducing new variables which allows to obtain MILP problem was presented.
This allows to use efficient linear optimisation tools to find the optimal sensors
set. Results obtained with the method described in this paper depend on a set
of possible diagnostic signals considered during the optimization procedure. If
this set is incomplete, then results may not be optimal.

The method used in this paper considers all diagnostic signals uniformly.
Additional research on including uncertainty of fault detection by given signals
should be considered.
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Abstract. The paper presents a comparison of modelling methods that can be
used as a tools supporting the conduction of hazard and operability study
(HAZOP). The paper presents the following industrial modelling techniques:
quantitative modelling using PExSim package, qualitative modelling using the
GP process graph and qualitative modelling using DFM graph methodology. As
an example of industrial installation a fragment of gasoline reforming section
for chlorides removal was presented. A brief description of each method and re-
sults obtained from the simulation of the sample installation are included.

Keywords: qualitative modelling, quantitative modelling, process graph GP,
DFM graph, HAZOP.

1 Introduction

One of the major hazards that currently exists in developed countries is a hazards of
serious industrial accidents. In Poland, the risk of serious industrial accidents is very
high. The hazards posed by enterprises that have products of petroleum distillation
and flammable substances are especially dangerous. An important element in indus-
trial failure prevention is a problem of early detection and elimination of potential
sources of hazard.

There are known many methods to identify sources of hazards that uses formal
techniques of different degrees of advancement. The methods can be divided into the
following classes [1]:

e comparative methods — based on knowledge of safety analyses of similar installa-
tions (index method, checklists),

e inspection methods — that are based on the systematic study of all known potential
sources of hazards, e.g. HAZOP, PHA, FMEA,

e analytical methods — allow to detect sources of hazards, to evaluate of accident
scenarios and estimate numerically the risk size (FTA, ETA, CCA).
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2 Description of industrial installation example

In order to perform a comparative analysis of various modelling techniques that could
be potentially used as a tool for HAZOP analysis support, a fragment of gasoline re-
forming section for chlorides removal was presented. Reforming is a process of prep-
aration of high-octane gasoline or aromatic hydrocarbons from light petroleum distil-
lates, mainly from low-octane gasoline

Figure 1 shows a simplified diagram of the analysed industrial installation for re-
forming process.

V-1 V-2
V-6

V-7 V-8 | V-9 V-10
ZS Y% V-BY
)
Pump D

Fig. 1. A simplified installation diagram

3 Modelling of example installation using PExSim package

As one of the possible techniques for HAZOP analysis support is to use quantitative
modelling. It involves the implementation of an accurate physical model of the ana-
lysed process. In this case the DiaSter system was used for modelling and simulation
of exemplary process. It is possible to freely design processing circuits of individual
system (process) variables in the DiaSter system. This task is performed by the
PExSim module in a manner very similar to the Matlab Simulink package. The user
can use a number of blocks performing basic mathematical and logic operations, input
/ output operations, signals flow control, integration and differentiation operators,
filtration and many others. Moreover, thanks to an open architecture, it is possible to
casily extend the system functionality. List of standard libraries is freely expandable
through the plug-ins mechanism and can be easily adapted to user needs. There is also
the possibility to create user libraries, as plug-ins, implementing specific (designed
and programmed by the user) functionality. User blocks, from the functionality point
of view, are the same as the "original" PExSim ones. Each of the function blocks has
a number of configuration parameters determining how the specific functions are
realized by given block.
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The model of the analyzed system was implemented in the PExSim environment
using blocks defined in the platform. Next, the simulation of flow reduction at the
output of the installation was performed. It was realized by incomplete opening of the
control valve. In figure 2a, 2b, 2c time series that illustrates presented situation are
presented.
F T b c
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Fig.2. The waveforms: a - flow after the ZS valve, b — outflow from the pump, ¢ — pressure
after the ZS valve

Presented time series clearly shows that, as a result of failure, the system production
capacity was reduced by decreasing output flow from the system and the outflow
from the pump . The presented approach allows a “very accurate” mapping of the
system behaviour. It is possible to use complex or simplified blocks. Unfortunately,
the analytical models, based for example on physico-chemical equations, require high
expert knowledge during its creation. Furthermore, modelling of complex industrial
installation is time consuming. This approach allows to perform only inductive analy-
sis (from causes to effects), it is not possible to perform the deductive analysis. It is
also impossible to check the completeness of HAZOP analysis. It seems that quantita-
tive modelling can be used to analyse only the behaviour of individual system com-
ponents, e.g. furnaces, reactors, etc.

4 Modelling of example installation using process graph

The process graph (GP) is a qualitative model of the process. It represents the cause—
effect relationships between state variables, controls and measurements, taking into
account the impact of failures on these variables. The relationships between inputs
and corresponding outputs are presented in a graphical manner. The analysis of these
relationships can be useful in many practical problems. Just a basic knowledge of the
physical phenomena occurring in the process is required to create a GP model. Addi-
tional source of knowledge can be the operators and process engineers experience.
The GP graphs can be used as a tool to support HAZOP analysis. Using the GP graph
of the industrial process it is possible to determine which variables affect a given
variable. Thus, it is possible to analyse potentially emergency situation in the indus-
trial installation. First, the GP graph of the example industrial installation was imple-
mented.

As the modelled variable the output flow after the control valve ZS (Q_ZS) was se-
lected. Then, all the process variables that affect the modelled variable were selected
and presented in the form of TM tree. The TM is tree with highlighted root directed
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from leaves to the root. The root is a variable that represents a modelled variable,

while remaining nodes represent variables that have influence on modelled variable.

The tree stores only information about case — effect relationships between input vari-

ables of individual components, and modelled variable. Figure 3 shows a fragment of

TM tree for Q ZS modelled variable.
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Fig.3. The TM tree for Q_ZS modelled variable

The TM tree for a particular process variable allows to analyse the relationships be-
tween modelled variable and other process variables. The use of designed methodolo-
gy as a tool for HAZOP analysis support will allow ensuring the completeness of its
implementation. This approach allows to perform both inductive and deductive analy-
sis. The disadvantage of that approach is not taking into account the timing relation-
ships between process variables.

5 Modelling of example installation using DFM graph

The Dynamic Flowgraph Methodology (DFM) [6][7] is a two-character directed
graph that allows implementation of a qualitative model of the process. It reflects the
relationship between process variables similarly to the GP graph. It also takes into
account the timing relationships between process variables. The quality of the imple-
mented model strongly affects the quality of performed analyses. One must specify
the physical variables and variables associated with the control system that are neces-
sary to reconstruct the behavior of the system in order to build a model of analyzed
system. Variables are represented in the model in the form of variable blocks (varia-
ble nodes). Then, the nodes are connected together via a transform blocks to create a
network of cause—effect relationships. In the next phase of creation of the qualitative
model it is necessary to specify correct and uncorrect operating states of individual
components. They are represented in the form of state blocks which are connected to
the transformation blocks. After connecting all required blocks it is necessary to enter
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discrete values of variables blocks, state blocks and set decisions tables in transfor-
mation blocks. It is possible to carry out two basic types of analysis: inductive and
deductive based on this kind of qualitative model.

Deductive analysis due to the method of processing (from effects to causes) is the
main tool to support HAZOP analysis. As a result of analysis one obtain a list of main
implicants, which are the sources of the main event (top event). The first step in the
analysis is to identify the main event. Then, using the model, the successive states of
the various system components are determined, which lead as a result to the top event
(failure of the system). This type of analysis is, in many aspects, very similar to the
method based on fault tree. Fault tree is a graphical representation of possible combi-
nations of failures that lead to creation of the major event. In the case of classical fault
tree Boolean algebra can be used in order to determine the tree minimum cross sec-
tion (MCS). The minimum cross section of the tree is the minimum set of elementary
events whose simultaneous occurrence leads to a top event. In the case of analysis
using the fault tree, the elementary events are binary encoded. For this reason multi-
valent fault tree is applied. It is also possible to obtain major implicants using decision
tables included in each components of the system. The method is based on the crea-
tion of a single critical decision table. Then the table is subjected to merge and ab-
sorption operations in order to obtain complete set of major implicants.

Inductive analysis is the type of reasoning known as inference “from particular to
general”. It can be used primarily to verify the correctness of the model of analyzed
system. The first step in the analysis is to determine the states of input variables
blocks and state blocks. Then, as a result of simulation, other values of variables are
determined automatically.

The following variation was simulated “less at the outlet of the V7 valve”, i.e. flow
reduction in given installation point. Results obtained from the deductive analysis are
shown in Figure 4.

For the top event:

AT Time 0, QW7 = Low (Low Flow)

There are 4 prime implicants

Prime Implicant #1

At time O n Low (Low speed) AND

At time 0 , Pump = Normal (normal) AND
At time 0 cvl = opened (opened) AND
At time ¢ , Cv3 = Opened (Opened) AND
At time 0, cw? = opened (openad)

Prime Implicant #2

At time ¢ , Pump = Normal (Mormal) AND
AT time 0 L1 = Leakage (Leakage) AND
At time ¢ Cwvl = Opened (Openead AND
At time O Cv3 = opened (opened) AND
At time ¢ CW7 = Opened (Opened)
Prime Implicant #3

At time 0 , Pump = Normal (normal) AND
At time 0 cvl = opened (opened) AND
At time 0, L_w1l-v3 = Leakage (Leakage) AND
At time 0 cv3 = opened (Opened) AND
At time O cw? = opened (opened)

Prime Implicant #4

t time ¢ , Pump = Normal CNormal) AND
At time O cvl = opened (opened) AND
At time O Cv3 = opened (Opened) AND
At time O A= Leakage (Leakage) AND
At time O Cw7 = Opened (Opened

Fig. 4. The results of the deductive analysis of reduced flow through the V7 valve

As a result of deductive analysis one obtain a set of equilent implicants. Each of the
prime implicants is caused by several simultaneous reasons, e.g. implicant 1 — in or-
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der to Q_V7 flow was low at t=0 the following reasons must occur simultaneous: n =
Low, Pump=Normal, CV1 = Opened, CV7 = Opened.

The presented approach is functionally similar to the method based on GP graph. It
allows to perform both inductive and deductive analysis. It is also possible to take into
account timing relationships between process variables. The main disadvantage of the
presented method is a large number of prime implicants in the case of more complex
industrial installations. It seems reasonable to develop a mechanism for reduction of
implicants obtained from deductive analysis.

6 Summary

The paper presents three different techniques that can be used as support tools to con-
duct HAZOP analysis. Each of presented approach has advantages and disadvantages.
There is no universal method. It seems that quantitative modelling in the slightest
degree is the right approach, mainly due to the large time-consuming. It requires a lot
of time and expert knowledge to implement particular components of an analyzed
industrial installation. The accuracy of obtained model is too accurate for conducting
HAZOP analysis. More appropriate tool to support HAZOP analysis is qualitative
modelling using GP process graph and DFM graph. Both approaches are very similar.
The main advantage of DFM methodology is inclusion of timing between process
variables. However the main disadvantage is a large number of applicants for the
deductive analysis of complex industrial installations.
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Abstract. One of the options of replacing traditional transport by the sustainable
one is the concept of transporting the consumer goods in pipelines with the use
of capsules. The paper covers the wide range of technical issues that have to be
resolved before the construction of such systems, especially design of the termi-
nals, air locks, propelling and guiding the capsules. The methodology for these
purposes has been proposed, including theoretical part - modelling the capsules
dynamics moving in the pipe and experimental part.

Keywords: sustainable transport - underground freight transport - capsule
pipelines

1 Introduction

The necessity of the sustainable transport development has been discussed in numer-
ous publications and is now beyond dispute [4]. The present trends in transport are not
sustainable and fundamental changes in the technology are needed.

One of the options of replacing traditional transport by the sustainable one is the con-
cept of transporting the consumer goods (food, drinks, electronics, clothes, cleaners
etc.) in pipelines with the use of special capsules.

Pipeline transport is secure and independent of weather conditions. The pros and con-
tras of pipeline transport systems for consumer goods are discussed in [2, 3] and pre-
sented in the form of SWOT analysis in [3]. The authors conclude that there are op-
portunities for the use of freight pipelines, but research is yet required to fully under-
stand the supply chain, logistics and other related activities that technology may influ-
ence.

The encouraging analyses are presented in [5]. The author claims that 92% of the
energy used to transport consumer goods is spent on moving the vehicles and only 8%
to move the goods. Replacing heavy vehicles with lightweight capsules running in
pipelines will save billions of litres of fuel and limit the CO» added to the atmosphere.
The systems for various purposes, such as transporting municipal solid waste, mail
and parcels, delivering goods on pallets, dispatching containers from seaports to an
station are described in [6, 7, 8]. According to the presented concept called pneumatic
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capsules pipelines (PCP) the stationary linear induction motors (LIM) are used as a
prime mover. Similar concept is adopted in Foodtubes project [11].

The concepts of transport of goods in motorized capsules moving in the tunnel is
presented by Stein [9] and wide research has already been done in Germany. The
system called CargoCap resembles a small subway system.

In some concepts the use of magnetic levitation (maglev) is planned. It is possible to
incorporate both maglev and linear electric motor functions. Such motor would ex-
tend over the whole pipeline length. These are Pipe§net system [1] and ET3 [10] sys-
tems, they envisage the use of vacuum pumps to remove air from the tubes which
practically eliminates aerodynamic drag forces. The authors claim that the capsules
could achieve velocities as high as 1 500 km/h (Pipe§net) and even more (ET3).

2 General assumptions for the system

At present, prevailing and most advanced ideas is the system of pneumatic wheeled
capsules pipelines, i.e. Foodtubes [11] or systems presented in [6, 7, 8]. There is,
however a variety of detailed solutions. The first questions is the shape of the tunnel —
circular or other, square or rectangular.

The system should be cost competitive with trucks and trains. It means, it should
adopt the proven, optimized and economical existing technologies, such as pipeline
construction technologies, enabling the construction of even 2 m diameter pipelines e
at relatively low price. In this respect circular shape is optimal.

In some concepts each capsule is provided with the motor, i.e. the system presented in
[9]. The capsules move like the subway or a train in a tunnel. It means that the capsule
should transport the motor. In case of battery powered motors both motor and battery
should be transported, limiting the cargo load. In case when the motor is powered
from the conductor rail, the construction of pipeline is much more complicated.
Another concept, preferred by the authors, consist of the pipeline with stationary line-
ar induction motors situated every, say, several hundred meters (Fig. 1).

LIM1 LIM2
[

‘ c ‘ ‘ c2 ‘ ‘ c3 ‘ ‘ cN) ‘ ‘C(NH) ‘C(NH) ‘C(N+2)

Fig. 1. General idea of PCP
Between the motors the capsules (C2 ... CN, CN+2) move thanks to pneumatic cush-

ions between them. The capsule that at the moment is in the area of LIM (C1, CN+1)
pushes the capsules situated between LIMs.

3 The concept and optimal geometry of capsules

The dimensions of the capsules should enable connection of PCP to the other logistic
chains. It seems that compatibility with euro palettes will be of great value from this
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point of view. All the existing infrastructure for materials handling, i.e. forklift trucks,
high storage warchouses etc. can then be used without modifications.

Fig. 2 shows the load space on euro palettes in pipelines of various diameters. Stand-
ard euro palette is 80 cm wide, 120 cm long and 14.4 cm high.

Fig. 2 shows maximal height of the load for various capsule diameters D. The most
convenient values of A4/D ratio lie in the diameter range 1-1.8 m, but for diameters
smaller than 1.2 m the load space can be too small for some wares. The pipes of outer
diameter 1500 - 1600 mm would be most appropriate.

load space 1 /\
o Toad space
" ] 1
il ,
europalette
europalete v
imansions in o
load space
|
europalette |

Fig. 2. Dimensions of euro palette and capsule load space for various capsule diameters

The length of the capsule about 2.5 — 3.6 m should be enough for 2 — 3 capsules.

To produce maximum drag and minimize the leakage of air the capsule should be
provided with the sealing flanges. There is a question — one or more sealing, in the
rear or in the front. The seals should be smaller in diameter than the inner diameter of
the pipe to avoid contact between seal and pipe.

4  Modelling the system dynamics

As shown in Fig. 1 the system consists of the pipeline with stationary linear induction
motors at distance of several hundred meters.

Between the motors the capsules move thanks to the pneumatic cushions between
them and inertia forces.

The capsules that at the moment are inside the LIM act as a pneumatic piston and
push the capsules situated between LIMs. For the clarity reasons the system presented
in Fig. 3 is simplified to the case of 2 capsules. At a time 7, the velocity of capsules is
zero. Let us also suppose that the force is exerted by tubular LIM only on the ring at
the front of the capsule and that the LIM force is constant.

When x; < LSI, the first capsule is propelled through LIM with the force Fi and the
second one with the pneumatic cushion exerting the force due to pressure difference

Ap = p12 - Paim.
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Fig. 3. The sketch for evaluation of equations of capsules motion

Both capsules are influenced by forces due to inertia, and viscous friction. The equa-
tions of motion will take form:

for capsule 1 for capsule 2
dx1 dx dx, f dx, dx,
+L—4mgTs F.. —AA 24 L2y meTs Anp (D
% 7 18 @(dj e —ANp 2 o e g{d] Ap

When x; > LSI, both capsules are influenced by pneumatic cushion, (first capsule in
positive direction, second — in negative). For this case equations are as follows:

for capsule 1 for capsule 2

2
(i]z +L62+m1gngn(6; J —AAp ddtxz +Ld7+m gngn(d; j Arnp D
To close the system of equations, one still needs the equation describing how the
pressure between capsules depends on capsules coordinates, in simplified form the
isothermal process can be assumed. The dry friction coefficient 7 depends on guiding
wheels construction and the viscous friction coefficient L can be calculated from the
equations describing the aerodynamics of the system, i.e. with the use of Computa-
tional Fluid Dynamics.

This simplified model should be extended for greater number of capsules. The dy-
namical model will enable the prediction of system behavior at various mass of cap-
sules, distance between capsules, LIM characteristics, pipe inclinations etc.

5 Terminals

Construction of terminals depends strongly on the logistics of the system. In the sim-
plest case the system will be built and operated through one operator for his own pur-
poses, i.e. courier company or supermarket chain to connect the logistic center with
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individual stores. The relatively simple terminals should enable alternately reception
of capsules or expedition of empty capsules with an empty packaging back to the
logistic center. In such cases single bi-directional pipelines will be sufficient to build
the system. The means of controlling the speed of the capsules and braking them
when they have moved outside the pipeline and entered the terminal should be
worked out.

In case of a public available system, the terminals should allow to connect every point
where a freight shipment or receiving is needed. The pipelines net will be much more
complicated and additional equipment is necessary, such as automatic switches send-
ing capsules into branches, and means for controlling the track of each capsule.

The grand challenge will be the design of terminals enabling capsules insertion to the
pipeline between the capsules moving already in the pipe. The right moment, when
there is enough space between capsules, must be chosen and the velocity of the cap-
sule to insert and velocity of the capsules already moving must be synchronized.
Another necessary elements are airlocks. The system should control the airlocks in a
way that the volume of pneumatic cushions between capsules already moving does
not change largely. The airlock design will be the compromise between high speed of
opening/closing, low cost of manufacturing, low maintenance cost and low energy use
during operation.

6 Propelling of capsules

The capsules will be propelled with the use of tubular LIMs. But perhaps in terminals
mechanical, hydraulic or pneumatic propulsion will be more convenient, so both sys-
tems would function in parallel.

The motors situated along the pipe will accelerate all the already moving capsules
(probably several dozen) but momentum increase for each capsule will be small, only
to compensate friction and aerodynamic forces.

Another question is bringing up to speed the capsules in the expedition terminal in the
case, when the capsules should be inserted between other capsules already moving.
Only one capsule at a time will be accelerated, but in this case from zero velocity to
the velocity of already moving capsules. Perhaps pneumatic, hydraulic or mechanical
propulsion will be more convenient for this case.

7  Guiding the capsules in the pipe

The capsule should be guided in the pipeline smoothly and without rotation. The sim-
plest, but not necessarily best from the economical point of view, way to achieve this
is the installation of rails along the pipeline. The advantage of using two rails is a
convenient automatic control of the path of the capsules and possibility of the use of
standard rail switches for controlling the path of the capsules when they have moved
outside the conduit and entered the terminal.
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The possible concepts of rails are shown in Fig. 4. Typical railway wheels and rails
should be supported by rolls for stabilizing the trajectory and transferring centrifugal
forces in curves. In the simplified version only one rail can be used.

stabllizIng rolls
\

main wheels

5

= P ——
rall (mono or double)

Fig. 4. Possible concepts of capsule guiding with the use of rails

From the point of view of pipeline builders, the rails make the construction much
more difficult. An ideal solution would be to eliminate any rails. In the case of no-
rails concept, the steering rolls can be used, controlled by the sensors of angular posi-
tion of the capsule (gravitational or gyroscopic).

\

CF

going
stralght on

(a) (b)

Fig. 5. Turnout shape (a) and centrifugal force in the turnout (b), capsule turning left, mono rail
version

If the system is intended to be public, it should have a high number of terminals locat-
ed as close to customers as possible. A lot of switches (turnouts) to the local terminals
should be built then. The switch will have the form shown in Fig. 5. It will be difficult
to overcome the problem of centrifugal forces in the switches without the use of 2
rails. Only by the use of two rails and railway switches technologies the problems of
centrifugal force and switching the way of the capsule can be eliminated. Between the
sections 1 — 1 and 2 — 2 of the turnout, in the case of no rails solution the pipe system
has complicated shape composed of two circles. The stabilizing rolls lose contact with
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the pipe wall and capsule trajectory control is no longer possible. The turnout con-
struction must be, therefore, much more complicated.

8 Other elements necessary to safe operation of the system

The capsule should be equipped with distance sensors and an automatic, autonomous
system controlling the distance between the capsules. Distance control can be
achieved through by-pass or with the use of compressed air vessel, filled at the termi-
nal, during loading/unloading the capsule (Fig. 6).

Fig. 6. The concept of distance control with the use of compressed air and by-pass valve. 1 —
compressed air bottle, 2 — pressure regulator, 3 — solenoid valves, 4 — sonar or radar, 5 —
controller

The system should detect failures such as increase of motion resistance or blockage of
the capsule i.e. through pressure measurements. In case of increased friction forces or
capsule blockage the pressure drop across the capsule will increase.

The efficient system of the control of capsules distance is crucial if the high linefill
(space in the pipe occupied by capsules) has to be achieved. Low linefill limits the
throughput of the system. The better and more precise control the lower distance be-
tween capsules can be maintained, so the higher linefill. For the and maintenance
purposes special service capsules should be designed.

9 Conclusions

Besides rather simple issues, such as optimizing the capsule geometry, determining
minimal bends radius, design of seals, mathematical models (capsules dynamics and
CFD simulation of capsule aerodynamics), automatic control or maintaining safe
distance between capsules, more difficult problems have to be resolved. These are
problems of propelling and guiding the capsules and design of terminals and air locks.
Propelling the capsules with the use of LIMs, should be examined in details. The
question is, if LIM is adequate both for propelling capsules already moving in the
pipe and for rapid acceleration of capsule in the expedition terminal.
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Most economical would be guiding the capsules in the pipe without any rails. But
problems of avoiding rotation and stabilizing the trajectory of the capsules, especially
in the switches, can also be a difficult task.

The design of the air locks, switches and terminals can be difficult when the no-rails
concept will be adopted, especially for side terminals enabling insertion of subsequent
capsules between others, already moving.

The research should base on experiments supported by the theoretical analysis. The
experiments should be conducted on the model at a scale about 1:10, so the pipe di-
ameter in the model would be about 150 mm.

The construction of the functioning model of the system at reduced scale can reduce
costs and accelerate the research, enabling the testing of many various versions of
crucial system elements. Such functioning system will enable to encourage potential
investors to build and test the experimental loop in full, 1:1 scale.
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Abstract. The application of robust statistical methods to assess the precision
(uncertainty) of the results of interlaboratory testing of measurement method is
presented. These results may include outliers. An usual rejection of such data
reduces the reliability of evaluation, especially for small samples. And the ro-
bust methods take into consideration all the sample data (also with outliers).
The use of two robust methods are provided for international rules of compara-
tive studies in accredited laboratories. However, there is a lack of instructions
on how to proceed them in practice. Evaluation of the precision of results, us-
ing the same method for homogeneous objects in nine laboratories, was pre-
sented. By traditional calculations, the estimate of the standard deviation was
1.5 times higher without rejection of outlier in comparison to one with rejection
of outlier. Then, after using the robust method “Algorithm S”, the obtained val-
ue was near the lower of two mentioned above, and with greater reliability.

Keywords: robust statistics - outliers - measurement uncertainty -
interlaboratory comparisons.

1 Introduction

During the process of certification and verification of test methods and their proce-
dures, the dependence of the accuracy on the changing conditions of measurement
and on the specific organization of the experiment in each laboratory must be taken
into account. A solution is to carry out the same measurements of homogenous ob-
jects in several accredited laboratories and to calculate the mean precision of all re-
sults. These interlaboratory comparisons are an experimental implementation of a
physical model by specific test procedures in certain conditions. This model is created
on the basis of the measurement results obtained in the laboratories of a similar essen-
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tial level of competence, which are specialized in a particular type of testing. The
measurement result is represented by the following statistical model [1]

y:m;+B+e. )]

where: m- =4+J - mean value of the measurement results from all laboratories;
B

0 - component of the correctness of the result, i.e. moving average value (bias) due to
the imperfections of the test procedure; B - validation results component (under re-
producibility conditions); e - random measurement error component (under repeata-
bility conditions).

The relationship between parameters of the model (1) is shown in Fig. 1. This
model formalizes the test procedure. Reproducibility variance o’ represents the re-
sults of the interlaboratory test, conducted with the controlled measuring method,
according to certified procedures. It is the sum of variances which defines repeatabil-
ity, i.e.

2_ 2, 2
op =07 to,.. 2)

Component o;” is a between-laboratory variance which describes a dispersion of the
measurement results for the homogeneous objects in individual laboratories when the
same measuring procedure is used. These spreads result from the permissionable dif-
ferences in the organization of laboratory process. Repeatability variance o,” is a
component which expresses repeatability of the scattering of results. It also describes
the average impact of changes in size of the quantities which randomly interact within
the limits allowed by the applicable standards.

Usually, the statistical data analysis is based on the assumption that the scattering
of data is normally distributed. It is also the basis for making a decision in statistical
inference. Significant percentage of measurement results in practice can include data
outliers. In particular this concerns the datasets with a small number of samples.

p(B)

7

m= Vv
y

Fig. 1. Basic statistical model of the measurement result [1]
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The reason of outlier values in datasets are: failure of measuring instruments, non-
compliance with the principles of an experiment, errors in the estimation of results,
the impact of external factors. Rejecting these data in the calculations can significant-
ly affect accuracy and reliability of the statistical evaluation of research precision.

The classic parametric evaluation of the experimental results based on normal dis-
tribution as well as the theory of statistical inference are firmly settled in practice.
Cancellation of this approach would have been inadequate. Thus, a need of adaptation
of the “old” model to the new challenges emerged. It can be realized by developing
such methods of estimation which, under certain conditions, include “data outliers” or
allow sufficiently to assess the parameters of results on the basis of acquired data.
Several methods, named as robust, were developed by Tukey, Huber and others [2],
[4], [7]. Some of them are applied in the accredited laboratory practice and inter-
laboratory comparisons [1-part 5], [5-7].

2 Rules of the scattering data assessment by using of robust
methods

In practice, the most commonly used statistical analysis procedures assume a normal
distribution of data. However, they are quite sensitive to minor variations in the pa-
rameters of this distribution. It particularly applies for the estimation of variance. In
fact, we often have to deal with distributions that differ from the ideal normal distri-
bution. However, recently in the processing of the experimental data, the robust
methods are increasingly used [3-5]. As the term robust is meant an insensitivity of
determined parameters to the different deviations in data samples and heterogeneity of
a scatter of elements as well. They emerge from unknown reasons.

The basic model used in the robust method is not based on single normal distribu-
tion, it is mixed. Different samples of the central part of the actual scatter of data can
be modeled by using of the same normal distribution. And the lower areas of a real
distribution curve (tail areas) are less stable and more stretched than ones for the cen-
tral area of a normal distribution. Measuring observations in the tail areas are less
common. Some of them, especially for small samples, can be detected as outliers and
pseudo-outliers of the central area of distribution. This approach preserves the tradi-
tionally accepted hypothetical assumption of homogeneity of the general population,
as a basis for statistical evaluations. Some deviations differing from the normal distri-
bution for the central area are permitted in the tail areas of a real distribution. Howev-
er, for the tail areas some limitations are assumed. They are modeled by a normal
distribution with other parameters, or by other statistics.

Approach proposed by Tukey is often used [2]. He assumed that there are a large
number n of measurement data, as accidentally mixed “good” and “bad” observation
x; from a population with a mean value u, respectively, with probability (1-¢), where ¢
is a low number. Both types of observations x; have different normal distributions, i.e.
the first - N (u, o”) and the second - N (i, 9¢7), but with the same mean value u —
Fig. 2. The standard deviation of the “bad” is 3 times higher than “good”. Assuming
that all values x; are independent, the following joint distribution can be expressed as
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F(x)
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Fig. 2. Joint distribution F(x) = (1- &) N (u, 6°) + & N (u, 90°) for £ =0.2.

Among the robust methods and algorithms the approach of Huber is widely
spread [4] and it is currently regarded as classical. He introduced & value which de-
pended on the degree of “contamination” of the general population. It defines the
boundaries of the central area of the measurement data histogram, i.e. difference be-
tween the upper and lower quartiles modeled by the normal distribution — Fig. 3 [6],
[10].

0
pu—-30c pu-20 p-o V7 w+o p+2oc pu+3c
#—0.6745¢0 u+0.67450

Fig. 3. The inter-quartile range (IQR) of a probability density function (pdf) of normal distribu-
tion N (1, o”) used for the central part of sample data with outliers.
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Observations are less common in the lateral areas and in one of the criteria they can
be considered as outliers. In the method IRLS (iteratively reweighted least squares)
extreme observations are subject to winsorizing, i.e. pulling them on the borders of
the central area. It follows a change in the mean value and standard deviation of the
new set of observations, and constriction of the central area. Therefore customizing
the extreme data should be repeated. This process is iterated until changes become
negligible.

The application of this robust method (to assess: the result obtained with a meas-
urement method, proficiency testing for laboratory using small samples of data and
the occurrence of outliers) was presented in [10]. The difference between the average
values designated in the interlaboratory study is utilized to assess the reproducibility
of the result. The basis of applied robust algorithms in these works is high stability of
inter-quartile range (Fig. 3) with the “pollution” reaching up to 50%.

3 Robust analysis “Algorithm S”

The aim of the interlaboratory comparison study is to estimate and to standardize the
variance describing the repeatability of particular method on its results obtained in
several accredited laboratories. Therefore, it is necessary to determine a joint proba-
bility distribution of such variances obtained by individual laboratories participating
in this joint experiment.

For the tests conducted with this method it is allowed to take into consideration
the impact of possible combinations of changes in conditions (within acceptable lim-
its). In many cases in practice, it is needed to make separate estimates for different
limitations (e.g. the cost of experiment, duration of the experiment, destructive test-
ing) only on the basis of a small number of measurement observations. Normally,
their values are asymmetrically distributed and may differ significantly from a Gauss-
ian distribution. According to the Cochran’s C test, some of these observations would
be regarded as the outliers. Therefore, they should be removed from the statistical
processing. Such an approach would be acceptable when the average value was
sought.

However the goal of an interlaboratory experiment discussed here is to assess the
acceptable scattering of results from laboratories on the basis of obtained experi-
mental data. The assessment is used to standardize the repeatability of the testing
procedures performed with the use of method controlled in this experiment. The use
of robust methods, as based on all the available experimental data, gives a more relia-
ble estimate of the actual statistical dispersion of results. To obtain a stable estimate
of repeatability variance (i.e. precision), the most suitable method is based on robust
“Algorithm S” [1-part 5], [7].

The implementation condition of this algorithm is that the bias estimate of robust
standard deviation of results from laboratories should be equal to zero. For real exper-
imental data at each j-th step of iteration, this assessment is closer to the standard
deviation o of the normal distribution. Adjustment factor ¢ is introduced to estimate a
variance shift. The condition should be provided
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Robust standard deviation s~ should be stable with some probability, i.e. it should be
within specified limits. Therefore, the maximum deviation 5o of the preferred distri-
bution is limited

Pg* > 770'}= a, 5)

where: o - standard deviation of a normally distributed population, which corresponds
to the experimental assuming their “pure” normal distribution; # - limit factor de-
pendent on the number of data in the sample; P = (1-a) — probability of fulfilling a
condition of the limiting of acceptable standard deviation s~ for the expected normal
distribution.

The values of adjustment factor & and limit factor # are usually determined for
a = 0.1. It is made by intersecting of cumulative curves of one-modal distributions
near the point where the probability equals 0.9. This approach should be examined
analytically and its effectiveness should be assessed. Factor # corresponds to the up-
per value (1-a) 100% of distribution describing the scattering of robust standard devi-
ation s . Standard deviation of this distribution may be used to assess the scattering.
For a number of elements # in the sample it is dependent on the number of degrees of
freedom v = -1. It is included by multiplying both sides of equation (4) by v

E v(if A ©)

& &
According to (5) the probability P of the upper limit of x> variable is equal to
P{Z\%robust>v'n2}:a' (7)

A tail area of y* distribution containing o - 100% of the value of a random variable

can be approximated by a uniform distribution with density v -7’

+00

J'x-plv(x)dx:a-v-nz. (®)

V~I72

From Pearson distribution tables [8], [9] a value y}, ., can be found and then

limit factor # for which the condition (4) occurs



Assessment of the Measurement Method Precision ... 93

2
2 Xv,P=0,

n 9

14

Starting from the relation P(Zi <v-p? ): 1— e« , for the main part of the distribution, z

value corresponding to the value of probability P can be found from the tables and

1

52—2. (10)
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It is an adjustment factor ¢ for the selected limit factor #, which assures that robust

estimate will not be shifted. s; is a robust standard deviation calculated for the j-th

step of iteration. In the iterative calculation the value sj. is updated as follows

v, =ns;. (11)

In the ordered series of variances of results from laboratories participating in the
experiment, a median is selected as an initial assessment of the standard deviation of
the predicted normal population

st =Me{s;*}, (12)

where i = 1 .. n - number in an ordered series of laboratories.
Then the laboratory standard deviations are changed according to formula

S;; . Jj=0,1.... (13)
Y |s, in other cases

N {l//j when s; >y,

On the basis of the value y; which is found in the current step, the values of devia-

tions s;; in the dataset are modified and the new values are calculated from

*
ii

i

(14)

where - s; robust standard deviation in the j-th step of iteration, for the i-th laborato-

ry participating in the joint experiment (# - the total number of laboratories). Robust
estimate s; 41 1s used to establish a new limit y/,,, . Iterative procedure is continued
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until all standard deviations of the laboratories involved in this experiment converge
within the ranges of current limit.

4 Example of using “Algorithm S”

Nine laboratories with extensive experience in this type of research were selected for
the experiment. In each of them two homogeneous physical objects were examined.
Absolute differences in the results in the i-th laboratory were
Wi :|in 'xi2| ,i=Ln

where: x;;, X - the results of two experiments in i-th laboratory. Standard deviation
(range) values w; for all (n = 9) laboratories were as follows:

wy =0.28; w, =0.49; wy;=0.40; ws=0.00; ws=0.35; ws=1.98; w,=0.80;

Wg = 032, W9 = 0.95.

The variance (squared standard deviation) of the difference of two results from the

. 2 e .
i-th laboratory was si2 = %|xi1 - xi2| . The assessment of the repeatability is examined

n 9
for Xw] . The mean squared range equalled to w, = |3 Xw} =0.827.

i=1 i=1

Analyzing the absolute values of the differences w; it can be noticed that the value
we = 1.98 is significantly different from the other. The hypothesis of a statistical outli-
er in a laboratory no 6 (value ws = 1.98) were tested using the Cochran’s C test [8],
9] G - 1.98

S P 6.1663

From table of this distribution [1-part 2, table 4], [8], [9] the critical values are
G, (5%)=0.638 and G,,(10%) = 0.754 . Thus G, for wg is below the lower limit of
this range and wy should be treated as a quasi-outlier. According to the rules of the
traditional approach, the value ws = 1.98 should be omitted in further data processing.

=0.636.

Then for n = 8, the “more precise” standard deviation w;, = 0.530 is obtained. It is

much smaller (w;) = 0.64wy, ) than the value w, obtained when all data (n = 9) is con-

sidered in calculations. On the basis of these two estimates it is clear that the exclu-
sion of only one difference from source data lying slightly outside a line that separate
outliers, has a significant impact on the outcome of the analysis. It has influence on
the standard deviation assessment of scatter of measurement procedure.

Presently, one of the robust methods will be considered. As it has been already
mentioned, in these methods all the experimental data is used, also outliers. However,
the data is modified. A robust method “Algorithm S” [1, part -5], [7] allows to evalu-
ate precision of the control interlaboratory measurement procedures on the basis of
the results obtained in all (r = 9) laboratories. Basic relationships for its implementa-
tion were above mentioned. The number of degrees of freedom is v = 1. The values of
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the adjusting and limit factors, according to (10) and (9), equal ¢ =1.097 and #=1.645,
respectively. Below, the iterative procedure is presented.

In the first step of iteration y; = wen = 0.40 -1.645 = 0.658 ~0.66 is determined.

This is a limit value for this step. From the raw data w?, wg,, wy, should be modified

because they are greater than . New set of differences le is obtained. In the first

step of iteration w; = &

9
1 ZIW;)Z =1.097-0.47 = 0.52 is calculated on the basis of the
=1

obtained values. This gives a “new” limiting value y, =1.645-0.52 ~0.86 and so on.

In the fourth step, we already obtain robust value WZ =0.68 which differs from

w; =0.66 by %JOO ~3%. As the final result w" =0.68 can be assumed. This

value is between the two estimates calculated conventionally, i.e. the mean value
wo =0.827 of the precision results for all 9 laboratories and w, =0.530 for only 8
results - after rejection of a value recognized as quasi-outlier. Finally, the common

robust standard deviation should be taken s, = -= w" = #2 0.68=0.48.

V2 V2
This robust estimation of precision of the measurement method tested in this inter-
laboratory experiment is more reliable than the traditional one which is based on the
results from 8 laboratories, i.e. after rejection of the outlier. It was obtained from the
results in all 9 laboratories.

5 Summary

The method of determining precision of a measurement method is briefly presented.
If the full model is not known then tests are conducted on homogeneous objects by
the same procedure in several laboratories with similar competencies. It can be as-
sumed that the scattering is modeled by random variable with normal distribution. On
the basis of the results of this research a statistical model is created and its accuracy
is determined. In practice the outliers in results may occur. Rejection of them from
further processing, when there is a small number of experimentally acquired data,
diminishes the credibility of the assessment. Thus a robust statistical method should
be applied.

For illustration, a numerical example was presented. The standard deviation as a
result of research in the one of nine laboratories was an outlier. An evaluation test of
precision in a conventional way with outlier rejection and robust method called “Al-
gorithm S [1], [7] was executed. The method uses all the experimental data. A joint
assessment of the standard deviation for all results was achieved. It was slightly larger
than the traditional assessment (with rejection of the outlier), however more statisti-
cally reliable.
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Evaluation of reproducibility of a particular method carried out by a specific pro-

cedure (assessment of precision) is derived from results of research of interlaboratory
tests. If in this study heterogeneous experimental data (with outliers) is obtained then
their evaluation should be estimated using the robust “Algorithm S”. It is more relia-
ble than traditional methods.
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Abstract. Regular back door actuators in vehicles are currently quite fragile
devices. Cruel handling by drivers causes frequent damage of both electronic
and mechanical parts. The movement of the actuator is also associated with the
possibility of injury. The paper presents use of mechatronic and inventive de-
sign methods for development of novel robust solution, which however still fits
into current vehicle design and ensures safe operation.

Keywords: car; door; actuator; safety; mechatronic design; simulation
1 Introduction

The purpose of development of actuator (strut) was to find a design solution, while
maintaining the most similar installation dimensions as a competitive actuator, which
will have a built-in safety mechanism which ensures immediate interruption of the
tailgate the car in a collision with surrounding objects. In the same time the product
has to meet strict parameters required both by general (ISO) standards and also by
automotive producer standards on the other hand.

The design problem is truly mechatronic as it requires holistic approach compris-
ing of inventive thinking design methods in early stage of the project, multidomain
modelling, simulations and optimization, software design, rapid prototyping and test-
ing in later phases [1],[2].

Selected solutions were checked again by patent search for novelty and further
processed. It started with detailed multi-domain modelling and parameter optimiza-
tion. Detailed 3D models and overall design was created. It enabled direct manufac-
turing of novel parts so that functional prototypes could be rapidly assembled.

In parallel, the test bed simulating vehicle back door was built. Also control soft-
ware analyses were carried out and software prototype using RAD chain
Matlab/Simulink/Arduino was developed. It was also necessary to design a test plan
and that apply to strut including its control software.

The mechanical strut was tested and software reliability also. The mechanical strut
was tested especially in terms of durability and safety.
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2 Inventive methods

The first step was problem specification and functional decomposition. Specification
was based on related standards (ISO) and reference automotive producer standard,
which is even more strict in terms of noise, safety etc.

Competitive benchmarking was used to determine key features and parameters of
competitor’s products. Especially patent research was useful to determine existing
competitor’s solutions and functions.

Functional decomposition approach [3] was finally used to determine ten principal
product functions. They were further used for concept generation in the first, diver-
gente phase of design process [1]. The many concepts for each function realization
were elicitated using patent and literature search, brainstorming and mainly Zwicky
morfological table [4] (Fig. 1).

Fig. 1. Zwicky morphological table.

Convergent design phase started with elaboration of several promising concepts
(from many aroused) into 3D sketches and simple kinematic and energy-flow models,
The concept evaluation was based on several selected criteria, like energy consump-
tion, space requirements, estimated durability, noise generation etc.

3 Design process

The main design was based on the strut dimensions that are associated with signifi-
cant and specific car model. Based on the installation dimensions force analysis was
conducted, from which is based in the design of the solution.

3.1 Requirements for the design

According to the actual installation dimensions to design a car has been calculated
transmission of forces in the support during the opening and closing of the door (Fig.
2). Because the relationship between the force in the strut and the length of the strut is
strongly nonlinear, it is necessary to propose a strut in such a way as to force acting
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on the strut in accordance with the best use of the required energy. This applies when
opening and closing the door. It should also be based on power option, which is lim-
ited. The requirements arising from the geometry you need to add features that will
increase the usefulness of the strut. Requirements to increase the functionality are
two. The first is the overload possibility. Competitive models do not allow overload
of the strut. It leads to failure or destruction. The proposed strut should have a safety
feature which enables such overload. The second requirement is to ensure safety in
terms of the possibility of injury during the movement of the strut. The problem arises
when door closes. This movement can lead to injury
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Fig. 2. The force in the strut, depending on its length when opening or closing the door.

3.2 Concept evaluation

Before proposing the final designs was to be ruled out solutions that are patent pro-
tected.

There were designed many structural variants and types of possible solutions, espe-
cially of safety mechanism. Based on the evaluation of the feasibility of the proposed
solutions decommissioning drive strut at a given installation dimensions, it was de-
cided to implement the following variant (Fig. 3). The decisive criteria for the choice
of this variant were lower requirements for installation dimensions than other pro-
posed solutions, design and manufacturing simplicity of the mechanism and the ex-
pected simpler installation compared to other proposed solutions.

Fig. 3. Structural design of security feature of the strut.
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3.3  Modelling and optimization

Before the main design and manufacture was necessary to verify the functionality of
the proposed solution [6]. For the proposed system were built simulation models,
which were developed for the purpose of obtaining information about the energy per-
formance and functionality mainly of the security element. Models were developed in
MATLAB-Simulink (Fig. 5). The selected result of the simulation is in Fig. 4.

600

400

Time [s]

Fig. 4. Force curve when the door opens.

Fig. 5. The simulation model of the strut with the inclusion of a security element.

3.4  Control system and software design

Software of control system has been developed on the basis of the functional logic of
the system of opening and closing the back door. According to the sequence of states
was designed a flowchart. This scheme was implemented on the control system. The
resulting algorithm was tested for possible mistakes of functionality. They were gen-
erated random sequences of commands and will evaluate the correct results.

Although the strut seems to be simple system, it interacts with many sensors actua-
tors (especially lock actuators and sensors) and ECUs. So careful analyses of control
system dynamic behavior was necessary using state transition diagram.

Verifying of proposed concept consists of two parts. The first is a strut, which is
composed of mechanical parts and electric motor. The second part is the electronic
control system.

Each part requires a specific approach to design of experiments, including func-
tional verification. The strut will be tested in functional principle of movement, safety
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element and durability. Control system will be tested to fulfill the required control of
the strut and if it ensures trouble-free operation, including security safety functions.

Fig. 6. Control system with ARDUINO hardware and a part of the implemented flowchart.

For controlling, testing and debugging was chosen ARDUINO platform (Fig. 6). This
platform is fully sufficient for the proposed concept. The control part is composed of
the concept of the physical hardware and the software part. In the automotive indus-
try, all functions of the hardware development will be finally transferred into industri-
al control system for the specific car.

Part of the control system, which is common to both developmental hardware and
automobile control unit is an operational flowchart. Thus, control logic of the strut
and its security functions. It is also necessary to focus on the logical order and ensure
the proper functioning of the software.

4 Final Concept — Prototype

The proposed elimination mechanism is shown in Fig. 7.

LN l

tinio 3| o

Fig. 7. Modelled strut decomposed into parts and made prototype.

It consists (Fig. 3) of an outer casing (1) with internal involute splines (31), a bearing
(7a & 7b), the compression spring (6), axially floating movement nut with an internal
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thread (3) and a motion screw with trapezoidal thread (2). Function described mecha-
nism consists in the fact that the axially floating movement of the matrix is main-
tained by compression springs in the initial position. Due to additional forces in the
bolt axis indicating a collision with an obstacle, the door will move the motion matrix
from a starting position and thus stops the movement of the strut.

5 Conclusion

The novel back door actuator was developed [5], patented and functional prototype
manufactured. Using mechatronic and inventive thinking design methods, several
solutions could be found. One of them was selected for the real solutions. This one
was implemented in physical strut with safety feature provided by movable nut.

The prototype of the strut was manufactured and successfully verified about function-
ality of the safety mechanism. So industrial partner of the project (Brano, a.s.) has
now novel product with significant comparative advantage.

The project also demonstrates successful story of cooperative design between indus-
trial and academic partners.
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Abstract. Quantitative perfusion assessment using magnetic resonance
imaging (MRI) is one of the methods used in Coronary Artery Disease
(CAD) diagnosis. In this study we investigated the possibility of per-
forming perfusion quantification using Fermi function modeling on the
data acquired in the way typical for visual perfusion assessment with
high dose of contrast agent. 25 patients with CAD symptoms have been
examined by MRI in stress and rest condition. Image processing and
numerical model have been implemented to quantify myocardial perfu-
sion reserve (MPR). The results have been compared with the visual
perfusion reserve qualification by an experienced physician. Accuracy of
quantitative method in classification perfusion in myocardial segments
was below 80%, meaning this method in this setup is not yet ready for
clinical applications.

Keywords — Cardiac Magnetic Resonance. Myocardial Perfusion Re-
serve. Fermi deconvolution. Coronary Artery Disease.

1 Introduction

The aim of this study is to investigate the possibility of the use of the first
pass perfusion Dynamic Contrast Enhanced Magnetic Resonance Imaging (DCE-
MRI) data, acquired with saturation recovery sequence and with high contrast
agent dose (0,1 mmol/kg) to quantify myocardial perfusion reserve by Fermi
function deconvolution method. This type of data is typically used for visual
perfusion qualification.

In this article we used first-pass DCE-MRI data acquired for visual evalu-
ation. In typical first pass perfusion MRI two image series are acquired, one
during vasodilation (stress) and one during normal heart work (rest). In stress,
after effect of vasodilation is observed (higher heart rate and higher pressure),
bolus of gadolinium contrast agent is injected (usually 0.1 mmol/kg). Series of
images is acquired and contrast agent transit through heart chambers and my-
ocardium can be observed. Usually 3 short axis slices are imaged, namely basal,
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medial and apical positions. After imaging, stress and rest time series are visually
evaluated.

One way of DCE-MRI perfusion evaluation is visual interpretation. It is one
of the most popular methods in clinical practice nowadays and its reliability was
proven in the literature [8]. Usually physician is looking at all imaged planes
obtained both under stress and rest condition, observing contrast distribution,
looking for areas with perfusion defect (lower signal).

An emerging evaluation method is a full qualitative analysis. Initial reports
show better sensitivity and specificity then the one described above [7]. Time
intensity curves are acquired both in blood and in myocardium regions. De-
convolution of blood and tissue curves estimates impulse response curve. Most
of the quantitative methods described in literature involve special procedure of
contrast agent injection, different from the one used in qualitative evaluation.
Some groups proposed low contrast dose, for example: Christian et al [3] used
0.025mmol/kg. Other groups suggested dual-bolus technique, using first small
contrast dose to obtain time intensity curve in blood, than big dose to obtain in-
tensity curve in the tissue. Christian et al [4] injected 0.01mmol/kg as first bolus
and 0.1 mmol/kg as second bolus. Only Costa et al [5] presented good results
on data obtained with typical for visual evaluation, single bolus high dose (0.1
mmol/kg) contrast agent injection. Our goal was to confirm his findings.

2 Materials and methods

This study was performed on cardiac MRI data from 25 patients with CAD
symptoms. Patients age ranged from 40 to 82 (average age: 59.3). Among patients
there were 21 males and 4 females. Images were acquired during gadolinium
first pass perfusion MRI performed in our institute. Contrast agent (Gadovist,
Schering AG, Germany) dose was 0.1 mmol/kg both in stress and rest and was
followed by saline flush.

Ground truth used in this paper was acquired as follows. Physician with 10
years of experience in cardiac MRI was given full image data from the study,
including LGE-MRI images, and full medical record of the patient. Heart was
divided into 16 segments according to American Heart Association (AHA) stan-
dards [2]. The physician marked each segment either as healthy, or as having
defective perfusion.

In other articles reference data was taken from FFR procedure [7], coronarog-
raphy or PET perfusion imaging [10]. Though those methods give quantitative
values, they have a disadvantage. FFR procedure and coronarography gives in-
formation about the stenosis, not about the perfusion.

3 Theory and Calculation

All calculations, image processing and modeling described in this section have
been performed on a software we developed in Java programming language.
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Quantitative assessment involves determination of a parameter called MPR
(Myocardial Perfusion Reserve). MPR is a ratio of maximum blood flow to the
baseline [6], its quantification can be performed using Fermi function model -
described in details in [9].

According to [9], some assumptions have to be made to perform modeling
correctly:

1. Pixel intensity is proportional to the contrast agent concentration in tissue.

2. Relationship signal to contrast agent concentration is the same within a
ventricle as well as in a muscle.

3. Signal measured in the left ventricle is considered as an input to the analyzed
structure.

4. The course of the impulse response can be approximated using the Fermi
function [1].

The Fermi function is defined as it follows:

1

t
Rp(t)=F |1-— /h(s)ds =F [ } O(t — 7a4). (1)
0

F'is an initial response at time ¢ = 0 and is proportional to the cardiac blood
flow, so the MPR can be calculated as the quotient of the Rp(t = 0) values from
the stress and rest tests.

Prior to modeling, some image analysis is needed to obtain signal curves. The
process can be divided into three stages: automatic motion correction, manual
segmentation and intensity curves modeling.

Because MR first pass perfusion imaging is a dynamic study, there is a need to
consider heart motion (e.g. due to patient breathing). Acquisition is ECG gated,
so usually there are no heart shape changes between frames. Without applying
motion correction it is impossible to precisely define location of different heart
muscle sectors on the subsequent frames.

To quantify perfusion reserve the following structures need to be precisely
indicated: heart muscle and left ventricle. Segmentation was performed manu-
ally, individually for each image. The example of MRI short axis segmentation
according to AHA 16 sectors model can be seen in Figure 1. Manual segmen-
tation is a time consuming process, it takes approximately 1h to analyze data
from one patient.

Before curves modeling, elimination of the DC signal component has been
performed. Having measured the signal before contrast agent’s injection, the sig-
nal’s zero level can be designated. Because the signal contains noise, the average
value of the pre-contrast signal has been calculated and subtracted from the
signal curves. The modeling process sets the function (1) parameters, so that
the convolution of the left ventricle signal with the myocardium signal would fit
the Fermi function at most. To obtain this, a Levenberg-Marquard optimization
algorithm has been used.
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Fig. 1. Example of AHA model short axis image division. On each layer the green line
links the middle of a left ventricle with the middle of interventricular septum.

Signal concentration [arbitrary units]

seconds

Fig. 2. The blue line represents the signal taken from the left ventricle- AIF. Flat top
of the AIF curve can be observed. The green line represents the signal from one of the
myocardium regions. The light blue area shows a pre-contrast time

4 Results

All results were calculated in all 16 left ventricle segments according to AHA
standards [2], further in this text we refer to this as per segment results. Each
segment was assigned to one of the main coronary artery territory (left anterior
descending - LAD, right coronary artery - RCA and left circumflex coronary
artery - LCX). If a perfusion loss was detected in one of the segments of coronary
artery territory, whole territory was selected as having perfusion loss both in
visual and in qualitative evaluation. Further in this text we refer to this as per
coronary artery territory results. Receiver Operator Characteristic curve (ROC),
illustrating performance of binary classifier system as MPR threshold is varied,

Table 1. Results with MRP threshold chosen from ROC curve (ground truth vs Fermi
quantification with MPR=1.3). TP - true positives, FP - false positives, FN - false
negatives, TN - true negatives, Sens. - sensitivity, Spec. - specificity, Acc. - accuracy

TP FP FN TN Sens. Spec. Acc.
AHA segment analysis 35 36 46 283 43,2% 88,7% 79,56%

Coronary artery suppl
YA SIPPY 10 6 12 45 50%  882% 76%

territory analysis
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Boxplot ROC
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Fig. 3. Left: Box plot with classification of healthy and perfusion loss segments. Right:
Receiver operating characteristic curve showing impact of chosen threshold on sensi-
tivity and specificity

is presented in the Figure 3. The highest conformance to the reference results is
obtained when MPR value equals 1.3 (chosen by calculating maximum square
root of sum of squares of TPR - true positive ratio and TNR - true negative
ratio), the results are presented in the Table 1.

Segment data was divided into healthy and perfusion-loss categories (based
on ground truth) and presented versus MPR (Figure 3). On each box the central
mark is the median, the edges of the box are the 25th and 75th percentiles, the
whiskers extend to the most extreme data points not considered outliers and
outliers are plotted individually.

5 Discussion

By applying Fermi deconvolution method on DCE-MRI with 0.1mmol/kg of
contrast agent to quantify perfusion, we obtained worse results than those pre-
sented in literature [5], [7]. With MPR=1.3 cutoff, sensitivity is low and there
are as many true positive regions as false positive ones. Manipulation of MPR
threshold gives even worse results, as can be observed on ROC curve (Figure 3).

We observed that AIF never exceeds certain value, which results in flat top
of the curve. In flow qualification integral of AIF curve is calculated, so AIF
underestimation is one of the reasons of MPR error. There are few possible ex-
planations of this phenomenon. High dose of contrast agent significantly shortens
longitudinal relaxation time (73) and causes full recovery of blood signal, ob-
served as flat top of AIF curve. Another source of error could be the assumption
of linear dependence between signal intensity and contrast agent concentration.
This assumption could be false with applied contrast agent doses. These prob-
lems were addressed in literature and special acquisition techniques with dual
bolus injection [4] and blind AIF estimation [11] were proposed. Another im-
portant problem during signal analysis is patients breathing motion, which is
caused by a long data acquisition time (at least 1 minute in the used MRI se-
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quence). Even though motion correction was implemented and segmentation was
performed with care, this may introduce source of error to calculations.

We performed quantitative assessment of cardiac perfusion performed on typ-

ical DCE-MRI perfusion data with 0.1lmmol/kg of contrast agent using Fermi
model deconvolution method. Results from this method in this setup poorly
agree with experienced physician assessment (accuracy less than 80%). We con-
clude that this method in described setup is not yet ready for clinical application.
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Abstract. The aim of this work was to assess the impact of breathing
mechanics, body posture and subject’s physique on heart rate variabil-
ity (HRV). 13 healthy students performed series of breathing with dif-
ferent rates and depths, while supine, sitting and standing. Impedance
pneumography (IP) and electrocardiography signals were registered. Re-
peated ANOVA was used to estimate the factor effect on 4 parameters
proposed. For standard deviation one (SD), ratio of SD and mean heart
rate (SDM), and for maximum value of cross-correlation (COR, which
describing the correspondence between I[P and HRV signals in term of
shapes), depth and rate of breathing and body posture had statistically
significant impact. Slow, deep breathing caused increase of HRV.

Keywords: heart rate variability, impedance pneumography, breathing

1 Introduction

It is known that variability of heart rate is observed in stable physiological condi-
tions and is considered as a predictor of cardiovascular morbidity and mortality
[1]. Heart rate variability (HRV') is one of the key parameters in the cardiac and
autonomic nervous systems activity analyses [2]. The natural aging is associated
with a loss of complex variability in RR intervals, however if the cardiac cycle
equalizes over time, there might be a disorder in regulation between the action
of the sympathetic and parasympathetic systems [3]. In this way HRV shows off
the degree of coupling between these systems.

HRYV could be influenced by a number of diseases, e.g. cancer, chronic fatigue
syndrome, sleep apnea or septic shock. Circadian effect seems to be other natural
factor. HRV indexes are larger in patients with higher functional capacity. No
correlation was noted between HRV and BMI [4].

It seems that current body posture should be also considered. The force of
gravity and the mutual arrangement of organs would change the heart activity in
natural way. The nonlinear study of HRV time series showed highly significant
differences between supine and standing postures [5].
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In our previous research, we have verified that impedance pneumography
method allows the registration of the rate of breathing, as well as its depth.
Joint together they could reflect the dynamics of breathing, interesting factor
varying HRV, which was overlooked in the analyses or was regarded as the effect,
but without its diversity [6]. For example, deep breathing is taken into account
in the maneuvers that make up the "Ewing battery”, but it is standardized [7].
Several studies have shown, that slow, controlled breathing resulted in a decrease
of systolic, diastolic and mean arterial blood pressure, and also in the increase
of HRV [8].

The aim of this study was to check the impact of the current body posture,
rate and depth of breathing, sex and subject’s physique (understood as BMI
index) on heart rate variability. The work is a pilot one, which was to examine
the possibility of conducting association studies of heart rate variability with
impedance pneumography as a non-invasive method of quantitative determina-
tion of the parameters characterizing the activity of the respiratory system.

2 Method

13 healthy students (9 males, aged 20-24, BMI: 21.5 + 1.6, and 4 females, aged
21-26, BMI: 22.5 £ 2.3, without any reported respiratory and cardiac diseases)
were participated in this study. We informed all subjects about the aims and
they gave the written informed consent to take part in it.

The ECG signal was measured by the cardiomonitor FX2000P, manufac-
tured by Emtel, Poland, in single-lead configuration. Electrodes were mounted
on the chest and in the upper abdomen in the standard Einthoven’s positions.
Impedance signal was registered using our own pneumograph prototype - Pneu-
monitor [9]. IP measurements were performed using the tetrapolar method. Elec-
trode placement configuration was chosen as proposed by Seppa et al. [10]. The
receiving electrodes were positioned on the midaxillary line at about 5th rib level.
The application electrodes were mounted on the proximal side of the arm on the
level of receiving ones. In both cases, standard spot FCG electrodes were used.
The outputs were connected to the WinAcq ADC converter, which sampled the
signals at 200Hz and stored to data files.

Every subject was asked to perform 8-10 normal and deep breaths with 6,
10 and 15 breaths/minute rates in three body postures - supine, sitting and
standing. Between every series we proposed short breaks in order to establish
heart rate. In that way we carried out 18 series of measurements for each subject.
As the IP signal relates to the volume changes in terms of shape [11], it was
used without any pre-calculations, only drift was removed.

We also subtracted the baseline drift from ECG signal (low-pass filtered
with fpess = 0.5 Hz and fg0p = 5 Hz) and we automatically detected R waves
and their locations in time. Heart rate was calculated as the interpolated first
differentiate (using second order finite difference) of R wave locations.

We proposed the parameters estimated from (HRV') to show the diverse
impact of the body posture, breathing rate and depth on the HRV:
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— standard deviation of the HRV signal (abbreviation - SD)

— the ratio of SD and the mean HR value (SDM)

— the maximum value of cross-correlation for shifts in range +5s (COR)

— the shift value for which the cross-correlation maximum was gained (DEL),
what was indirectly understood as a value describing whether HRV signal
was leading or lagging the breathing one.

In order to estimate the impact of body posture, breathing rate and breath-
ing depth, we firstly calculated basic summary of parameters for specific series
and presented them in the box-plot figures. Secondly we performed repeated
ANOVA analysis, with body posture, breathing rate and breathing depth as
within-subject effects. Sex and BMI was considered as between-subject effects.
For those factors, for which ANOVA states statistical significance, we performed
post-hoc Tukey HSD tests.

We also performed correlation test for all pairs of parameters in order to
estimate the correlation/dependance between parameters and statistical signifi-
cance. All signal processing was carried out with MATLAB and statistical anal-
ysis using R.

3 Results

Sample IP and ECG signals, with corresponding HRV curve was presented in
the Fig. 1. This example was taken from the measurements of third subject, in
supine body posture, during deep breathing at 10 breaths per minute rate.

Example signals for third subject
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Fig. 1. The example of the impedance pneumography, electrocardiography and cor-
responding heart rate variability signals for third subject, supine body posture, deep
breathing at 10 breaths per minute rate.

We also performed exploratory data analysis on the four described parame-
ters, before ANOVA. The box-plot figures, presenting the impact of sex, body
posture, breathing rate and depth for all parameters (SD, SDM, COR and
DEL, respectively) was showed in the Fig. 3.
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Fig. 2. The comparison of the impact of the sex, body posture, breathing rate and
depth for all considered parameter: Standard Deviation in the upper left, Ratio of
Standard Deviation and Mean in the upper right, Maximum Cross-Correlation Value
in the lower left and Signal Shift for Maximum Correlation in the lower right.

The ANOVA analysis results (p-values) was collected in the Table 1.

Post-hoc tests performed for those situations, for which p-value was under
the significance level, showed that all pairs were statistically significant, except
the supine-standing for SDM parameter and sitting-standing for COR . one.

As an additive information, only first and second parameter are correlated
each other (r = 0.948, p-value < 107°) and the average tidal volume during
normal breathing was 1036 ml, and during deep breathing was 2374 ml.

4 Discussion

In our study we only analyzed time-related parameters and did not consider
frequency-related ones, due to the observation, that during controlled breathing
its component of the HRV spectrum was covering the other parts and strongly
influencing the analysis.

In the natural way, slow, deep breathing influenced on the larger SD values. It
seems that during such breathing, respiration affects the control and regulation of
heart activity in the greatest way. Relatively interesting and intriguing remark is
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Table 1. The p-values of the ANOVA analysis for all considered parameters and factors
effecting the values of parameters

SD SDM COR DEL
Sex 0.60 0.94 0.06 0.85
BMI 0.36 0.63 0.36 0.92

Breathing Rate |<10-5 ***|<10-5 ***| <10-5 ***|<10-5 ***
Breathing Depth| 0.001 ** | 0.026 * |<10-3 ***|  0.76
Body Posture  |<10-4 ***|<10-4 ***| <10-5 ***|  0.86

that sitting posture caused the largest SD parameters, besides every considered
body postures were ”static”.

As the correlation between SD and SDM was strong, it seems that division
by mean value does not change the relation with SD. It drew the finding, that
standard deviation of HRV is not related with HR mean value. Instead of using
MANOVA, we decided to use simple ANOVA two times to treat these two pa-
rameters separately and show off their impact and make the inference as simple
in terms of physiological conclusions as possible.

The average values of maximum of cross-correlation coefficient, approxi-
mately 0.75, suggest breathing affecting on HRV in terms of signals shape. The
results for COR parameter seems to match the preliminary expectations, that
the slower inspiration and expiration allows the reaction of the sympathetic and
parasympathetic systems, respectively. Depth of breathing improves the effect
by changing the geometry of the thorax more.

The £5s distraction to DEL calculations was added in order to exclude these
shifts, which did not correspond to the possible physiological effect. Due to the
laboratory conditions signals was recurrent, quasi-sinusoidal. However, still the
locations of the cross-correlation maximum differed. The average value indicated
that the HRV slightly overtakes the breathing signal, because the largest value of
heart rate occurred in the beginning of inspiration and the rate was decreasing at
the end of inspiration. This suggests, that breathing might be considered as the
cause for the HRV signal, however the sequence of the signals in terms of shapes
was reverse. In our opinion, the influence of other parameter is compensated,
because the maximums of cross-correlation were sometimes obtained for positive
shifts and sometimes, for negative ones. It seems necessary to estimate causality
of the breathing signal on heart activity using other nonlinear techniques.

5 Conclusion

It was spotted, that both breathing mechanics and body posture had statistically
significant impact on the heart rate variability. Either subject’s sex and BMI
index did not. The greatest changes of HRV existed for deep and slow breathing.

Due to the fact that both respiration and body posture seem to be an im-
portant factors, they should be taken into account in the physiological studies
considering heart activity.
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It appears that the impedance pneumography method is the interesting non-

invasive and portable-ready solution for performing respiration signal registra-
tion for that purpose.

Breathing seems to be the cause for heart rate changes, however simple, linear

method do not assess it in the proper way. Some more research on that topic is
needed.
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Abstract. Our computer program allows the calculations of commonly accept-
ed six heart rate variability (HRV) parameters in time domain. Those parame-
ters, obtained from long-time one-channel ECG signal recordings, were used
for detection of sleep apnea. The classification model was based on the Support
Vector Machines (SVM) method using the discriminative Radial Basis Func-
tion (RBF) kernel. The aim of study was to check how the length of analyzed
single channel ECG overnight recording influences on accuracy of sleep apnea
detection.

Keywords: Sleep apnea detection - Support Vector Machines - ECG - respir-
atory disorders

1 Introduction

Abnormal pauses in breathing or episodes of abnormally low breathing during sleep is
called sleep apnea. Pauses can last from a several seconds to a few minutes. They may
occur 5 to 30 or even more times per hour [1]. Usually sleep apnea is associated with
the following symptoms: morning headaches, difficulty concentrating, memory or
learning problems, unstable emotional states (irritation, depression, or mood swings),
or urination at night. Untreated sleep apnea can lead to the degeneration of some parts
of the central nervous system and/or increase the risk of hypertension, stroke, obesity,
heart attack, and diabetes. It may also increase the risk of arrhythmias and heart fail-
ure and lead to increasing the probability of having work-related accidents or driving
accidents (falling asleep at the wheel). Sleep apnea symptoms may be present for
years without identification causing the daytime sleepiness and fatigue associated
with significant levels of sleep disturbance [1, 2].

It was estimated that in middle-age as many as 24 percent of men and 9 percent of
women and were affected, undiagnosed, and untreated [1, 2, 3]. Thus, the early detec-
tion of sleep apnea occurrence is an important clinical challenge. Although poly-
somnography is the gold standard in detection of all types of sleep apnea, the search
continues for a simple method for detecting these episodes based on a limited source
of information (e.g. single ECG recording).
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The sleep apnea identification methods based on single channel ECG analysis could
be divided into two groups. In first one it is performed the extraction of the respirato-
ry signal from ECG trace [4, 5] and the time localization of the event is performed. In
the second one the identification of episode’s occurrence is based on analysis of indi-
ces characterizing long-time ECG recording without episode’s time localization [6,
71.

In this study we applied our computer program [8] enabling detection of sleep apnea
occurrence using Support Vector Machines (SVM) classification performed on one
lead ECG signal. The aim of this paper was to check how the length of analyzed sin-
gle channel ECG overnight recording influences on accuracy of sleep apnea detection.
We intended to establish the shortest set of data which might be analyzed to obtain the
acceptable accuracy of the classification.

2 Material and methods

The computer program for detection of sleep apnea using a one-channel ECG signal
with Graphical User Interface was prepared in the MatLab environment (v. 2013a)
[8]. Program was used to analyze ECG sample recordings taken from Physionet data-
base [9, 10].

2.1  Computer program features

The program consists of four modules enabling:

e data acquisition and preparation

e RR-interval calculation basing on QRS complex detection according to Pan-
Tompkins algorithm [9],

e extraction of basic heart rate variability (HRV) indices [10],

e signal classification using the Support Vector Machine (SVM) method [11, 12].

2.2 Data description

Data were imported from the Physionet webpage’s “Apnea-ECG Database (apnea-
ecg)” [13] in European Data Format (EDF) [14]. The database contains 70 recordings
of one-channel ECG lasting 7-10 hours. Data were recorded with a sampling frequen-
cy of 100Hz and a resolution of 16 bits, where 1 bit denotes SuV. The analyzed sig-
nals were arranged in records of 2000, 4000, 6000, 8000, and 10,000 seconds. The
signals were classified by providers according to the Apnea—Hypopnea Index (AHI),
which represents the number of apnea and hypopnea events per hour of sleep. There
are four categories of signals according to AHI: normal (23 records), when AHI is
between 0 and 4, mild sleep apnea (3 records, AHI=5...14), moderate sleep apnea (13
records, AHI=15...30), and severe sleep apnea (31 records, AHI>30).
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2.3  Heart rate variability indices

Based on the RR-interval lengths series, the commonly accepted heart rate variability
parameters in time domain [10] are calculated: the mean value of the RR interval
(MeanNN), the standard deviation of the successive differences between adjacent
NN’s (SDNN), the root mean square of successive differences (RMSSD), the number
of pairs of successive NN’s that differ by more than 50 ms (NN50), the proportion of
NNS50 divided by total number of NN’s (pNN50), and the standard deviation of suc-
cessive differences (SDSD). Their definitions are presented below according to the
recommendations [13]:

1

MeanNN = RR = -3, RR, ()

SDNN = L5 I, (RR = RR)? &

RMSSD = \/ﬁzyz—;(mm — RR))? 3)

NN50 = 315! f; 4)

PNN50 =~ % 100% )

1 _
SDSD = |5 B RR iy — RR)? ©)
where

f = {1 gdy (RR;.; — RR;) > 50ms R

"7 10 gdy (RR;;; — RR;) < 50ms )

N = number of records and RR; = value of i RR interval length in [ms].

2.4  Classification with Support Vector Machine method

It was used the Support Vector Machine (SVM) method, described by Vapnik [11], to
identify sleep apnea occurrence basing on HRV descriptive, time domain indices. In
the program it was adopted procedure developed by Kris De Brabanter et al. [12]. The
procedure is based on Least Squares SVM using the discriminative Gaussian RBF as a
kernel function in the learning process for separation of “occurrence” from “normal
activity” for two sets of data: learning and testing. The Gaussian RBF kernel describes
the boundary between classes separated nonlinearly. It was determined using the fol-
lowing formula:
LIxi—xjl |
K(xi,xj) = e 202 (8)

where ||xi — xj||? represents the squared Euclidean distance between the two feature

vectors and c is a parameter [12].
The learning process was performed on 35 of 70 signals from database [13] for the
records lasting 2000, 4000, 6000, 8000, and 10000 seconds.
The efficiency of the obstructive sleep apnea detection software was evaluated using
the Receiver Operating Characteristic (ROC) method by comparing the automatically
derived results with true results. The program draws the ROC curve, calculates the area
under the curve (AUC) and the cost-effective cut-off point (CUT). The AUC is equal
to the probability that a classifier will rank a randomly chosen positive instance higher
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than a randomly chosen negative one (assuming “positive” ranks higher than “nega-
tive”). The CUT is the point on the ROC curve the shortest distance from the upper left
corner. Assuming the cut-off point’s optimal level, the confusion matrix containing the
true positive (TP), true negative (TN), false positive (FP), and false negative (FN) was
determined. The following formula of the classification procedure was evaluated using
accuracy (ACC) defined as:

ACC=(TP+TN)/(TP+TN+FP+FN). )

3 Results

Table 1 presents the Area Under the Curve (AUC) and Accuracy for the recordings of
different length. It was found that the highest accuracy (at the level of 91.4%) was
obtained for the signal of the length of 10000 seconds. The AUC for that analysis was
0.93. The relatively high Accuracy (85.7%) was also observed for the analysis per-
formed on 8000 seconds time recording, but the AUC, parameter expressing the level
of reliability of that analysis was relatively low (0.74).

Table 1. The Area Under the Curve (AUC) and Accuracy (ACC) for the recordings of
different length.

Time length Area Under the
of the Signil [s] Curve (AUC) Accuracy (ACC) [%]
2000 0.97 743
4000 0.89 86.7
6000 0.75 82.9
8000 0.74 85.7
10000 0.93 914

4 Discussion and conclusions

We applied computer software [8] enabling calculation of heart rate variability time
domain indices. The system also allows to use HRV indices for sleep apnea classifica-
tion based on a Support Vector Machine. The quality of the classification was eval-
uated using AUC and ACC parameters calculated when ROC analysis was performed
and confusion matrix was constructed.

We wanted to check how the length of analyzed single channel ECG overnight re-
cording influences on accuracy of sleep apnea detection. We intended to establish the
shortest set of data which might be analyzed to obtain the acceptable accuracy of the
classification.

The preliminary results suggests that our software [8] classifies signals as ‘with ap-
nea’ and ‘without apnea’ with accuracy higher than 90% only for the signal length of
10000 seconds. For that period we achieved accuracy at the level similar to the high-
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est accuracies found in literature [4, 15, 16]. For the shorter periods of recordings the
accuracies were on level below 90%.

The work has some limitations. Among them, two seems to be important. First of all,
the analysis was performed on relatively small amount of data. Secondly, there were
only 3 recordings with mild sleep apnea. Despite those limitations, it seems that the
program can be used as a base for further development of sleep apnea detection using
ECG signals on longer sets of data.
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Abstract. The paper globally deals with calculation of the parameters of ceram-
ic material from a set of destruction tests of ceramic heads of total hip joint en-
doprosthesis. It is not possible to use the standard way to calculate the material
parameters, because the specimens cut-outed from the heads are smaller than
the norm required (the material parameters derived from them would exhibit
higher strength values than those which the given ceramic material really has).
On that score, a special testing jig was made, in which 40 heads were destruct-
ed. From the measured values of circumferential strains of the head’s external
spherical surface under destruction, the state of stress in the head under destruc-
tion was established using the final elements method (FEM). From the values
obtained, the sought for parameters of the ceramic material were calculated us-
ing Weibull’s weakest-link theory. The analysis of the sensitivity of the ob-
tained material parameters on the value of the inner radius in the head’s hole is
realized in detail.

Keywords: Hip joint endoprosthesis, ceramic head, material parameters,
Weibull's weakest-link theory, sensitivity analysis.

1 Introduction

A problem that is being solved is the destruction of the ceramic heads of total hip
joint endoprostheses in vivo, that had occurred in a series of Czech hospitals [2], [4],
[10], [12] (Fig. 1). The ceramic heads are made of Al,O; and put on conical stem
made of austenitic steel [16-19]. The implant’s failure of the ,,ceramic head destruc-
tion® type has always traumatic consequences for the patient, since a part of or even
the whole endoprosthesis has to be re-operated, after which must again follow recon-
valescence and rehabilitation. Hence, it is desired to reduce the number of implant re-
operations to the minimum. The reliability of the ceramic component is based on
Weibull weakest-link theory [1], [3] and the failure probability depends on three
Weibull’s parameters [6], [8], [11]. These parameters are obtained from the statistical
analysis of the set of the destructed specimens which are subjected to 3- or 4- point
bending [13], [15]. In case of ceramic heads of endoprosthesis, the snag is that the
head’s dimensions are too small and do not allow to cut out from them a specimen
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that would comply with the standard for 3- or 4-point bending. One of the possible
solutions to this problem is not to cut out the specimens from the heads, but to calcu-
late the material parameters directly from the destruction of whole ceramic heads [7].

13 mm

H

ceramic head

Fig. 1. In vivo destructed head Fig. 2. Scheme of the head’s loading

2 Experiments

A special testing jig has been made in which the heads are subjected to compressive
load (using the testing device ZWICK Z 020-TND) — Fig. 2 which cause the high
tensile circumferential stress in the head. In the course of the test, circumferential
strains are measured of the head’s external surface — the measured destruction strains
are written in the second column in the Tab. 1.

3 Calculation of the material parameters of the bioceramics

At the first the maximal first principal stress (Gmax) in the heads were calculated us-
ing FEM. The analysis of the destructed heads shows that the radius in the depth of
the cone hole is changed from 0.6 to 0.9 mm (Fig. 3). Therefore the sensitivity analy-
sis of this parameter on the material parameters of the ceramic was realized. The
isosurfaces of oy, for different value of the radius r is shown in Fig. 3 (the circum-
ferential strain in the measured place is for all four shown variants the same —
332 um/m). The location of the maximum tensile stress is the same for all variants
(radius) - in the radius region which is very small. The maximum value of the stress in
the head is rapidly increased with the decreasing of the radius value (from 371 MPa
for r =1 mm to 706 MPa for r = 0.25 mm).

Since a linear task is the matter, even the remaining values €4 can be recounted in
a linear way to Ojpmax.qest fOr different value of the radius r. Thus we obtain a set of
values of destruction stresses that have to be arranged in descending order for further
analysis. Each j-th destructed head is assigned the probability of its failure (see the
last column in the Tab. 1), e.g. from the relation Py(j) = j/(s+1), where j is the serial
number of the arranged head and s is the total number of destructed heads, in our case
s =40 [5], [14].
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v

Ghl\ﬂ\—dn‘\'l G\mm—du\\ G]mlwrdc,\l
=371 MPa =383 MPa =485 MPal =706 MPal
r=1mm r=0.5mm r=0.25 mm

r=10.75 mm

Fig. 3. Isosurfaces of the stress o, in the head for different radius r (loading is pressure
p = 100 MPa according Fig. 2)

. Edest Oimax-dest [IMP2] | Gimax-dess [MP] | Gtmax-dess [MPA] | Ctmar-dess [MP2]

J [pm/m] r=1mm r =0.75 mm r=0.5 mm r=0.25 mm P

1 186.5 208.4 215.1 272.4 396.6 0.024
2 193.7 216.4 223.4 282.9 411.9 0.049
3 194.3 217.1 224.1 283.8 4132 0.073
4 198.5 221.8 229.0 289.9 422.1 0.098
5 200.9 224.5 231.7 293.5 427.2 0.122
6 224.5 250.8 259.0 327.9 477.4 0.146
7 228.7 255.6 263.9 334.1 486.4 0.171
8 238.6 266.6 275.2 348.5 507.3 0.195
9 242.0 270.4 279.2 353.5 514.6 0.220
10 2422 270.6 279.4 353.8 515.0 0.244
11 248.0 277.2 286.2 362.4 527.5 0.268
12 253.8 283.6 292.8 370.8 539.7 0.293
13 258.7 289.1 298.4 377.9 550.1 0.317
14 269.6 301.3 311.0 393.9 573.3 0.341
15 271.9 303.9 313.7 397.2 578.2 0.366
16 273.3 305.5 315.3 399.3 581.3 0.390
17 274.2 306.4 316.3 400.6 583.1 0.415
18 275.4 307.7 317.7 402.2 585.5 0.439
19 278.4 311.1 321.2 406.7 592.0 0.463
20 281.4 314.4 324.6 411.1 598.4 0.488
21 281.7 314.8 324.9 411.5 599.0 0.512
22 288.9 322.8 333.2 422.0 614.3 0.537
23 290.4 324.5 335.0 424.2 617.5 0.561
24 295.8 330.5 341.2 432.1 628.9 0.585
25 305,0 340.8 351.8 445.5 648.5 0.610
26 307.0 343.0 354.1 448 .4 652.8 0.634
27 309.8 346.2 357.4 452.6 658.9 0.659
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28 319.6 357.2 368.7 466.9 679.7 0.683
29 322.2 360.1 371.7 470.7 685.2 0.707
30 326.4 364.7 376.5 476.8 694.1 0.732
31 326.8 365.2 377.0 477.4 694.9 0.756
32 334.0 373.2 385.3 487.9 710.2 0.780
33 335.1 374.5 386.6 489.6 712.7 0.805
34 3374 377.1 389.3 492.9 717.6 0.829
35 339.4 3793 391.6 495.9 721.8 0.854
36 349.2 390.2 402.9 510.2 742.6 0.878
37 376.0 420.1 433.7 549.2 799.5 0.902
38 402.1 449.3 463.9 587.4 855.1 0.927
39 423.7 473.4 488.7 618.9 900.9 0.951
40 449.0 501.7 517.9 655.9 954.7 0.976

Tab. 4. Measured destruction strains, computed maximal first principal stress in the head for
different radius and failure probability (arranged in descending order)

The first of Weibull parameters is stress o,, which must be lower than the mini-
mum values of Gymax.qese (lower than the value for j = 7 in the Tab. 1.). In this paper
the conservative approach is considered and 6,=0 MPa, then all tensile stresses influ-
ence the head’s destruction.

53058y - 31,079 : ¥=5.3058x - 31,248
a,=0MPa e ey @,=0MPa R2= 09532
2 /

—
m=5.3058 . m = 5.3058 *

l / 1 //'
=0 S =0 S
= sp 55 57, 59 61 o3 = sp 55 57 59 6.1 {3
s / E /
55 =2 -
/ /
3 3
" r=1mm ¥ r=0.75 mm
-4 -4
In(o-0,) In (0-5,)
: v = 53088y - 32,501 3 Y= 53058 - 34493
a,=0MPa R2= 0,953 o,=0MPa R2=0.9532
2 — 2 —
m =5.3058 . m =5.3058 3

In (In (1/(1-Py)
In (In (L/(1-P)

r=0.5mm r=0.25 mm

In(5,-5,) In (o-5,)

Fig. 4. Weibull plot of the normalize modulus of rupture data for different radius r

The second parameter (Weibull modulus m) is connected with the dispersion of
experimentally established values and it is determined as a gradient of a line interlaid
with logarithmic transformed data from Tab. 1 — see Fig. 4. The value of m = 5.3058
and this value is the same for all radius values because the dispersion of the experi-
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mental data is the same. Only the values of the stresses Gmax.qese are different. It caus-
es the different values on the horizontal axis, on the vertical axis the values are the
same for all variants in Fig. 4.

The last parameter (normalizes volume strength o,) is calculated from the follow-

ing equation:
O :m‘/ (O-i_o-u)mAVi’ O; 2O-u
! (1)

which was derived by modification of basic Weibull equation for calculation of fail-
ure probability:

M=

]
—

_i[o-i_guj AK
Py =1-e =" % :

for Py = 1-1/e = 0.63212. As values o; are used the set of the values o, (acted in the
volume A4V;) calculated by the finite elements method in the all elements in the heads,
for which it holds that o, > o,. The calculated material parameters for all radius r are
shown in the Tab. 2.

The value of the strength o, for different radius r is changed from 584 to 668
MPa.m?**3%%# (the increasing is about 14%) but the stress Gymax.dest 1 changed from
371 to 706 MPa (Fig. 3) — this is increasing 90%. The strength o, is influenced not
only on the stress o, in the head but on the volume in which it acts too. The volume of
the maximal tensile stress in the head is very small (Fig. 3) so the sensitivity of the
strength o, on the value of the radius r is significantly smaller than on the stress Gy yax.

0; 20y, @)

o, [MPa] 0 MPa

m 5.3058
o, [MPa.m*>"¥] 583.7 595.5 614.3 667.7
r [mm] 1 0.75 0.5 0.25

Tab. 2. Calculated material parameters

4 Conclusion

Material parameters of the used bioceramic material (m, o, and c,) are used by the
Weibull weakest link theory from the set of 40 destructed heads. Weibull modulus m
is not influenced by the value of the radius in the inner part of the head’s hole. Stress
o, was considered to be equal to zero — conservative approach. The last parameter -
strength o, is influenced by the radius value, but not as significantly as the value of
the maximum principal stress in the head.

Acknowledgement - The research has been supported by the project of the Czech
Science Foundation GA CR nr. 13-34632S.
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Multibody model of dynamics and optimization of
medical robot to soft tissue surgery
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Abstract. The model of dynamics of the constant point mechanism of Robin
heart 1 medical robot to soft tissue surgery that was built in the Matlab and
Simulink computer program is presented in the paper. The model describes:
kinematics, kinetics and steering function of the mechatronical device. The sys-
tem of rigid bodies that are connected in rotary joints is steering with use of the
PID controllers. Strength optimization with use of the finite element methods
and probabilistic metaheuristic algorithm of simulated annealing were per-
formed.

Keywords: medical robot, multibody dynamics, simulated annealing, PID con-
troller

1 Introduction

Medical robots are mechatronical devices used widely in surgery in most developed
countries. In Poland, several research centers participate in manufacturing a medical
robot for minimally invasive surgery. The most popular is Foundation for Cardiac
Surgery Development in Zabrze which produces Robin Heart medical robot. Robin
Hearth robot has an effector which is similar to those used in minimally invasive sur-

gery (Fig.1).

Fig.1.Teleoperator Robin Heart 1 and Robin Heart Vision during experiment electrocoagulation
of wall of the heart. The effectors are similar to minimally invasive surgery instrumentation

The works on the development of a medical robot with multibody operating tool are
carried out at The University of Rzeszow. In Wroclaw, Da Vinci (Intuitive Surgical
Inc., USA) robot is used to operate in soft tissue surgery. Da Vinci and Robin Heart
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robots have similar structure uses the constant point mechanism. The constant point
mechanism of medical robot is illustrated in figure 2

6 G

Fig.2. Constant point mechanism of surgical robot with three degrees of freedom and coor-
dinate systems in joints. S; — the distance between the first coordinate system and the constant
point, A —distance between the constant point (constant center of rotation) and the end of the
effector
Despite the ongoing work, Polish commercial robot to operate of a human body
in hospital, has not been built yet. We continue to encounter problems related to the
functionality and also problems with dynamics, mechanical vibrations and ergonomy

of structures of Polish robots.

The workspace of a medical robot with the constant point mechanism can be obtained
making the integration boundaries from configuration variables in the following de-
grees of freedom of the construction. The workspace is defined as:

21 n
2 2 A

V] =4 f do, f sin(,)d, f 2da M
0 P2 0

The configuration variables of the constant point mechanism: @4, ¢,and A are illus-
trated in figure 2.The shape of the workspace is illustrated in figure 3.

HRERSEReE VAR »uEHNE
ceREE ¢

z

Fig.3. Workspace of the surgical robot with constant point mechanism and model of the con-
stant point mechanism of Robin Heart 1 which was created in Matlab/Simulink

The equations of the inverse kinematics of third degrees of freedom robot model can
be written as:
@ = arctanZ(rx,ry),
@, = arctan2 [sin[arctanZ(rx,ry)] '+
+ cos[arctanZ(rx, ry)] "Te Ty — S1), )
A= (r, — s1) - cos~Y(arctan2 [sin[arctanZ(rx,ry)] -ry]) +
+cos[arctan2(rx,ry)] T Ty — S10),

where: 1y, 73, 7, are components of the position vector of effector relative to the first
coordinate system (Fig.2).
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The model of Robin Heart arm (Fig.3) was built with aluminum and steel elements.
In fact, the number of the components of the Robin Heart robot is more than 200. The
number of the solid elements of the robot arm model was reduced to 20 without af-
fecting functionality and kinetics of the constant point mechanism.

2 Optimization model of Robin Hearth 1 medical robot to soft
tissue surgery

An optimization of the medical robot mass is very important because of the dynamics
of the robot with the constant point mechanism. The dynamics and strength of the
construction of the constant point mechanism deteriorates when mass increasing es-
pecially this far distant from the axis of the rotation of a rotational motion which the
minimally invasive effector performs [1].

Strength optimization was performed with use of the metheuristic probabilistic itera-
tive algorithm of simulated annealing (SA).

The algorithm allows to resolve the problem of minimize an objective function of
several variables on the basis of analogy with the process of change of molecule ener-
gy during annealing of a metal. The algorithm is resistant for non-optimal solution.
Acceptance of the value x* which does not improve of the value of the objective func-

tion occurs with probability:
-lafl

p=er A3)

Af - the difference between the value of the objective function in an old and a new
point
T — temperature.

X5 X4

— L 48147 &
. % o v N
= /‘ 2

X1

Fig. 4. Steel connector of the kinematic chain of the Robin Heart 1 constant point mecha-
nism

The optimized link of the constant point mechanism of Robin Heart 1 medical robot is
illustrated in figure 4.The link is far distant from the axis of rotation of the first de-
gree of freedom of the constant point mechanism.

The decision variables (geometrical dimensions) was designated as: x1, x2, x3, x4,
x5.The objective function is defined as:
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f(x1,%2, X3, X4, X5)— min (4)

The restrictions of the decision variables and maximum Huber equivalent stress that
occurred as a result of the applied forces and adopted supports are defined as:

a<x;<h (5)

oy < fIN-m™?] (6)

where: fis factor of safety and a, b are geometrical dimensions.
Numerical finite element method (FEM), which gives good approximate solution of
strength problems, was applied to define a global value of Huber stress.

Thickness [mm]

Number of iteration

Fig.5.0ptimization diagram with marked changes of geometric dimensions during the simulat-
ed annealing optimization process

The optimal solution was obtained in 23 iterations. The optimization diagram of the
decision variables is illustrated in figure 5.

3 Kinetics model of Robin Hearth 1 with PID controller

The analytical matrix equation which describes the dynamics of movement of the
constant point mechanism of a medical robot can be written as:
where:

: 18-t 7
M—-mass matrix,

g—vector of generalized coordinates,
d)q—matrix of partial derivatives (Jacobian matrix of constraints),

A — Lagrange coefficients vector,
== (9%, ) -a+20°,-a+9",
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The dynamics model that allows to solve the equation (7) was created in Matlab pro-
gramming environment. The model was build based on optimized parametric geome-
try, which example is shown in Figure 4, with use of the CAD software.

The view of the dynamics model of the Robin Heart constant point mechanism with
selected the coordinate systems and the centers of masses of the links is illustrated in
figure 3. The model of dynamics was solved with use of the ODE45 solver (ordinary
differential equation) of the Matlab software.

= i & o 4k n, " 7P,

O =0 S

Lk a i 4-1

=fF P 58 o
o & T o

8 T
EBE P

Fig.6.The block diagram of the Robin Heart 1 control system created in the Simulink. Red
blocks -links of constant point mechanism, magenta blocks - kinematic pairs, blue blocks—
bearings, yellow blocks — sensors, actuators, controllers

The block diagram of the dynamics model was created with use of the blocks and
signal transmission lines. It is shown in Figure 6. The PID controllers of continuous
time have been added in the following degrees of freedom of the model of the con-
stant point mechanism.

HT'=

Revokds oirt

Random
Number

Imegral gain Integrator
gl g 4 Actuator

Fig.7.The block diagram of the closed loop control system of the first degree of freedom of
the teleoperator Robin Heart 1 with PID controller

The continuous transfer function of PID controller of the Robin Heart 1 first degree of
freedom was determined with use of the PID tuner in the Matlab computer program.
The continuous transmittance (8) describes the PID controller, when the model of the
constant point mechanism is in motion in the first and second degree of freedom.
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122,44

1+ 122,44-%

There is no movement in the third degree of freedom of the constant point mechanism
during the numerical simulation.

1
G1(s) =20+ 07~ +06" (8)

Hamon inputfuncton and angl change n 1 DOF of RH1

rrrrrrrrrrr

Fig.8.The system response on the input harmonic function

The figure 8 shows the characteristic of change of the angle of rotation in the time
(output signal) in the first degree of freedom during movement of the model of con-
stant point mechanism in the first and second degree of freedom. It can be seen that
the characteristics of input (reference harmonic signal) coincides with the characteris-
tics of output with use of the PID controller to control movement in the first degree
of freedom of the numerical model. It shows the correct functioning of the closed loop
control system in first joint of the constant point mechanism. The next stage of the
work will be adding models of DC motors with gearboxes to the next degrees of free-
dom.

4 Conclusions

The model of the dynamics of the constant point mechanism of Robin Heart 1 medi-
cal robot which was constructed in the Matlab and Simulink realizes input law of
motion with use of the closed loop control systems with PID controllers. The results
are similar to those obtained in work [4]. The mass of all elements of the model has
been optimized for given boundary conditions with use of the FEM and stimulated
annealing method. The optimized structure of constant point mechanism fulfills the
strength requirements so the problem of optimization of medical robot mass is
solved. The model will allow to test full dynamics of the robot for all movements of
cardiosurgeons on the basis of input trajectory which will be obtain with use of the
motion capture method during minimally invasive operation.
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Abstract. Irradiation of biological samples for biological dosimetry and
radiobiological studies should be performed in well characterized radiation
fields. The reference quantity for gamma and X-ray radiations is usually kerma
in air, deter-mined with ionization chamber. The paper presents an example of
characterization performed for X-rays using a thin-walled, reference ionization
chamber. Standard procedure was completed with determination of
Recombination Index of Radiation Quality (RIQ), determined with
recombination chamber. Irradiations were performed at special stand supporting
standard test tubes, which are commonly used in bio-logical dosimetry for
blood samples. The influence of all elements of the supporting stand was
carefully determined and taken into account in calculations of tissue kerma in
blood. The RIQ values reflect microdosimetric parameters of the radiation. The
measurements performed for unfiltered X-rays of different energies resulted in
markedly higher values of RIQ, comparing to those measured for '*’Cs or “’Co
gamma radiation fields.

Keywords: radiation quality, low-LET, dosimetry, radiobiology.

1 Introduction

The analysis of dicentric chromosomes in peripheral blood lymphocytes of the
exposed person is considered as the most sensitive and specific biological marker of
the radiation absorbed dose in the case of accidental overexposure. Since peripheral
blood lymphocytes are circulating cells, the radiation-induced damage to their
chromosomes reflects the average total-body dose, independent of specific regions of
the body that have been exposed. The observed number of the damaged chromosomes
is referred to a dose—response calibration relationship obtained from carefully
controlled in vitro studies. These curves may differ for different kind and energy of
radiations and appropriate calibration curves have to be deter-mined in well
characterized radiation fields.
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For radiobiological studies it is important to correlate the dose-response curves
with radiation quality expressed in terms of microdosimetric quantities, which
describes the track structure of ionizing particles, i.e. distribution of ionization density
along the tracks.

In this paper, the Recombination Index of Radiation Quality (RIQ) was used as a
measurable quantity, which values are well correlated with average local ionisation
density; therefore they reflect microdosimetric properties of radiation and radiation
quality factor [1-4]. The values of RIQ were measured for X-ray voltages from 50 kV
to 115 kV. All the measurements were performed using a specially constructed simple
stand for blood samples irradiation, mounted at X-ray machine. Influence of all the
elements of the stand on the air kerma value has been determined in order to make it
possible to monitor air kerma values on-line, during the blood samples irradiations.

RIQ is measured by so called recombination chamber, which is a high-pressure
tissue-equivalent ionisation chamber operating not only at saturation but also at lower
supplying voltages, under conditions of initial recombination of ions. The last
condition is essential, because the initial recombination occurs in single tracks of
ionising particles and depends on local density of ions, while does not depend on the
dose rate. Most often, RIQ is determined in mixed radiation fields, for purposes of
radiation protection. It was also used for characterization of radiation field for
irradiation of biological samples at nuclear reactor [5].

Different microdosimetric properties of low- and high-energy photons are not
taken into account in radiation protection system, however they can be of interest for
radiobiological studies. In our earlier paper [3], the RIQ values were determined for
filtered X-ray beams, with X-ray machine working in radiographic mode (several
short expositions were used in each series of measurements). In this paper, we used
unfiltered beams and fluoroscopy mode of the irradiation. As mentioned above, RIQ
depends on local density of ions, which means here the density of ions averaged over
a short segment of an ionising particle track, of about 70 nm, or restricted LET with
cut-off 500 eV [6]. Therefore, the obtained results might serve as indicators of
microdosimetric radiation quality when X-rays of different spectra are compared.

2 Ionization Chambers

The KR-16 chamber was used for determination of kerma in air. It is a planar,
tissue-equivalent ionization chamber, with the gas cavity under a thin absorber and
backed by a thick layer of tissue-equivalent plastic having similar backscattering
characteristics as soft tissue. Almost all the details of the chamber are made of tissue-
equivalent material. A thin foil stretched on a solid isolating ring serves as the
polarizing electrode. The collecting electrode and the guard ring of the chamber form
a common flat surface ensuring the uniform electrical field strength and well defined
active volume of the chamber. An additional guarding foil (electrically connected to
the guard ring) was mounted at the opposite side of the isolating ring. In effect, the
polarizing electrode was placed in the middle between two surfaces being at the same
electrical potential. Both, the polarizing electrode and the guarding foil are made of
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1.6 mg/cm2 thick Mylar covered with 0.1 mg/cm2 of aluminum. A specific property of
the KR-16 chamber design is that the voltage insulators are ,,invisible” from any point
of the active volume. Such configuration ensures very good time stability of the
electrical field strength in the active volume.

Measurements of RIQ were performed with recombination chamber of F1 type [7].
It is a 3.8 cm’ high-pressure, in-phantom disc shaped chamber with three parallel
plate tissue-equivalent electrodes, 34 mm in diameter (total diameter of the chamber
is 62 mm). The distance between electrodes is equal to 1.75 mm. The chamber was
filled with ethane up to about 600 kPa. The chambers were calibrated with *'Cs
reference radiation source in the Institute for Nuclear Problems, Swierk (Poland) and
with reference filtered X-ray beams of different energies, in Central Laboratory for
Radiological Protection in Warsaw.

3 Material and methods

The dependence of RIQ on X-ray machine voltage has been investigated by
irradiations performed in the Institute of Metrology and Biomedical Engineering of
Warsaw University of Technology. All the measurements were performed using a
Shimadzu FLEXAVISION HB X-ray machine in fluoroscopic mode of the machine,
in order to avoid possible volume recombination during shorter pulses of higher dose
rate associated with radiographic mode. Eight beams in the range from 50 kV to 115
kV were used (see Table 2).

A special stand (Fig.1B) was constructed for irradiation of standard test-tubes
commonly used for biological dosimetry. All the elements of the stand were made
with aluminum in order to minimize radiation scattering. Measurements were
performed first without the stand, and then consecutively with all elements of the
stand, in order to determine their influence on the kerma values.

Fig. 1. A - Stand for irradiation of blood samples at X-ray machine, (1 — aluminum bar
supporting the ionization chamber, 2 - aluminum bar for test tubes, 3 — elevated support for test
tubes, 4 - bracket, 5 — pad); B - Stand with test-tubes and KR-16 chamber;

RIQ was determined using the standard procedure [4]. First, the saturation current
Is was determined from the measurements of ionization current at high voltages, close
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to the maximum voltage allowed for the chamber. Then the ionization current was
measured at a specially chosen voltage, denoted as Ug (sometimes it is called
“recombination voltage”). Ug had to be determined earlier for each chamber during
the calibration in reference field of '*’Cs gamma radiation source.

The calibration involves determination of the whole saturation curve. Most often,
Uk is chosen as a voltage, which ensures 96% of saturation (i.e. 4% of recombination)
for the reference radiation. If the voltages Uy is chosen like described above, the RIQ
is denoted as Qg4 and defined as:

_ (A-f(UR))
Qs = 0.04 1)

where f(Ug) is the ion collection efficiency (the ratio of the ionisation current at
voltage Uy to the saturation current) measured in the investigated radiation field.

4 Influence Of The Elements Of The Stand

The stand for test tubes consists of two aluminium bars and an elevated support for
test tubes (Fig. 1A) made with propylene. Mounting brackets are outside of radiation
beams, so they are made with titanium covered steel. For proper and precise
measurements with the presented stand it was necessary to determine the possible
influence of each element of the stand on the chamber reading, and to take into
account the distance between samples and the KR-16 chamber.

Tab. 1. Influence of elements of the stand on the readings of ionization chamber. All the values
are expressed in uGy per 100 ms irradiation pulse. U is voltage of X-ray machine, Ka — kerma
in air in the position of test tubes, without the stand. Other values show the influence of
different factors on the reading of the chamber, when it is placed in monitoring position, i.e. on
the aluminum bar behind the tubes.

U K, Scattering Scattering by | Attenuati | Correction for | Scattering
&V) by the metal | the metal bar | on by the the distance by the
bar for the for the tubes support | from the X-ray table
chamber tube
40 | 34.83 0.3 0.2 -2.989 -5.21 3.81
42 | 4241 0.3 0.2 -3.599 -5.82 4.81
44 | 51.25 0.4 0.2 -4.059 -7.65 5.19
46 60.13 0.3 0.3 -4.691 -8.80 6.03
48 69.02 0.2 0.2 -5.188 -10.01 6.72
50 | 78.83 0.2 0.3 -5.894 -11.10 7.10
52 88.18 0.3 0.3 -6.572 -12.48 8.30

X-ray machine table and the aluminium bars are the sources of scattered radiation
which increases total charge measured by the chamber, while the propylene support
attenuates the beam, so it causes a decrease of the reading. The distance between the
ionization chamber centre and the X-ray machine table is 100 mm and the distance
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between the chamber and the test tubes equals to 70 mm. The measurements were
performed at vertical position of the table, which was covered with a lead apron in
order to limit the scattering.

Comparing chamber readings collected in different configurations with and
without the elements of the stand, allows necessary corrections. Results are displayed
in Table 1. Influence of the attenuation by the test tubes practically does not depend
on the beam energy and constitutes about 4% of the measured kerma for the tube
filled with water and 5% for the tube with paraftin.

5 Results of RIQ measurements

Measured values of Qg are displayed in Table 2. The results give a clear indication
of rise in values of Q, for X-rays, comparing with gamma radiation of '*’Cs, by a
factor of about 1.5. The dependence on X-ray machine voltage is statistically
insignificant.

Tab. 2. Values of Recombination Index of Radiation Quality Q4, measured for Shimadzu
FLEXAVISION HB X-ray machine in fluoroscopic mode.

X-ray voltage RIQ
50 kV 1,55+0,15
60 kV 1,57+0,15
70 kV 1,55+0,15
80 kV 1,52+0,15
90 kV 1,50+0,15
100 kV 1,49+0,15
110 kV 1,49+0,15
115kV 1,49+0,15

6 Discussion and conclusions

Differences in biological response to different low-LET radiations is in our opinion
very important for better understanding the radiation effects in tissue at microscopic
levels and then for better estimation of low-dose effects. Dosimetry for such studies
has to be performed very carefully, as the use of routine methods may lead to
considerable inaccuracy. Measurements performed in this work show that commonly
used, and practically always neglected in dosimetric considerations, light supports
may cause up to 1.5% increase of the dose absorbed in blood. Attenuation of the beam
by the test tubes themselves and by the light support, used in our stand, may decrease
the signal of monitoring chamber by more than 10%.

Measurements of RIQ for low-LET radiation provided new experimental data on
local ion density in small volumes of tissue, of about 70 nm in diameter. They
confirmed qualitatively earlier results [8] obtained for strongly filtered X-ray beams,
however the absolute values obtained now are lower by about 12% from the previous
ones. The measurements for both studies were performed with the same chamber but
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filled with different gases - methane at pressure of 1.1 MPa in the earlier paper and
ethane at the pressure of 600 kPa now. Comparison of measurements performed with
these two gas fillings shows, that RIQ’s measured with the chamber containing ethane
were always lower by about 7%. With such correction, both series of the
measurements are in agreement, within the declared uncertainty.

The mean value of local ion density changes its value from unity to for reference
gamma radiation of "*’Cs to more than 1.5 for broad range of X-rays spectra used in
diagnostic radiology. The results are in qualitative agreement with other
microdosimetric measurements and can contribute to the discussion about different
biological effectiveness of low and high-energy photons. From practical point of
view, this fact can be important e.g. for assessment of radiological risk, associated
with mammography screening.
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Abstract. The purpose of this study is to develop scalable and modular device
dedicated for medical researchers. Experimental medicine often require sophis-
ticated and highly specialized measurement systems. Such devices are devel-
oped for specific applications and are difficult to adjust or modify. This causes
a problem and generates costs for the research project which require unique di-
agnostic equipment for i.e. clinical trials. The study aims to provide a solution
to those issues by developing low-cost, modular device based on specialized ex-
tension measurement cards.

Keywords: Biomedical Engineering:Electronics-Biomedical Research

1 Introduction

Nowadays biomedical researchers and clinical trials MDs require sophisticated and
specialized diagnostic equipment. Such devices are not always available, reasons vary
from high cost to peculiar demands regarding measurement properties.

Designing dedicated devices for such research is usually difficult due to specific re-
quirements that diagnostic device have to fulfill. Additionally such approach is not
always cost-effective, especially if it is not possible to completely specify scope and
methodology of the measurements.

In this study, another approach has been presented. The main focus has been put on
developing a scalable, modular and flexible platform allowing to conduct wide range
of medical measurement with minimum modification and costs. Such result can be
accomplished by implemented extension card — carrier scheme used in many electron-
ic standards used by different branches of industry.

This allows to adjust measurement performance or even change measured patient’s
parameters without the need to modify or redesign the device itself. The only required
system adjustment is replacing extension card, which can be tailored to application
specific demands.
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Although device is designed to be easily adjustable to fit needs of medical research-
ers, carrier with specified set of extension cards can be also used as a standard diag-
nostic or monitoring equipment in hospitals and clinics. To allow such operation de-
vice has been supplied with touch screen interface which allows it to be easily operat-
ed by medical personnel. Collected data can be store in the local memory or send via
Ethernet connection.

In some experiments [2], medical data has to be processed and interpreted by software
algorithms, the device is not designed to directly handle sophisticated digital signal
processing. It rather relays on Ethernet connection combined with cloud and cluster
computing. Considering Moore’s law and rate in which modern devices are becoming
obsolete such a computation backbone is fundamental to insure up to date perfor-
mance. Implementing data processing on external, more powerful machines running
on higher abstraction layer reduces time needed for software development.

2 System Architecture

Fig. 1 presents block diagram of the system architecture. Main components are:

e Carrier board,
e LCD touch screen,
e Measurement cards.

Carrier Board (CB) has been designed to minimize amount of necessary electronics
circuitry on the extension cards. The system runs on Linux OS hosted by ARM Cor-
tex A8 CPU with Ethernet connectivity and build-in 3D graphics controller. Linux
was selected due to high reliability and relatively easy way of creating low level de-
vice drivers. For Patient protection purposes, all Measurement Card slots has been
featured with power and digital signals isolation.

(" ™
~ . .| DDR3
0 t—
LCD o , RAM

Touch o Linux OS

Screen z ARM Cortex A8
2 ETH Ethernet Network/
@ PHY Computing Cluster

Diagnostic and Digital I/O
management Interfaces Fowar supply
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[Clock generation] | [Synchronized ADC Channels |

I External Measurement Cards Slots |
N P

[Set of Extension Measurment Cards)

Fig. 1. Block schematic of the system architecture
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Safe side of the carrier has been fitted with high precision and resolution ADCs. Used
converters have built-in, programed amplifiers and time-synchronized inputs, so mul-
ti-card measurements are possible with exact known sample correlations. This solu-
tions allows to reduce some of the measurement cards to analogue front-end. If need-
ed, additional digital circuitry can be placed on the measurement cards, power budget
for each slot is around 1W.

Digital signal interfaces include most popular serial data links including:

e Universal Asynchronous Receiver and Transmitter (UART),
o Serial Peripheral Interface (SPI),
e Inter-Integrated Circuit (12C).

Measurement Extension Cards (MECs) are designed as interchangeable devices, al-
lowing to extend or modify functionality of the measurement system. Modularity
allows to experiment with i.e. acquisition methods, sensors, front ends, used electron-
ic chips or even measured patient parameters to achieve optimal results with relative
low cost of development. Price of a MEC will vary depending on used electronics,
nonetheless production of two layer PCB costs fraction of a multilayer design.

3 Detection of Cardiac Insufficiency

The system is being developed to continue autonomous detection of cardiac insuf-
ficiency studies [1]. Data from EKG, accelerometer and infrasound microphone are
being collected in order to create classification model which can detect cardiac insuf-
ficiency.

Apparatus used previously has proven troublesome due to the nature of the exper-
iment. During the studies a problem arouse in regard of sensors selection and syn-
chronization between them. Latter problem was resolved by implementing software
algorithms, but it is expected that synchronous data will be beneficial and will reduce
processing time.

Sensor selection in monolithic architectures is a serious issue. Different output sig-
nal levels, bandwidths and required front ends makes it almost impossible to change
sensor after electronics is developed.

In the case of the detection of cardiac insufficiency study, artificial testes were not
sufficient to verify if accelerometer and microphone fit the requirements. The reason
is that information is calculated from all the input signals with use of non-linear mod-
eling. It is not possible to directly tie the result to a specific parameter of the sensor
such as frequency response or bandwidth. Use of the new, modular system solves
most of the problems. Moreover, it gives opportunity to experiment with different
kinds of analogue front-ends and sensors. To extend the measurements impedance
cardiography will be also introduced as an MEC in course of the study.

Data processing on the old generation of the system was conducted on a host PC
computer. Apparatus used small microcontroller with limited calculation possibilities
and was used to gather and transfer measurement data. Signal processing rate was
strongly dependable on used machine because of selected technologies, such as Lab-
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View and Bluetooth. New system can process measurements thanks to used modern
microprocessor with high level operation system. Speed of calculation conducted
directly on the device will not exceed what was possible on the previous device, but
Bluetooth bottleneck is no longer a problem. When Ethernet connection is available
system can also benefit from external server services, cloud computing, calculation
clusters and other modern internet technologies.

4 Development directions

Subject of the presented study is still in experimental stage. A prototype has been
developed with build-in EKG MEC to verify the conception and test selected inte-
grated circuits. Next stage is to prepare modular platform and several test MECs and
use it as diagnostic equipment in detection of cardiac insufficiency study.

Usage of FPGA devices is being considered, to handle data and analogue front-
ends without overloading system’s microprocessor. This solution would allow to ag-
gregate and time stamp data that are not handled by the synchronized ADCs. FPGA
could also increase flexibility of the device, thanks to easily implemented low level
logic. Linux driver development would be easier, because it would be limited to
read/write operation to common memory space. Large FPGA could be even used as a
calculation co-processor for the main processor. Such implementation would signifi-
cantly increase calculation capabilities of the device and made it more powerful when
not connected to the Ethernet network.

Another step in the development will be certification and preparing the device to
be used in medical studies. Main work that needs to be done to adjust the system to
specific diagnostic purposes, is development of MECs and Linux drivers to handle
them. If needed, a backbone server applications for data storage and processing will
be developed.

5 Conclusions

The paper presents implementation of modular system for measurements in medi-
cal diagnostic research. Presented solutions allows the device to be adjusted to meet
specific requirements.

Current version of the system is being prepared to continue the study of detection
for cardiac insufficiency. ECG, infrasound and accelerometer Measurement Extension
Cards are being prepared to assess usability of several sensors in the study, and con-
duct first measurements.
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Abstract. Problems related to designing of orthotic robots (systems for
verticalization and aiding motion) are presented. A ‘Veni-Prometheus’ System
for Verticalization and Aiding Motion has been designed and built at the Divi-
sion of Design of Precision Devices, Faculty of Mechatronics, Warsaw Univer-
sity of Technology. At present, the system can realize five motion functions.
Further works aimed at designing and constructing a turning module for the or-
thotic robot have been carried out. Two concepts of such module are proposed.

Keywords: orthotic robot - exoskeleton - turning module kinematics

1 Introduction

1.1  The ‘Veni-Prometheus’ System for Verticalization and Aiding Motion

A ‘Veni-Prometheus’ System for Verticalization and Aiding Motion has been de-
signed and built at the Division of Design of Precision Devices, Faculty of Mecha-
tronics, Warsaw University of Technology (Fig. 1) [1,8,9]. This orthotic robot is de-
signed for the handicapped suffering from paresis or paralysis of the lower limbs. The
device clasps the lower limbs of the user, allowing the following motions to be per-
formed within the sagittal plane: straightening and flexion of the hip and knee joints
as well as dorsal and plantar flexion of the ankle joints. Hip and knee articulations are
driven, whereas articulations of the ankle joints are passive. Actuators 3 are electric
DC motors coupled with reducers driving the articulations through flexible connector
transmissions (Fig.1). The supply system — a battery of lithium accumulators, and the
control system are placed within the backpack I of the device. The backpack and the
links of the device are connected by means of the hip belt 2. The orthotic robot is
fastened to the user by means of Velcro fasteners and shoulder-straps of the backpack.
At present, the system can realize five functions: walking, sitting down, raising, as-
cending and descending stairs. Further works are carried out in order to enhance ca-
pabilities of the device. One of the functions that are to be introduced in the orthotic
robot is a capability of realizing a turn. Respective development of the system will
probably require not only introducing new control scenarios, but expanding the robot
kinematics as well. Besides, it is foreseen that the control unit of the system will real-
ize other tasks, like determining tilt angles by means of a MEMS accelerometer, as
suggested in [11], according to a special algorithm, e.g. proposed in [12].
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Fig. 1. General view of the ‘Veni-Prometheus’ System for Verticalization and Aiding Motion

1.2 Turning methods in contemporary orthotic robots and exoskeletons

Among the many orthotic robots and exoskeletons that have been developed so far,
only a few are capable of turning, which could be used by an impaired person. In the
case of majority of the designs, the number of drives is limited to the corresponding
basic motions within the sagittal plane, and the other possible degrees of freedom are
not available or the respective articulations are passive. Such designs include, among
other devices, ReWalk [5], Ekso [14], Indego [7] or HAL [7]. Realization of turning
is possible, however usually a slip of the foot takes place then, and sometimes the
motion must be assisted by a therapist. There exist also designs equipped with addi-
tional drives making it possible to realize a higher number of movements; these are:
XOS2 [6], BLEEX [17], Mindwalker [16] or REX [10]. This group includes a larger
number of military exoskeletons. The devices often offer a possibility of adducting
and abducting the hip links, as well as a possibility of a hip rotation, yet rather sel-
dom.

Devices designed for the sick usually belong to the first group. As equipped in a low-
er number of drives, they rarely provide a possibility of realizing a turn without slip-
ping. The most frequent common features of such designs are: electric drive, links
located at the outer side of the legs, articulations with one degree of freedom and a
necessity of using crutches or a walker in order to provide a support. The turning is
often not indicated as a function of a device. Presumably, it is considered an inherent
part of walking; however this issue probably has not been developed to a satisfactory
extent yet.
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Fig. 2. Illustration of selected exoskeletons and orthotic robots: a) ReWalk; b) REX; c) Indego
2 Conception of the turning module kinematics

2.1 Direct control of the lower limbs

The first of the conceived conceptions (Fig. 3) of kinematics of the turning module for
the orthotic robot provides a possibility of realizing both the movement of hip rotation
as well as extension and flexion of the hip joint, keeping a small volume. Motion of
the lower limb in a transverse plane within a range of few tens of degrees arc would
make it possible to perform a turn. Owing to application of a curved guide, the center
of the human joint is located at the same spot as the rotation center of the respective
device member, and thus there will occur no translations between the system for aid-
ing motion and the human body. Concentration of the drives near the hip belt instead
of the leg will not result in an increase of mass and mass moments of inertia of the
lower limb, what is important while performing the most frequent movements while
walking. Besides, for such configuration, the rotation movement at a bent leg (as in
the case of sitting) would result in abduction of the limb — such motion is of an ana-
tomical character and could make it easier to put the orthotic robot on and off.

Fig. 3. Three-dimensional model of the device: a) general view (only a part of the hip belt is
shown); b) top-down view (extreme positions of hip rotation are shown)
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A toothed gear and a mechanical subunit of the hip articulation constitute an integral
part. Its frame is the hip belt of the orthotic robot. An electric drive of a bevel gear
generates a movement causing hip flexion and extension of the lower limb. The se-
cond electric drive with a spur gear realize a movement of hip rotation. A toothed
mechanism with rollers provides guidance and makes it possible to transmit the drive
at a high efficiency.

2.2 Indirect control of the lower limbs

The second conception can be considered a novel one. A proposal of the kinematics
has nothing to do with a common schematic of active articulations equipped with
drives — linear or rotary actuators. In the considered case the articulations that are not
used during a standard gait cycle (as currently realized by the Veni-Prometheus robot)
contain passive articulations equipped only with brakes. It is possible to perform a
resultant movement, which depends on trunk movements. The system for aiding mo-
tion has been equipped in a positioner with driven degrees of freedom, placed at the
back, which controls position of the mass (its role may be played by e.g. the accumu-
lators). Movements of the positioner affect position of the user trunk as well as posi-
tion of the leg, which at a given moment does not rest on the ground. Such method of
indirect control can be compared to a change of position of the support point of a
pendulum. Human movements are strictly connected with the concept of balancing,
therefore such solution could result in movements resembling the natural ones.

Fig. 4 presents a kinematic diagram of the orthotic robot including the lower limbs,
equipped with driven articulations for realization of hip and knee extension and flex-
ion, free articulations for realization of hip adducting and abducting, hip rotation,
dorsal and plantar flexion of the ankle articulations, as well as their inversion and
eversion. Additionally, the design is equipped with a driven positioner placed at the
back, over the rear part of the hip belt.

Positioned Mass

X Axis of the Positioner

1——,7
‘ Hip Belt i ._{ Y Axis of the Positioner ‘
Hip Abduction and Adduction Jomt ‘
‘ Thigh Link }_.
< | Hip Flexion and Extension Joint
‘ Shank Link }—. ._\— Hip Rotation Joint
‘—\— Knee Flexion and Extension Joint
‘ Foot Platform ’ . — Ankle Dorsi and Plantar Flexion Joint
I Ankle Inversion and Eversion Joint
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Fig. 4. Kinematic diagram of the orthotic robot employing indirect method of control of the
lower limbs by means of a positioner

At such concept, an important issue would be controlling a limb with many degrees of
freedom by means of a positioner having only two degrees of freedom — such system
might not be deterministic, or it might be chaotic.

3 Discussion

The presented existing exoskeletons and orthotic robots, which offer a capability of
realizing a turning motion usually make use of articulations without a drive or special
methods of turning that require an assistance of other persons (e.g. a therapist). Some-
times, a turning motion is accompanied by a slip of the foot platform over the ground
surface. Such solutions significantly complicate performance of a turn for individuals
devoid of a full use of the lower limbs. The existing solutions equipped with driven
turning articulations of the lower limb are usually military designs, which rather poor-
ly fit for an application under civil conditions, and even less in the case of the handi-
capped.

Two presented concepts of the kinematics are connected with new solutions of the hip
belt. The first provides a possibility of realizing within a small space two kinds of
motion: extension and flexion as well as hip rotations, whereas the rotation centers of
the robot articulation and the human joint overlap. Application of passive articulations
is characteristic for the second concept. Movement in the articulations is forced indi-
rectly, by balancing the trunk of the user caused by a movement of the positioned
mass. It seems that it is worthwhile developing these solutions.

4 Conclusions

One has presented two concepts of developing kinematics of the “Veni-Prometheus’
System for Verticalization and Aiding Motion aimed at realization of a turn. The solu-
tions are to ensure a capability of realizing a turning motion keeping the number of
additional drives as low as possible, in order to reduce the mass of the structure, the
energy consumption or damageability. At the same time, the drives must fulfill their
task in a way that is safe for the user. Further modeling and simulation study as well
as experimental works are foreseen in order to validate the analyzed solutions. Exper-
imental works will be realized using dedicated test rigs, presented e.g. in [9], [13],
[2,3,4] or [15].
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Abstract. An acoustic source based on a piezoelectric transducer and common-
ly available parts was designed to measure auditory evoked MEG. Its magnetic
and acoustic properties were tested and MEG measurements were made. The
obtained datasets were analyzed and the auditory event related fields were cal-
culated using free software package FieldTrip (www.fieldtriptoolbox.org).

The setup successfully delivers sounds at frequencies of interest from 1 kHz to
8 kHz and it is suitable for auditory evoked MEG measurements as data record-
ed with the MEG showed the auditory M100 response.

Keywords: auditory evoked magnetoencephalography - MEG - auditory event
related fields

1 Introduction

Electrophysiological phenomena in the human body lead to the occurrence of magnet-
ic fields. Among others magnetic fields associated with currents arising from electri-
cal activity of the brain (magnetoencephalography) are analysed. Evoked magnetoen-
cephalography is of special interest [1].

Due to the identical source of magnetoencephalographic and electroencephalo-
graphic (MEG/EEG) signals, which is the activity of the cerebral cortex neurons,
MEG/EEG signals contain fairly similar information and their diagnostic value is
comparable. Nevertheless, non-contact measurements of biomagnetic field with MEG
avoid difficulties associated with the use of electrodes, such as poor electrode contact
with the skin, the presence of insulating layers and varied conductivity of the body
tissues. These factors reduce the accuracy of EEG measurements [2].

Measurement of magnetic flux density of magnetic fields generated by living or-
ganisms is a challenge due to its extremely low value (107%-10"° T). Furthermore,
magnetic fields caused by technical electromagnetic sources and the Earth's magnetic
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field (5x107 T), can significantly influence the measured results [3]. Therefore mag-
netic shielding (e.g. magnetically shielded room) is necessary for MEG-systems.

Sources for auditory evoked magnetoencephalography have to deliver the sound
directly to human’s ear and thus have to be placed partly in a magnetically shielded
room (MSR). This requires the use of non-magnetic materials for systems delivering
stimulus signal to the subject. Commercially available field-free parts are often ex-
pensive and some common materials thought to be non-magnetic need to be tested for
small remnant fields.

2 Development of auditory source for MEG

A cost-efficient prototype setup based on a piezoelectric transducer (KEMO LO010,
https://www.luedeke-elektronic.de) and commonly available parts is shown in Fig. 1.
Proposed system consists of: piezoelectric transducer (a), funnel (b), polythene tube
(c), silicon tube (d) and ear insert (e). Piezoelectric transducer is placed in a funnel,
which is connected to a 5 m — long polythene tube. The length of a tube is defined by
the magnetically shielded room’s dimensions as the sound has to be delivered directly
to human’s ear and piezoelectric transducer has to be placed outside MSR to avoid a
disturbance of the MEG signal from the currents flowing in the transducer. Ear insert
is connected with a polythene tube via silicon tube of smaller diameter.

Fig. 1. Designéd acoustic source to provide the stimulation for au({ifory evoked MEG meas-
urements: a) piezoelectric transducer (KEMO L010), b) funnel, ¢) polythene tube, d) silicon
tube, e) ear insert

2.1 Properties

The magnetic and acoustic properties of the acoustic source were tested. The ear in-
sert was placed in the MEG room and the transducer was driven by an electric signal.
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No additional signals due to the acoustic source could be detected in the MEG. It can
be concluded that the acoustic source will not interfere with MEG recordings of brain
magnetic fields.

Sound pressure level (SPL) values for frequencies of interest were measured using
Briiel & Kjaer (http://www.bksv.com) type 4157 occluded ear simulator as presented
in Fig. 2. For all the frequencies (1 kHz, 2 kHz, 5 kHz and 8 kHz) explicit peaks ap-
peared with SPL values from 64 to 79 dB, audible for measured subjects. Harmonics
of the frequencies were observed in the acoustic spectra only for the 5 kHz tone. This
indicates, that the transducer does not produce strong harmonics at the applied voltag-
es.
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Fig. 2. Sound pressure level of auditory source driven with: a) 1 V at 1 kHz, b) 1 V at 2 kHz,
c¢)1,2Vat5SkHzandd) 1,4V at 8 kHz
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3 Results

Auditory evoked MEG measurements were made using the new auditory source. All
measurements were made in a magnetically shieclded room at PTB Berlin, with a 128-
channel gradiometer Yokogawa MEG-system. The stimuli were 500 ms-sine-tones at
frequencies of: 1 kHz, 2 kHz, 5 kHz and 8 kHz, presented in random order using
MATLAB software (http://www.mathworks.com/matlab). The time interval between
sounds was random and had a duration of 2-3 seconds. Tone of each frequency was
repeated 60-70 times.

Obtained dataset was analyzed and the auditory event related fields were calculated
using free software: FieldTrip [4]. The event related fields were calculated by averag-
ing the trials for each frequency separately using the specific trigger signals associat-
ed with each tone by the stimulation sequence and recorded simultaneously to the
MEG. The results are presented in Fig. 3 — Fig. 6. Brain responses for 1 kHz and
2 kHz-stimuli can be seen 100 ms after stimulus onset (M100 auditory response), but
for higher frequencies responses appear 20 ms later.

x 10 x 10 x 10
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0 0 0
2 -2 2

13 13 13

x 10 x 10 ¥ 10
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Fig. 3. Auditory evoked fields for 1 kHz stimuli
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Fig. 6. Auditory evoked fields for 8 kHz stimuli

Conclusions

The developed acoustic source successfully delivers sounds at frequencies from 1 kHz
to 8 kHz. It meets the requirements needed for auditory evoked MEG measurements
as data recorded with the MEG showed the auditory M 100 response.
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Abstract. Long-term studies on the possibilities of aiding breast cancer
diagnostics with the use of artificial neural networks supported by promising
results led the authors of this paper to take up another challenge, the aim of
which was localization and classification of microcalcifications. The evaluation
of mammographic images by a specialist is not easy, and often ambiguous.
Microcalcifications possess ‘encoded’ significant diagnostic value while having
a small size and low contrast. A large number of papers indicates that
information included in mammogram can be the basis for extracting the
features of microcalcifications and their satisfactory classification with the use
of artificial neural networks [9, 10, 12, 13, 14, 15, 16, 19, 20]. Detection of
microcalcifications is usually realized in two stages, i.e. by the analysis of
mammographic image what results in defining microcalcifications
concentration and then by trying to evaluate the degree of their malignance. The
paper presents the results of research undertaken in order to evaluate
mammograms in terms of detecting places of occurrence and evaluate the
degree of their malignance. The evaluation took place on the basis of the
analysis of mammographic image with the use of two types of neural networks:
feed forward multi-layer MLBP networks and Fahlman networks.

Keywords: microcalcifications, extraction method, segmentation method,
binarization method, Fahlman neural network, MLBP neural network

1. Introduction

Studies conducted up to now in the field of supporting breast cancer diagnostics
concerned two most significant issues, i.e. detection support and the degree of tumor’s
malignance, and the classification of microcalcifications with the use of artificial
neural networks.

In such studies the most important task to solve was preparing processing methods
enabling for obtaining proper feature vectors from mammographic images,
constituting coded information describing given medical cases. Principal proceeding
methods were taken into consideration, such as image segmentation and
binarization [16] and extraction of features from the so-called region of interest [17].
The first step of the examination was implementing image segmentation method, then
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image binarization and global analysis (line summing algorithm) [22] and finally
region analysis (ROI) based on paper [17].

In [22] the described methods, as well as the results of the studies were presented in
natural order of their occurrence. At the same time, another modifications of the
proceeding methods led to the improvement of the results and achieving better results.
Neural networks were decision elements in diagnostic software. For their evaluation
we applied the methods of generalization, i.e. cross validation.

Acknowledging numerous studies [1, 2, 3, 4, 6, 7, 8, 16, 17, 21, 23], methods and
obtained results [13, 22], another studies were undertaken aiming at trying to evaluate
mammograms in terms of microcalcification localization and the degree of their
malignance. The evaluation was performed on the basis of mammographic image
analysis with the use of two types of neural networks: MLBP and Fahlman networks
[5, 11, 18].

2.  The algorithm of identification of microcalcification
localization.

Difficulties with unambiguous evaluation of microcalcifications provoked dividing
works into 2 stages:

— stage [ — identifying the localization,

— stage II — evaluation of the degree of microcalcification malignance.
The algorithm of detection and classification of microcalcifications was divided into
the following steps:
Loading a digital form of mammogram.
Putting segments of a given size on mammographic image.
Determining features for the image segments.
Automatic selection of segments containing microcalcifications.
Determining additional features for segments selected in step 4.
Automatic classification consisting in the evaluation of the degree of
microcalcification’s malignance.
Each mammogram was divided into square fields, the size of which depended on the
size of the analyzed image and analyzed objects and was accepted by a person
conducting the examination. Two sizes of networks were adopted: 32x32 (fig. 1) and
64x64 pixels. Examination was carried out for a greater number of segments, but we
intentionally ignored their interpretation due to small differences in their results.
Having known the description of each mammogram it was possible to specify the
condition of a particular segment (field). We took up a description in such a way that
if a certain field included microcalcification (fig. 1a) [10], the condition of such field
was regarded as positive and the value equal to 1 was adopted to describe the features
of the vector. When no microcalcifications were found, the condition of the segment
received the value equal 0 (fig. 2).

AR
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Fig. 1. The field of mammogram of 512x512 pixels size containing microcalcifications
a) original image b) image with a chart of fields
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Fig. 2. Segments with the state of activation 0 — negative, 1 — positive

The experience from research on parameterization and evaluation of mammographic
images allowed to make use of the previously developed parameters, expanded by
new features, for the purposes of identification and evaluation of microcalcifications.
For each marked field, the value of the following parameters were calculated (defined
in previous research): V — variance, CV — variance coefficient, LFP — longitudinal
Fourier power spectrum, AFP — angular Fourier power spectrum [17] and parameters
[21, 23] originally proposed for microcalcification detection:

MG — matrix of the image gradient — describing the difference in the degree of
grey of the pairs of pixels adjoining the examinedpixel or located in a distance d

from them
Gi,j = \/((xi+d,j ~Xia, )2 + (xi,j+d ~Xijd )2) )

SG — sum of the image gradients — describing the sum of the differences of the
degrees of grey for the pairs of pixels distant for a maximum distance d
SG = Z G,

" 2
MKG - angular matrix of image gradient — describing the differences of the
degrees of grey of the pairs of pixels adjoining the examined pixel or distant from
it by a distance d, located on the sections at the angle of: a: 0-180°, 45-225°, 90-
270°, 135-315°.

Gija = Z \/ ((xi+d,j - xi—d,j)z + (xi,j+d ~Xijd )2)
a

(€)
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e GM — average gradient
1
GM = m Z G )
ij

e MAX — maximal value of the degree of grey in the segment
e MIN — minimal value of the degree of grey in the segment

Fig. 3. The pattern of determining the features of mammographic image.

Parameterization of mammographic images carried out this way, together with linking
them to medical diagnosis will constitute input sets to the neural networks. During the
examination, the evaluation of the size of the feature vector was carried out, as well as
its influence on the results obtained with the use of artificial neural networks.

The following sets of features were applied for teaching neural networks [22]:

e V,CV,MAX, MIN

e V., CV,LFP, AFP, MAX, MIN

e V,CV,LFP, AFP, MG, SG, MAX, MIN

e V,CV,LFP, AFP, MG, SG, MKG, GM, MAX, MIN

The best results were achieved for 10-elements vector. The accuracy of localization of
microcalcifications was higher for 13% from the weakest result obtained from 4-
elements vector of the parameters.

3.  The results of identifying the localization of
microcalcifications.

The obtained results of the accurate identification of about 92% of microcalcifications
and about 90% segments with no microcalcifications, may be considered as very
promising. About 5000 segments of different structure were analyzed.

The tools implemented for finding the localization of microcalcifications were
Fahlman neural networks [5] and MLBP neural networks [11]. Better results were
given by Fahlman neural networks method. It was probably caused by the fact that
Fahlman neural network creates architecture individually, what means that during
constant updating of the weight, the algorithm automatically analyzes the abilities of
generalization of networks and decides on the necessity of adding a hidden neuron. In
the case of MLBP network, the architecture is constant. The process of teaching the
network consisted in adjusting to patterns the pairs of input vectors containing
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features calculated from the segments. In the case of testing the network, for test
segments and their features, a result of network was generated, following from the
values of test parameters and the importance of networks trained in the process of
teaching.

without micre with mi

[ mELELFRNEN

Fig. 4. Comparison of the average results for segments of 64x64 pixels.

4.  Application of artificial neural networks in
microcalcifications classification.

For the evaluation of the degree of malignance, the same method of research was used
due to which the localization of microcalcifications was identified. From among all
mammographic images we had to our disposal, 100 segments were chosen with
malignant microcalcifications — described in the paper as MZ and 100 segments with
benign microcalcifications, called ML. The set of 200 segments constituted a training
base for neural networks. For testing network and the evaluation of the degree of
microcalcifications’ malignance, we also chose additional groups of segments of 100
each, containing particular types of microcalcifications. For the evaluation of the
degree of malignance we subjected for the analysis of microcalcifications’ shape,
their number and outlines. As a result of such proceeding method, the feature vector
was enriched by additional parameters appointed from binary image.

As a result of preparatory work we obtained a binary image containing
microcalcifications (fig. 5.). This form of image allowed for designating additional
parameters necessary for the evaluation of the features of microcalcifications’ shape.

a). b).

Fig. 5. a) original image and b) its bit map

In the further part of the studies the features were determined which were then
introduced into neural network and paired with the appropriate conditions: 0 or 1.
Values 0 and 1 corresponded to the conditions of microcalcifications: 0 — ML, 1 —
MZ. Verification of microcalcifications was carried out by specialists.
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For the purposes of describing microcalcifications, each feature vector (V, CV, LFP,
AFP, MAX, MIN) described earlier was enriched by the following values:

LK — the number of microcalcifications concentrations

ZM — the outline of microcalcifications (0 — smooth/even, 1 - irregular)

LMK — the number of microcalcifications in a cluster

5. The results of microcalcifications classification.

The results indicate that the number and type of features are of a great significance in
the process of microcalcifications evaluation. When classifying such features as:
variance, variance coefficient, variance of an average, the degree of minimal and
maximal grey — the accuracy of diagnosis is the lowest. Together with the increase of
feature vector by angular and linear Fourier power spectrum, the accuracy of BP
network grew to over 70%. Whereas a full set of features for network training,
increased the accuracy to about 80%. It needs to be emphasized that such parameters
as the number of clusters, microcalcification outline, the number of
microcalcifications in a cluster, minimal and maximal degree of grey, have a
significant impact on the accuracy of microcalcifications’ evaluation.

Summarizing, it needs to be stated that as a result of the studies, max. 84% accuracy
was achieved for benign microcalcifications and 82% accuracy for malignant
microcalcifications. These results were given by Fahlman networks. The studies
confirmed previous conclusion indicating that Fahlman neural network is a more
effective tool than MLBP.

Feature vector benign microcalcifications | malignant microcalcifications
V. CV. MAX, MIN. 70% 59%
V.CV, AFP. LFP, MAX, MIN. 75% 76%
V.CV. AFP.LFP. LK. ZM. LMK. 72% 74%
V.CV. AFP. LFP. LK, ZM. LMK, MAX. MIN. 84% 82%

Table 1. The results of the studies for Fahlman networks.

6. Summary.

Studies on the application of artificial neural networks into the analysis of
mammographic images in terms of the evaluation of microcalcifications, realized two
aims. The first and most important one was preparing a mechanism equipped with
artificial neural networks, which was able to locate the places of microcalcifications’
occurrence. The second aim was trying to evaluate the places containing
microcalcifications in terms of the evaluation of the degree of their malignance.
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Mammographic images may be a source of information for diagnostic tools, such as
neural networks, through its appropriate parameterization. Due to graphic features of
such small objects, the evaluation of the condition of the microcalcifications is a very
difficult task. Too little differences in the degrees of grey, together with very small
sizes and unclear shapes, are the basic problem in their appropriate evaluation. These
problems can be solved by a computer system making use of artificial neural
networks. The accuracy of microcalcifications localization of about 90% and their
evaluation at the level of 80% absolutely proves it. It has to be added that it was
carried out by a system constructed on the basis of MLBP neural network and
Fahlman neural network models, the latter demonstrating better abilities of
generalization.
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Abstract. This paper presents the force/position architecture of control using
ANFIS with compensatory fuzzy in order to get a robust stability and transpar-
ency in bilateral teleoperation. The proposed control structure includes both
ANFIS controllers with compensatory fuzzy for which one is used to control in
force the master robot and the second one for controlling in position the slave
robot. The experimental results obtained with this control scheme validate the
effectiveness of the proposed teleoperation scheme.

Keywords: Teleoperation; Compensatory Fuzzy; Position/Force Control;
ANFIS Control.

1 Introduction

A bilateral teleoperation system is an electromechanical teleoperator composed of
master and slave robots, where the signals are exchanged between the two robots
through communication channel in order to accomplish tasks in hazardous environ-
ment, so that the slave device follows the master motion which is manipulated by
human operator [1], [2], [3], [4]. Basically the human operator manipulates the master
teleoperator, and drives it with desired trajectories. The computer controlling the ro-
bot is responsible for low level activities such as trajectory generation and obstacle
avoidance so that the remote slave teleoperator reproduce the task imposed by the
master onto the remote environment [5], [6], [7]. One of the major objectives in de-
signing bilateral teleoperation control systems is achieving the fundamental trade-off
between performances and stability [8].

Various form of control strategies have emerged the bilateral teleoperation [5]. In
contrast, Neural network provides learning ability using nonlinear optimization algo-
rithm, such as back-propagation, thanks their parallel information processing and their
inspired mechanism of human neural. In the other hand the strength of fuzzy logic
comes from the fact that it can have the ability to make use of knowledge expressed in
the form of linguistic rules, thus it offer the possibility of implementing expert human
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knowledge and experience. The combination of fuzzy logic and neural network is
actively study, in which a fuzzy reasoning discussed above is realized within multi-
layered hierarchical neural network and the parameters that are represented by con-
nection weights or involved in unit functions can be learned by using the actual data.
Unfortunately, conventional neurofuzzy systems can only optimize the fuzzy mem-
bership functions under specially defined fuzzy operators which are unchangeable
forever, which makes it use the local optimization technique rather than the global
optimization technique [9].

The remainder of the paper is organized as follows. Section 2 some fundamentals of
ANFIS controller and the learning algorithm for parameter adaption are given. Sec-
tion 3 describes our teleoperation system. The experiment results are presented in
section 4, to illustrate the tracking performance of the proposed control scheme. Fi-
nally in section 5, some conclusions are presented.

2 ANFIS Controller With Compensatory Fuzzy

One of the network structures used for neuro-fuzzy control is the adaptive neural
fuzzy inference system (ANFIS) introduced by Jang in 1993, which has received the
interest of many researchers in various applications. Our contribution is to added a
compensatory fuzzy in order to optimize the dynamic of fuzzy rules.

Assume that a fuzzy system consists in L rules, each of which has N input variables

()

Xiseerrrernnnnnn X, and one output y. Then the 1" rule (R ) is given as:
N
R(I):Ifxl isF'and......x, is F, Then yl:Zailxi+aé (1)
i=1
By using inference product and center of average defuzzification, the fuzzy output can
be expressed in this form:

where U i (xi) is the fuzzy membership value of the I & input for the / & fuzzy rule.

By using the pessimistic operation and optimistic operation, the compensatory form is
defined as [7]:

Clz* vt )=(z)7 () 3)

where ¥ G[O,l] is the compensatory degree
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Finally, the crisp value of the compensatory neural-fuzzy inference is derived as:

u =i(i al.[xl. +aé )[v_w ](M/N) (6)
=1 \ i=]

2.1 Learning Algorithm

In order to train the compensatory ANFIS for the corresponding the optimal vector
parameters @ ; » back propagation method is used. In this method, the following ob-

jective function is considered:
1 2
J= -».] (7)

Where y and ), are both actual and desired output respectively. In addition, let be

| the vector of update parameters. Our objective is to find the vector @ ;» by using

the approach of extended Kalman filter which consist to linearize at each sampling
period the control law  around the output. This is equivalent to writing:

o O ou ()P _py, ®)
oD, Ou oD, Ou 0D,
In, which
ou o
e=y—y,;; ¥, = s b= . ?
y yd ! aq)l ! az"‘lPIT\P; ()

Where , and «, are adaptation gains for varying the convergence rate.

On the other hand, to eliminate the constraint } E[O,l], we redefine ' as follows:
2

C
Y=" (10)
c’+d’
|, 11

Consequently, CDI—[aN,aN_l,....al,ao,cl,dl] (11)
Finally, the vector of parameters  (is adjusted by the following equation:

@, (t+1)=,(¢)+P¥,e (12)
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Where VY, = —,——, . (13)
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3 Description of the Teleoperation System

As illustrated in Fig.2, the teleoperation system is composed of two identical master
and slave devices. The slave device is connected to a bilateral spring emulating the
environment. The master and the slave consist of one of degree of freedom rotating
arms of a length 95 mm. They are actuated by DC motors ( Maxon RE 30) via capstan

100
reduction a ration of ——. The arms are connected to the pulley of capstan via torque

cells ( Futek TFF-325). Positions are measured by 1024 counts per turn encoders
connected to the motor shafts. Every DC motor is driven by Maxon ADS 50/5 servo
amplifier. The teleoperation controller is implemented using a DSPACE board
(DS1103, running at a sampling rate of 10 KHz).

Fig. 1. Master/Slave device

4 Experiment Results

In order to confirm the robustness of methodology for designing controller developed
previously, we built two controllers such that the fist is used to control the master
device in force by considering the inputs of controller are force error and its deriva-
tive, and the second to control the slave device in position by considering the inputs
as the position error and its derivative.

Figures 2 and 3 plot the time evolution of master and slave positions using neuro-
fuzzy controllers and compensatory neuro-fuzzy controllers respectively. Figures 4
and 5 show master and slave torques in the same conditions as previously. Through
these graphics, we can see that, the compensatory Neural-fuzzy controllers provide a
good tracking performance, because the slave tracks the master’s movement. On the
other hand, the force tracking performance of teleoperation system with these com-
pensatory Neuro-Fuzzy controllers is much better.
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5 Conclusion

A bilateral adaptive fuzzy reasoning method using compensatory fuzzy operators
has been proposed for the control a one of degree of freedom teleoperation system.
The basic idea behind this approach was to make fuzzy logic system more adaptive
and more effective by using the compensatory learning algorithm in order to adjust
not only parameters of fuzzy rules but also dynamically optimize the adaptive fuzzy
reasoning. Through a series of experimental results, it was shown that the proposed
controllers were able to reduce the master-slave error. Future work will aim towards
to account for the presence varying time delay.
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Abstract. Paper presents process of validation of finite element solver utilized
for simulations of eddy current tomography forward transformation. Validation
of numerical solver is conducted on two models. One test utilizes well known
and analytically solved standards of magnetic field: Helmholtz coil and long
coil. Second test validates the depth of eddy current inducted in material de-
pending on its conductivity and excitation frequency. Achieved results con-
firmed proper operation of magnetodynamic solver utilized in Elmer FEM
software.

Keywords: FEM, magneto dynamics solver, Helmholtz coil, long coil, eddy
current

1 Introduction

Finite element method is a numerical technique for solving partial differential equa-
tions which cannot be solved analytically. Complex problem is divided into smaller
parts and is solved with utilization of simplified equations. Partial results are summa-
rized and approximated results are achieved.

Finite element method has many applications both in science and in industrial appli-
cations. It can be utilized for calculating the stresses in materials [1], distribution of
current in ultra-thin layers [2], acoustics [3], magnetovision [4,5] and for many other
applications. Currently many finite element programs are available, but most of them
has expensive licenses and their code is inaccessible for user. Those drawback do not
occur in open-source software in which user does not only have free access to com-
piled program, but also has possibility for modifying it for their own needs. Elmer
FEM is open source software with solvers for multi-physics software [6]. This paper
will focus on magneto dynamics solver utilized in forward eddy current tomography
transformation [7,8]. During creation of proper inverse tomography transformation
software reliability of proper implementation of finite element solver is crucial. Vali-
dation of the solver is conducted on two examples. Firstly, the distribution of magnet-
ic field in Helmholtz coil and long coil models is tested and results are compared with
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analytical solutions. Secondly, tests of eddy current depth in material depending on its
conductivity and frequency of excitation are conducted.

2 Validation of magneto dynamics solver on the Helmholtz coil
model and on long coil model

Helmbholtz coil is standard device utilized for generation of uniform magnetic fields in
laboratory conditions [9,10]. The setup consist of two coaxial solenoids with distance
between them equal to their radius. Utilization of Helmholtz coil in validation of FEM
solvers is caused by the fact, that value of magnetic flux in the center point of setup
(on the axis of both coils and halfway between them) is analytically solved [10] and

equals:
3
p=| 2] Hnd (1)
5 R

Where B is for the magnetic flux in the center point, u is free space permeability, 7 is
the number of the turns in wire, / is the current powering the coils and R is their radius
and distance.

Model of long coil is approximation of infinite continuous solenoid. This model is
based on assumption, that with big enough ratio of solenoid length to its diameter, all
fringe effects can be ignored and homogenous magnetic field inside the coil is
achieved. Utilization of long coil in validation of FEM solvers is caused by the fact,
that value of magnetic flux in the center point of setup (on the axis of both coils and
halfway between them) is analytically solved [10] and equals:

p o ot
R

Where B is for the magnetic flux in the center point, x is free space permeability, 7 is
the number of the turns in wire, / is the current powering the coils and R is their radius
and distance.

2)

2.1 Utilized model of Helmholtz coils

For simulations finite element model was prepared. Model contained two coaxial
coils with average 0.9 m radius and with average distance between them 0.9 m. Both
coils were placed in a sphere with center point between the coils and with 10 m radi-
us. Big operating range was required for proper application of Dirichlet conditions [6]
on far boundaries. Objects were meshed densely — as presented in fig. 1. Both coils
were formed by 4482 triangles each and operating sphere contained 9846 triangles.
Created model fulfilled all requirements for Helmholtz coil — distance between coils
was equal to their radius, coils were coaxial and the cross section of the coil was
square. For the simulation purpose coils were formed from one wire turn.
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Fig. 1. Meshed model of Helmholtz coils utilized for simulations

2.2 Utilized model of long coil

For simulations finite element model was prepared. Model contained single cylin-
der representing coil with average 0.9 m radius. Coil was placed in sphere with center
point in the middle of the coil and 10 m radius. Big operating range was required for
proper application of Dirichlet conditions [6] on far boundaries. Objects were meshed
densely — as presented in fig. 2. Coil was formed by 17208 triangles each and operat-
ing sphere contained 18090 triangles. Ratio of coil length to its average radius
equaled 11, so it can be assumed, that in the coil middle homogenous magnetic field
is achieved as for infinite coil.

Fig. 2. Meshed model of long coil utilized for simulations

2.3 Simulation results

Graphical representation of simulation results are presented in figures 3 and 4. Re-
sults have similar shape to those well known in literature [10,11]. Thus correctness of
simulation results was assumed. As presented in figure 4, homogenous magnetic field
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inside the coil is obtained. Fringe effects on coil edges does not influence distribution
of magnetic field in the middle of the coil.

Fig. 3. Graphical representation of magnetic flux in Helmholtz coil setup

Fig. 4. Graphical representation of magnetic flux in long coil setup

2.4  Results analysis and comparison with analytical values.

Based on (1) and (2) expected magnetic flux value in center point of coils was cal-
culated for the data described above. Also proper values from simulation were ob-
tained. Achieved results, absolute difference between simulation result and analytical
solution and relative errors are presented in table 1. Results confirm proper implemen-
tation of magnetodynamic FEM solver. Results of simulation are similar to expected
analytical values. Relative error is caused by numerical noise and finite dimensions of
elements.
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Table 1. Comparison and analyses of magnetic flux value in Helmholtz coil center

and in long coil center.

Tested model Analytical Simulation Absolute error | Relative error
value result
Helmholtz coil 39.96 nT 39.5nT 0.464 nT 1.16 %
Long coil 0.251 uT 0.246 puT 533 nT 211 %

3 Tests for eddy current depth in materials

Eddy currents are inducted by variable magnetic fields within conductor and result
with skin effect [10] which is major cause of energy losses. On the other hand they
are commonly used in many methods of non-destructive testing of magnetic materi-
als. The depth of eddy current penetration inside the material highly depends on the
materials parameters- permeability and resistivity [12] as well as on frequency of
exciting magnetic field and equals:

5=# 3)

Huoc
Where f'is the test frequency, u is magnetic permeability and o is electrical conduc-
tivity. J represents depth below conductor surface at which eddy current density falls
to 1/e of initial density.

3.1 Utilized model

For simulations finite element model was prepared. Model contained single cylin-
der representing coil with average radius 0.9 m and big block representing tested ma-
terial. Objects were placed in sphere with center point in the middle of the coil and 10
m radius. Big operating range was required for proper application of Dirichlet condi-
tions [6] on far boundaries. Objects were meshed densely — as presented in fig. 5.

Fig. 5. Meshed model of setup utilized for simulations of eddy current depth of penetration
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3.2  Simulation results and comparison with analytical results.

Tests of eddy current depth of penetration were conducted for 3 frequencies and
for 3 permeability’s values. Based on (3) theoretical values were calculated as well.
Comparison of simulation and calculations results is presented in table 2.

Table 2. Comparison of eddy current penetration depth results

Simulation results Calculation results
Relative permeability Relative permeability
Frequency 1 000 5000 10 000 1 000 5000 10 000
[H]
50 70 30 20 71.21 31.84 22.52
100 50 20 10 50.35 22.52 15.92
500 20 10 10 22.52 10.07 7.12

Results confirm proper implementation of FEM solver. Values of penetration depth
acquired from simulations are similar to expected. Differences are caused by dimen-
sion of finite element in utilized model. Utilization of denser mesh will result with
higher convergence of simulation and calculation results.

4 Conclusion

Conducted validation confirmed proper implementation of magnetodynamic solver
in Elmer FEM software. Conducted tests verified both proper values of flux density as
well as depth of eddy current penetration. Simulation results converge with analytical
solutions. Relative errors of magnetic flux density equal up to 2%. Depth of eddy
current penetration is similar to expected. Errors are caused by dimension of mesh
element in tested model. Thus it can be assumed, that tested solver is suitable for de-
veloping software for inverse eddy current tomography transformation, as well as
other magnetodynamic applications.
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Abstract. As the brain has high metabolic demand, nature created many mech-
anism of regulating the cerebral blood flow. One of them is a circulatory anas-
tomosis called Circle of Willis (CoW). Using home-made simulation program a
blood flow through CoW was modeled. Different scenarios of supplying arter-
ies occlusion were modeled and analyzed. It was shown that even sizable reduc-
tion of its diameters do not perturb the cerebral flow rates. However the flow
organization of the whole CoW is changed. It is exhibiting especially in the
communicating arteries, which compensates the influence of diminished flow in
the occluded artery.

Keywords: Circle of Willis, cerebral artery, one dimensional model, blood flow
simulation.

1 Introduction

Blood is transported to the brain through a pair of Internal Carotid Arteries (ICA) and
a pair of Vertebral Arteries (VA). They originate from aortic arch and lead to the base
of the brain, where they interconnect and form cerebral arterial circle, also known as
the Circle of Willis (CoW). Six branches of the CoW, namely two Anterior Cerebral
Arteries (ACA), two Middle Cerebral Arteries (MCA) and two Posterior Cerebral
Arteries (PCA) supply blood to the relevant parts of the brain. Although, the brain is
only 2% of body weight, it is supplied by 13-15% of blood pumped by the heart [1].
Maintaining of proper cerebral blood flow is a priority for the human body, so a num-
ber of protecting mechanisms has been created by nature. The principal security is
given by the circle of Willis redundant connection of blood vessels. In the case of
occlusions in one of the main arteries supplying blood to the brain, it is possible, to
certain extent, to compensate ischemia of the brain via the bypass blood flow. From
the diagnostic point of view it is interesting to assess the impact of any occlusions in
the supplying arteries (caused mainly by arteriosclerosis) on blood redistribution
within the brain. Mathematical and physical models of cerebral circulation may serve
that purpose [2-7]. In this paper we used a home-made software based on the method
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of characteristics to simulate flows in fully patent (reference state) and partially oc-
cluded arterial configuration.

2 Material and methodology

To assess the level of brain ischemia resulting from occlusion in supplying arteries the
original program was created to solve flow equations based on the well-known meth-
od of characteristics [4,7-12].

The program has been described in details in the Piechna’s thesis [9], and was based
on equations of conformity on the families of characteristics:

2
du, =P 2y
P 2D (1,2)
2
duy =+ Pu Mg,
poc 2D

where p is a pressure, « is a blood velocity, A is a friction coefficient, p is a density of
blood, D is a vessel diameter and ¢ is a pulse wave velocity defined as:

c=_|—% 3)

where K7 is bulk modulus complying with arterial wall stiffness and blood compress-
ibility. Characteristics equations has the form:

(%)I =u+c (4)
(%)” =u-—c ®)]

Where one family (/ index) of characteristics describes the propagation of disturbance
downstream and the second (/7 index) upstream.

Model of the CoW was created based on statistical data provided by prof. Bogdan
Ciszek from the Department of Descriptive and Clinical Anatomy Medical University
of Warsaw. Dimensions of cerebral segments were averaged basing on 50 samples of
actual anatomical specimens. Sketch of the Circle of Willis with major branches is
shown in fig. 1.

As the Circle of Willis is only a fragment of the cardiovascular system, it is necessary
to define the proper inflow and outflow boundary conditions. Each of the main dis-
tributing arteries gives rise of arterial tree which gradually turns into micro-
circulation. Modeling of all these branches as a structure of wires is impossible due to
a lack of data on their topography and geometrical dimensions which, like a finger
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Symbol Name

Al. A2 | Anterior Cerebral Artery

ACoA | Anterior Communicating Artery
ICA  |Internal Carotid Artery

~ PCoA | Posterior Communicating Artery

P1. P2 |Posterior Cerebral Arterv
BA Basilar Artery
Ml Middle Cerebral Artery

Fig. 1. Schematic representation of the Circle of Willis (R-right side, L-left side).

print, are an individual feature. Therefore, we replaced peripheral arteries by the inte-
gral part reflecting their global resistance. Peripheral resistance can be estimated [6]
as inversely proportional to the mass of the supplied brain section.

To properly model the inflow boundary conditions, we have to enlarge the simulated
area by including heart with aortic arch. Defining boundary condition by exact value
of blood velocity at the inlet of the Basilar Artery (BA) and ICA would prevent simu-
lation of occlusion's impact on cerebral blood flow. Despite resistance increase in one
of the arteries supplying blood into the CoW, the flow would remain unchanged.
Therefore, the cerebral circulation was supplemented by the rest of the cardiovascular
system, which was represented by the global resistance. The whole system was driven
by a displacement pump with known flow characteristic, simulating cardiac cycle. A
single stroke volume was described by the sum of the first three harmonics [1] having
modules equals 225, 65 and 25 [ml / min] successively. The first harmonic has a fre-
quency of 1 Hz.

3 Results

Numerical simulations were carried out using the CoW model. The blood flow in
CoW in physiological state and in pathological conditions - with stenosis of arteries -
was studied. Flow values in the arteries of A2, M1, P2 for a reference circle were
averaged over time and are considered as an optimal for the brain functioning. In the
simulations of pathological states these flows were compared and expressed as a per-
centage of physiological ones. Totally, 21 pathological cases were studied. Obtained
results are summarized in Table 1. Whole set of modeled cases was planned in such a
way to cover the area of potential relationships between pathologies.

We have presented the impact of the stenosis of supplying arteries on the distribution
of blood through the Circle of Willis in the form of radar graphs (fig. 2-3). This
presentation will facilitate the analysis of the results. On the fig. 4 we presented oc-
clusion effect on flow in communicating arteries.
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Table 1. Summary of obtained results (flow values are time averaged). Bold line denotes
reference configuration (no occlusion). Green area denotes flow in the comunicating arteries.
Blue area denotes flow distribution in the distributing arteries in % regards to reference state.

Combination of

Flow rate [ml/min]

Flow in distributing arteries [%]

P2R
Fig. 2. Distributing arteries flow rate changes due to occlusion of Basilar Artery (left)

and left Internal Carotid Artery (right).

artery occlusion [% AcoA | PCoAL | PCoAR | P2L | P2R | MIL | MIR | A2L | A2R
None | - | None - | 235 0.96 0.32 100 | 100 | 100 100 100 | 100
BA 50 | None - | 238 8.74 4.49 91 90 101 101 101 101
BA 70 | None - | 246 | 26.85 | 24.18 65 65 101 101 101 101
BA 90 | None - | 244 | 39.17 | 3558 | 43 42 99 99 99 99
ICAL | 50 | None - 14759 | 6.14 0.41 101 | 101 92 101 94 98
ICAL | 70 | None - 1100.58 | 14.68 0.54 100 | 100 80 101 86 94
ICAL | 90 | None - | 121.04 | 18.11 0.59 97 98 72 98 80 90
ICAR | 50 | None - | 41.57 1.02 5.9 101 | 100 | 100 92 98 94
ICAR | 70 | None - | 97.28 1.13 14.01 | 100 | 100 | 100 79 93 85
ICAR | 90 | None - 1120.82| 1.17 17.56 98 98 98 72 89 79
ICAL |50 | ICAR 50| 3.89 8.80 8.27 101 | 101 89 89 89 89
ICAL |70 | ICAR 70| 1.61 32.19 | 29.83 | 105 1 58 58 58 58
ICAL |90 | ICAR 90| 1.65 | 49.28 | 45.82 | 105 | 105 28 27 28 27
ICAL |90 | ICAR 50| 92.79 | 26.40 | 12.91 99 | 100 62 81 68 75
ICAL |90 | ICAR 70| 37.24 | 40.65 | 34.04 | 102 | 103 42 49 44 47
ICAL |90 | ICAR 90| 1.65 | 49.28 | 45.82 | 105 | 105 28 27 28 27
BA 70 | PCoAL 70| 1.76 0.29 28.16 58 59 102 102 102 102
BA 70 | PCoAR |70 | 3.07 | 30.74 0.26 60 58 102 102 102 102
ICAL |70 | AcoA 70| 5.02 | 30.96 1.26 102 | 103 57 104 57 104
ICAL |70 | PCoAL 70 |108.00 | 0.14 0.38 100 | 100 77 100 84 93
ICAL | 70 | AcoA 70| 5.02 | 30.96 1.26 102 | 103 57 104 57 104
ICAL |70 | PCoAL 70]108.00 | 0.14 0.38 100 | 100 77 100 84 93
Arteries Arteries
A2R occlusion: vA2R  oeclusion:
m None = None

" BA 50% = ICAL 50%

BA 70% ICAL 70%

MIR  BA 90% ~MIR . |CAL90%

P2R
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Arteries
occlusion:

® None
m ICAL 50% ICAR 50%
m ICAL 70% ICAR 70%

M1R ICAL 90% ICAL 90%

P2R
Fig. 3. Distributing arteries flow rate changes due to occlusion of both Internal Carot-

id Arteries.

140 -+
120 A
100 -~

80 A n

60 - PCoAR

40 A m PCoAL
20 ~
0

Flow rate [ml/min]

m AcoA

None BA BA BA ICAL ICAL ICAL ICAR ICAR ICAR
50% 70% 90% 50% 70% 90% 50% 70% 90%

Arteries occlusion
Fig. 4. Flow rates in the communicating arteries caused by different occlusions.

Obtained results will be discussed in the next section.
4 Discussion

Basilar Artery occlusion results in decrease of blood flow in the posterior cerebral
arteries (fig. 2). Blood supply to the other brain regions remained unchanged. Interest-
ing fact is that diameter reduction not until greater than 50% results in a significant
drop in blood supplies the posterior areas of the brain. This effect is partially compen-
sated by the collateral flow in the communicating arteries. Occlusion in one of the
Internal Carotid Arteries causes, compared with the basilar artery occlusion, slightly
smaller deficits in brain supply (fig. 3). Middle and front parts of the brain supply was
handicapped. Moreover narrowing one of the Internal Carotid Artery induced asym-
metric flow in the CoW, which exhibits an increased flow in the Anterior Communi-
cating Artery (fig. 4). Again, reduction greater than just 50% of both internal carotid
arteries diameter results in a large impairment of the blood supply to the front and
middle parts of the brain. Communicating arteries despite increased flow are not able
to compensate deficiencies in the flow in the front of the circle. As the CoW
morphometry has high inter-individual variability, and often an asymmetric configu-
ration occurs [13], we have also performed simulations on occluded (at 70% reduction
of diameter) communication arteries. Insofar as CoW with single PCoA stenosis still
fulfill its role effectively, with reduced diameter of ACoA do not.



186 A. Piechna and M. Pieniak

As was shown even sizable reduction of diameter do not perturb the cerebral flow
rates. However it induces flow in the communicating arteries (fig. 4). Especially in-
teresting is Anterior Communicating Artery (ACoA) as physiologically its blood flow
rate should be marginal. Significant change of hemodynamic properties, especially
values of shear stresses, could induce pathological processes in the artery wall. As a
matter of fact ACoA is the frequent location of aneurysm. Knowledge of the depend-
ency level between hemodynamic disturbances and aneurysm occurrence would be
crucial in the medical diagnostic procedures. This is far beyond scope of this paper
but was highlighted to show potential relation.

Redundant connections in CoW are not the only one mechanism of providing constant
cerebral blood flow. Cerebral autoregulation tends to regulate the blood flow by con-
traction and dilatation of arterioles due to changes in pressure, CO, levels and brain
oxygen consumption. It is a complex phenomenon where still is very much to discov-
er. This mechanism was yet not implemented in presented model of CoW. Taking it
into account should additionally diminish sensitivity of cerebral blood flow to occlu-
sion of its supplying arteries.
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Abstract. The aim of the study was application and comparison of neutron
(NR) and X-ray radiography (XR) in investigations of archeological and Cul-
ture Heritage (CH) objects. The investigation had interdisciplinary character
based on physical and archaeological knowledge. The use of two complementa-
ry imagining techniques provided data about artefacts structure regarding their
composition and shape diversity. The study concerned different objects of metal
alloys, corrosion bulk form, ceramics and ancient bone remnants.

Keywords: X-ray radiography, neutron radiography, archaeology

1 Introduction

X-ray and neutron radiography have become important nondestructive tools for stu-
dies of archeological and CH objects [1-3] (Deschler-Erb 2004, Lang 1997). X rays
have been used for quite long time for imaging of ancient artefacts structure. Replac-
ing X-ray photons with neutrons the NR enables the imaging and determination the
elemental composition of the investigated objects [4]. Thermal neutron beams have
been used for few decades in autoradiography of paintings as well as for radiography
and neutron computed radiography.

In Poland, the neutron techniques are available in the Regional Laboratory of Neutro-
nography (SLN) established at the nuclear research reactor MARIA at the National
Centre for Nuclear Research (NCBJ). Collaboration between this Laboratory and
Institute of Metrology and Biomedical Engineering of Warsaw University of Tech-
nology resulted in work on comparison of neutron and X-ray imaging, provided by
standard radiography or computed tomography applied to archaeological objects.

The paper presents the results obtained with both radiographic techniques for variety
of archaeological artefacts supplied by few institutions dealing with preservation and
conservation of cultural heritage items.
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2 Methodology

The investigation was based on XR and NR images collected for each object under
study. The features concerned not only the object surfaces and were focused on cha-
racteristic anomalies revealed by radiography inside the object. For example in case
of ceramic vessels it concerned the grains and voids in the wall cross-section, orna-
ment details, surface defects whereas for metal artifacts - their shape and the material
composition. The distinction between images of the organic and inorganic parts was
studied. For some archeological artifacts only the neutron radiography was applied.
NR images were acquired with a standard dynamic thermal neutron radiography
(DNR) station of the Regional Laboratory of Neutronography at NCBJ, Poland. The
facility was constructed at the 30 MW nuclear research reactor MARIA [5,6]. The
DNR station components include the neutron sensitive AST NDg 6Li:ZnS:Cu,Al,Au
screen, converting neutron radiation to visible light, Hamamatsu ORCA-ER camera
(1280x1024 pixels, 12 bit dynamic range) and HiPic acquisition software. The neu-
tron beam collimator provided the L/D projection ratio of 165 and the linear resolu-
tion was about 153 pm. The white neutron beam of neutrons illuminated the object
and the exposition time was 1.6 s. The neutron images were corrected for black cur-
rent as well for the wide field intensity distribution and white spots were eliminated
by appropriate median filter.

XR images were registered at the Institute of Metrology and Biomedical Engineering
of Warsaw University of Technology. The X-ray system FLEXAVISION HB pack-
age SHIMADZU with Digital Radiography System SDR-100 was used. RTG lamp
parameters of focus tube were 0.6 and 1.2 mm; voltage range 40-125 kV, maximum
current 630 mA. The automatic exposure control (AEC) system is provided with the
CCD camera (1024x1024 pixels). DICOM 3.0 system data recording and the RTG
lamp telescopic handle provides a possibility to change focus tube-detector distance in
the range of 1.1-1.5 m.

3 Results and discussion

The first objects studied with both techniques were human bones from archaeological
site in the Middle East, dated to the 10th century B.C. Radiography analysis of mand-
ible, skull fragment, teeth and long bones of the forearm and metacarpal was per-
formed. The radiographed bone fragments were to some extent corroded due to soil
deposition within the crevices. In case of the long bone and skull fragments we found
no significant structural differences between images obtained with two techniques. In
both NR and XR images clearly outlined bone marrow cavity was revealed. However,
in NR images the surface regions with soil contamination as well as resin reconstruc-
tion spots were detected (Fig. 1).

The radioscopic images of teeth showed that enamel is less transparent than dentin
both for X-rays and neutrons. The fact that dentin absorbed neutrons stronger than
X-rays can be attributed to high collagen content in dentin (c. 20%) [7]. One should
mention that the collagen main elemental components are nitrogen and carbon, and
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generally the atoms of light elements absorb neutrons stronger than X-rays [1,8].
Thus, it can be concluded that combined application of both methods permits the
detection of preserved collagen.

Burial urn pottery and utility vessels, the clay objects, were studied in order to find
some features of ancient technological and ornamentation processes applied in manu-
facturing processes. The NR yielded some new information about the technology
used. The handle of the burial cup (Fig.2) was evidently glued (Fig.3) to the cup body
contradicting the wide spread belief that it was attached with a kind of bungs.

NI

‘ X-ri

Fig. 1. Radioscopic images of the mandible fragment focused on teeth structure.

¢ 2

Fig. 2. A picture and NR-CT reconstruction of outer surface of the burial cup.

There is significant difference between X-ray and neutron images in representation of
hydrogen containing regions of the object. Since the X-rays are not absorbed by hy-
drogen in contrast to strong attenuation of neutron rays passing through the hydrogen
rich regions, the grey level of the same regions is different. In effect the regions filled
with glue (resin) in the reconstruction of burial vessel are clearly distinguished in
neutron radioscopic images from the voids and other air filled crevices (Fig.4).

The heavily corroded metal (iron) objects were also studied before application of
usual conservation procedures. About 400 NR images of one of the elongated archeo-
logical find (Fig.5), were analyzed with computed tomography treatment and revealed
that it is composition of simple sleeve spearheads (Fig.6).

In many cases inner parts of artefacts composed of organic remnants like leather can
be visualized with neutron radiography due to their high hydrogen content. For exam-
ple the results of neutron radioscopic images for an object made of organic (leather
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belt remnants) and inorganic parts (metal fittings) reveal all components of the arte-
fact (Fig.5). The results of unknown ornamentation procedures with silver left some
imprints on the ancient shield grip (Fig.6).

IS RO O

0

Fig. 3. Cross-sections of the burial cup revealing voids that evidence the gluing of its handle in
the manufacturing process.

w e

X-rays neutrons

Fig. 4. X-ray and neutron images of the burial vessel. The missing material parts are visible as
light regions but X-rays do not distinguish the glue from the empty crevices which are visible
as dark lines in neutron image.

n

Fig. 5. NR-CT results for outer surface ofan heavily corroded aggregate of iron alloy compo-
nents (photo image on the left hand side).
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Fig. 6. NR-CT cross-sectionsshowing the arrangement of spear heads inside the heavily cor-
roded aggregate presented in Fig.5.

Fig. 7.The small ancient bronze buckle with preserved organic belt elements between metal
fittings. Upper row: photo image and NR result, on the left and right side, respectively; lower
row: NR image (the image on the right is in false colors) [9].

Fig. 8.Ancient shield grip with silvered mounting plates. In NR images there are visible thick-
ness differences due the technology process used in the preservation process [10,11]

4 Conclusions

The radiography imagining is useful in archeology due to its non-destructive nature.
The use of X-ray and neutron radiography techniques gave useful information about
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the structural features of the archeological objects. Due to different interaction of both
kind of radiation with matter, the techniques are complementary in estimating the
degree of object degradation as well as revealing the shape of components of heavily
corroded aggregations of different item. The revealed features can help in studies of
ancient technological processes.
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Abstract. High-speed electric machines are design with respect to mechanical,
electromagnetic and thermal requirements. For successful thermal and mechan-
ical design relevant input data from electromagnetic design stage are required.
One of the most important data are related to power loss distribution inside the
electric machine. That is due to the fact that power losses represent requirement
on cooling method and mechanical design. This paper is dealing with electro-
magnetic calculation of high-speed solid induction machine with copper cage.
For this purpose electromagnetic model of this machine has been developed and
analyzed. All calculation are performed by using of time-step, 2D finite element
analysis. All obtained results are presented and discussed.

Keywords: High-speed solid rotor induction machine with copper cage, eddy
current, eddy current losses, finite element analysis

1 Introduction

With modern trends and technologies among high-speed electric machine technology
is dealing D. Gerada [1]. In these days there are used mainly four types of high-speed
induction machines (Fig. 1). Comparative study on high speed induction machine
with different rotor structure was publish by Hao Zhou [2]. This paper is dealing with
high-speed solid rotor induction machine with copper cage. Copper bars are inserted
in drilled bores. A copper cage produces lower resistance than solid rotor, and hence,
a lower slip. On the other hand using a copper cage is mechanically demanding.

= e N

(a) (b)

Fig. 1. Topologies of high-speed solid-rotors a) Smooth solid rotor b) Solid rotor with axial
slits ¢) Coated rotor d) Caged solid rotor

(d)
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2 Electromagnetic model description

Analyzed machine parameters are listed in table. 1. Presented high-speed solid rotor
induction machine with copper cage have 12 stator and 18 rotor slots. Whole machine
design has been made with respect to mechanical and thermal requirements.
Electromagnetic model has been created in Ansys Maxwell according to machine
documentation. All calculations are based on time-stepping, 2D finite element analy-
sis [3]. End winding of stator and rotor rings impendances are modeled through exter-
nal circuits. Only one pole pitch has been modeled and discretized. Periodic boundary
have been used at radial boundaries of the problem region. Pole pitch of modeled
machine contains total number of 36890 mesh elements. Four layers of finite elements
are used in air-gap. Rotor layers element dimensions are smaller than the skin depth
associated with the stator slot harmonics and the material characteristics. Used mate-
rial properties have been measured for higher accuracy of calculated results [4]. With
estimation of core losses, field solution is subsequently modified to take core losses
effect on field into account. Losses of the machine are estimated in the post-
processing phase.

Rotor of the modeled machine has been split out into 7 layers Fig. 2. Each of this
layer is 0.lmm depth and layer No. 7 only 0.05 mm depth. These layers allowing
more detailed analysis of eddy current losses in rotor surface area.

Table 1 Simulated motor parameters

Parameter name Unit Value
Rated power kW 6

Rated speed rpm 120 000
Voltage v 350
Frequency Hz 2015.488
Number of poles - 2
Method of cooling - water

\

N
i

—

!

L T

Fig. 2. Electromagnetic model of high-speed solid rotor induction machine with copper cage
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3 Calculation results

Proposed electromagnetic model has been used for finite element analysis. Calculated
field distributions for rated load conditions are shown in Fig. 3. Penetration depth for
higher harmonics is increased thanks to saturation of rotor core. Losses distribution
are shown in Fig. 3b,c. Calculated loss distribution can be used for accurate thermal
and mechanical machine design.

Results regarding to machine performance are listed in table 2. Power balance repre-
sents percentage error between average input and output powers. It is derived by fol-
lowing equation

PB.= Pin — Poul — PEloss -100 (D)

where Pi, is input power, Poy is shaft power, Pgioss is sum of all electric losses. Main
factors that are having influence on percentage finite element analysis error are fol-
lowing: time step size, steady-state condition, nonlinear residual.
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Fig. 3. a) Flux density distribution in cross-section area b) Core loss distribution in cross-
section area c) Eddy current loss distribution in cross-section area
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Electric losses Pgioss generated inside of simulated machine are plotted in Fig. 4. It can
be seen that dominant component of the losses is located in the rotor. Furthermore it
is evident that eddy current losses are decreasing with distance from outer rotor sur-

face.

Fig. 5a shows flux density distribution along the air-gap. The fundamental is the dom-
inant component. Its value is 0.46 T. The next ones in magnitude are the first and

J. Barta and C. Ondrisek

second slot harmonic components of the stator and rotor Fig. 5b.

Table 2 Calculated machine performance

Parameter name Unit
Input power kW
Shaft power kW

Electromagnetic efficiency %
Power factor -

Current A
Power balance %
400
2 300
a
S 200
g [
Stator core losses
- W Yoke Tooths
W LayerNo. 2 W LayerNo. 3 M LayerNo. 4
mlayerNo.7 m Tooths mYoke

Stator resistive losses

Value

7.29
6.55
90.7
0.52
22

0.99

Rotor resistive losses

Fig. 4. Distribution of electric losses PEloss
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Fig. 5. a) Flux density distribution along air-gap b) Amplitudes of air-gap flux-density harmon-
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Fig. 6a shows current time dependency for different rotor layers. It can be seen that
highest amplitude of current ripple is closest to the rotor surface. Current is derived by
using following equation

I= jfds )
S

where J is the vector of current density and S is the layer surface. Current spectrum
time dependency for different layers is plotted in Fig. 6b. Fundamental amplitude is
not included since length of calculated data is not sufficiently long. Dominant are the
first and the second slot harmonic components of the stator and rotor. Also sixth har-
monic component is significantly included.

< 3,.
b=
o
£ 24
o
: B
Z 04 =
g = g
# _5 E -
[¢] 0 { D
Layer No. 55 15 20 2530
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Fig. 6. a) Current vs. time dependency in different layers b) Amplitudes of current ripple har-
monics in different layers
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Fig. 7. a) Eddy current loss vs. time dependency in different layers b) Amplitudes of eddy
current losses harmonics in different layers
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Fig. 7a shows eddy current losses time dependency for different layers in solid rotor
core. It can be seen that eddy current losses are exponentially decreasing with dis-
tance from the outer rotor surface. Losses can be considered negligibly under the
seventh rotor layer. Eddy current losses are calculated by using following equation
P:jE-]dV:ji-]dv 3)
\% \% o
where E is vector of voltage intensity, J is vector of current density and ¢ is conduc-
tivity of rotor material. Eddy current rotor losses spectrum for different layers is plot-
ted in Fig. 7b. Zero order harmonic component value is not included in Fig. 7b. From
higher harmonic components are dominant the first and the second slot harmonic
components of the stator and rotor.

4 Conclusions

Calculated machine performance and field distribution has been shown. Rotor surface
is saturated during rated load condition. Stator core and resistive losses in a stator
winding are almost about the same value. Main part of stator core losses arises in
stator tooth. Rotor eddy current losses in comparison with other electric losses are
dominant. Eddy current losses are concentrated under the rotor surface. Current pene-
tration depth is given by rotor material characteristics. It has been proven that eddy
current losses are mainly associated with stator and rotor slot harmonics. Properly
calculated loss distribution represents important premise for successful mechanical
and thermal design of electric machine. Losses can also be derived by analytical
methods. However, due to variable permeability accurate loss derivation is difficult.
Compared to that, finite element analysis is relatively fast and relatively accurate
method how to derive machine performance. But still for finite element analysis it is
necessary to carefully setup calculation and external circuit impendance. Also accu-
rate material data are very important.
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Abstract. The paper presents approach to suppress machine tool vibrations
which occur during machining process. The approach is based on multi-body
model of a machine tool with flexible bodies in linear state-space form with
added structure representing the absorber. Such a structure of the model signifi-
cantly decreases the computational time and makes possible to optimize param-
eters of the absorber efficiently. There were analyzed two arrangements of mul-
ti-mass absorbers — parallel and serial with two types of optimization objective
function. The first one that leads to a reduction of the maximum resonant ampli-
tude and the second one reduces the maximum real part of the eigenvalues of
the machine.

Keywords: flexible bodies, absorber, machine tool, optimization.

1 Introduction

Finding the weakest points of a machine tool in terms of its dynamic characteristics
and assessing the possibilities of their effective compensation plays an important role
in the design process.

This is attractive as a design assessment already in pre-production stages. It can
mean considerable savings in production costs and improving the useful properties of
the final product. The same approach can be applied to a proposal concerning com-
pensations on already finished machine.

The approach has also high usability in the mechatronic design methodology which
suggests making the original model more precise by repeated passages of the V-cycle.
All of mentioned cases are based on simulation modeling.

The best achievable behavior and the corresponding parameters of the model can
be found by optimization methods if following requirements are satisfied:

a) the required behavior of the model is obtained by a simulation fast enough,

b) the model is capable of change of investigated behavior depending on parame-

ters change,

c) there is a suitable objective function of parameters which improves the desired

behavior provided by the model the more, the lower value function has.
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Compensations of the weakest spots of the machine tool can be then formulated as
adding a parametric structure which produces locally compensating dynamics and
finding the values of its parameters leading to the highest attainable improvements of
observed behavior of the machine. The pioneering work in this field was presented in
[1] but the tuning methodology for absorber presented in the mentioned article is no
longer optimal [2].

In this paper, there are compared solutions found in mentioned way for the serial
and parallel arrangement of a multi-mass absorber mounted in the X-Y plane in the
center of gravity of the tool holder of machine tool by TOSHULIN, a. s. production.
The other possibilities of an absorber attachment are discussed for example in [3], [4]
or in [2] and possibilities of using more than one absorber are presented in [5].

There were used two objective functions in the paper - one that leads to a reduction
of the maximum resonant amplitude (RAM) and second that reduces the maximum
real part of the eigenvalues of the machine (EIR).

2 Model and its structure

2.1 Basic model

The basic model is created accord-
ing to the simplified CAD model in
multi-body  simulation  software
(MBS). The model contains rigid as
well as flexible bodies which are im-
ported to MBS from FEM software.
All of parts of the model were mod-
eled as flexible except tool holder.

The complete basic model (Fig. 1)
is consequently exported from MBS
software as a state-space linear time
invariant model (LTI), which de-
scribes the approximate dynamics of
the system with flexible bodies. It is
necessary to perform a reduction of
the model 4“‘3 to its high order [6]. Fig. 1. MBS basic model (machine tool by

The basic model a (order n =440 TOSHULIN, a. s.)

) was exported from MBS as A, B, C,
D matrices of the state-space LTI for

inputs u = [QX Oy QZ]T =Q, i.e. outer exciting forces acting at X, Y, Z of the point 4

and outputs y=[q" q"" q""]", containing gradually vector of displacements, veloci-
ties and accelerations of the point 4 in X Y, Z. Its L-image can be written as

y(s)=e(s)u(s) (M
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and its frequency characteristics of dynamic compliance between axis k and / at the
point 4 can be written as

Vi (]a))

: 2
u,(jo) @)

a, (jo)=

2.2 Added model

Influence of the configurations of the multi-mass absorbers (7-mass) on the dynam-
ics of the machine tool was investigated. There were considered serial and parallel
configurations.

There was used for both of configurations m." as a mass parameter, ideal damping
b and stiffness k' (arranged to the vector of parameters p) and kinematic quantities

in> Qi,A > ql'"A i i: 1,...,}" .

a) Serial configuration of the absorber

The added model of the absorber is presented by » masses connected serially via
stiffness and ideal damping. Its equations of motion can be written as a system of
differential equations

A _nA A 14 14 A A A A 14 14 A A A\ _ A
m; q; +bi (Qi _qi—1)+ki (qi —qi, ) bH-]( 91 —4; )_ki+1 (qi+l —4q; )_Qi >
i=1...,r 3)

for q: =q(I)A :q;H qp+1 _kA _b:+1 =

b) Parallel configuration of the absorber

The added model is also presented by » masses. Each of them has own stiffness and
ideal damping and oscillates in the same axis. The system of equations of motion is
presented by equations of motion for independent single mass absorbers

A _nA

miq! +b'q" +kl'q =0, i=1,...,r. @)

i o

Both of cases of equations describing dynamic compliance constitute L-image of
the state-space model o (s,p) with known dependency on parameters p (white box).

2.3 Interface

Interface describes interaction between the basic and added model. It also describes
spherical angles presenting the rotation of the coordinate system of the added model
with respect to the coordinate system of the basic model (Fig. 2) as

h= [cos Ocosp cosfOsing —sin H]T . It can also include dead mass of the absorber

mj . The model of interface is for i=1,..,r defined by O"=m’(q"h)" and

—(mg+zr:ml.j +thA "
i=1
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High order model of dynamic compliance of the ma-
chine tool with multi-mass absorber a (s,p) is obtained
by the interconnection of the basic and added model via
the model of interface and by including of the dead mass
m;, and spherical angles &, ¢ into vector of parameters

p. Its dependency on parameters p still remains known. It = * »

%

is possible to use the model for obtaining the frequency X
transfers by using of (1), (2). o

For the further information on the building of the Fig. 2. Spherical angles
model suitable for an optimization see [7].

3 Optimization

Search for optimal solution was realized by usual way as constrained minimization
process of scalar objective function g(p), i.e. p,, =argming(p) with such a con-

straint of the parameters a) 2.5 <k <30N/mm and 3.1<5h’ <100Ns/mm, b) no

dead mass was considered mj, =0kg, c) ZmiA <50kg and finally d) absorber is

i=1
expected to be mounted in x-y plane (¢ =0"). The original maximum real part of the

eigenvalue of the machine is -3.4974.
There were used two objective functions. The highest amplitude of the dynamic

compliance of the machine tool with the multi-mass absorber |uc (s,p)| in the inves-
tigated frequency range 1#27 <@ <1000+*27z rad/s normed to the highest amplitude

of the dynamic compliance of the machine tool without any absorber |a (s,p)| (RAM)

max (max e, , (jo,p
g(p) — k:X,Y( 2] ( )|) (5)

,{133§(mSXIak_k (jw)l)

and the highest real part of the eigenvalue from the eigenvalues of the dynamic

compliance with absorber ‘re/l,. (aC (s,p))‘ normed again to the same thing without

any absorber |reli (a(s))| (EIR)

(6)
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4 Results

The results were analyzed for a) parallel absorbers » =1,..,3 and b) one and two in
parallel connected serial absorbers with »=2. There was no significant difference
between using one or three absorbers in the parallel configuration or one or two ab-
sorbers for the serial configuration. Additional absorbers were attached to the same
point of the basic body as the first absorber in both of cases. The presented results
describe behavior only for single parallel and single serial absorber from the reasons
mentioned above for RAM (Fig. 3.) and EIR (Fig. 4.) optimization.

x10°

—— parallel absorber
——serial absorber
—basic model i

—— parallel absorber
erial absorber

x10”
] i 03 n
02
‘ A

0 1 2 3 ! 2
10 10 10 10 10
f [Hz] / [Hz]

—basic model

y

l9,/01¢p ImmieN)]
[=3
770,69 ImmieN)]

y

Fig. 3. Amplitude characteristics for best parallel and serial absorber — RAM optimization;
transfer ¢./Qx (left), transfer ¢,/Qy (right)

Values of the parameters obtained by the RAM optimization are following for the
a) parallel absorber configuration b =12.82N.s/mm k' =30N/mm ,

m' =49.20kg , @ =90° and maximum real part of the eigenvalue is -2.36, b) serial
absorber configuration &' =17.40N.s/mm, b =100N.s/mm, k' =30N/mm ,

ki =30N/mm , m' =24.70kg , m; =24.60kg, 6=67.65° and maximum real part
of the eigenvalue is -0.30.

-3 -3
12X 10 55X 10

—_ ! —_ 2
€ os g
E ——parallel absorber E L5 ——paralle] absorber
06 =serial absorber - =serial absorber
gk h = basic model g} 1 = basic model
o 04 S
o o
£ ; £

0 2 3 0 2 3

10 107 10 10 107 10

7 [Hz] 7 [Hz]
Fig. 4. Amplitude characteristics for best parallel and serial absorber — EIR optimization; trans-
fer ¢/Ox (left), transfer ¢,/Q) (right)

Values of the parameters obtained by the EIR optimization are following for the a)
parallel absorber configuration &' =7.66N.s/mm, k' =30N/mm , m'=3530kg,
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6 =0° and maximum real part of the eigenvalue is -3.99, b) serial absorber configu-
ration b =8.43N.s/mm, by =8.53N.s/mm, k' =30N/mm, ki'=30N/mm,

m' =25kg ,m;' =15.30kg , @ = 67° and maximum real part of the eigenvalue is -3.53.

5 Conclusions

a) Compared to a single absorber, a configuration of two or three absorbers acting
at the same direction does not bring significant improvement in the behavior either for
parallel or for serial absorber configuration.

b) A considerable increase in the magnitude of maximum eigenvalue real part oc-
curs in the case of simultaneous minimization of the maximum resonant amplitude in
X and Y axis.

c) Explicit minimization of the maximum (dominant) eigenvalue real part does not
bring better results in amplitudes than simultaneous minimization of the maximum
resonant amplitude in X and Y axis. But it leads on small reduction in magnitude of
maximum eigenvalue real part.

Let’s note that higher values of ideal damping for serial configuration (RAM)
would have to be implemented as an active damping. Presented results are reached
exactly for studied machine tool. It may differ for other machine.
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Abstract. This paper presents computational approaches for verification of
conceptual study of low-friction-losses crank train design and its vibration
analysis. The decrease of friction losses is realized by reduction of crankshaft
main bearings number while the influence of a crankshaft pulley torsional vi-
bration and main bearings load are investigated.

The computational model is assembled as well as numerically solved in a Mul-
ti-Body System whereas the modally reduced bodies are incorporated into it and
hydrodynamic problem is also taken into account.

Keywords: crank train - friction losses - main bearings - Multi-body System -
torsional vibration

1 Introduction

A measure of engine design excellence is described by the overall engine efficiency.
This parameter is defined as a product of several partial efficiencies. One of them is
mechanical efficiency which is influenced by ventilation losses, friction losses and
auxiliaries power requirement which are altogether known as mechanical losses. Fric-
tion losses originate in the contact of parts where relative movement occurs, e.g.
journal bearings, piston assemblies and cylinder liners, cam-tappet contacts, etc.

Contemporary research shows relatively big potential for engine fuel saving by
means of friction losses reduction. This potential can be exploited by changes in ma-
terial, geometry, surface treatment, and design modifications of appropriate engine
parts. One of the design modification methods rests in reduction of the crankshaft
main bearings number because the share of crankshaft main bearings is considerable
in engine friction losses.

In case of an in-line four-cylinder internal combustion engine, the changes are real-
ized by engine block and crankshaft modification in order to decrease the main bear-
ing number from 5 to 3.

The above mentioned modifications are implemented at the new, naturally aspirat-
ed spark-ignition engine having 1.6 1 displacement. By using state-of-the-art computa-
tional methods the influence over crank train dynamics and power losses is evaluated.
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2 Crankshaft design

The new 3-main-bearing crankshaft is based on a turbocharged version of the stand-
ard engine. Missing main pins are replaced by sheet-metal webs due to mass and iner-
tia moments reduction. A connection between the web and the crankshaft is realized
by laser welding for low thermal load of the weld.

3 Crank train dynamics simulation

In order to investigate a dynamic response of excited crank train, the state-of-the-art
computational approaches are used.

A complex computational model of an engine (i.e. virtual engine) is solved in the
time domain. This enables different physical problems, including various non-
linearities to be incorporated. The virtual engine is assembled as well as numerically
solved in MBS (Multi-Body System) ADAMS. ADAMS is a general code and ena-
bles integration of user-defined models to be made directly using ADAMS commands
or user-written FORTRAN or C++ subroutines. [1]

In general, the virtual engine includes all significant components necessary for dy-
namics analyses. The included module is a crank train, a valvetrain, a timing drive,
and a rubber damper. Following analyses just deal with the crank train as a main
module of the virtual engine.

The crank train module consists of solid model bodies, linearly elastic model bod-
ies and constraints between them.

Solid model bodies are piston assembly, connecting rod assembly, and dynamome-
ter rotor.

The linearly elastic model bodies are modally reduced Finite Element (FE) models
suitable for dynamic simulation. These are crankshaft, crankshaft pulley, flywheel,
engine block, cylinder head, crank train sump, and gear case.

A dumb-bell shaft connecting a flywheel with a dynamometer rotor is represented
by a body with defined torsional stiffness and damping. These characteristics are ad-
justed on account of torsional vibration measurement.

The interaction between the crankshaft and the engine block is ensured via a non-
linear hydrodynamic journal bearing model, where pre-calculated force databases
obtained when solving separate hydrodynamic problem are used.

Virtual engine is excited by means of cylinder pressure, defined by high-pressure
measurement, and via inertial forces from moving parts. Simulation starts from 1000
rpm and is carried out to 6000 rpm.

4 Results of Multi-body dynamics solution

4.1 Main bearing friction losses

In general, friction losses solution of relatively low loaded powertrain slide bearings
such as main and crank pin bearings of a naturally aspirated engine, camshaft bear-
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ings and eventually balancing shaft bearings can neglect the elastic deformations. The
solution is based on the Reynolds equation:

0 (p_}fa_p] 8 (p_;ﬁa_pJ_Ua(ph) a(ph)

_— J’__ _—
ox\ 12n ox ) oy\ 12n oy ox ot

=0, M

where x and y are coordinates, ¢ is time, / is oil film thickness, p is oil density, # is
dynamic oil viscosity and U is relative velocity.

The dependency of oil viscosity on pressure can be expressed with the use of the
Roelands relation.

The solution of a hydrodynamic problem requires reaction forces (Fx and F}), and
angular velocity (w). These values are obtained from the virtual engine. Subsequently,
the force equilibrium condition is solved.

The slide bearing model is realized in Matlab. Gauss-Seidel method together with
SOR (Successive Over-Relaxation) techniques is used to solve the hydrodynamic
problem.

If the pressure, p, distribution in oil is known, the friction torque can be calculated
as follows:

R hq
M,:RJ;J.(%—Ea—ZJdS, @)

where R denotes the bearing radius and S is bearing surface.
Crank train main bearing power losses can be obtained as a sum of all main bear-
ings if friction torque and instantaneous pin angular velocity are considered.

Main Bearings Relative Power Losses

0
100% Engine Load
50 % ‘

Approx. 33 % savings

Relative Power Losses [%]

1000 1500 2000 2500 3000 3500 4000 4500 5000 5500 6000
Engine Speed [rpm]

Fig. 1. Main bearing relative power losses
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The main bearing power losses analysis brings very interesting results concerning the
mechanical efficiency while using only three main bearings for an in-line four-
cylinder spark-ignition naturally aspirated engine shows out the reduction of power
losses approximately by third for whole speed operating range and even for the full
and the partial engine load compared to the standard crank train design (Figure 1).

4.2 Torsional vibration

The results obtained from harmonic analysis of the crankshaft pulley angular dis-
placement of the standard crank train are illustrated to the left in Figure 2. It is obvi-
ous that there is a strong impact of the sixth harmonic component of the torsional
vibration that is reaching resonance under the high speed. At 4000 rpm the resonance
of the eighth harmonic component is evident.

Harmonic Analysis of Crankshaft Pulley Angular Displacement

Angular Displacement [-]

1000 2000 3000 4000 5000 60001000 2000 3000 4000 5000 6000
Engine Speed [rpm] Engine Speed [rpm]

Fig. 2. Harmonic analysis of crankshaft pulley angular displacement

The occurrence of half-harmonic components (6.5", 7.5 etc.) is caused by the fact
that whole working cycle of a four-stroke internal-combustion engine takes two
crankshaft revolutions while the fundamental frequency for engine dynamics is crank-
shaft rotational frequency.

Harmonic analysis of the torsional vibration proved the theoretical assumptions —
the fact that the major orders take the highest part in vibrations. For the given engine
concept these orders are integer multiples of two. The synthesis is equal to the half-
size of peak-to-peak value from the periodic torsional oscillation.

Figure 2 also presents the results of the modified crank train harmonic analysis (to
the right). Static stiffness analyses, as well as the virtual engine simulation, have
proved that the 3-main-bearing crankshaft is torsionally stiffer than the standard one.
Higher torsional stiffness is evident, for example, at the resonance from the eighth
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harmonic component which occurs at 4200 rpm (plus 200 rpm in comparison with the
standard one).

Nevertheless, the small number of the crankshaft pivot points brings specific
changes in crank train dynamics behaviour. The resonance amplitudes, not only of the
major harmonic orders, but also the other harmonic orders are increased. “The sharp-
ness” of resonance curves is caused in particular by lower damping of crank train
torsional vibration since the dominant sources of damping are crankshaft main bear-
ings.

4.3  Main bearings load

Main bearing load can be obtained by a numeric integration of the bearing pressure
field. The load is described by resulting reaction force and moment. An important
parameter of main bearing load is the maximum of bearing reaction force for one
engine operating cycle.

Maximum of Main Bearing Reaction Forces

—a
Iy
o

Relative Force [-]

TS
0! "«ssL‘.

1000 1500 2000 2500 3000 3500 4000 4500
Engine Speed [rpm]

5000 5500 6000

Fig. 3. Maximum of main bearing reaction forces

An analysis of the maximum of main bearing reaction forces during the whole en-
gine operating speed for the standard and the modified crank train is performed (Fig-
ure 1). The growth of main bearing load at the 3-main-bearing crankshaft is detected,
however, it is not expected to be critical. Nevertheless, the new design of bearing
shell should be considered.
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5 Conclusion

In general, the virtual engine results can help to understand complex dynamic behav-
iour of a new mechanically efficient powertrain and enable to speed-up the develop-
ment process together with reductions of expensive prototypes. Therefore, the compu-
tational tools based on FEM and MBS principles play an important role in the modern
powertrain research and development.

Dynamics analysis results demonstrate the potential of crankshaft main bearing re-
duction for decrease of crankshaft power losses expressively. If a naturally aspirated
spark-ignition in-line four-cylinder engine is considered, the power loss savings reach
around 33 % in comparison to the standard configuration having 5-main-bearing
crankshatft.

The less main bearings, the more torsional vibration of crank train is excited
though, however, this effect can be successfully suppressed by using a torsional
damper whose parameters and impact can also be verified by using the virtual engine.

The 3-main-bearing crankshaft conception seems to be an advance way to increase
the mechanical efficiency of a crank train. Therefore, it will be further evolved in
terms of fatigue life computational prediction, detail design modifications, and subse-
quent prototype manufacturing.
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Abstract. The paper deals with the complete on-demand design of a permanent
magnet electric machine for special purposes. It includes information about
the whole design procedure — winding design, electromagnetic design, thermal
and ventilation calculations leading to manufacture of first prototype of the ma-
chine. Further it includes information about re-design used for the second proto-
type based on measurements performed on the first prototype. Additionally
the whole control system of the machine is described in the article.

Keywords: permanent magnets, delta connection, BLDC machine, design,
analysis, propeller, controller

1 Introduction

The development on permanent magnets led to possibility of design of high power
density machines — machines with high output power and low mass. The total mass
of the machine may be lowered by further adjustments of the winding of the machine
and its chassis. As a good solution used for permanent magnet machines has evolved
the tooth winding [1, 2, 3], which is nowadays commonly used in many designs
of permanent magnet synchronous machines (PMSM) and especially brushless direct
current machines (BLDC) [4, 5].

Both mentioned designs of permanent magnet machines may be evaluated from
many points of view — design of the machine, necessity of sophisticated power elec-
tronic converter, presence of some kind of feedback sensor etc. After considering all
pros and cons there are many mid-power applications, where the usage of a BLDC
machine is the most suitable solution. The main reasons are:

e slightly lower mass of the machine
e simple power electronic converter
e simple feedback sensor

These reasons led to decision of design of a BLDC machine with delta connected
winding, which would be equipped by a simple converter, which would also have low
mass [5]. As a power source a direct current source (batteries) would be used.
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2 Design requirements

The main target was the design of a light yet powerful machine with possibility
of simple control of its speed and output power. Although it could be possibly used
in many application, the fundamental purpose of its usage was the aviation —
as an electric drive for a propeller of an electric paraglide.

For the purpose of recognition of proper working point the HELIX H25F propeller
with diameter 1.30 m has been chosen. The characteristics of the propeller are shown
in Figure 1. Lines drawn in Figure 1 correspond with propeller output power (blue
line) and its loading torque (red line). Both characteristics are measured at 15 degrees
Celsius and atmospheric pressure 1013 /sPa. Considering aerodynamic behavior
of the air flowing around the propeller a working point at 2300 rpm has been consid-
ered as reference point for the design of the machine.

T INm] HELIX H25F 1.30m R-E-13-2 Characteristics

P W]
75 15000
60 12000
45 9000
30 6000
15 3000
0 0
1000 1200 1400 1600 1800 2000 2200 2400
n [rpm]

Fig. 1. HELIX H25F Characteristics

Since the machine is considered to be supplied from batteries from the very begin-
ning of the design process, the discharge process of the batteries must be considered
in the design. Therefore the machine is not designed for the exact working point re-
sulting from characteristics of the propeller, but from a range nearby this working
point. This results in design of a 15 k¥ BLDC machine, which will force the propeller
to work at slightly higher speed at fully charged batteries and with lowering
of the batteries voltage its speed and output power will slightly drop according
to the DC bus voltage. The battery pack supplying the machine provides voltage 62
at no-load state and while loading it drops from 58 V to lower values according to dis-
charge of the battery pack itself. The resulting rated parameters of the machine are
therefore:

e output power: P=15kWw

e terminal voltage: U=58V

e speed: n=2300 rpm
® torque: T=62 Nm

e DC bus current: 1=2804
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3 Design of the machine

The basic electromagnetic design of the BLDC machines is very similar to fundamen-
tal design of permanent magnet synchronous machines with main significant differ-
ence in considering currents and voltage on terminals of the machine and within
the winding of the machine [3, 4, 5]. In this case the delta connection of the winding
has been used for the design, which results in winding phase current formed by steps
(see Fig. 2, denoted as hatched element, value marked as [ is the current in DC bus).
Each phase is then shifted by 120 degrees electrical to create a rotating magnetic field.
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Fig. 2. Current flowing through winding phase between terminals A and B (hatched)

The design of the machine is based on the outer rotor topology, where the rotor
with permanent magnets is mounted in the outside of the stator. The stator utilizes ap-
propriate topology of tooth winding for creation of rotary magnetic field. Three teeth
of the machine are equipped with Hall sensors for the purpose of detection of rotor
position for appropriate switching of the converter [6].

The presumed discharge time of the batteries also allows further optimization
of the machine from thermal point of view — the expected load of the machine should
not exceed 15 minutes, therefore some weight may be saved by appropriate choice
of saturation of the machine and the cross-section of the winding. Further savings
of the weight of the machine offers a completely opened construction of the chassis
of the machine (see Fig. 3).

Fig. 3. Detail o manufactured machine (left) and machine with mounted propeller (right)
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As seen from Fig. 3, the machine is designed as fully opened, therefore the cooling
air gets directly into contact with the winding of the machine. This effects leads
to fundamental improvement of cooling of the machine and helps in reduction of di-
mensions of the machine. Using mentioned facts and optimization using latest com-
puting techniques like finite element method (FEM) for analysis of the electromag-
netic design [7, 8, 9] and losses [10] and computation fluid dynamics (CFD)
the whole design resulted in a 15 £ BLDC machine with total weight only 5,4 kg.

4 Controller of the machine

The controller of the machine integrates three main functions — switching of the DC
bus onto three terminals of the machine (including recuperation), the control
of the speed of the machine and monitoring of status of the batteries. The whole con-
troller is embedded into a box with dimensions 100 x 100 x 66 mm and it includes
a high efficiency rectifier (approximately 98 per cent) controlled by a 32-bit ARM mi-
croprocessor. The electronics is cooled by two fans mounted on top of the box.

The controller may transfer all measured data into the computer or show them
through small telemetry display. The connection may be performed through CAN bus,
RS-485, RS-232 and USB port. The measured properties include monitoring
of all phases and DC bus (voltages and currents), monitoring of each battery cell, un-
matched protection and management of lithium batteries and monitoring of controller,
motor and battery temperatures.

The battery pack is charged via separate charger equipped with battery manage-
ment system (BMS) to keep the whole battery pack in balance and optimal conditions
for use. The designed BLDC motor with all supporting devices is shown in Figure 4.

USB Telemetry USB ports
port display for

PC connection Charger
with BMS

PC application Telemetry

connector

230V plug
Accelerator
Battery charge

ON/OFF switch connetor

Charger service
connector

BLDC motor
Battery pack

Hall sensors Battery temperature

i \ sensor

Battery power

Motor power Hall Controller Controller  Battery connector
connector  sensor connector  service
connector connector

Fig. 4. BLDC motor and the whole control system
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5 Measurement of the first prototype and re-design

After the manufacture of the prototype it was tested by its producer with mixed re-
sults. The prototype showed the possibility of obtaining high torque and output power,
but it was not able to reach its working point with desired load type, since its speed
rapidly dropped according to the load of the machine. The measured load characteris-
tic in form of dependency of speed depending on provided output power is shown
in Figure 5.

n[rpm] Load Characteristic of 15 kW BLDC Motor Prototype
2500

2000 \

1500
1000

500

0 1000 2000 3000 4000 5000 6000 7000
P[W

Fig. 5. Measured load characteristic of the first prototype

From the measured characteristic it is clear that the rated speed of the machine is
reached only in no-load state while its rated power would be produced at less than
1500 rpm. This effect is caused by a high value of induced-back electromotive force
(EMF) induced in the winding. The high value prevents the current from flowing
through the winding, therefore the rated output power may be never reached with in-
tended load. In this case there are two options possible to compensate this effect — in-
crease of the terminal and DC bus voltages or lowering of induced-back EMF.

Since any increase of the terminal voltage is not possible for safety reasons,
the only remaining possibility is removing of one coil turn from each coil of the wind-
ing to lower the induced-back EMF. The performed change in design of the machine
results in increase of no-load speed (2790 rpm at terminal voltage 57,5 V) but
the nominal working point of the machine corresponds with the demands of the load.
Further space obtained by removal of the winding turn further improves cooling con-
ditions of the machine allowing usage of class B insulation materials.

6 Conclusion

Although the initial design of the machine was marked with design inaccuracies,
a slight redesign of the topology of the winding compensated this mistake and re-
sulted in a successful design of a BLDC machine with efficiency approximately
93 percents. The total efficiency of the whole control system with the motor is then



218 K. Hruska et al.

approximately 88 percents at nominal working point while keeping small dimensions
and low weight of the drive.

The current development is focused on design and manufacture derivations
of the initial 15 AW BLDC machine including derivatives with different rated speeds
and output powers. The application of these versions also includes the electric
paragliding, but they are also intended for use in different areas like automotive indus-
try and pilotless aviation.
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