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Preface

Mechatronics is in fact the combination of enabling technologies brought together
to reduce complexity through the adaptation of interdisciplinary techniques in
production.

Focusing on the most rapidly changing areas of mechatronics, this book
discusses signals and system control, mechatronic products, metrology and
nanometrology, automatic control & robotics, biomedical engineering, photonics,
design manufacturing and testing of MEMS. It is reflected in the list of contributors,
including an international group of 302 leading researchers representing 12
countries.

The book is intended for use in academic, government and industry R&D
departments, as an indispensable reference tool for the years to come. Also, we
hope that the volume can serve the world community as the definitive reference
source in Mechatronics.

Through this publication we hope to establish and provide an international
platform for information exchange in the mechatronics fields mentioned above.

The book comprises carefully selected 93 contributions presented at the 11th
International Conference Mechatronics 2015, organized by Faculty of Mechatron-
ics, Warsaw University of Technology, on September 21–23, in Warsaw, Poland.
It is the fifth volume in series, following the editions in 2007, 2009, 2011 and 2013.

We would like to thank all authors for their contribution to this book.

Ryszard Jabłoński
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The weak isolability of the structure of binary
residuals of multiple faults

Michał Bartyś

Institute of Automatic Control and Robotics, Warsaw University of Technology,
św. A. Boboli 8, 02-525 Warsaw, Poland

{bartys@mchtr.pw.edu.pl}

Abstract. The chosen keypoints of the theoretical framework of the
multiple fault isolability assessment are briefly outlined in this paper. The
set of multiple fault isolability metrics have been proposed. Introduced
distinctiveness matrix as well as corresponding multiple fault metric, al-
low for characterization of multiple fault isolability of technical systems.
This is particular important in respect to functional safety systems were
multiple faults must be taken into account. Finally, a new definition of a
weakly isolating structure of residual sets in respect to the multiple faults
is proposed. This definition can be considered as an extension of Gertler’s
theoretical framework of a structural approach to fault isolation.

Keywords: weakly isolating structure, multiple fault isolation, binary
diagnostic matrix, fault isolabilty metric, fault distinguishability, fault
distinctiveness matrix

1 Introduction

In this paper, we will give a new perspective on the problem of dimensioning of
multiple fault isolability with the use of binary valued structures of residual sets.
The necessity of definition of multiple fault isolability metrics arises, among oth-
ers, as a result of challenging demands for optimization of diagnostic systems e.g.
for solving constrained sensor placement problems [21, 22] or support for solving
the problem of diagnostic coverage in the functional safety systems. The multi-
ple fault isolation is a commonly recognized problem having serious theoretical
meaning and substantial practical impact [1–3, 6, 7, 10, 11, 15, 18, 20, 23].
In structured residuals based approaches [8, 10], faults are recognized indi-

rectly by analysis of binary evaluated results of tests or observations that are
sensitive to these faults.
The fault isolability from the perspective of structural analysis for early de-

termination of fault detectability was discussed in [7]. It has been shown how
different levels of knowledge about faults result in isolability properties. Bas-
seville in [5] fixed the isolation as a simultaneous multiple-hypothesis testing
problem and formulated three isolation criteria based on Kullback distance.
The main contribution of this paper is the proposition of a new isolability

metric and generalizing the definition of a weakly isolating structure introduced
by Gertler [8].
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2 Preliminaries
The set of following assumptions have been adopted for further discussion:
1o the bi-valued diagnostic matrix of the diagnosed system is known;
2o the diagnostic matrix contains exclusively non all zeroes columns;
3o the signature of multiple faults of single faults is the logical alternative of

single fault signatures.
Consider a diagnostic system in which all residuals are binary valued. Let the
finite set of single faults in this system be F1:

F1 = {fi : i = 1..n} (1)

and finite set of diagnostic signals be S:

S = {sj : j = 1..m} (2)

Diagnostic signal values are derived from residuals by the application of ap-
propriate evaluation processing approaches. Let relation RFS be the Cartesian
product of sets F1 and S.

RFS ⊂ F1 × S. (3)

According to the geometrical interpretation of the Cartesian product, the re-
lation is the set of n · m points of the plane defined in F1 and S coordinates.
It is possible to spread out a three-dimensional mesh over the F1 × S plane
by attributing diagnostic signal values vj,i of all diagnostic signals sj for all
fi faults. The three-dimensional mesh is easily transformable into the form of
a two-dimensional m · n matrix V1 of the diagnostic signal values vj,i. Hence,
V1 = [vj,i]m×n. In the simplest case, the diagnostic signals are bi-valued, i.e. the
relation faults-symptoms has the form of a binary structure of residual sets [8] or
Binary Diagnostic Matrix [10, 14]. In this paper, we will limit our considerations
exclusively to the case of binary valued structures of residual sets. Each fault
fi ∈ F1; ∀i ∈ {1..n} is associated with one and only one i-th column V1,i of the
binary diagnostic matrix V1:

V1,i = [v1,i, v2,i, ...vm,i]�. (4)

Specific vector V1,i consisting of diagnostic signals associated with a particular
single fault is referred to as the single i-th fault signature. For simplicity of
notion, the diagnostic matrix V1 will be further represented comprehensively as
a block matrix of single fault signatures V1,i

V1 = [V1,i][n×1] (5)

In order to achieve fault distinguishability in the structure, it is beneficial if fault
signatures will be unique. In practice, this requirement does not necessarily hold.
The problem of single fault distinguishability in the binary structure of residual
sets was considered in many publications [8, 10, 22]. Here, we will undertake an
attempt towards assessment of multiple fault distinguishability.
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Let us denote the fault multiplicity by k. Let us now generate q =
(

n
k

)
subsets

V q
k , each consisting of k non repetitive single fault signatures V1,i:

V q
k = {V 1

1,r, V
2
1,s, ... , V

k
1,z}; r �= s �= ... �= z; r, s, ...z ∈ {1..n}. (6)

According to assumption 3o of Sect. 2, all signatures of binary evaluated multiple
faults are assumed as logical alternatives of single fault signatures. Hence, any
subset V q

k of power k represent the alternative signature of any k-multiple fault.
Therefore, any q-th signature of any k-multiple fault equals:

Vk,q =
k∨

p=1

V q
k = V 1

1,r ∨ V 2
1,s ∨ ... ∨ V k

1,z; k ∈ {1, ..., n}; q ∈ {1, ...,
(

n
k

)} (7)

Definition 1. The diagnostic matrix of k-multiple faults Vk is a matrix of or-
dered k-multiple fault signatures:

Vk = [Vk,1, Vk,2, ..., Vk,q] (8)

Now we will define the set of all signatures of all single and multiple faults by
generalization of formula (5).

Definition 2. The multiple fault binary diagnostic matrix is a block matrix con-
sisting of ordered diagnostic matrices of all multiple faults:

V = [[V1],[V2], ..., [Vn]][1×n] = [Vi][1×n] (9)

The disitinguishability of multiple faults in a given isolation structure should be
considered as a feature which characterizes at least the uniqueness (isolability
or distinction) of any signature of any fault independently of its multiplicity.

Definition 3. The multiple faults are isolable in a binary diagnostic matrix if
their signatures are unique within isolation structure.

Therefore, the problem is how to determine and measure a distinction between
any fault signatures in a given multiple fault binary diagnostic matrix? This
problem was considered for single fault binary isolation structures in [8, 22].
Firstly, we obtain the partitioned vector of multiple fault signatures from (9) by
concatenating all Vk.

v = [V1,1, V1,2, ...V1,q1 , V2,1, V2,2, ...V2,q2 , ..., Vn,1, Vn,2, ...Vn,qn
][1×N ] (10)

where: qk =
(

n
k

)
is the number of k-multiple faults

Next, we will introduce a matrix of multiple fault distinctiveness referred also to
as matrix of discernibility. Principally, it expresses in binary terms, whether any
pair of multiple fault signatures is disjunctive or not. To do this, let us define
the disjunction of binary matrices.

The Weak Isolability of the Structure of Binary ... 5



Definition 4. Disjunction of binary matrices A[m×n] and B[n×p] be denoted as
A ⊕ B and defined as the matrix C[m×p]:

C = A⊕B =

⎡
⎢⎢⎢⎣

C11 C12 · · · C1p

C21 C22 · · · C2p

...
...
. . .

...
Cm1 Cm2 · · · Cmp

⎤
⎥⎥⎥⎦ (11)

where: Cij =
∨n

k=1 Aik ⊕ Bkj and ⊕ is the Boolean disjunction operator.

3 The multiple fault distinctiveness matrix

In order to define the distinctiveness of multiple fault signatures, we keep in mind
that any multiple fault is associated with its own specific signature. Thus, the
distinctiveness of signatures of multiple faults might be represented by mutual
disjunction of signatures of all multiple faults. Let us define now the multiple
fault distinctiveness matrix.

Definition 5. The multiple fault distinctiveness matrix is the tensor disjunction
of partitioned vectors of multiple fault signatures.

D = v� ⊕ v (12)

Remark 1. The multiple fault distinctiveness matrix is a square matrix, since
the number o rows of v� and number of columns of v vectors is equal.

Corollary 1. Each Dij entry of square multiple fault distinctiveness matrix is
the only disjunction of signatures of i-th and j-th multiple fault.

Proof. According to (11), each Dij entry of the square multiple fault distinctive-
ness matrix D is an alternative of disjunctions of binary signatures of i-th and
j-th multiple faults over m i.e. (Dij =

∨n
k=1 Vik ⊕ Vkj). Since the number m of

columns of transposed partitioned vector of multiple fault signatures v� equals
1 then:

Dij = Vi ⊕ Vj . (13)

It is worth to mention that property of symmetry allows to speed up calculations
of the multiple fault distinctiveness matrix and should be considered as beneficial
in the practice.

4 The binary isolability metric

Corollary 2. Any pair of multiple faults 〈fi, fj〉 is mutually weakly isolating if
corresponding entry Dij of multiple fault distinctiveness matrix is different from
zero for any (i �= j).
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Proof. In accordance with definition of weak isolability [8], the structure is
weakly isolating if the fault signatures are different and nonzero. This apply
independently whether faults are single or multiple.

Remark 2. Any pair of multiple faults 〈fi, fj〉 is indistinguishable also if multiple
fault distinctiveness matrix entry is all-zeroes vector (Dij = 0) or multiple fault
distinguishability matrix entry (Dij = 0) for any (i �= j).

The distinctiveness matrix D might be presented in the form of a block matrix
of n fault distinctiveness matrices dk, each referring to k-th fault multiplicity:

D = [[d1],[d2], ..., [dn]][1×n] . (14)

Here, the di is a matrix of the size [N : qi]. The distinctiveness matrix Dk of the
all k -multiple faults is a block matrix consisting of k ordered matrices di:

Dk = [[d1],[d2], ..., [dk]] . (15)

Now we introduce a measure of a binary multiple fault isolability. Firstly we
define the Boolean conjunction of all entries of upper triangular part of distinc-
tiveness matrix D located above main diagonal in its any i-th column.

ii =
i−1∧
j=1

dij ;∀i ∈ {2, N} . (16)

Remark 3. Since distinctiveness of any pair of identical faults is always zero,
then the upper bound in the Boolean conjunction in formula (16) is (i − 1).

Let the measure of isolability of k -multiple faults be denoted as Ik.

Definition 6. The binary isolability metric Ik of k-multiple faults be a Boolean
conjunction of all entries of multiple distinctiveness matrix Dk which are located
above main diagonal:

Ik =

∑k
k=1 qk∧
i=ik

ii (17)

where: ik = 2 +
∑k−1

k=1 qk.

Remark 4. The binary isolability metric of k -multiple faults allows to judge ei-
ther the k -multiple faults are mutually isolated or not. The k -multiple faults are
mutually indistinguishable if (Ik = 0). Obviously, if this condition holds then
multiple faults are not weakly isolating.

Definition 7. Given the binary isolability vector Ik[1 : k] of all single, dou-
ble, ... , and k-multiple faults:

Ik = [I1,I2, .. , Ik] (18)
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Definition 8. The binary isolability metric I of multiple binary fault isolation
structure be a Boolean conjunction of all entries of isolability vector Ik:

I =
n∧

i=1

Ii (19)

The binary isolability metric i indicates isolability of all single, double, ... and
n-multiple faults within the isolating structure. Now, we will generalize the def-
inition of a weakly isolating structure introduced by Gertler [8].

Definition 9. The binary isolating structure is weakly isolating if it does not
contain any all-zeros column and if its binary isolability metric I �= 0.

It should be mentioned, that weak isolability might be considered in context of
fault multiplicity. In this case:

Definition 10. The binary isolating structure is weakly isolating k-multiple faults
if it does not contain any all-zeros column and if its binary isolability metric
Ik �= 0.

5 Illustrative example

Let us consider an example of a column-canonical unidirectional and bidirec-
tional strong isolating binary valued structure of residual sets counting m = 4
rows and n = 3 columns presented in Tab. 1a. According to the assumption 3o

in section 2, a signature of multiple fault is the logical alternative of single fault
signatures. The signatures of double and triple faults are depicted respectively
in Tab. 1b and Tab. 1c. The partitioned block matrix of multiple fault signatures

Table 1. An example of the binary valued structures of residual sets representing: a)
matrix V1 of single fault signatures; b) matrix V2 of double fault signatures ; c) matrix
V3 of triple fault signatures.

(a)

S/F f1 f2 f3

s1 1 1 0
s2 1 0 0
s3 0 0 1
s4 0 1 1

(b)

S/F f1f2 f1f3 f2f3

s1 1 1 1
s2 1 1 0
s3 0 1 1
s4 1 1 1

(c)

S/F f1f2f3

s1 1
s2 1
s3 1
s4 1

V = [V1,V2,V3] is depicted in Tab. 2. In this table, vertical lines are used to
separate k-multiple fault signature matrices Vi. Each matrix counts respectively
q = [q1, q2, q3] = [3, 3, 1] columns and m = 4 rows. The distinctiveness matrix
D is depicted in Tab. 3. Fault distinctiveness matrix D show either any pair
of multiple faults is distinguishable or not. For example double fault {f1f3} is
indistinguishable with triple fault {f1f2f3}. All other faults are distinguishable.

The results obtained from Tab. 3 could be interpreted as follows:
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Table 2. The partitioned block matrix of multiple fault signatures V of the structure
of residual sets depicted in Tab. 1a.

S/F f1 f2 f3 f1f2 f1f3 f2f3 f1f2f3

s1 1 1 0 1 1 1 1
s2 1 0 0 1 1 0 1
s3 0 0 1 0 1 1 1
s4 0 1 1 1 1 1 1

Table 3. The multiple fault distinctiveness matrix D for isolating structure of residual
sets depicted in Tab. 1a.

f1 f2 f3 f1f2 f1f3 f2f3 f1f2f3

f1 0 1 1 1 1 1 1
f2 1 0 1 1 1 1 1
f3 1 1 0 1 1 1 1
f1f2 1 1 1 0 1 1 1
f1f3 1 1 1 1 0 1 0
f2f3 1 1 1 1 1 0 1
f1f2f3 1 1 1 1 0 1 0

ii 1 1 1 1 1 0
Ik 1 1 0

1. All single faults are isolable because I1 = 1;
2. All single and double faults are isolable because I2 = 1;
3. Triple faults are not isolable because I3 = 0;
4. Triple fault 〈f1f2f3〉 and double fault 〈f1f3〉 are indistinguishable because

D4,7 = 0;
5. Not all multiple are isolable because I = 0
6. Matrix shown in Tab. 1a is weakly isolating for single and double faults
because I1 = 1 and I2 = 1 and is not weakly isolating for triple fault.

6 Final remarks

The main contribution of this paper is a proposition of a new formal definition
of a weakly isolating structure of the binary residual sets. This definition can be
considered as an extension of Gertler’s [8] theoretical framework of a structural
approach to fault isolation.
The proposed definition is based on binary isolability metric introduced in

this paper. This metric allows for quantitative analysis of indistinguishability
of single and multiple faults within the binary valued structure of residual sets.
Searching for a weakly isolating structure plays an important role in the fault
indistinguishability design and analysis of diagnostic systems. It is extremely
useful for automatized searching for optimal fault isolating structures within
the given constrains. It allows for a time inexpensive judgement either multiple
faults of a given multiplicity k are distinguishable or not within a given binary
fault isolation structure.
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The functional safety standard IEC 61508 distinguishes the following types
of failures: dangerous detectable failures λDD, dangerous undetectable failures
λDU , safe detectable failures λSD and safe undetectable λSU failures. The total
intensity of failures λ is defined as the sum of intensities of all types of failures.

λ = λDD + λDU + λSD + λSU (20)

Diagnostic system must be designed in such a way that it should detect and
isolate at least dangerous failures. A measure of the quality of detection of dan-
gerous failures is the factor referred to as diagnostic coverage (DC ). It is inter-
preted as the relative reduction of the probability of dangerous failures resulting
from application of automated diagnostic tests:

DC =
λDD

λDD + λDU
(21)

Clearly, undetectable faults are unisolable and indistinguishable. Therefore, the
fault isolation influences λDD and λSD intensities only. Hence, each measure
allowing for achieving better fault distinguishability enhance DC factor. In this
context, the fault isolability metrics introduced in this paper can support search-
ing for optimal diagnostic coverage in diagnostic systems at design stage. So far,
the introduced metrics have not been already used in a diagnostic coverage in
the real functional safety system design.
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Abstract. The paper discusses some practical problems occurring at ISO 
10816-1 application in technical practice. Technical diagnosticians find out fre-
quently that the zone boundaries proposed by the standard are not sensitive ad-
equately to the changes in vibrations during operation resulting from a change 
of technical condition of the machine. The principle of statistical determination 
of individual operational limits from the measured overall level of RMS vibra-
tion velocity (overall level) with utilization of statistical regulation of individual 
values is also described in the paper. The alarm limit for the overall level 
(boundary between the B and C zones) in the range 10 Hz to 1,000 Hz is speci-
fied in the paper on the basis of measuring of vibrations on the electric motor of 
Bosch Rexroth hydraulic unit. 

 
Keywords: Operational limits; vibration diagnostics; zones boundary. 

1 Introduction 

It is assumed in technical practice that measuring of vibrations on the non-revolving 
components is very often suitable for the purpose of assessment of technical condition 
for a number of machineries. We most frequently measure and assess overall level the 
significant changes of which indicate progressive changes of technical condition of 
rotational parts resulting e.g. from imbalance, misalignment, mechanical backlash of 
bearings in mounting, structure resonances, insufficiently rigid foundations, bent 
shaft, excessive wear of bearings, etc. relatively reliably. 
Four typical zones (A, B, C and D) for assessment of the level of vibrations are de-
fined in the standard [1] and in other related references (such as [4], [5], [6], [8], [10], 
etc.) for the purpose of evaluation of intensity of vibrations of a given machine and 
provision of the guidance for potential maintenance measures. We mostly find out at 
practical application of the ISO 10816-1 standard to the conditions of operation of a 
specific machine that the boundaries of the mentioned zone proposed by this standard 
are not adequately sensitive to changes of vibrations resulting from a change of tech-
nical condition of the machine [3]. 
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2 Assessment of vibrations of the hydraulic unit electric motor 

Verification of the above mentioned assumptions was carried out on HA 0070-
120/008-050/050 hydraulic unit (hereinafter the hydraulic unit, Fig. 1) manufactured 
by Bosch Rexroth. The hydraulic unit is specified as a source of pressure oil for a 
didactic stand for lessons of hydraulics in our Institute for Production Machines, Sys-
tems and Robotics. The hydraulic unit (Fig. 1.) represents a set of hydraulic elements 
arranged functionally on an aluminium tank positioned in a valve table made of alu-
minium profiled components.  

Fig. 1. Hydraulic unit with Microlog CMXA 48 

The hydraulic circuit of the unit consists of two pressure circuits. A combination of 
two PV7 variable vane pumps produced by Bosch Rexroth (Fig. 1, item 1) with geo-
metrical capacity of 12 and 7.5 cm3/rev. controlled to a constant pressure and driven 
with Siemens 2.2 kW electric motor (Fig. 1, item 2) with synchronous speed of 1,000 
rpm represents a source of pressure energy.  
The Microlog CMXA 48 apparatus (Fig. 1, item 3) developed by SKF was used for 
evaluation of technical condition of the hydraulic unit. This portable vibration data 
collectors and analyzer has a good simultaneous triaxial or four-channel vibration 
measurement capabilities over a range of 0.16 Hz to 80 kHz. 
Electric motor vibrations were measured using three CMSS 2111 accelerometers 
mounted to the flange of the electric motor with permanent magnets approximately in 
the horizontal direction (hereinafter H), in the vertical direction (hereinafter V) and in 
the axial direction (hereinafter A), see Fig. 1, item 4. The CMSS 2111 is a small foot-
print accelerometer that includes an integrated 2 m cable along with a magnetic mount 
(CMSS 908-LD). 
We understand the value of the measured variable proportional to the total vibration 
energy (strength or intensity of vibrations) related to a considered time record as 
overall level of mechanical vibration o. The overall level can be calculated from the 
time record according to the following formula: 

1 

3 

2 

4 
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o

m

i
i

,    (1) 

where yi is an amplitude of the determining quantity of mechanical vibration in the 
time ti and m is a number of discrete points in the corresponding time record (in 
which the y value is ascertained). 
By ascertaining of the value of overall level o and its comparison with the normal 
level, we will obtain some of possible information on the condition of the machine or 
any of its parts. When comparing the measured values, it should be verified whether 
the measurements of both values (the original one which represents information on 
the normal status and the new one through which current technical condition of the 
machine is assessed) have been made in the same frequency range (e.g. 10-1,000 Hz) 
and expressed in the same way (e.g. the peak value). If the value of total vibrations is 
higher than the normal level, we can assume that there is a problem which caused 
these higher values.  
Such method of assessment of technical condition is recommended also by 
ISO 10816-1 standard. In this standard, individual types of machines are classified 
either in the group of "small machines" such as electric motors up to power of 15 kW 
or in the group of "bigger machines". 
In our case, an asynchronous motor (2.2 kW) drives a pair of pumps. The first pump 
with a geometric capacity of 12 cm3/rev. was loaded using a throttle valve to a con-
stant value of flow rate of 7 l/min at pressure of 5 MPa during vibration measuring. 
The other pump was hydraulically alleviated. It results from these loading parameters 
that the electric motor is loaded with approximately 0.6 kW, i.e. at about 30% of its 
nominal power. And that is why the machine is classified in the group of "small ma-
chines". 
Values of measuring in accordance with ISO 10816-1 standard were set on Microlog 
CMXA 48 the lower frequency limit was set to 10 Hz while the upper one to 1,000 
Hz. Number 10 was selected for averaging process, overlapping was 0% and meas-
urements were repeated 30 times in order to obtain a sufficiently representative statis-
tical sample of vibration values.  
As the power of an electric motor was lower than 15 kW, it results from the standard 
that overall level for the zone boundary of the A/B zones can be specified to the value 
of 0.71 mm/s. Similarly, the value 1.8 mm/s is recommended for the alarm limit 
(boundary of B/C zones) while the value of 4.5 mm/s for the trip limit.  
Fig. 2 shows the measured values of vibrations in all three directions (H, V, A) with 
the illustrated zone boundaries in accordance with the standard [1]. It is possible to 
say on the basis of Fig. 2 that the alarm and operation shutdown limits are very prob-
ably too far from the measured values. The alarm value specified using this method 
would not probably allow timely warning of the operator in case of a significant rise 
of vibrations. 
It means that it is necessary to define new substantiated operational limits, e.g. using 
suitable statistical tools, in practice when establishing a system of predictive mainte-
nance. 
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Fig. 2. Measured overall levels and zones for their assessment 

3 Statistical determination of operational limits 

We will identify overall level calculated from i-th time record with oi symbol while 
the mean value of all measured overall levels for the past monitored period will be 
identified with  symbol. Moving range of overall levels between two successive 
measurements will be identified with  symbol: 

             1iio ooR
i

,         (2) 

The alarm limit for overall level which should not be exceeded is given by the follow-
ing formula: 

          oo RoUCL
i

66.2 ,         (3) 
where  represents the mean value of the moving ranges of overall levels from all 
previous measurements. 
The alarm limit for moving range of overall levels can be calculated according to the 
formula: 

            oR RUCL
io

267.3 .         (4) 

The formulas (3) and (4) apply only when the assumed risk of unnecessary error sig-
nal (risk , type I error) equals to 0.27 % (for more details please see [2]). 
Both limit values are in the distance of 3 sample standard deviations from the mean 
values  of overall levels and mean values  of their moving ranges.  
Using the formulas mentioned above, the alarm limits for the hydraulic unit electric 
motor were determined on the basis of completed measurements of vibrations; these 
alarm limits are listed in Table 1. The mentioned electric motor has been used in non-
demanding operation for about 10 years. It is in a good technical condition so that 
measuring of overall levels can be considered to be the assessment of the status of 
vibrations which correspond to the zone B in accordance with the standard [1]. On the 
basis of the above mentioned facts, we can consider the limit value calculated accord-
ing to the formula (3) to be the boundary between the B and C zones (alarm limit). 
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We can conclude on the basis of assessment of the measurements that the maximum 
vibration values were measured in the horizontal direction as expected and for that 
reason, we will use them for illustration of the proposed procedure of determination 
of the alarm limit. 
Fig. 3 illustrates the measured overall levels in the horizontal direction from which 
the alarm limit for this direction was calculated (0.438 mm/s). 

 
Fig. 3. Overall level of RMS vibration velocity in direction H 

Fig. 4 illustrates the corresponding moving ranges of overall levels and the calculated 
alarm limit of moving range for the horizontal direction (0.044 mm/s). 

 
Fig. 4. Moving range of overall level of RMS vibration velocity in direction H 

Table 1 contains the calculated alarm limits for overall level all three measured direc-
tions. 

Tab. 1. Calculated alarm limits for overall level and moving range 

Alarm limits: H [mm/s] V [mm/s] A [mm/s] 
For overall levels: 0.438 0.361 0.299 
For a moving range of overall levels:  0.044 0.029 0.027 
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4 Conclusion 

It happens very frequently in practice that the general standards for assessment of 
vibrations of machines and equipment during operation provide only approximate 
setting of an alarm limit and an operation shutdown limit (trip limit) which must be 
made more accurate progressively on the basis of experience and evaluation of the 
real course of measurements of vibrations.  
The paper presents an original idea of utilization of the method of statistical regula-
tion based on comparison of individual values and moving ranges for determination 
of the operational limits. The proposed procedure allows to respond to significant rise 
of overall levels in time. Beyond the scope of the standard, the proposed method of-
fers also assessment of change of vibrations with respect to the last measurement. 
The proposed statistical method of determination of the operational limits of vibra-
tions was applied to measuring of vibrations of a hydraulic unit electric motor for 
three directions (horizontal-H, vertical-V and axial-A). The measured data represent 
the status of vibrations which correspond to the B zone according to the standard [1]. 
The calculated limit values are proposed as the boundary between B and C zone 
(alarm limit). When at least one of the calculated limits is exceeded (overall level or 
moving range), it is necessary to arrange for a suitable maintenance intervention im-
mediately. 
Identical method can be used for determination of the substantiated value of the 
boundaries between the A and B or C and D zones according to the standard [1]. 
The authors of the paper offer cooperation to all persons from the industry interested 
in verification of this procedure also for other types of machines. 
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Abstract. The essential component of all control and sensory systems is a 
communication layer. The MODBUS protocol is used mainly in automation and 
sensory industries and defines a simple format of communication with the 
master/slave principle. uBUS protocol derived from MODBUS brings advanced 
features for today's industrial requirements. The implementation of secure 
transmission among nodes on the bus is a part of the protocol and can be 
prohibited or enforced. As an encryption method was chosen RSA asymmetric 
encryption and the encryption strength is given by the size of its keys (32 bit - 
1024 bit). 

 

Keywords: MODBUS protocol extension, communication protocol, secure 
communication. 

1 Introduction 

The essential component of all the control and sensory systems is a communication 
layer. There are several communication standards for specific industries such as CAN 
for automotive, FIELDBUS for automation (factory automation environment), M-bus 
for sensory systems. The MODBUS protocol is used mainly in automation and 
sensory industries and defines a simple format of communication with the 
master/slave principle. Since it was developed in 1979, the possibilities of its use are 
limited to equipment which was used at the time of its creation. For new types of 
terminals such as smart sensors and intelligent control modules was defined uBUS 
protocol derived from the MODBUS[6] protocol, which retains the principle of 
communication and the specification of the physical and data link layer. Certain 
modifications were made in the application layer, where were added function codes 
for new types of terminal nodes. uBUS has been utilized in a variety of applications 
from simple data collection from connected sensors, through smart sensors, to use in 
control applications. 

Communication protocols generally do not solve security issues against attacks and 
planted false information. Such an attack could in critical applications cause 
significant material and environmental damage. 
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The issue of of securing communication is in MODBUS protocol elaborated for 
MODBUS over TCP/IP. The security of MODBUS protocol is discussed in the 
sources [1] and [2]. There is not defined any mechanism for ensuring communication 
using MODBUS over serial line. The issue of the lack of secure communication on 
the level of serial communication is to some extent due to the nature of the end 
devices on MODBUS bus. 

The article describes the uBUS protocol, which is derived from the MODBUS 
protocol. The reasons for the need of developing a modification of the MODBUS 
protocol were thoroughly defined. One of the main reasons for this modification is to 
add secured communication at RS-485 serial bus. 

2 Communication protocol uBUS 

2.1 MODBUS protocol 

MODBUS is a protocol of the application-layer of ISO/OSI reference model, 
which provides client/server communication between devices connected on different 
types of buses or networks. 
Devices on the MODBUS bus system communicate using master/slave method 
(client-server), which may be initiated only by one communication device and it is 
always the master (client). Other devices (slave, respectively server) respond by 
sending the required data to the master device or only by an action specified in the 
received message. Slave devices are peripheral devices (I/O converter, valve or other 
measuring device) which are able to process the information and send the output to 
the MODBUS master device via the bus. 
MODBUS application protocol defines the protocol data unit (PDU - Protocol Data 
Unit), which is independent of the lower layers of the communication. For the 
implementation of the MODBUS protocol for a specific bus or network, are to PDUs 
added additional data fields. Node that initiates MODBUS serial line transaction 
creates enhanced MODBUS frame ADU (Application Data Unit), where are added 
additional fields (Fig.1). 

 
Fig. 1. MODBUS data frame 

2.2 uBUS protocol 

Currently, the original specification of the MODBUS application layer does not fit 
the new control and sensory systems containing smart sensors [3]. uBUS protocol 
uses the identical specification of communication layer on the 1. and 2. level of 
ISO/OSI reference model. The differences are only in the application layer. In the 
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data frame format, the difference is only in the address part. Table 1 shows a 
comparison of the changes. 

 
Table 1. Comparison of the address space of the MODBUS and uBUS protocols 

Protocol Address 
length 

Properties 

MODBUS 1 Byte The number of addressable nodes is 255, 247 real 
addresses (according to the original protocol 
specification) 

uBUS 2 Byte The number of addressable nodes is 65535, as 
specified for MultiSlave it is 4095 terminal nodes. 

3 uBUS application protocol specification 

In the following text will be listed the basic functions, respectively commands 
in the uBUS application protocol. Data frame is shown in Fig. 1. The commands are 
divided as follows: diagnostic, configuration, data access and special. 

3.1 MultiSlave extension 

In the uBUS application protocol has the Address field 2 bytes. This change is 
related to the following facts: 

Advanced features of uBUS protocol. Part of the uBUS specification is 
MultiSlave mode, where one physical slave device can act as multiple logical 
terminal nodes. These logic devices are implemented in software. 
Extension of the address space. Using MultiSlave terminal nodes radically 
reduces address space. At the capacity of 16 logical devices for a MultiSlave 
device, the address space is narrowed to 16 devices (4-bit for the device 
address and to 4-bit for the address of the logical device within MultiSlave) 

The motivation for the proposal of MultiSlave extension was to use throughput 
capacity of devices on which is implemented a slave node. In many cases the sensor is 
implemented in special hardware which performs the actual measurement (eg. using 
the A/D converters) and the subsequent preprocessing of the measured value. Since 
this hardware is a part of uBUS bus, there has to be an implemented protocol UBUS 
in the device. In order to use computing capacity of such hardware, there can be 
implemented multiple slave nodes or special equipment slave (MultiSlave) on a given 
hardware, which in one device defines the so-called virtual slave nodes. The principle 
of addressing is as following: 

MultiSlave node address: 12bit, 
address of virtual slave within MultiSlave: 4 bit. 

 
In overall, the address of the terminal slave is 16bit (2 Byte), of which the last 4bits 

define the address of the virtual slave node within MultiSlave. 

Securing Communication Layer of uBUS Protocol 21



3.2 Securing communication of uBUS protocol 

MODBUS protocol does not define any security encryption of the 
communication, it means that the communication is always transmitted in a clear, 
readable form. An attacker can quite easily enter the communication in a server role 
and gain the full control over all slave devices. He can set new values, new 
parameters, even reboot. This vulnerability is known as “Man-in-the-middle”. 
The goal of uBUS protocol is to eliminate this apparent disadvantage of MODBUS 
protocol. The implementation of secure transmission among nodes on the bus can be 
prohibited or forced. The terminal MultiSlave device decides whether to use 
encryption or not at the communication initialization. This is based on its 
configuration. For the used communication encryption were defined following 
conditions: 

1. Encryption must be strong enough so that the immediate decryption is not 
possible (without the knowledge of the decryption key). 

2. Encryption must be extremely simple to be implementable on the slave 
devices, with a low computing power. 

3. Data frame format shall not be altered. 
To achieve these conditions we propose the following solutions: 
A) RSA asymmetric encryption will be used. This type of encryption ensures ease of 
implementation at the MultiSlave devices, while providing strong encryption on the 
principle of a pair of keys - encryption and decryption. Encryption strength is given 
by the size of the key (32 bit - 1024 bit). The key length is not limited to the actual 
hardware of the terminal MultiSlave device, where the encryption is implemented. 
B) The proposed uBUS extension must be backwards compatible with MODBUS, 
respectively uBUS. It must therefore be guaranteed that it will work even when 
communication does not have encryption. It must be clearly identifiable when it 
comes to unencrypted and when to the encrypted type of communication.  
For added security, there is an implemented "floating code" mechanism, whereby the 
encryption key is only valid for a certain period (of the order of minutes). After this 
time will be generated new encryption keys. For the distinction of encrypted and 
unencrypted communication is used byte order in CRC16 checksum. The length of 
CRC part is 2B, so it can be written as: 

  CRC = CRChi CRClo        (1) 
where CRChi is the first byte of the checksum and CRClo is the second byte of the 
checksum. In the case of encrypted communication, the right cyclic shift is applied to 
CRC. According to the original specification of the MODBUS application protocol, 
after receipt of a message by a slave node the first operation to make is the CRC 
checksum. If an error is detected when calculating the CRC checksum, the message is 
marked as damaged and is not further processed. While using the uBUS protocol, the 
message can be encrypted. This means that the last 2 bytes (CRC sum) is shifted right.  
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3.3 Implementation of 32-bit encryption on the MultiSlave device 

MultiSlave device is implemented on a single physical hardware and can 
contain up to 16 virtual slave end devices. For the MultiSlave implementation was 
selected 32-bit ARM microcontrollers, specifically STM32F030. The microcontroller 
enables performance scaling. For testing purposes, it was set to max clock frequency, 
i.e. f=48MHz. Communication interface USART has been configured to 19200 Bd. 
The time required to encrypt responses for different lengths of messages is shown in 
Table 2. 

Table 2. Typical encryption delays measured with STM32F0 
Number of bytes for encryption Encryption time 
2 0.79 ms 
4 1.5 ms 
8 3.9 ms 
16 7.9 ms 

 
At the speed of USART serial interface used for communication with a host 
computer, the time required to encrypt the message is approximately the same as the 
time of transmission. 

4 Implementation of uBUS protocol in real systems 

In the following text are examples of deployment of uBUS protocol in real systems. 

4.1 Solar water heating system 

uBUS protocol uses a variety of physical media for communication. In solar 
systems which may be relatively large (from the collector to a point of consumption 
can be tens of meters), cabling costs play a not insignificant role and therefore the 
trend is to make use of existing physical media, e.g. existing powerlines, HF 
communications in the public zone etc. The uBUS communication protocol has been 
proposed so that the threat of compromising transmitted information was minimized 
or eliminated. For small applications such as solar system with low power, the risk 
lays particularly in hijacking telemetry data. Actuators (pumps and valves) are usually 
placed close to the control unit, in larger systems should be considered the secured 
control of components such as solenoid valves, pumps, motors and the like. In our 
solar system are installed 3 solar collectors in series with sensory and control 
elements [5]. All the devices have uBUS protocol implemented on-board. 

4.2 System for acquisition of environmental data via wireless sensors 

For the needs of monitoring the temperature of biological materials stored outdoors 
arose the problem of monitoring the course of temperature in such a mass of material. 
In the case of woodchips (wood pellets) the improper storage can cause slow 
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autoignition. To monitor the temperature of such a biomass, has been designed 
sensory system consisting of several measuring probes and a number of receivers. The 
number of measuring probes is in the tens and the number of receivers in the order of 
units. The final number of the receivers depends on several factors such as the actual 
size of the monitoring site, its topography and the presence of interfering elements 
such as metal construction and wireless transmission. To transfer data from the 
receivers of the radio signal to a host computer is used uBUS protocol. 

5 Conclusions 

This paper presents securing of a uBUS protocol communication layer against 
planted false information in a wide range of applications. uBUS protocol extends the 
address space, allows to utilize the computing capacity of the microcontroller used in 
the sensor using MultiSlave extension where one physical device slave can contain 
multiple logical devices. MODBUS protocol does not contain any encryption 
mechanism, but using the uBUS protocol allows adding the encryption layer.   uBUS 
protocol implementation optionally provide secured transmission between nodes on 
the bus. For securing communication we use asymmetric cipher on the RSA principle.  
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Abstract.The purpose of this study is to introduce an intelligent method for 
fault classification of farm machinery with vibration analysis using the ANFIS. 
Test conditions include safe, roller fault, seal fault and axis friction on the ex-
perimental setup of retainer and clutch mechanism of Massey Ferguson. The 
time-domain vibration signals with normal and defective modes processed for 
feature extraction. Three features of the time domain (T ), frequency domain 
(A ) and phase angle (A ) data as premium features were selected. Data are 
classified into eight experimental models and also loaded in the ANFS network. 
In all models, appropriate membership functions were selected. For ANFIS 
training 1000 epoch was considered. The statistical indicators and the result of 
ANFIS prediction of evaluation models were presented. Total classification ac-
curacy was 100% in both models. The results showed that ANFIS can be used 
as a powerful tool for intelligent fault classification of tractor mechanisms. 

Key words: vibration signals, ANFIS, premium features, fault classification. 

1 Introduction 

Agricultural machines should be available in a timely condition. Early diagnosis can 
stop car suddenly. Condition monitoring is used to find faults at early level [1].  
Maintenance procedures are often provided by the equipment manufacturers to inhibit 
major fault occurrences, leading to possible shutdowns [2]. Maintenance of rotary 
machineries are the essential components of abnormal event management, that it at-
tracts more attention. The components such as shafts, bearings, and gears are im-
portant machine elements for any rotary machine [3]. In recent years the complexity 
of mechanical systems has been increased and the maintenance of such systems has 
become an important and inevitable task in industry. Visual inspection and physical 
assessment alone no longer provide adequate early warning to any emerging problem 
in a complex system which strict down the time, permanency of cost and increase of 
damage. Vibration signal analysis has emerged as an extremely useful and essential 
for early warning technique to predict onset of defect in its nascent form thus giving 
adequate indication and time to plan preventive permanency. The relations among 
vibration amplitude and frequency or time, and etc. obtained from the recorded vibra-
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tion signal of machine system are known as machine signature [4]. The suitable 
methods for processing measured data contain the frequency domain technique, time 
domain technique, and time– frequency domain technique [5]. This feature of time-
frequency analysis meets the requirements for analysis vibration signals that are non-
stationary [6]. Numerous vibration feature extraction techniques have been developed 
to date. Time-frequency analysis has been applied to machinery fault diagnosis due to 
its advantages in the representation of signals in both the time and frequency; a fea-
ture extraction and evaluation method was proposed for fault diagnosis of rotating 
machinery. Based on the central limit theory an extraction procedure is presented to 
compute statistical features with the help of existing signal processing tools. Such 
statistical features are close to normal distributions. 

The raw features which are directly computed with suitable feature extraction 
methods that compared with the statistical one by using them as the inputs for ANN 
and SVM based on fault classifiers [7]. Fast Fourier transform (FFT) analyzers be-
came effective for general applications and its cost. The raw signatures were acquired 
through a vibration sensor needed further processing and classification of the data for 
any meaningful surveillance of the condition of the system being monitored [5]. They 
largely increase the reliability of fault detection and diagnosis systems. ANFIS is a 
hybrid model which combines the ANNs adaptive capability and the fuzzy logic qual-
itative approach [8]. ANFIS maps inputs through input membership functions and 
associated parameters, and then through output membership functions to outputs. The 
initial membership functions and rules for the fuzzy inference system can be designed 
by employing human expertise about the target system to be modeled [9]. The ANFIS 
learns features in the data set and adjusts the system parameters according to a given 
error criterion [10]. ANFIS adopts the combination of the neural and FL approaches 
to exploit the advantages of both, for example the simple learning procedures and 
computational power of ANN and reasoning of fuzzy systems. The result offers an 
appealingly powerful framework for tackling practical classification problems. Net-
works (ANNs) and fuzzy logic have been successfully applied to automated detection 
and diagnosis of machine conditions. They largely increase the reliability of fault 
detection and diagnosis systems [11]. The research has shown that fault detection in 
machines is classified for using vibration signals and ANFIS [12-15]. The purpose of 
this study is to introduce an intelligent method for fault classification of farm machin-
ery with vibration analysis using the ANFIS. 

2 Material and method 

A method is introduced for intelligent fault classification of farm machinery with 
vibration analysis and using ANFIS. Experiments has performed on the set up of the 
holder clutch mechanism of Massey Ferguson tractor in a single laboratory in Iran as 
shown in Figure 1. 
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Fig. 1. Laboratory set up 

After assembling Laser, Digital Tachometer (D- T2234- B) and industrial Dimmer 
were used to supply different input shaft speeds. Electric motor Stream type 
(YCA90S-2, 0.75 kW), was coupled to the main shaft and applied the load mecha-
nism. 

Data acquisition was done in 4 modes includes safe, roller fault, seal fault and axis 
friction. An accelerometer (VMI Ltd, VMI-102 Sweden)was installed in two posi-
tions: vertical and horizontal and connected to the analog to digital converter (APC- 
40). Data was acquired in different speeds 1000, 1500 and 2000 rpm, 24 states was 
selected. For each case, 130 samples were obtained. That is for the safe mode there 
were 780 cases and 2340 cases for defective modes and totally 3120 samples are ob-
served. a SONY VAIO laptop and ARMA software were applied. Data for each sam-
ple was recorded. 10240-voltage, data at 4 seconds interval and was saved in an Excel 
file.  

Which; A is safe mode, B is failure mode, C is location of sensor and D is speed 
(rpm). Specifications of each failure were includes the inner seal is turn and the coil is 
damage in seal failure, shaft diameter is reduced up to 10 percent in shaft friction and 
three roller balls and the inner ring are destroyed in roller failure.  

3 Signal Processing and Feature Extraction 

For signal processing and feature extraction we need a code in a software e.g. 
MATLAB & Simulink Release in 2010. It is the most important part of the monitor-
ing process. Some of outstanding features and a lot of troubleshooting are closely 
related to each other and others are prominent. This Excel program contains vibration 

Sen-
Data 

Analyzer 

Tachometer Retainer Clutch Mechanism Electromotor
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data and using the filter applied, the data filtered the noises that eliminated, finally the 
time and frequency statistical parameters calculated. Thus, some conversion features 
of Fourier series (FFT) with 10240 points were calculated for each signal. Also, the 
power spectrum density (PSD) and phase angle (FFT) of vibration signals calculated 
for using MATLAB as illustrated. 

4 ANFIS Modeling 

Because with ANFIS network output cannot be a linguistic variable, data classifica-
tion and ANFIS modeling were used for each of the modes that defined codes . 

For ANFIS modeling characteristics of 2000 rpm were considered. Table 3 shows 
classification of modes and ANFIS input to the models.  

Because Gaussian and bell-shaped membership functions are smoothly and con-
cisely, they are the most popular membership functions that associated with fuzzy 
sets. So, in models number 1, 2, 3 and 4, a Gaussian membership function and in 
models 5, 6, 7 and 8 a bell-shaped membership function has been selected for inputs 
and linear membership function has selected for outputs. 

5 Discussion and Conclusions 

After data acquisition and signal processing, according to the structure of fuzzy rules 
shown in Figure 2,show  number of three vectors feature were used as input to the 
ANFIS network.  

 

Fig. 2. Fuzzy rules structure 
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For training of the system, number of 1000 epochs were considered, and ahybrid 
learning approach was selected. ANFIS results for each model include statistical in-
dex (R) and thepredicted values by the ANFIS. To assess the accuracy of each model 
that related to the correlation coefficient, ‘R’ was used as shown in Table 5. A corre-
lation coefficient expresses the degree of correlation among the results predicted by 
the model and the data. The equation is as follows. 

Where: actual observed values,  average actual observed values, esti-
matedvalues ofoutput, Average estimate of output in model.           

                   

 

Fig. 3. Number of data classified in each model 

ANFIS results were observed values by the amounts which recognized with the 
graphs shown in Figure 4. It was seen that in models 1, 2, 5 and 6, distribution of 
detected responses was high. But in models 3, 4, 7, and 8, which seal failure data was 
not classified, and predict values was more correctly and less fragmentation was ob-
served. Thus, it’s based on the results the fuzzy neural inference system and could not 
detect seal failure that was detected very well before. While in all models failure in 
roller bearing detected with 100% accuracy. Based on ANFIS results of the all mod-
els, the correlation coefficient between of actual values and predicted values closer to 
1. R values have been shown in Table 5 and the results can be seen in the graphs in 
Figure 8 as well as models that have a higher R, could detect failures better than other 
models. Then correct and incorrect responses were detected by ANFIS counted. Con-
fusion matrix was formed and the performance of each model was assessed. The total 
classification accuracy of the models is shown in figure 4. Models that have higher 
total classification accuracy can be used as desirable models for fault diagnosis. 
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Fig. 4. Fault classification result with ANFIS 
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The results showed that the use of premium features A9 The and A8 as vectors in 
ANFIS is an effective mechanism for detecting defects of holder Clutch in Massey 
Ferguson Tractor. Finally, based on the results, the total accuracy classification of the 
models number 7 and 8, were 100% as shown in Figure 5. Other models showed high 
diagnostic accuracy. The failure of sample holder clutch mechanism was identified 
with high accuracy. The neural fuzzy inference system can be used as a suitable and 
effective tool for the fault detection and classification of defects in farm machinery.  

 

 

Fig. 5. Total classification accuracy of the models 

References 
1. Sakthivel N.R., Binoy B. Nair, M. Elangovan , Sugumaran V., Saravanmurugan S., Com-

parison of dimensionality reduction techniques for the fault diagnosis of mono block cen-
trifugal pump using vibration signals, Engineering Science and Technology, an Interna-
tional Journal 17 (2014) 30- 38,  http://ees.elsevier.com/jestch/default.asp. 

2. Salahshoor. K , Kordestani. M , Khoshro.M, Fault detection and diagnosis of an industrial 
steam turbine using fusion of SVM (support vector machine) and ANFIS (adaptive neuro-
fuzzy inference system) classifiers, Energy 35 (2010) 5472- 
5482,www.elsevier.com/locate/energy.  

3. Indira V., Vasanthakumari R., Sugumaran V., Minimum sample size determination of vi-
bration signals in machine learning approach to fault diagnosis using power analysis, Ex-
pert Systems with Applications 37 (2010) 8650–8658, www.elsevier.com/locate/eswa. 

4. Chakravorty. P.K,signal processing in vibration analysis-advanced techniques, Def Sci J, 
Vol41, No 3, July 1991, pp 241-249. 

5. Saravanan N., Cholairajan S., Ramachandran K.I., Vibration-based fault diagnosis of spur 
bevel gear box using fuzzy technique, Expert Systems with Applications 36 (2009) 3119–
3135,www.sciencedirect.com.  

Application of Neural Networks in Fault Classification … 31



6. Yang, Q. 2004. Model-based and data driven fault diagnosis methods with applications to 
process monitoring. PhD Thesis. Case Western Reserve University. 

7. Li. W, Zhu. Z, Jiang. F, Zhou, Guoan Chen. G, Fault diagnosis of rotating machinery with 
a novel statistical feature extraction and evaluation method, Mechanical Systems and Sig-
nal Processing 50-51 (2015) 414–426, www.elsevier.com/locate/ymssp.  

8. Lei. Y, Hea. Z, Zia.Y, Hu. O, Fault diagnosis of rotating machinery based on multiple 
ANFIS combination with Gas, Mechanical Systems and Signal Processing 21 (2007) 
2280–2294,www.sciencedirect.com. 

9. Lei. Y, Lin. J , He. Zand Kong. D, A method based on multi-Sensor data fusion for fault 
detection of planetary gearboxes, Sensors 2012, 12, 2005-2017; doi:10.3390/s120202005, 
www.mdpi.com/journal/sensors.  

10. Jang. R, shing. J, Anfis, Adaptive – Network – Based Fuzzy inference system, IEEE trans-
actions on systems, Man, and cybernetics, 1993. 

11. Lei. Y, He. Z, Zi. Y, A new approach to intelligent fault diagnosis of rotating machinery, 
Expert Systems with Applications 35 (2008) 1593–1600, www.elsevier.com/locate/eswa. 

12. Ebrahimi. E, Astan. N, Heydari. M, Mohammadi. M, Zarei.A, Effectsof sensorsposition 
onfault detectionof tractor clutchholdermechanism, using vibrationanalysis and Inference 
Neural – Fuzzy System, International Journal of Current Life Sciences - Vol.4, Issue, 5, 
May, 2014. Pp 1943-1948. http://www.bretj.com.  

13. Ebrahimi. E and Mollazade. K, Intelligent fault classification of a tractor starter motor us-
ing vibration monitoring and adaptive neuro-fuzzy inference system, Insight Vol 52 No 10 
October 2010. Pp 561-567.  

14. Hussain. S, and. Gabbar. H, vibration analysis and time series prediction for wind turbine 
gearbox prognostics, International Journal of Prognostics and Health Management, ISSN 
2153-2648, 2013 014. Pp 1-11.  

15. Li. H, Zhang. X, and Xu. F, Experimental investigation on centrifugal compressor blade 
crack classification using the squared envelope spectrum, Sensors 2013, 13, 12548-12563; 
doi:10.3390/s130912548. Pp 12934-12963. www.mdpi.com/journal/sensors.  

 

 

 

 

 

32 E. Ebrahimi et al.



Model-based Predictive Control of IC Engine Involving 
an Algebraic Link between Plant Inputs and Outputs 
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Abstract. The paper deals with the predictive control of a supercharged IC en-
gine, based on a real-time predictive model of the engine. This allows for using 
signals in the feedback loop are not actually measured, just estimated by the 
predictive model. New approach to the control law computation is proposed, 
involving a direct algebraic link between the inputs and outputs of the con-
trolled plant. The control is tested using both the MIL and HIL approach. 

Keywords: IC engine control, model-based predictive control, MPC, predictive 
models, dynamic system identification, LOLIMOT 

1 Introduction 

At present, there is a general trend to increase the energetic efficiency of mechanical 
(mechatronic) devices and appliances, and to minimize their negative impact on the 
living environment at the same time. The very tendency may be perhaps best ob-
served in the development of transportation means, especially their driving units. This 
is related to the ever-increasing number of vehicles in operation, globally rising oil 
price (in the long term), and also general desire to limit the production of waste ener-
gy and pollutants. 
In case of internal combustion (IC) engines, the stated reasons stand behind the de-
velopment of advanced control units able to optimize fuel consumption and emission 
production. Such a development is mostly carried out by engine manufacturers them-
selves, and is a part of their know-how, the details of which are rarely published. 
The goal of the present work is to propose a universal control framework that could 
be used for various control tasks related to IC engines. Such a demand calls for 
the application of modern control methods, which would treat the considered dynamic 
system as one complex multi-input-multi-output (MIMO) unit. 
Model-based predictive control (MPC) 2.,3.,4. is a natural choice here, since discrete 
predictive models are very well suited to the “clockwork” nature of IC engines. 
A reliable predictive model of the controlled plant is crucial for the proper control 
function, so one of the important tasks is finding a suitable method of creating such 
a model, i.e. of the system identification. 
One of the most promising and universal methods of dynamic systems identification 
is LOLIMOT 1.. It can produce robust predictive models that have the advantage of 
being piecewise linear, so that linear predictive control may be based on them. 
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2 Predictive model of an IC engine 

Predictive models have an ability to predict the behaviour of a dynamic system in the 
(near) future, therefore they are used for the calculation of the predictive control law. 
A predictive model is usually a discrete state model of the system in fact. 

2.1 LOLIMOT 

One of the most promising methods of predictive model generation is an algorithms 
called LOLIMOT 1.. Its features are robustness (if well applied), real-time capability 
and versatility – it does not depend on the fact whether a simulation model is availa-
ble of a given dynamic system. What is however necessary to have for the proper 
identification of the system, are comprehensive training data sets, i.e. records of 
the dynamic responses of the system (or its model) on a number of input excitations. 
LOLIMOT produces a combination of local input-output models that approximate the 
nonlinear behaviour of an identified system by linear functions valid in particular sub-
regions of the whole domain of definition. The mathematical models of a system 
identified with the LOLIMOT are called ‘LOLI-models’ (LLMs). 
The basic principle of LOLIMOT is the approximation of the generally non-linear 
multivariable input-output function of a system by the scalar product of the vector of 
linear input-output functions and the vector of validity functions. Each linear function 
approximates the system output in sub-region determined by a relevant validity func-
tion. The output of the model can be then written as: 
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where M is the number of LLMs, iy~ is the output of the i-th LLM, 
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function for the i-th LLM (designed as a normalized orthogonal Gaussian function), 
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www ...,,, ,...,,w  is the vector of the parameters of the i-th LLM. 

The process of computing LLMs parameters, i.e. the identification of a given dynamic 
system, is called ‘training of LLMs’, and the computation is based on training signals.  

2.2 Generating the predictive model of an IC engine 

LOLIMOT was utilized to produce piecewise-linear predictive model of the engine. 
LLMs were trained using two independent sources of dynamic response data sets – 
a simulation model (for a model-in-the-loop simulation) and a real test-bed engine 
(for a hardware-in-the-loop arrangement). 
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2.2.1 Tested Engine 
A six-cylinder diesel engine IVECO was used for the purpose of this work, equipped 
with a common rail fuel injection system. The original turbocharger was replaced by 
another one with a variable-geometry turbine (VGT), which is adjustable online. The 
original ECU of the engine was replaced by the control unit rCube2 (provided by an 
industrial partner), which is fully open and modifiable. 

2.2.2 Simulation model 
For the development and testing of the predictive model and controller, a fast running 
model (FRM) was generated by the simplification of a detailed 1-D model created in 
GT-Power, where especially manifold pipes were substituted by 0-D volumes. FRM 
had to be further simplified to gain real-time capability (enlarging sample time, etc.), 
while maintaining an acceptable level of accuracy. 

2.2.3 Predictive model based on LOLIMOT 
Although calculated LLMs generally constitute a nonlinear predictive system, their 
big advantage is that they can be directly transformed into a discrete state-space de-
scription with locally constant state matrices A, B, C, D: 
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where x are system state variables, u are system inputs (control variables) and y 
are system outputs (i.e. variables to be controlled). 
Three quantities were designated the states – engine speed, turbocharger speed, and 
boost pressure. LLMs were subsequently calculated of the state variables. Each LLM 
had five input signals (two actual control inputs and the past values of three state vari-
ables themselves). Another LLM was computed for the engine torque, which was 
(together with the boost pressure) chosen as the controlled quantity. 

3 Model-based predictive control of an IC engine 

A model-based control scheme utilizes a concurrently running numerical model as 
a basis for the application of the control law. One of the benefits of this approach is 
the possibility to replace measurements by computations, which considerably reduces 
demands on the instrumentation of the whole control system. This may have a big 
impact on both the price and the reliability of the system. Moreover, the simulation 
model may provide for some data that are not measurable using standard means. 
Rewriting the state model (2) for N subsequent steps, while getting rid of 
the incremental form of the states, inputs and outputs (i.e. writing x, u, and y instead 
of x, u, and y), one gets the formula sequence (3). The inclusion of the direct 
algebraic link between the plant input and output variables (via the matrix D) within 
the control framework is in fact rather novel (not seen in the available sources). It 
naturally resulted from the practical application demands. 
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Using the sequence (3), the output variables may be written in a special complex ma-
trix form (suitable for the control law derivation) as follows:  
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The control is derived from the optimization of a quadratic performance index Jk
  2.: 

 
(6)

 
The performance index is optimized in the step k using the prediction 
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21 Nkkk y...yyy   for the sequence of output vectors.   is a mean val-

ue operator, N is the prediction horizon, y is the output vector, w is the desired output 
vector, Q is a penalization matrix for the outputs, p is the penalization of the inputs, 

and T
1 Nkkk u...uuu   is the sequence of output vectors.  

From the requirement of the minimization of the performance index 
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the control law may be derived:  
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Only the first element of the vector u is used for the nearest control action. 

Speaking in terms of the actual work, the following quantities were designated 
the system variables (relevant for the control): 
 2 system inputs u: 1. fuel mass per cycle, 2. rack position of the VGT; 
 3 state variables x: 1. engine speed, 2. turbocharger speed, 3. pressure; 
 2 system outputs y: 1. engine torque, 2. intake manifold (boost) pressure. 

The engine is supposed to work in a mode of prescribed engine speed, which is being 
set externally, while controlled variables are the two above mentioned system outputs. 
While the choice of the desired engine torque is arbitrary (within certain limits), 
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a function (in form of a 2-D lookup table) is imposed on the online calculation of 
the boost pressure setpoint, which takes engine speed and torque setpoint into ac-
count, and its goal is to provide optimum combustion conditions. 

4 Simulation results 

Model-in-the-Loop simulation scheme was firstly built. It was in fact a co-simulation 
process, where the fast running model of the engine was run in GT-POWER, while 
the controller model was implemented in Simulink, including an integrated predictive 
model of the engine. Sample simulation results are shown in the following pictures. 
A part of an exhaust emission regulation test (WHTC) was run to test the control sys-
tem capability. The test is defined by the given time series of the engine speed and 
torque. The engine speed sequence was set in the simulation model, while the torque 
was used (together with a boost pressure) as a setpoint for the controller – see Fig.1. 

 

Fig.1. Simulation results: engine torque (left) & intake manifold pressure (right) 
The simulation demonstrated a reasonably good agreement between the desired and 
realized values of the outputs. The deviations from setpoints had several reasons, 
among them the abrupt changes in engine speed (which in fact act as disturbances 
from the control viewpoint) and the limited accuracy of the predictive model, which 
could be bettered using more complete training data during the LLMs training phase. 

5 Experimental results 

The controller was further tested on a real IC engine in a Hardware-in-the-Loop fash-
ion. The control algorithm was compiled and implemented in the available CPU. 
The engine was loaded by a dynamometer brake, working in the mode of prescribed 
engine speed: random speed changes were applied this time, again acting as disturb-
ances, which had to be tackled by the controller. A sample result of the test-bed 
measurements is shown in the Fig.2 – it shows the comparisons of the realized engine 
torque and boost pressure vs. their setpoints. There were more sources of errors and 
disturbances this time, so the agreement between the desired and realized values is a 
bit worse, but the controller still worked acceptably. There will be an effort to in-
crease the accuracy and stability of the control in the future (again more thorough 
LLMs training phase, for them to become more robust and precise) 
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Fig.2. Test-bed results: engine torque (left) & intake manifold pressure (right) 

6 Conclusions 

Model-based predictive control of combustion engines has been investigated. The 
utilized predictive models are locally linearized and used as a basis for the linear pre-
dictive control law calculation. Own predictive control approach was developed, new-
ly involving a direct algebraic link between the inputs and outputs of the controlled 
system. The control scheme was tested both in the MIL and HIL arrangement, with 
the results having turned out to be promising. It is a step forward to the practical ap-
plication of a versatile and robust multi-input-multi-output control.  
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Abstract.  
This paper presents particular design and construction of robot with hybrid lo-

comotion. First, the state-of-the-art situation of wheeled/walking robots designs 
is described. Hybrid locomotion is chosen as to gain benefits of both robot de-
signs. The resulting mechatronic solution is presented, including the associated 
modelling of kinematics and dynamics, including used algorithms. Mechanical 
design is then introduced, consisting of model produced by 3D laser sintering 
technology, fitted with necessary control and power electronics.  

Keywords: mobile robot  hybrid locomotion  walking robot  statics  kine-
matics  SimMechanics 

1 Introduction 

In the development of mobile robots, wheeled robots still dominate, having a range of 
benefits (much simpler design, lower power consumption during movement) when 
compared to walking robots. But walking robots have significantly higher potential of 
maneuverability and throughput through difficult terrain.  

An interesting area of research and development of robots are robots that combine 
the characteristics of wheeled and walking robots.  

In this paper we will briefly describe an experimental study of such a robot. 

1.1 Robots with hybrid locomotion 

Primary problem in this area lays in twofold demand that is placed on the robot de-
sign. On one hand, in good terrain, robots are capable of relatively high speed move-
ment, using mainly wheels, which from the mechatronic point of view does not present 
that many obstacles for the design and control of the robot. But such relatively easy 
solution fails when it comes to various less favorable terrains. Number and variety of 
obstacles in such conditions pose a serious challenge in terms of actual movement and 
also in terms of behavior of the robot. In such conditions, designs of walking robots are 
(often inspired by insects, mammals and by human) the answer to this problem. But 
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even if successful, these solutions provided by walking robot designs suffer from lack 
of speed in favorable terrain
not allow high speed movement due various reasons. Moreover, these designs have 
significantly higher demands on construction and energy consumption as well. There-
fore, motivation and faith in the prospects of walking robots is based on prerequisite of 
continuing progress in actuators and energy sources. 

There were some attempt in this field to incorporate the speed, high maneuverability 
and climbing ability. One of such designs is Roller Skating Robot. This robot [1] moves 
in irregular terrain like four-legged robot. For this movement, uses lateral side of its 
wheels. For moving on plane solid surface, it uses its passive wheels. Another example 
is AZIMUT robot [2]. It can move by walking and driving equally. For walking uses 
end tip of its leg. For driving robot has two options: wheels and cogged belt. The Hal-
luc II is very sophisticated robot [3] from Japan. Operator can choose from three types 
of movement: driving using active wheels, insect walking and animal walking. Next 
construction of robot [4] is inspired by another insect, by the move of cockroach. Cock-
roach slow movement is based on usual pattern. On the other side, when running, cock-
roach moves its legs round its hip joint (almost plane rotation) and uses them like 
wheels. That allows very fast movement independent on terrain. Yet another design is 
robot called PAW [5]. Robot is equipped with four, individually actuated wheels fixed 
on rotational limbs.  

As demonstrated above, there are many approaches, how to solve the movement 
problem in the robot design. 

1.2 Goals of the project 

The aim of the project was to design, construct and revive experimental design of a 
robot that can combine driving and walking and thus achieve high maneuverability. 
The desired travel speed is 8 km/h, climbing ability is 30 deg. and ability to overcome 
stair with a height of 0,1 meters. 

When designing and controlling the robot, it was necessary to use advanced tools 
and algorithms for modeling of kinematics and dynamics. Also, an important part of 
this experimental study was the styling. 3D printing technology was used for the pro-
duction of the robot with significant related advantages [12]. 

2 Design of the experimental robot 

2.1 Study of design variants and modelling of kinematics and dynamics 

We have designed several variations of the robot configuration topologies with dif-
ferent numbers of joints (actuators). The aim was to minimize the number of joints 
while maintaining the minimum required mobility [8]. During the development and 
selection of variants we took into account the impact of design [12]. The final selected 
arrangement of the robot consists of four motors for travel and 6 actuators (including 2 
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in the central joint) (Fig. 1). The robot thus has substantially fewer joints than e.g. dog 
AIBO robot, which has 18 controlled joints. 

 
Fig. 1. Design concept (left);  Joints and coordinate systems(right) 

Models and simulations carried out during the design of the robot can be divided 
into four categories: 

 Kinematic model to determine the mobility of structure variants  SimMechan-
ics tool was used [13]. When determining the properties of the movement space, 
three feet of the robot were bound by spherical joint with the base [14], the fourth 
moved freely and was excited by random vector forces. Thus, we got the idea of the 
resulting leg workspace and hence of the robot mobility and were able to optimize 
eg. size of the particular parts of the robot. 

 Static analysis of propulsion strain  gradually, individual movement phases of 
the robot were simulated (Fig. 2 top) and appropriate moments in the joints deter-
mined (Fig. 2 bottom). For the contact of the legs with the terrain, spherical joint 
was used again. 

 Dynamic simulation of robot motion  this type of simulation was the most chal-
lenging, for modeling of the contact between the foot of the robot and the ground 
was used unilateral link created through virtual spring with shock-absorber [9]. 

 The kinematic model for the control system  this model must be implementable 
in embedded hardware. The model was designed based on the description of the 
homogeneous transformation matrices and inverse problem was solved by the Le-
venberg-Marquardt method. 

The algorithm of inverse kinematics is based on the differential relationship: 
1 6
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where 1 6,..q q  are the actuator joint coordinates, , ,x y zC C C are translations and 

, ,R P YC C C  are the rotations of point C and ix  are Cartesian coordinates of points 
according to Fig. 1 right. The inversion of the Jacobian is then replaced by 
damped-least squares:  

T 2 1q J (JJ I) xT     (1) 
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2.2 Mechanical design and styling 

The key parts of the robot prototype have been made with SLS (Selective Laser Sin-
tering) technology. Mechanical properties of the resulting product are approximately 
90% of the characteristics of the material (polyamide). The used technology allowed 
the organic shaping and easy customizing of the shape based on the used actuators, 
sensors and electronics (Fig. 3 left). For drive, small DC gear motors were used, for 
actuators in the joints of the robot, modified Hitec servos were used. Installation into 
the structure of the robot is shown in Fig. 3 on the right. 

 

 
Fig. 2. Visualization of movement sequence for static analysis (top); 

Simulated load in robot joints resulting from (quasi) static analysis (bottom) 

2.3 Sensors and distributed control  

For walk control and hybrid robot movement is necessary to use a relatively large 
number of sensors. To ensure the basic movement, incremental encoders are used for 
each loop motor, current sensors for servodrives in joints, strain gauges for measure-
ment of the robot leg load and MEMS accelerometers [10,11] and gyros for stabiliza-
tion. 
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The temperature of the individual drives and battery status are also measured, and 
infrared collision sensors are used. The control structure is distributed (5x ARM micro-
controller), communication takes place via the CAN bus, HMI (actuators) and UART 
(parent control unit Eyebot with camera) (Fig. 4). 

 

 
Fig. 3. Render of the part of robot body manufactured using SLS (left);  
Placement of motors and servodrives in the robot construction (right) 

 
Fig. 4. Structure of sensory and control systems 

3 Conclusion 

In the paper, the project of experimental robot with a hybrid way of movement that 
combines driving and walking was briefly presented. For the development of the robot, 
modern design techniques of mechatronic systems were used by means of Model Based 
Design methodology. The control unit has been programmed using the automatically 
generated code from Simulink. A substantial part of the structure of the robot was made 
using 3D printing [13]. The design of the robot is listed in national Patent and Utility 
Model database under nr. 35057  2010.  
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Abstract. This paper presents the application of Extended Kalman Filter to the 
speed control of a BLDC motor. The inputs to EKF are computed based on the 
measured data as well as the disturbance (an external mechanical load). The non-
linear model of the system is used for the simulation and later implemented on 
the dSPACE HW to obtain experimental results. The resulting solution suffi-
ciently control the speed from 50 rpm to the nominal speed with the presence of 
disturbance and with the low torque ripple.  

Keywords: BLDC motor  sensorless control  Extended Kalman Filter  exper-
imental results  disturbance rejection. 

1 Introduction 

BLDC motors have a great variety of possible applications. Due to their high power-
to-weight ratio, high reliability and easy controllability, they can be found in from small 
devices, such as disc drives, to quite large and heavy-duty applications, in example 
driving industrial fans, powering cars or taxying airplanes.  

Many applications require a sensorless control of the motor. Mostly used Hall-effect 
position sensors would withstand in an environment with high temperatures or humid-
ity. Or if there is just a demand for low cost of an application, sensorless algorithm can 
be implemented in a controller, needed for BLDC control application anyway. 

1.1 Sensorless control of BLDC 

There are quite a few developed and widely used sensorless control algorithms. The 
most well-known are perhaps the Back-EMF zero crossing detection and the Back-
EMF integration [1]. Both methods detect a point on a non-powered phase of the motor, 
where Back-EMF crosses zero. Crossing appears exactly in one half of the 60  
non-powered phase period.  

trical is realized and all phases are commutated. Time-wise, the delay changes with 
motor speed. Exact delay is constantly maintained by the control algorithm (variable 
counter, etc.) [5].  
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area from detected zero crossing to the actual commutation stays approximately the 
same at all motor speeds. When integrator approaches pre-defined threshold value, all 
phases are commutated and integrator is held in reset state until next crossing occurs 
[1]. 

Both algorithms improve BLDC motor behavior, because they more precisely detect 
the actual commutation, compared to conventional Hall-effect position sensor infor-
mation. 

To further improve BLDC motor sensorless control, an algorithm using Extended 
Kalman Filer, which had shown lower output torque ripple and greater RPM controlla-
bility spectrum compared to above mentioned techniques, is proposed in this paper. 

sensor mounted on a rotor
electrical angle by continuously measuring phase voltages and line currents. 

2 Implementation of sensorless control using EKF 

2.1 Model of BLDC motor 

For the EKF algorithm a known model of a BLDC motor has been used [6]. Fig. 1 
shows winding diagram of a BLDC motor, with following convention: u is phase volt-
age, i line current, R winding resistance, L winding inductance, M mutual inductance 
and e back-EMF.  

 
Fig. 1. Wye wound BLDC motor winding diagram 

Symmetrical motor is supposed, thus all three winding resistances, winding induct-
ances and mutual inductances equal the same value (R, L and M respectively). Also, the 
total inductance substitution Ls = L  M had been used during development. 
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2.2 Nonlinear state space model 

From the above described motor model, nonlinear state space representation can be 
derived (relation between input vector  and state vector : ): 

     (1) 

Where , ,  is rotor speed,  rotor 
electrical angle and  output torque. Back-EMF prototype function is represented by 

 has maximal ampli-
tude of 1. 

Relation between output vector  and state vector  ( ): 

  (2) 

2.3 Rotor angle EKF estimation 

Fig. 2 shows design concept of the whole algorithm: 

 
Fig. 2. Design concept 

Phase voltages, which, together with output torque, create input vector  for both 
the EKF and the BLDC  Output 
torque was determined from total inputting current to the power electronics, multiplied 
by torque constant. Output of both the EKF and BLDC were line currents vectors (es-
timated  and measured ). EKF correction was done based on comparison of these 
two vectors. Line currents were physically measured in the power electronics. Most 
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importantly, the estimated rotor electrical angle  
vector. Estimated Hall-effect position sensor signal, needed for the actual BLDC motor 
control, was derived from this estimated electrical angle information. 

One of the effective ways to linearize a nonlinear BLDC motor model is to use a 
Taylor series. Taylor series has to be then recalculated at every time sample [3]. Jaco-
bian matrix implemented in the EKF: 

 (3) 

Where  is 
cous friction coefficient. Partial derivative of  with respect to : 

  (4) 

Derivatives of  with respect to : 
el a/dx5 b/dx5 c/dx5 

  0 0 
 0 0 -  

 0  0 
 -  0 0 

 0 0  
 0 -  0 

2.4 Simulation and experimental results 

Proposed method of sensorless control was first tried in Simulink simulations. 
Known model of a BLDC motor has been used [6], which has served as a tool, where 
the algorithm can be 
rotor angular speed and electrical angle, which were compared to estimated values out-
putting the EKF. Simulations were done with white noise variance of 0.1  (noise var-
iance based on real-measured variance on the dSPACE modular HW input). Following 
figure shows comparison of simulated end estimated rotor speed: 

Experiments were done with dSPACE modular hardware platform (DS 2202 HIL 
I/O Board, DS1006 Processor board), Microchip power electronics (MC1L) and Full-
ing BLDC motor (FL86BLS125). Control algorithm was developed in Matlab/Sim-
ulink, compiled and loaded to dSPACE [7]. While running, the algorithm was com-
manded via dSPACE ControlDesk and Real-Time Interface. Sensorless control block 
diagram and experimental setup is outlined in Fig. 4: 

EKF setup remained the same as it was during simulation runs. Covariance matrices 
had to be adjusted to better comply with the real-world environment, especially with 
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the noise disturbance. The only exact mechanical output form the BLDC was the meas-
ured Hall-effect position sensor output, which was then compared with estimated one 
from EKF. Fig. 5 shows comparison of one of the three measured and estimated posi-
tion sensor outputs. 

 

 
Fig. 3. Estimated and simulated speed comparison 

 
Fig. 4. Control algorithm block diagram and experimental setup 

 

 
Fig. 5. Estimated and measured position sensor comparison 
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3 Conclusion 

This paper presented simulation and experimental results of proposed sensorless 
control algorithm of BLDC motor using Extended Kalman Filter. Method showed suf-
ficient results from 50 RPM up to nominal speed, both with and without torque load 
(up to nominal torque of the motor). Compared to other two sensorless methods men-

at all speeds and greater controllability range. 
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Abstract. There is presented a method for calculation of inertial model for os-
cillating system based on system step response. The method is simple and can 
be easily used in automatic control practice. Identified model can be applied in 
control algorithms more advanced than PID controller, for instance in predictive 
control. 

 
Keywords: oscillating system, identification, step response. 

1 Introduction 

Simple identification methods of dynamical systems based on system step response is 
frequently used in industrial automatic control practice, e.g. for PID controller set-
tings [2]. There are proposed models for (i) inertial system with dead-time and (ii) 
integral (astatic) system with dead-time. These simple models can be used also in 
more advanced control algorithms, e.g. for design of predictive controller. 
In this note we consider inertial oscillating system 

 )(
12

)( 22 sG
sTsT

ksG s  (1) 

where (0,1) is damping ratio and Gs(s) is asymptotically stable system without 
dead-time, for instance 

 n
s

s sT
sG

)1(
1)(  

We show how to calculate model for system (1) in the form 

 
1

1
12

)(
1

22 sTsTsT
ksG

mmmm

m
m  (2) 

based on system step response in very simple way. 
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2 Oscillating model identification 

Step response of system (2) can be estimated as response of inertial system for sinu-
soidal input generated by oscillating system, fig. 1. On the output we have sinusoidal 
signal with the same frequency and smaller magnitude and phase shift. 

1222 sTsT
k

1
1

1sT
u yv

 
Fig. 1. Serial connection of oscillating and inertial systems 

Based on system step response, fig. 2, one can calculate frequency of sinusoidal sig-
nal 
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Fig. 2. Step response of inertial oscillating system G1(s) and oscillating system G2(s). 

It is known, [3], that step response of oscillating system has maximum after time 

2max
oscTT  and in the inertial system we have phase shift )arctan()( 1mT . 

Thus, for inertial system, fig. 1, one has for sinusoidal input generated by oscillating 
system )sin()( tkt osc  

 
2

sin)sin( maxmax
osc

oscosc
Tktkv  

and 



 )](sin[)( maxmax oscoscosc Tkmy  

From the above one finds  

 )(
2 max oscosc
osc

osc TT  

and one has 

 )arctan()(
2 1max oscmoscosc
osc TTT  

Thus, time constant of inertial system can be approximated as follows 

 osc
osc

osc
m

TTT
2

tan1
max1  (3) 

Unfortunately, tangent is nonlinear function which for small inexactness of the argu-
ment, e.g. Tmax, gives large errors. However, for small argument one can calculate the 

following approximation: )tan( , e.g. 7854.0
4

1
4

tan , obtaining 

 oscmoscosc
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and one has 
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m
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Next one can calculate oscillating gain of inertial system 
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Then, we correct value of ymax and oscillation magnitude of the oscillating system as 
follows 
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where hi denotes the step response of the inertial system. 
Then, one can calculate coefficients of oscillating system knowing that inertial system 
dumps oscillating response of the whole system 
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It is easy to see that for dead time system sTesGsG 0)()( 0  one has to use 
Tmax0 = Tmax – T0 instead of Tmax. Referring to (3) it should be pointed up that dead-
time T0 usually is estimated not exactly.  
Then, based on step response of the system, fig. 2, one can calculate gain of system 
model (2) finding 

 
u
ykm  

Example 1. 

Consider oscillating system described by the following transfer function 

 
sT

ss

e
sTsTsTsT

k

e
ssss

e
ssss

sG

0

1
1

1
1

12

13
1

15
1

1325
5.2

13
1

15
1

13.0525
5.2)(

21
22

3
2

3
22

 

For the system we look for the model (2). 
Step response of the system is presented in fig. 3. One read from the figure 

 u = 1,   y = 2.5,   T0 = 12,   T0m = 17,   Tosc = 33,   ymax = 2.95,   Tmax = 34.5 

and finds 

 5.2
1
5.2

mk  

Next, calculating simple oscillating model with dead-time one finds [3] 
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momomo

m
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12
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It is easy to see, that there is quite big difference between damping ratio of model and 
system (160%), this will give us a difference in response of the model and system. 
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Fig. 3. Step response of the oscillating system G(s). 

Next calculating model of oscillating system with inertia (2) with dead-time one finds 
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Then after correction of maximal output of the system 
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2
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mT  

Thus, we have obtained the following model (2) for the system 
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In fig. 4 there are presented step and impulse responses of the system, simple oscillat-
ing model and oscillating model with inertia. It is easy to see that the responses are 
similar, however, there are differences. It is easy to see that the oscillating model with 
inertia is better one. 
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Fig. 4. Step and impulse responses of the oscillating system (gs), simple oscillating model 
(gmo) and oscillating model with inertia (gmio). 

3 Concluding remarks 

The presented model for oscillating with inertia is quite good approximation for real 
oscillating system. The model can be easily calculated based on system step response. 
The model should improve control in the case of oscillating systems particularly in 
more advanced control algorithms than PID, for instance in the predictive control. 
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Abstract. In this paper we propose a new method for extracting silhouettes of 
moving objects in images acquired with a static camera. First the background 
subtraction algorithm with an adaptive Gaussian mixture model is used to obtain 
moving regions. The output binary mask is then refined using a region-filtering 
algorithm based on an adaptive fast-scanning segmentation algorithm. Next, the 
resulting mask is morphologically processed in order to prepare the input for the 
GrabCut algorithm. Finally, the GrabCut algorithm leverages spatial and color 
relationships between pixels in order to improve the background subtraction 
result. We show through experiments that for certain types of video sequences 
our approach can perform better than state-of-the-art methods as regards the 
mask accuracy. 

Keywords: motion detection, silhouette extraction, background subtraction, 
Gaussian mixture model, GrabCut 

1 Introduction 

Moving-object detection is an important part of many computer vision systems. 
Along with object classification, it can serve as a tool for collecting data about the 
objects that appear in the camera's viewport. The data can be aggregated in real time 
and used in automatic control and decision-making systems, intelligent transportation 
systems, data mining, and monitoring systems. Detecting moving objects is often 
referred to as background subtraction or foreground detection and can also be used in 
video editing software.  

Background subtraction is always executed based on a background model. 
Recently in the literature have appeared many new background models including 
advanced statistical models, fuzzy models, discriminative and mixed subspace 
learning models, robust subspace models, subspace tracking, low rank minimization, 
sparse models, and domain transform models [1]. In this work we focus on improving 
the results of a background subtraction algorithm based on a Gaussian mixture model 
[2], a widely used approach for background modeling [3], through additional 
processing steps. The process of improving and refining the moving-object mask 
(foreground mask) is often called silhouette extraction. Different techniques of 
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obtaining better foreground masks can be found in the literature, e.g., morphological 
processing [4] or defining and applying additional mask models [5].  

In the next section we describe a process that creates a background model using 
a mixture of Gaussians, performs background subtraction, refines the moving objects 
mask, and improves it with the GrabCut algorithm [6]. Automatic preparation of 
a trimap as the input for GrabCut algorithm has been described in many works. In [7] 
the input for the GrabCut algorithm was prepared using depth camera images. In [8] 
a trimap was prepared using person and face detectors. Using a background 
subtraction algorithm with GrabCut to get accurate moving objects' masks, as 
proposed in this paper, seems to be a novel approach.  

In section 3, the experimental results of key processing steps are presented and, in 
particular, benchmarking results for two up-to-date video datasets. In section 4, the 
conclusions are drawn and scene characteristics, for which the process yields best 
results, are described. 

2 Extraction Process 

The process of silhouette extraction was designed for static camera images like the 
images from monitoring systems. It improves the segmentation result of a motion 
detection algorithm using GrabCut. The extraction process consists of several 
algorithmic modules—processing steps (Fig. 1). In the first step, moving regions are 
determined using background subtraction with a Gaussian mixture model (GMM). In 
the second step, small connected regions are removed from the binary image of 
moving regions. The third and last step extracts moving objects' masks with enhanced 
accuracy using the GrabCut algorithm, preprocessed by preparation of the trimap 
needed as input. 
 

 

 

Fig. 1.  The block diagram of the silhouette extraction process 
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1.1 Determination of Moving Regions 

During the initialization, a background model is created for the static camera image 
without moving objects (for n frames, process tested for n = 50). Then it is used to get 
the mask of objects appearing in the viewport. GMM (Gaussian mixture model) is 
used for background modeling, as described in [2].  

A background subtraction algorithm using GMM is encapsulated in OpenCV 
library in the BackgroundSubtractorMOG2 class. The running time of this class 
implementation was optimized for the case when learning rate equals zero by 
avoiding recalculation of Gaussians for every pixel. That change, being the result of 
the work on the proposed  extraction process, has been merged with the main branch 
of the OpenCV library [9]. 

Learning rate (LR) is a parameter that indicates how quickly the GMM model is 
updated, e.g., when lighting conditions change or a new object ceases to move and 
becomes background. If the learning rate is zero, the background model is not 
updated. Higher values of learning rate result in a process that adapts to 
environmental changes but, as a downside, slow-moving objects may be partly 
incorporated into the background model and their mask may not be determined 
correctly. 

1.2 Removal of Small Connected Regions 

Moving objects of interest usually have a specific size range. The process leverages 
this by filtering out small regions. This removes noise and leaves only large regions 
that include objects of interest.  

Implementation of the algorithm uses the concept of fast scanning [10] to label 
connected regions. Labeled regions are then evaluated. If a region is too small, it is 
removed, i.e., it adopts the color of its surroundings. The algorithm of region merging 
is applied until all small regions are removed. 

For optimal time complexity, a label-merge array is maintained. The indexes of 
the array are labels (referred to as index-labels). The values of the array are labels of 
regions with which index-labels were merged or –1 if the index-label was not merged. 
It is easily concluded that at the beginning all values in the label-merge array are 
equal to –1. 

 
The proposed merging routine is as follows: 

1. label regions using a fast scanning algorithm [10] with the following 
simplification: since we have a binary image, we do not decide on creating new 
regions by comparing mean pixel values because every region has connected pixels 
with the same value—black or white. The pixel is added to a region if it has the 
same value as all pixels in the region and is adjacent to it. 

2. create neighborhood graph of regions 
3. visit all white regions and merge neighboring black regions if they are too small 
4. visit all black regions and merge neighboring white regions if they are too small 

An Improved Extraction Process of Moving … 59



5. repeat steps (1)–(4) until all regions have a larger area than the demanded threshold 
(SR parameter). The choice of removal threshold is arbitrary and dependent on the 
characteristics of the moving objects that need to be detected. 

 

1.3 Extraction of Moving Objects 

The last processing step is the GrabCut segmentation algorithm [6]. The algorithm 
uses GMM to model foreground and background. Background and foreground models 
consist of K components and every pixel has one component from the background and 
one component from the foreground assigned to itself  in vector k = {k1, ..., kN} with 

.  
A good segmentation  = ( 1, …, i, …, N) for each of N pixels corresponds to an 

energy function minimum ( i = 1 means that pixel i belongs to foreground; i = 0, to 
background). The energy function, also known as Gibbs energy, is minimized in 
accordance with image data matrix z. Energy (1) consists of element U that 
encourages segmentation values best fitting to the GMM and element V  that 
encourages coherence in regions of similar color: 
 

                                                                  (1) 
 

The Gaussian mixture model  is represented by (2): 
 

                        = {  ( , k),  ( , k), ( , k),   = 0, 1,   k = 1…K} ,                    (2) 
 
where , , and  are means, weights, and covariances (respectively) of the 2K 
Gaussian components for the background and foreground distributions [6].  

In the designed process the GrabCut implementation from OpenCV library is 
used. GrabCut input is often referred to as a trimap and consists of foreground, 
background, and mixed pixel regions. For each pixel in the mixed region, GrabCut 
determines whether it belongs to the foreground or background. In the proposed 
process of extraction, the trimap for the GrabCut algorithm is prepared in three 
preprocessing steps of morphological operations. They are performed in regard to the 
binary image being the result of the removal of small connected regions: 

1. the binary image is eroded and the result is labeled as belonging to the 
foreground, 

2. the binary image is dilated and the pixels beyond the result mask are labeled 
as belonging to the background, 

3. the difference between dilated and eroded binary images consists of an 
uncertain region and its pixels may be labeled as possibly belonging to the 
background or possibly belonging to the foreground. 

The kernel used in steps (1) and (2) has variable size (kGC parameter). The best value 
of this parameter depends on scene and moving objects' characteristics. 
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3 Experimental Results 

The results of successive steps of the proposed process are presented in Fig. 2. 
A human silhouette is a moving object that appeared in the camera's viewport after 
preparing the background model. The colors of the silhouette are similar to the colors 
of the background (image 1), what results is many imperfections in the resulting 
foreground mask (image 2).  

After removing small connected regions, only two regions remain—one is 
background and the other is foreground (image 3). The foreground region is jagged 
and needs refining. The subsequent preprocessing step creates a stripe at the border 
between foreground and background (image 4). Next, the pixels' affiliations in the 
stripe are defined using the GrabCut algorithm and the final mask is applied to the 
input (image 5). Undoubtedly, the use of the GrabCut algorithm enhances background 
subtraction results, which is clearly shown in Fig. 3. 

 
 

 
Fig. 2.  Input image (1), partial processing results (2–4), and the output image (5) 

 

 
Fig. 3.  Process result without (left) and with (right) GrabCut algorithm 
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 The processing was benchmarked using videos from the [11] dataset described in 
[3]. The benchmarking results are shown in Tables 1 and 2. The values of the process 
parameters that gave the best result are given in Table 1. The results were evaluated 
using the number of true positive (TP), false positive (FP), false negative (FN) pixels, 
and the following statistical measures: 

(1) Recall (RC),  

(2) Precision (PR),  . 

The recall measure is the percentage of ground truth foreground pixels that were also 
classified as foreground by the analysis algorithm. The precision measure is the 
percentage of pixels classified as foreground by the algorithm that also belong to the 
ground truth foreground pixels. 

Table 1.  Experimental results from [11] dataset; SR, minimum region size in region filtering 
algorithm; kGC, the size of kernel in morphological preprocessing  

Problem 
Type 

Bootstrap Camouflage* Foreground 
Aperture* 

WavingTrees 

Process 
parameters 

SR = 3 
kGC = 0 

SR= 2000 
kGC = 7 

SR = 30 
kGC = 5 

SR = 2000 
kGC = 7 

Recall 0.70 0.98 0.56 1.00 

Precision  0.61 0.97 0.77 0.88 
  * with shadow detection  

 
In Table 2, the resulting frames were compared with ground truth. The proposed 
process resulted in improved masks from the background-subtraction algorithm that 
already had good quality. It provides substantially better results than the background-
subtraction algorithm in the case of scenes with dynamic background and camouflage 
effects. Both camouflage and foreground problems result in false negative blobs, 
which can be removed to some extent if they are not too large. The false negative blob 
on the Foreground Aperture sequence (Table 2) result creates two disjointed 
foreground blobs that have not been connected by the process. 
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Table 2.  Resulting masks from [11] dataset  

Sequence Bootstrap Camouflage Foreground 
Aperture 

Waving Trees 

Test image 

    

Ground truth 

    

MOG2+ 
morphological 
processing+ 
GrabCut (this paper)     

 
 

The second dataset [12] is described in [13]. Average precision and recall across all 
frames in two videos were calculated as well as the following parameters: 

(1) False Positive Rate (FPR),  

(2) False Negative Rate (FNR),  

(3) Percentage of Wrong Classifications (PWC),  

(4) Shadow Errors Rate (SER),   (shadow errors: false positive 
detections due to the classification of shadowed background as foreground). 
 
The first video comes from highway monitoring and the second comes from overpass 
monitoring (Table 3). The highway sequence belongs to a “baseline” category, which 
has average recall = 0.94 and precision = 0.93 for the top four background subtraction 
methods presented in [13]. The process performs worse because of filtering regions 
representing cars that are far away or are disjoint and offer no shadow detection.  

The overpass sequence belongs to the  “dynamicBackground” category, which has 
average recall = 0.85 and precision = 0.86 for the top four methods as above. The 
proposed process performs better for this particular sequence as regards precision, 
because moving regions belonging to the dynamic background are filtered. 

In Table 4, the examples of resulting masks from above sequences were compared 
with ground truth. 
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Table 3.  Experimental results from changedetection.net dataset [12], no shadow detection 

Video 
sequence 

Process 
parameters 

FPR FNR PWC SER Recall Precision 

Highway 
sequence 

SR = 100 
kGC = 3 
LR= 0.009 

0,0049 0,0128 1,67 0,75 0,796 0,91 

Overpass 
sequence 

SR = 80 
kGC = 9 
LR= 0.002 

0,0005 0,0021 0,26 0,13 0,843 0,96 

 

Table 4.  Examples of resulting masks from changedetection.net dataset [12]. Gray pixels on 
ground truth images are shadow or do not belong to the tested region of interest (ROI). 

Sequence Highway Overpass 

Test image 

  

Ground truth 

  

MOG2 + morphological 
processing + GrabCut 
(this paper) 

  

4 Conclusions 

We have shown that the use of the GrabCut algorithm enhances background 
subtraction results. Both background subtraction and GrabCut methods use GMM to 
model the background. Merging these algorithms so that they share a common GMM 
for background can result in better performance of the presented process. 

The extraction  process can be used in tasks that require high-quality moving 
objects'  silhouettes for video sequences acquired with a static camera. It can be useful 
in moving-object classification tasks, where the moving objects' minimum size can be 
estimated. The moving-object silhouettes can also improve recognition-task 
effectiveness.  
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The proposed process improves the foreground mask quality when the resulting 
mask from the background-subtraction algorithm is good enough, without  many false 
positive or false negative values. Moreover, this process is most suitable when there is 
small amount of large moving objects that cover a substantial part of the viewport.  
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Abstract. In this paper a method for solving the optimal sensor place-
ment problem for diagnostic purposes is presented. The proposed ap-
proach maximizes isolability under budgetary constraint. The proposed
strategy is based on a Fault Information System. The considered isola-
bility measure distinguishes weak and strong isolability. The method de-
scribed in this paper leads to Mixed Integer Linear Programming prob-
lem, which is then solved with branch-and-bound algorithm. The sensor
placement method is tested on Three Tank System.

Keywords: Fault Detection, Fault Isolation, Fault Information System,
Optimal Sensor Placement, Mixed Integer Programming

1 Introduction

The performance of a fault diagnosis system for a given industrial process is
strongly dependent on available measurements. A designer of Fault Detection
and Isolation (FDI) systems often wants new sensors to be installed. However,
it is vital to achieve the best possible FDI system performance with minimal
additional costs. The problem of optimal sensor selection can be understood as
a combinatorial problem of selecting the optimal set of new measurements.

In recent years, numerous papers were published, devoted to different prob-
lems of the optimal sensor placement. The model-based FDI considers faults as
deviations from normal values of process parameters or as unknown process in-
puts. Faults are detected when modeled and measured signals behave differently.
This differences are called a residuals. They are often found using Analytical Re-
dundancy Relations (ARRs). In [10] a method for finding the optimal sensor set
based on ARRs is proposed. First, all ARRs are found under the assumption that
all sensor candidates are installed. Then, the sensor set is selected that minimizes
the cost while satisfying detectability and isolability requirements. However, this
solution is computationally expensive. A modified, incremental approach, using
Minimal Structurally Overdetermined (MSO) sets, was proposed in [4]. In [8] the
Binary Integer Programming is used to find the optimal sensor set using the set

� This work was partially supported by the Warsaw University of Technology, Faculty
of Mechatronics Deans Grant 504/01536.
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of all possible MSO sets. FDI requirements were ensured with non-linear con-
straints. The resulting problem is computationally difficult to solve. This method
was further improved in [2] and [3]. There, FDI requirements were specified as
linear constraints. The cost function was also linear, so the problem was Binary
Integer Linear Programming (BILP). It can be efficiently solved with branch-
and-bound algorithm with standard Linear Programming (LP) solver. Those
methods were thoroughly compared in [6]. Budgetary constraints were analysed
in [7]. Branch-and-bound algorithm was used to obtain the optimal solution.

This paper presents a new method of solving the optimal sensor placement
problem for a FDI system based on Fault Information System (FIS). The main
contribution of this paper is solving a fault isolability maximization problem,
using the isolability measure proposed in [5] as cost function. This approach
allows to formulate a Mixed Integer Linear Programming (MILP) problem with
a budgetary constraint using a FIS. Then, the optimization problem can be
efficiently solved. To illustrate the proposed method, the model of Three Tank
System is used.

The paper is organized as follows. In Section 2, the theoretical background is
given. Fault Information System is defined. Then the measure of fault isolability
is introduced. Section 3 describes a Mixed Integer Linear Programming problem
formulation. Section 4 describes the application of the proposed method to a
Three Tank System. In Section 5 some remarks and conclusions are given.

2 Theoretical background

2.1 Fault Information System

Fault Information System FIS was defined in [1]. It is a polyvalent, discrete form
of notation of a symptoms - faults relation. Each diagnostic signal sj has the
set of possible values Vj . For each fault fk a subset Vj,k of Vj is assigned. When
a fault occurs, one of those values appear. The vector [V1,k, ... , Vm,k]

T , where
m is a number of signals, is called a fault fk signature. Lets call the actual
combination of single values of every signal an alternative signature. Each fault
can have many different alternative signatures. An example of FIS is shown in
Table 1.

Table 1. FIS example.

f1 f2 Vj

s1 {-1, 1} 1 {-1, 0 1}
s2 0 1 {0, 1}

Assuming that sensitivities and dynamics of diagnostic signals are different,
after a fault occurrence, non-zero values may not appear simultaneously. There-
fore, Definition 1 can be given. In Table 1 fault f2 has only one alternative



signature and it excludes fault f1. Fault f1 has two alternative signatures and
only one of them ([−1 0]T ) excludes f2.

Definition 1. The alternative signature of a fault fi is excluding a fault fk if
signatures are different and any alternative signature of fk cannot be obtained
from the alternative signature of fi by changing zeros into non-zero values.

2.2 The measure of fault isolability for Fault Information System

In [5] a new measure of fault isolability for polyvalent diagnostic systems was
proposed. It is calculated in two steps.

1. Calculate for every ordered pair of faults:

D(fi, fj) =
card(Si,j)

card(Si)
(1)

where Si is the set of all possible alternative signatures of fi, and Si,j is
the set of alternative signatures of fi excluding fj . If faults are uncondition-
ally isolable then D(fi, fj) = 1, if they are unconditionally unisolable then
D(fi, fj) = 0, otherwise D(fi, fj) ∈ (0, 1).

2. Calculate the measure as:

1

(n− 1)n

n∑
i=1

n∑
j=1
j �=i

D(fi, fj). (2)

3 Optimisation Problem Formulation

Let S be the set of all possible new diagnostic signals. Denote by s̄k ∈ S̄ variable
indicating if signal sk ∈ S is available in a FDI system (s̄k = 1 if true, 0
otherwise). Using (2) it is possible to construct an optimization problem for
finding the set of sensors offering the best isolability.

maximize
x

1

(n− 1)n

n∑
i=1

n∑
j=1
j �=i

D(fi, fj).

s.t. cTx ≤ b

xi ∈ {0, 1}

(3)

Where: x is a vector of decision variables, xi = 1 when ith sensor is chosen, c
is cost vector and b is available budget. The value of D(fi, fj) can be calculated
in the following way:

D(fi, fj) = sup
s̄
(S̄i,j). (4)
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S̄i,j ⊂ S̄ is a set of indicating variables for diagnostic signals sensitive to a
fault fi and not sensitive to a fault fj . Similarly, indicating variable s̄k can be
calculated as:

s̄k = inf
x
(Xs̄k), (5)

where Xs̄k is a set of new measurements necessary for a signal sk.
The optimization problem (3), substituted with (4) and (5) is non-linear and

difficult to solve. There are techniques that will allow us to transform it into a
linear problem, which can be easily solved.

Lemma 1.
Problem maximize

x
min{x1, . . . , xk} has the same optimal solution as linear, con-

strained problem:
maximize

x
xk+1,

s.t. xk+1 ≤ x1,

...

xk+1 ≤ xk.

(6)

Proof. The solution of (6) is the biggest lower bound (infimum) of the set
{x1, . . . , xk}. For finite sets it is always equal to a minimum, which is also the
solution of the original problem. ��
Lemma 2.
BILP problem maximize

x
max{x1, . . . , xk} s.t.xi ∈ {0, 1} has the same optimal

solution as:
maximize

x
min{x1 + x2 + · · ·+ xk, 1}

s.t. xi ∈ {0, 1}.
(7)

Proof. When xi is binary i.e. xi ∈ {0, 1}, max{x1, . . . , xk} = 0 iff x1 = x2 =
· · · = xk = 0. In such a case x1 + x2 + · · ·+ xk = 0. ��

Using Lemma 1 and 2 it is possible to construct a higher dimensional, linear
equivalent of (3) by substituting D(fi, fj) and s̄k with constrained new control
variables. In this way, MILP problem, equivalent to (3), can be constructed.

3.1 Solving problem with Branch-and-Bound algorithm

In order to solve the original problem this algorithm solves a series of relaxed
LP problems. Binary constraints x ∈ {0, 1} are replaced with 0 ≤ x ≤ 1. If
a solution to the relaxed problem is not feasible in the original problem (xi is
not integer), two new LP problems (nodes) are created. One with a constraint
xi = 0 and the other with xi = 1. Both problems are then iteratively solved.
This operation is called branching. If there are multiple infeasible variables, only
one, the most infeasible, is used for branching. A variable feasibility is calculated
as abs(0.5− x).



The solver retains current best integer solution. A solution to relaxed problem
is always equal or better than solution to the original problem. Therefore, if
optimal solution to a relaxed problem is worse than current best, such a node
can be discarded. A node is also discarded if after branching LP problem is no
longer feasible. Those operations are called bounding.

4 Three Tank System example

The proposed method was tested on the example of a FIS for Three Tank System
(Fig. 1). In total 16 faults were considered (Table 2). Eight proposed new sensor
locations with cost estimation are presented in (Table 3).

Table 2. Considered faults.

Fault Description

f1 - f5 measurement chain faults
f6 control signal fault

f7, f8 valve seat and actuator faults
f9 pump fault
f10 not enough water

f11 - f13 leaks from tanks
f14, f15 clogging between tanks
f16 clogged output flow

Table 3. Sensor locations.

Symbol Measurement Cost

F1 Input flow 5
Pv Valve position 2
L1 Level in T1 1
L2 Level in T2 1
L3 Level in T3 1
CVv Control signal 0
pzp Pressure before pump 1
n Pump rotational speed 2
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Fig. 1. Three tank system.

Fig. 2. Fault isolability trade-off.

Using method presented in [9] 25 possible diagnostic signals were generated,
using sensors from Table 3. Trivalent diagnostic signals were analysed using
information about directions of changes caused by faults. The method proposed
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in this paper was tested for all reasonable budgets. The values of isolability
measure for diagnostic systems with different maximum total costs are presented
in Fig. 2.

5 Conclusion

In this paper the sensor placement problem was addressed. A key contribution of
this work is introduction of a new measure of fault isolability for Fault Informa-
tion System as an objective function to an optimisation problem. A strategy of
introducing new variables which allows to obtain MILP problem was presented.
This allows to use efficient linear optimisation tools to find the optimal sensors
set. Results obtained with the method described in this paper depend on a set
of possible diagnostic signals considered during the optimization procedure. If
this set is incomplete, then results may not be optimal.

The method used in this paper considers all diagnostic signals uniformly.
Additional research on including uncertainty of fault detection by given signals
should be considered.
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Abstract. The paper presents a comparison of modelling methods that can be 
used as a tools supporting the conduction of hazard and operability study 
(HAZOP). The paper presents the following industrial modelling techniques: 
quantitative modelling using PExSim package, qualitative modelling using the 
GP process graph and qualitative modelling using DFM graph methodology. As 
an example of industrial installation a fragment of gasoline reforming section 
for chlorides removal was presented. A brief description of each method and re-
sults obtained from the simulation of the sample installation are included. 

 

Keywords: qualitative modelling, quantitative modelling, process graph GP, 
DFM graph, HAZOP. 

1 Introduction 

One of the major hazards that currently exists in developed countries is a hazards of 
serious industrial accidents. In Poland, the risk of serious industrial accidents is very 
high. The hazards posed by enterprises that have products of petroleum distillation 
and flammable substances are especially dangerous. An important element in indus-
trial failure prevention is a problem of early detection and elimination of potential 
sources of hazard. 

There are known many methods to identify sources of hazards that uses formal 
techniques of different degrees of advancement. The methods can be divided into the 
following classes [1]: 

 comparative methods – based on knowledge of safety analyses of similar installa-
tions (index method, checklists), 

 inspection methods – that are based on the systematic study of all known potential 
sources of hazards, e.g. HAZOP, PHA, FMEA, 

 analytical methods – allow to detect sources of hazards, to evaluate of accident 
scenarios and estimate numerically the risk size (FTA, ETA, CCA). 
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2 Description of industrial installation example 

In order to perform a comparative analysis of various modelling techniques that could 
be potentially used as a tool for HAZOP analysis support, a fragment of gasoline re-
forming section for chlorides removal was presented. Reforming is a process of prep-
aration of high-octane gasoline or aromatic hydrocarbons from light petroleum distil-
lates, mainly from low-octane gasoline 

Figure 1 shows a simplified diagram of the analysed industrial installation for re-
forming process. 

Pump

Reactor A

V-1V-3 V-4

V-7 V-8 V-9 V-10

V-5 V-6

Reactor B

ZS V-B

V-2

 
Fig. 1. A simplified installation diagram 

3 Modelling of example installation using PExSim package 

As one of the possible techniques for HAZOP analysis support is to use quantitative 
modelling. It involves the implementation of an accurate physical model of the ana-
lysed process. In this case the DiaSter system was used for modelling and simulation 
of exemplary process. It is possible to freely design processing circuits of individual 
system (process) variables in the DiaSter system. This task is performed by the 
PExSim module in a manner very similar to the Matlab Simulink package. The user 
can use a number of blocks performing basic mathematical and logic operations, input 
/ output operations, signals flow control, integration and differentiation operators, 
filtration and many others. Moreover, thanks to an open architecture, it is possible to 
easily extend the system functionality. List of standard libraries is freely expandable 
through the plug-ins mechanism and can be easily adapted to user needs. There is also 
the possibility to create user libraries, as plug-ins, implementing specific (designed 
and programmed by the user) functionality. User blocks, from the functionality point 
of view, are the same as the "original" PExSim ones. Each of the function blocks has 
a number of configuration parameters determining how the specific functions are 
realized by given block. 
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The model of the analyzed system was implemented in the PExSim environment 
using blocks defined in the platform. Next, the simulation of  flow reduction at the 
output of the installation was performed. It was realized by incomplete opening of the 
control valve. In figure 2a, 2b, 2c time series that illustrates presented situation are 
presented. 

a b c

 
Fig. 2. The waveforms: a - flow after the ZS valve, b – outflow from the pump, c – pressure 

after the ZS valve 

Presented time series clearly shows that, as a result of failure, the system production 
capacity was reduced by decreasing output flow from the system and the outflow 
from the pump . The presented approach allows a “very accurate” mapping of the 
system behaviour. It is possible to use complex or simplified blocks. Unfortunately, 
the analytical models, based for example on physico-chemical equations, require high 
expert knowledge during its creation. Furthermore, modelling of complex industrial 
installation is time consuming. This approach allows to perform only inductive analy-
sis (from causes to effects), it is not possible to perform the deductive analysis. It is 
also impossible to check the completeness of HAZOP analysis. It seems that quantita-
tive modelling can be used to analyse only the behaviour of individual system com-
ponents, e.g. furnaces, reactors, etc. 

4 Modelling of example installation using process graph 

The process graph (GP) is a qualitative model of the process. It represents the cause–
effect relationships between state variables, controls and measurements, taking into 
account the impact of failures on these variables. The relationships between inputs 
and corresponding outputs are presented in a graphical manner. The analysis of these 
relationships can be useful in many practical problems. Just a basic knowledge of the 
physical phenomena occurring in the process is required to create a GP model. Addi-
tional source of knowledge can be the operators and process engineers experience. 
The GP graphs can be used as a tool to support HAZOP analysis. Using the GP graph 
of the industrial process it is possible to determine which variables affect a given 
variable. Thus, it is possible to analyse potentially emergency situation in the indus-
trial installation. First, the GP graph of the example industrial installation was imple-
mented. 

As the modelled variable the output flow after the control valve ZS (Q_ZS) was se-
lected. Then, all the process variables that affect the modelled variable were selected 
and presented in the form of TM tree. The TM is tree with highlighted root directed 
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from leaves to the root. The root is a variable that represents a modelled variable, 
while remaining nodes represent variables that have influence on modelled variable. 
The tree stores only information about case – effect relationships between input vari-
ables of individual components, and modelled variable. Figure 3 shows a fragment of 
TM tree for Q_ZS modelled variable. 

 
Fig. 3. The TM tree for Q_ZS modelled variable 

The TM tree for a particular process variable allows to analyse the relationships be-
tween modelled variable and other process variables. The use of designed methodolo-
gy as a tool for HAZOP analysis support will allow ensuring the completeness of its 
implementation. This approach allows to perform both inductive and deductive analy-
sis. The disadvantage of that approach is not taking into account the timing relation-
ships between process variables. 

5 Modelling of example installation using DFM graph 

The Dynamic Flowgraph Methodology (DFM) [6][7] is a two-character directed 
graph that allows implementation of a qualitative model of the process. It reflects the 
relationship between process variables similarly to the GP graph. It also takes into 
account the timing relationships between process variables. The quality of the imple-
mented model strongly affects the quality of performed analyses. One must specify 
the physical variables and variables associated with the control system that are neces-
sary to reconstruct the behavior of the system in order to build a model of analyzed 
system. Variables are represented in the model in the form of variable blocks (varia-
ble nodes). Then, the nodes are connected together via a transform blocks to create a 
network of cause–effect relationships. In the next phase of creation of the qualitative 
model it is necessary to specify correct and uncorrect operating states of individual 
components. They are represented in the form of state blocks which are connected to 
the transformation blocks. After connecting all required blocks it is necessary to enter 
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discrete values of variables blocks, state blocks and set decisions tables in transfor-
mation blocks. It is possible to carry out two basic types of analysis: inductive and 
deductive based on this kind of qualitative model. 

Deductive analysis due to the method of processing (from effects to causes) is the 
main tool to support HAZOP analysis. As a result of analysis one obtain a list of main 
implicants, which are the sources of the main event (top event). The first step in the 
analysis is to identify the main event. Then, using the model, the successive states of 
the various system components are determined, which lead as a result to the top event 
(failure of the system). This type of analysis is, in many aspects, very similar to the 
method based on fault tree. Fault tree is a graphical representation of possible combi-
nations of failures that lead to creation of the major event. In the case of classical fault 
tree Boolean algebra can be used in order to determine the tree minimum cross sec-
tion (MCS). The minimum cross section of the tree is the minimum set of elementary 
events whose simultaneous occurrence leads to a top event. In the case of analysis 
using the fault tree, the elementary events are binary encoded. For this reason multi-
valent fault tree is applied. It is also possible to obtain major implicants using decision 
tables included in each components of the system. The method is based on the crea-
tion of a single critical decision table. Then the table is subjected to merge and ab-
sorption operations in order to obtain complete set of major implicants. 

Inductive analysis is the type of reasoning known as inference “from particular to 
general”. It can be used primarily to verify the correctness of the model of analyzed 
system. The first step in the analysis is to determine the states of input variables 
blocks and state blocks. Then, as a result of simulation, other values of variables are 
determined automatically.    

The following variation was simulated “less at the outlet of the V7 valve”, i.e. flow 
reduction in given installation point. Results obtained from the deductive analysis are 
shown in Figure 4. 

 
Fig. 4. The results of the deductive analysis of reduced flow through the V7 valve 

As a result of deductive analysis one obtain a set of equilent implicants. Each of the 
prime implicants is caused by several simultaneous reasons, e.g. implicant 1 – in or-
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der to Q_V7 flow was low at t=0 the following reasons must occur simultaneous: n = 
Low, Pump=Normal, CV1 = Opened, CV7 = Opened. 

The presented approach is functionally similar to the method based on GP graph. It 
allows to perform both inductive and deductive analysis. It is also possible to take into 
account timing relationships between process variables. The main disadvantage of the 
presented method is a large number of prime implicants in the case of more complex 
industrial installations. It seems reasonable to develop a mechanism for reduction of 
implicants obtained from deductive analysis. 

6 Summary 

The paper presents three different techniques that can be used as support tools to con-
duct HAZOP analysis. Each of presented approach has advantages and disadvantages. 
There is no universal method. It seems that quantitative modelling in the slightest 
degree is the right approach, mainly due to the large time-consuming. It requires a lot 
of time and expert knowledge to implement particular components of an analyzed 
industrial installation. The accuracy of obtained model is too accurate for conducting 
HAZOP analysis. More appropriate tool to support HAZOP analysis is qualitative 
modelling using GP process graph and DFM graph. Both approaches are very similar. 
The main advantage of DFM methodology is inclusion of timing between process 
variables. However the main disadvantage is a large number of applicants for the 
deductive analysis of complex industrial installations. 

References 

1. G odek, W.: The risk of industrial accidents, BMP Chemia Przemys owa 4, Warszawa 
(2002) (in Polish)  

2. Vincoli, J.W.: Basic Guide to System Safety, Wiley-Interscience (2006) 
3. Ericson, C.A.: Hazard Analysis Techniques for System Safety, Wiley-Interscience (2007) 
4. Ostasz, A., Ko cielny, J. M.: Application of GP process graph in diagnostics of industrial 

processes, Pomiary Automatyka Kontrola, 51 (2005) (in Polish) 
5. Tabor, .: Construction of causal graphs of processes using archival signal time series, 

Pomiary Automatyka Robotyka 14, pp. 65-68 (2010) (in Polish) 
6. Motamed, M. et al.: Development of tools for safety analysis of control software in ad-

vanced reactors, U.S. Nuclear Regulatory Commission Report, NUREG/CR-6465 (1996) 
7. Yau M. et al.: The Dynamic Flowgraph Methodolo-gy: A methodology for assessing em-

bedded system software safety, In: Proceedings of the 2nd International Conference on 
Probabilistic Safety Assessment and Management, San Diego (1994) 

78 B. Fajdek et al.



The concept of public cargo transporting pipeline system 

Mateusz Turkowski1 2 

1 Warsaw University of Technology, professor at Faculty of Mechatronics, 
m.turkowski@mchtr.pw.edu.pl 

2 Warsaw University of Technology, Ph.D. student at Faculty of Mechatronics 
lmichalak82@gmail.com 

Abstract. One of the options of replacing traditional transport by the sustainable 
one is the concept of transporting the consumer goods in pipelines with the use 
of capsules. The paper covers the wide range of technical issues that have to be 
resolved before the construction of such systems, especially design of the termi-
nals, air locks, propelling and guiding the capsules. The methodology for these 
purposes has been proposed, including theoretical part - modelling the capsules 
dynamics moving in the pipe and experimental part.  

Keywords:  underground freight transport  capsule 
pipelines  

1        Introduction 

The necessity of the sustainable transport development has been discussed in numer-
ous publications and is now beyond dispute [4]. The present trends in transport are not 
sustainable and fundamental changes in the technology are needed. 
One of the options of replacing traditional transport by the sustainable one is the con-
cept of transporting the consumer goods (food, drinks, electronics, clothes, cleaners 
etc.) in pipelines with the use of special capsules.  
Pipeline transport is secure and independent of weather conditions. The pros and con-
tras of pipeline transport systems for consumer goods are discussed in [2, 3] and pre-
sented in the form of SWOT analysis in [3]. The authors conclude that there are op-
portunities for the use of freight pipelines, but research is yet required to fully under-
stand the supply chain, logistics and other related activities that technology may influ-
ence.  
The encouraging analyses are presented in [5]. The author claims that 92% of the 
energy used to transport consumer goods is spent on moving the vehicles and only 8% 
to move the goods. Replacing heavy vehicles with lightweight capsules running in 
pipelines will save billions of litres of fuel and limit the CO2 added to the atmosphere. 
The systems for various purposes, such as transporting municipal solid waste, mail 
and parcels, delivering goods on pallets, dispatching containers from seaports to an 
station are described in [6, 7, 8]. According to the presented concept called pneumatic 
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capsules pipelines (PCP) the stationary linear induction motors (LIM) are used as a 
prime mover. Similar concept is adopted in Foodtubes project [11]. 
The concepts of transport of goods in motorized capsules moving in the tunnel is 
presented by Stein [9] and wide research has already been done in Germany. The 
system called CargoCap resembles a small subway system.  
In some concepts the use of magnetic levitation (maglev) is planned. It is possible to 
incorporate both maglev and linear electric motor functions. Such motor would ex-
tend over the whole pipeline length [1] and ET3 [10] sys-
tems, they envisage the use of vacuum pumps to remove air from the tubes which 
practically eliminates aerodynamic drag forces. The authors claim that the capsules 
could achieve velocities as high as 1 500 km/  

2       General assumptions for the system 

At present, prevailing and most advanced ideas is the system of pneumatic wheeled 
capsules pipelines, i.e. Foodtubes [11] or systems presented in [6, 7, 8]. There is, 
however a variety of detailed solutions. The first questions is the shape of the tunnel  
circular or other, square or rectangular. 
The system should be cost competitive with trucks and trains. It means, it should 
adopt the proven, optimized and economical existing technologies, such as pipeline 
construction technologies, enabling the construction of even 2 m diameter pipelines e 
at relatively low price. In this respect circular shape is optimal.  
In some concepts each capsule is provided with the motor, i.e. the system presented in 
[9]. The capsules move like the subway or a train in a tunnel. It means that the capsule 
should transport the motor. In case of battery powered motors both motor and battery 
should be transported, limiting the cargo load. In case when the motor is powered 
from the conductor rail, the construction of pipeline is much more complicated. 
Another concept, preferred by the authors, consist of the pipeline with stationary line-
ar induction motors situated every, say, several hundred meters (Fig. 1). 

 
Fig. 1. General idea of PCP 

ions between them. The capsule that at the moment is in the area of LIM (C1, CN+1) 
pushes the capsules situated between LIMs.  

3       The concept and optimal geometry of capsules 

The dimensions of the capsules should enable connection of PCP to the other logistic 
chains. It seems that compatibility with euro palettes will be of great value from this 

C1 C2 C3 C(N). . . C(N+1) C(N+1) C(N+2)

LIM1 LIM2
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point of view. All the existing infrastructure for materials handling, i.e. forklift trucks,  
high storage warehouses etc. can then be used without modifications. 
Fig. 2 shows the load space on euro palettes in pipelines of various diameters. Stand-
ard euro palette is 80 cm wide, 120 cm long and 14.4 cm high.  
Fig. 2 shows maximal height of the load for various capsule diameters D. The most 
convenient values of h/D ratio lie in the diameter range 1 1.8 m, but for diameters 
smaller than 1.2 m the load space can be too small for some wares. The pipes of outer 
diameter 1500 - 1600 mm would be most appropriate.  

 
Fig. 2.  Dimensions of euro palette and capsule load space for various capsule diameters  

The length of the capsule about 2.5  3.6 m should be enough for 2  3 capsules.  
To produce maximum drag and minimize the leakage of air the capsule should be 
provided with the sealing flanges. There is a question  one or more sealing, in the 
rear or in the front. The seals should be smaller in diameter than the inner diameter of 
the pipe to avoid contact between seal and pipe.  

4       Modelling the system dynamics 

As shown in Fig. 1 the system consists of the pipeline with stationary linear induction 
motors at distance of several hundred meters. 
Between the motors the capsules move thanks to the pneumatic cushions between 
them and inertia forces. 
The capsules that at the moment are inside the LIM act as a pneumatic piston and 
push the capsules situated between LIMs. For the clarity reasons the system presented 
in Fig. 3 is simplified to the case of 2 capsules. At a time t0 the velocity of capsules is 
zero. Let us also suppose that the force is exerted by tubular LIM only on the ring at 
the front of the capsule and that the LIM force is constant.  
When x1 < LSI, the first capsule is propelled through LIM with the force  FLIM and the 
second one with the pneumatic cushion exerting the force due to pressure difference 

p = p1-2 - patm. 
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Fig. 3. The sketch for evaluation of equations of capsules motion 

Both capsules are influenced by forces due to inertia, and viscous friction. The equa-
tions of motion will take form:  
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When x1 > LSI,  both capsules are influenced by pneumatic cushion, (first capsule in 
positive direction, second  in negative). For this case equations are as follows: 

 for capsule 1                                             for capsule 2  
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To close the system of equations, one still needs the equation describing how the 
pressure between capsules depends on capsules coordinates, in simplified form the 
isothermal process can be assumed. The dry friction coefficient T depends on guiding 
wheels construction and the viscous friction coefficient L can be calculated from the 
equations describing the aerodynamics of the system, i.e. with the use of Computa-
tional Fluid Dynamics. 
This simplified model should be extended for greater number of capsules. The dy-
namical model will enable the prediction of system behavior at various mass of cap-
sules, distance between capsules, LIM characteristics, pipe inclinations etc.  

5       Terminals 

Construction of terminals depends strongly on the logistics of the system. In the sim-
plest case the system will be built and operated through one operator for his own pur-
poses, i.e. courier company or supermarket chain to connect the logistic center with 
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individual stores. The relatively simple terminals should enable alternately reception 
of capsules or expedition of empty capsules with an empty packaging back to the 
logistic center. In such cases single bi-directional pipelines will be sufficient to build 
the system. The means of controlling the speed of the capsules and braking them 
when they have moved outside the pipeline and entered the terminal should be 
worked out. 
In case of a public available system, the terminals should allow to connect every point 
where a freight shipment or receiving is needed. The pipelines net will be much more 
complicated and additional equipment is necessary, such as automatic switches send-
ing capsules into branches, and means for controlling the track of each capsule.  
The grand challenge will be the design of terminals enabling capsules insertion to the 
pipeline between the capsules moving already in the pipe. The right moment, when 
there is enough space between capsules, must be chosen and the velocity of the cap-
sule to insert and velocity of the capsules already moving must be synchronized. 
Another necessary elements are airlocks. The system should control the airlocks in a 
way that the volume of pneumatic cushions between capsules already moving does 
not change largely. The airlock design will be the compromise between high speed of 
opening/closing, low cost of manufacturing, low maintenance cost and low energy use 
during operation.  

6       Propelling of capsules 

The capsules will be propelled with the use of tubular LIMs. But perhaps in terminals 
mechanical, hydraulic or pneumatic propulsion will be more convenient, so both sys-
tems would function in parallel. 
The motors situated along the pipe will accelerate all the already moving capsules 
(probably several dozen) but momentum increase for each capsule will be small, only 
to compensate friction and aerodynamic forces.  
Another question is bringing up to speed the capsules in the expedition terminal in the 
case, when the capsules should be inserted between other capsules already moving. 
Only one capsule at a time will be accelerated, but in this case from zero velocity to 
the velocity of already moving capsules. Perhaps pneumatic, hydraulic or mechanical 
propulsion will be more convenient for this case.  

7       Guiding the capsules in the pipe 

The capsule should be guided in the pipeline smoothly and without rotation. The sim-
plest, but not necessarily best from the economical point of view, way to achieve this 
is the installation of rails along the pipeline. The advantage of using two rails is a 
convenient automatic control of the path of the capsules and possibility of the use of 
standard rail switches for controlling the path of the capsules when they have moved 
outside the conduit and entered the terminal.  
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The possible concepts of rails are shown in Fig. 4. Typical railway wheels and rails 
should be supported by rolls for stabilizing the trajectory and transferring centrifugal 
forces in curves. In the simplified version only one rail can be used.  

 
Fig. 4. Possible concepts of capsule guiding with the use of rails 

From the point of view of pipeline builders, the rails make the construction much 
more difficult. An ideal solution would be to eliminate any rails. In the case of no-
rails concept, the steering rolls can be used, controlled by the sensors of angular posi-
tion of the capsule (gravitational or gyroscopic).  

 
Fig. 5. Turnout shape (a) and centrifugal force in the turnout (b), capsule turning left, mono rail 

version 

If the system is intended to be public, it should have a high number of terminals locat-
ed as close to customers as possible. A lot of switches (turnouts) to the local terminals 
should be built then. The switch will have the form shown in Fig. 5. It will be difficult 
to overcome the problem of centrifugal forces in the switches without the use of 2 
rails. Only by the use of two rails and railway switches technologies the problems of 
centrifugal force and switching the way of the capsule can be eliminated. Between the 
sections 1  1 and 2  2 of the turnout, in the case of no rails solution the pipe system 
has complicated shape composed of two circles. The stabilizing rolls lose contact with 
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the pipe wall and capsule trajectory control is no longer possible. The turnout con-
struction must be, therefore, much more complicated.  

8       Other elements necessary to safe operation of the system 

The capsule should be equipped with distance sensors and an automatic, autonomous 
system controlling the distance between the capsules. Distance control can be 
achieved through by-pass or with the use of compressed air vessel, filled at the termi-
nal, during loading/unloading the capsule (Fig. 6).  

 
Fig. 6. The concept of distance control with the use of compressed air and by-pass valve. 1  

compressed air bottle, 2  pressure regulator, 3  solenoid valves, 4  sonar or radar, 5  
controller 

The system should detect failures such as increase of motion resistance or blockage of 
the capsule i.e. through pressure measurements. In case of increased friction forces or 
capsule blockage the pressure drop across the capsule will increase. 
The efficient system of the control of capsules distance is crucial if the high linefill 
(space in the pipe occupied by capsules) has to be achieved. Low linefill limits the 
throughput of the system. The better and more precise control the lower distance be-
tween capsules can be maintained, so the higher linefill. For the and maintenance 
purposes special service capsules should be designed.  

9       Conclusions 

Besides rather simple issues, such as optimizing the capsule geometry, determining 
minimal bends radius, design of seals, mathematical models (capsules dynamics and 
CFD simulation of capsule aerodynamics), automatic control or maintaining safe 
distance between capsules, more difficult problems have to be resolved. These are 
problems of propelling and guiding the capsules and design of terminals and air locks. 
Propelling the capsules with the use of LIMs, should be examined in details. The 
question is, if LIM is adequate both for propelling capsules already moving in the 
pipe and for rapid  acceleration of capsule in the expedition terminal. 
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Most economical would be guiding the capsules in the pipe without any rails. But 
problems of avoiding rotation and stabilizing the trajectory of the capsules, especially 
in the switches, can also be a difficult task.  
The design of the air locks, switches and terminals can be difficult when the no-rails 
concept will be adopted, especially for side terminals enabling insertion of subsequent 
capsules between others, already moving. 
The research should base on experiments supported by the theoretical analysis. The 
experiments should be conducted on the model at a scale about 1:10, so the pipe di-
ameter in the model would be about 150 mm.  
The construction of the functioning model of the system at reduced scale can reduce 
costs and accelerate the research, enabling the testing of many various versions of 
crucial system elements. Such functioning system will enable to encourage potential 
investors to build and test the experimental loop in full, 1:1 scale. 
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Abstract. The application of robust statistical methods to assess the precision 
(uncertainty) of the results of interlaboratory testing of measurement method is 
presented. These results may include outliers. An usual rejection of such data 
reduces the reliability of evaluation, especially for small samples. And the ro-
bust methods take into consideration all the sample data (also with outliers). 
The use of two robust methods are provided for international rules of compara-
tive studies in accredited laboratories. However, there is a lack of instructions 
on how to proceed  them in practice. Evaluation of the precision of results, us-
ing the same method for homogeneous objects in nine laboratories, was pre-
sented. By traditional calculations, the estimate of the standard deviation was 
1.5 times higher without rejection of outlier in comparison to one with rejection 
of outlier. Then, after using the robust method “Algorithm S”, the obtained val-
ue was near the lower of two mentioned above, and with greater reliability. 

Keywords: robust statistics · outliers · measurement uncertainty · 
interlaboratory comparisons. 

1 Introduction 

During the process of certification and verification of test methods and their proce-
dures, the dependence of the accuracy on the changing conditions of measurement 
and on the specific organization of the experiment in each laboratory must be taken 
into account. A solution is to carry out the same measurements of homogenous ob-
jects in several accredited laboratories and to calculate the mean precision of all re-
sults. These interlaboratory comparisons are an experimental implementation of a 
physical model by specific test procedures in certain conditions. This model is created 
on the basis of the measurement results obtained in the laboratories of a similar essen-
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tial level of competence, which are specialized in a particular type of testing. The 
measurement result is represented by the following statistical model [1] 

 
y ++= .    (1) 

 
where:  - mean value of the measurement results from all laboratories;       

 - component of the correctness of the result, i.e. moving average value (bias) due to 
the imperfections of the test procedure; B - validation results component (under re-
producibility conditions); e - random measurement error component (under repeata-
bility conditions). 

The relationship between parameters of the model (1) is shown in Fig. 1. This 
model formalizes the test procedure. Reproducibility variance R

2 represents the re-
sults of the interlaboratory test, conducted with the controlled measuring method, 
according to certified procedures. It is the sum of variances which defines repeatabil-
ity, i.e. 

222 += rLR .    (2) 
 
Component L

2 is a between-laboratory variance which describes a dispersion of the 
measurement results for the homogeneous objects in individual laboratories when the 
same measuring procedure is used. These spreads result from the permissionable dif-
ferences in the organization of laboratory process. Repeatability variance r

2 is a 
component which expresses repeatability of the scattering of results. It also describes 
the average impact of changes in size of the quantities which randomly interact within 
the limits allowed by the applicable standards.  

Usually, the statistical data analysis is based on the assumption that the scattering 
of data is normally distributed. It is also the basis for making a decision in statistical 
inference. Significant  percentage of measurement results in practice can include data 
outliers. In particular this concerns the datasets with a small number of samples. 

 

 
Fig. 1. Basic statistical model of the measurement result [1] 
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The reason of outlier values in datasets are: failure of measuring instruments, non-
compliance with the principles of an experiment, errors in the estimation of results, 
the impact of external factors. Rejecting these data in the calculations can significant-
ly affect accuracy and reliability of the statistical evaluation of research precision.  

The classic parametric evaluation of the experimental results based on normal dis-
tribution as well as the theory of statistical inference are firmly settled in practice. 
Cancellation of this approach would have been inadequate. Thus, a need of adaptation 
of the “old” model to the new challenges emerged. It can be realized by developing 
such methods of estimation which, under certain conditions, include “data outliers” or 
allow sufficiently to assess the parameters of results on the basis of acquired data. 
Several methods, named as robust, were developed by Tukey, Huber and others [2], 
[4], [7]. Some of them are applied in the accredited laboratory practice and inter-
laboratory comparisons [1-part 5], [5-7]. 

2 Rules of the scattering data assessment by using of robust 
methods 

In practice, the most commonly used statistical analysis procedures assume a normal 
distribution of data. However, they are quite sensitive to minor variations in the pa-
rameters of this distribution. It particularly applies for the estimation of variance. In 
fact, we often have to deal with distributions that differ from the ideal normal distri-
bution. However, recently in the processing of the experimental data, the robust 
methods are increasingly used [3-5]. As the term robust is meant an insensitivity of 
determined parameters to the different deviations in data samples and heterogeneity of 
a scatter of elements as well. They emerge from unknown reasons. 

The basic model used in the robust method is not based on single normal distribu-
tion, it is mixed. Different samples of the central part of the actual scatter of data can 
be modeled by using of the same normal distribution. And the lower areas of a real 
distribution curve (tail areas) are less stable and more stretched than ones for the cen-
tral area of a normal distribution. Measuring observations in the tail areas are less 
common. Some of them, especially for small samples, can be detected as outliers and 
pseudo-outliers of the central area of distribution. This approach preserves the tradi-
tionally accepted hypothetical assumption of homogeneity of the general population, 
as a basis for statistical evaluations. Some deviations differing from the normal distri-
bution for the central area are permitted in the tail areas of a real distribution. Howev-
er, for the tail areas some limitations are assumed. They are modeled by a normal 
distribution with other parameters, or by other statistics. 

Approach proposed by Tukey is often used [2]. He assumed that there are a large 
number n of measurement data, as accidentally mixed “good” and “bad” observation 
xi from a population with a mean value , respectively, with probability (1- ), where  
is a low number. Both types of observations xi have different normal distributions, i.e. 
the first - N ( , 2) and the second - N ( , 9 2), but with the same mean value  – 
Fig. 2. The standard deviation of the “bad” is 3 times higher than “good”. Assuming 
that all values xi are independent, the following joint distribution can be expressed as 
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Fig. 2. Joint distribution F(x) = (1- ) N ( , 2) +  N ( , 9 2) for  = 0.2. 

Among the robust methods and algorithms the approach of  Huber is widely 
spread [4] and it is currently regarded as classical. He introduced k value which de-
pended on the degree of “contamination” of the general population. It defines the 
boundaries of the central area of the measurement data histogram, i.e. difference be-
tween the upper and lower quartiles modeled by the normal distribution – Fig. 3 [6], 
[10]. 
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Fig. 3. The inter-quartile range (IQR) of a probability density function (pdf) of normal distribu-

tion N ( , 2) used for the central part of sample data with outliers. 
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Observations are less common in the lateral areas and in one of the criteria they can 
be considered as outliers. In the method IRLS (iteratively reweighted least squares) 
extreme observations are subject to winsorizing, i.e. pulling them on the borders of 
the central area. It follows a change in the mean value and standard deviation of the 
new set of observations, and constriction of the central area. Therefore customizing 
the extreme data should be repeated. This process is iterated until changes become 
negligible. 

The application of this robust method (to assess: the result obtained with a meas-
urement method,  proficiency testing  for laboratory using small samples of data and 
the occurrence of outliers) was presented in [10]. The difference between the average 
values designated in the interlaboratory study is utilized to assess the reproducibility 
of the result. The basis of applied robust algorithms in these works is high stability of 
inter-quartile range (Fig. 3) with the “pollution” reaching up to 50%. 

3 Robust analysis “Algorithm S” 

The aim of the interlaboratory comparison study is to estimate and to standardize the 
variance describing the repeatability of particular method on its results obtained in 
several accredited laboratories. Therefore, it is necessary to determine a joint proba-
bility distribution of such variances obtained by individual laboratories participating 
in this joint experiment. 

For the tests conducted with this method it is allowed to take into consideration 
the impact of possible combinations of changes in conditions (within acceptable lim-
its). In many cases in practice, it is needed to make separate estimates for different 
limitations (e.g. the cost of experiment, duration of the experiment, destructive test-
ing) only on the basis of a small number of measurement observations. Normally, 
their values are asymmetrically distributed and may differ significantly from a Gauss-
ian distribution. According to the Cochran’s C test, some of these observations would 
be regarded as the outliers. Therefore, they should be removed from the statistical 
processing. Such an approach would be acceptable when the average value was 
sought.  

However the goal of an interlaboratory experiment discussed here is to assess the 
acceptable scattering of results from laboratories on the basis of obtained experi-
mental data. The assessment  is used to standardize the repeatability of the testing 
procedures performed with the use of method controlled in this experiment. The use 
of robust methods, as based on all the available experimental data, gives a more relia-
ble estimate of the actual statistical dispersion of results. To obtain a stable estimate 
of repeatability variance (i.e. precision), the most suitable method is based on robust 
“Algorithm S” [1-part 5], [7].  

The implementation condition of this algorithm is that the bias estimate of robust 
standard deviation of results from laboratories should be equal to zero. For real exper-
imental data at each j-th step of iteration, this assessment is closer to the standard 
deviation  of the normal distribution. Adjustment factor   is introduced to estimate a 
variance shift. The condition should be provided 
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22*sE .    (4) 

 
Robust standard deviation s* should be stable with some probability, i.e. it should be 
within specified limits. Therefore, the maximum deviation  of the preferred distri-
bution is limited 

 
*sP ,    (5) 

 
where:  - standard deviation of a normally distributed population, which corresponds 
to the experimental assuming their “pure” normal distribution;  - limit factor de-
pendent on the number of data in the sample; P = (1- ) – probability of fulfilling a 
condition of the limiting of acceptable standard deviation s* for the expected normal 
distribution.  

The values of adjustment factor  and limit factor  are usually determined for      
 = 0.1. It is made by intersecting of cumulative curves of one-modal distributions 

near the point where the probability equals 0.9. This approach should be examined 
analytically and its effectiveness should be assessed. Factor  corresponds to the up-
per value (1- ) 100% of distribution describing the scattering of robust standard devi-
ation s*. Standard deviation of this distribution may be used to assess the scattering. 
For a number of elements n in the sample it is dependent on the number of degrees of 
freedom v = n -1. It is included by multiplying both sides of equation (4) by  

 

2

2*sE     or     2
2

robustE .  (6) 

 
According to (5) the probability P of the upper limit of 2  variable is equal to 

 
22

robustP .    (7) 

 
A tail area of 2  distribution containing   100% of the value of a random variable 

can be approximated by a uniform distribution with density 2  
 

2

2

dxxpx .    (8) 

 
From Pearson distribution tables [8], [9] a value 2

1,  can be found and then 
limit factor  for which the condition (4) occurs 
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2
1,0,2 P .    (9) 

 
Starting from the relation 122P , for the main part of the distribution, z 
value corresponding to the value of probability P can be found from the tables and 

 

21.0

1

z
.    (10) 

 
It is an adjustment factor   for the selected limit factor , which assures that robust 
estimate will not be shifted. *

js  is a robust standard deviation calculated for the j-th 

step of iteration. In the iterative calculation the value *
js  is updated as follows 

 
*
jj s .     (11) 

 
In the ordered series of variances of results from laboratories participating in the 

experiment, a median is selected as an initial assessment of the standard deviation of 
the predicted normal population 

 
2*

0s =Me{ 2*
is },    (12) 

 
where i = 1 .. n - number in an ordered series of laboratories.  
Then the laboratory standard deviations are changed according to formula 

 

casesotherin

when*

i

jij
ij s

s
s       ...,1,0j  .  (13) 

 
On the basis of the value j  which is found in the current step, the values of devia-

tions *
ijs  in the dataset are modified and the new values are calculated from 

 

1

2*
*

1
)(n

i

ij
j n

s
s ,    (14) 

 
where - *

ijs  robust standard deviation in the j-th step of iteration, for the i-th laborato-

ry participating in the joint experiment (n - the total number of laboratories). Robust 
estimate *

1js  is used to establish a new limit 1j . Iterative procedure is continued 
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until all standard deviations of the laboratories involved in this experiment converge 
within the ranges of current limit. 

4 Example of using “Algorithm S” 

Nine laboratories with extensive experience in this type of research were selected for 
the experiment. In each of them two homogeneous physical objects were examined. 
Absolute differences in the results in the i-th laboratory were  

21 - iii xxw , ni ,1  

where: xi1,  xi2 - the results of two experiments in i-th laboratory. Standard deviation 
(range) values wi for all (n = 9) laboratories were as follows:  

w1 = 0.28;  w2 = 0.49;  w3 = 0.40;  w4 = 0.00;  w5 = 0.35;  w6 =1.98;  w7 = 0.80; 
w8 = 0.32;  w9 = 0.95. 

The variance (squared standard deviation) of the difference of two results from the 

i-th laboratory was 2
212

12 - iii xxs . The assessment of the repeatability is examined 

for 
1

2
n

i
iw . The mean squared range equalled to 827.0

9

1

2
9
1

0
i

iww . 

Analyzing the absolute values of the differences wi it can be noticed that the value 
w6 = 1.98 is significantly different from the other. The hypothesis of a statistical outli-
er in a laboratory no 6 (value w6 = 1.98) were tested using the Cochran’s C test [8], 

[9]: 636.0
1663.6
98.1 2

pG .  

From table of this distribution [1-part 2, table 4], [8], [9] the critical values are 
( ) 638.0=%5krG  and ( ) 754.0=%10krG . Thus Gp for w6 is below the lower limit of 

this range and w6 should be treated as a quasi-outlier. According to the rules of the 
traditional approach, the value w6 = 1.98 should be omitted in further data processing. 
Then for n = 8, the “more precise” standard deviation 530.0'

0w  is obtained. It is 

much smaller ( 0
'
0 64.0 ww ) than the value w0 obtained when all data (n = 9) is con-

sidered in calculations. On the basis of  these two estimates it is clear that the exclu-
sion of only one difference from source data lying slightly outside a line that separate 
outliers, has a significant impact on the outcome of the analysis. It has influence on 
the standard deviation assessment of scatter of measurement procedure. 

Presently, one of the robust methods will be considered. As it has been already 
mentioned, in these methods all the experimental data is used, also outliers. However, 
the data is modified. A robust method “Algorithm S” [1, part -5], [7] allows to evalu-
ate precision of the control interlaboratory measurement procedures on the basis of 
the results obtained in all (n = 9) laboratories. Basic relationships for its implementa-
tion were above mentioned. The number of degrees of freedom is  = 1. The values of 
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the adjusting and limit factors, according to (10) and (9), equal  =1.097 and =1.645, 
respectively. Below, the iterative procedure is presented. 

In the first step of iteration 66.0658.0645.140.0*
51 w  is determined. 

This is a limit value for this step. From the raw data *
09

*
08

*
07 ,, www  should be modified 

because they are greater than 1. New set of differences *
1iw  is obtained. In the first 

step of iteration 52.047.0097.1
9

1

2*
19

1*
1

i
iww  is calculated on the basis of the 

obtained values. This gives a “new” limiting value 86.052.0645.12 and so on. 

In the fourth step, we already obtain robust value 68.0*
4w  which differs from 

66.0*
3w  by %3100

66.0
02.0 . As the final result 68.0*w  can be assumed. This 

value is between the two estimates calculated conventionally, i.e. the mean value     
w0 =0.827 of the precision results for all 9 laboratories and 530.0'

0w  for only 8 
results - after rejection of a value recognized as quasi-outlier. Finally, the common 
robust standard deviation should be taken 48.068.0

2
1*

2
1 wsr . 

This robust estimation of precision of the measurement method tested in this inter-
laboratory experiment is more reliable than the traditional one which is based on the 
results from 8 laboratories, i.e. after  rejection of the outlier. It was obtained from the 
results in all 9 laboratories. 

5 Summary 

The method of determining  precision of a measurement method is briefly presented. 
If the full model is not known then tests are conducted on homogeneous objects by 
the same procedure in several laboratories with similar competencies. It can be as-
sumed that the scattering is modeled by random variable with normal distribution. On 
the basis of the results of this research a statistical model is created and  its accuracy 
is determined. In practice the outliers in results may occur. Rejection of them from 
further processing, when there is a small number of experimentally acquired data, 
diminishes the credibility of the assessment. Thus a robust statistical method should 
be applied.  

For illustration, a numerical example was presented. The standard deviation as a 
result of research in the one of nine laboratories was an outlier. An evaluation test of 
precision in a conventional way with outlier rejection and robust method called “Al-
gorithm S” [1], [7] was executed. The method uses all the experimental data. A joint 
assessment of the standard deviation for all results was achieved. It was slightly larger 
than the traditional assessment (with rejection of the outlier), however more statisti-
cally reliable. 
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Evaluation of reproducibility of a particular method carried out by a specific pro-
cedure (assessment of precision) is derived from results of research of interlaboratory 
tests. If in this study heterogeneous experimental data (with outliers) is obtained then 
their evaluation should be estimated using the robust “Algorithm S”. It is more relia-
ble than traditional methods. 
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Abstract. Regular back door actuators in vehicles are currently quite fragile 
devices. Cruel handling by drivers causes frequent damage of both electronic 
and mechanical parts. The movement of the actuator is also associated with the 
possibility of injury. The paper presents use of mechatronic and inventive de-
sign methods for development of novel robust solution, which however still fits 
into current vehicle design and ensures safe operation.  

 
Keywords: car; door; actuator; safety; mechatronic design; simulation 

1 Introduction 

The purpose of development of actuator (strut) was to find a design solution, while 
maintaining the most similar installation dimensions as a competitive actuator, which 
will have a built-in safety mechanism which ensures immediate interruption of the 
tailgate the car in a collision with surrounding objects. In the same time the product 
has to meet strict parameters required both by general (ISO) standards and also by 
automotive producer standards on the other hand. 

The design problem is truly mechatronic as it requires holistic approach compris-
ing of inventive thinking design methods in early stage of the project, multidomain 
modelling, simulations and optimization, software design, rapid prototyping and test-
ing in later phases [1],[2]. 

Selected solutions were checked again by patent search for novelty and further 
processed. It started with detailed multi-domain modelling and parameter optimiza-
tion. Detailed 3D models and overall design was created. It enabled direct manufac-
turing of novel parts so that functional prototypes could be rapidly assembled. 

In parallel, the test bed simulating vehicle back door was built. Also control soft-
ware analyses were carried out and software prototype using RAD chain 
Matlab/Simulink/Arduino was developed. It was also necessary to design a test plan 
and that apply to strut including its control software. 

The mechanical strut was tested and software reliability also. The mechanical strut 
was tested especially in terms of durability and safety. 
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2 Inventive methods 

The first step was problem specification and functional decomposition. Specification 
was based on related standards (ISO) and reference automotive producer standard, 
which is even more strict in terms of noise, safety etc. 

Competitive benchmarking was used to determine key features and parameters of 
determine existing 

 
Functional decomposition approach [3] was finally used to determine ten principal 

product functions. They were further used for concept generation in the first, diver-
gente phase of design process [1]. The many concepts for each function realization 
were elicitated using patent and literature search, brainstorming and mainly Zwicky 
morfological table [4] (Fig. 1).  

 

 
Fig. 1. Zwicky morphological table. 

 
Convergent design phase started with elaboration of several promising concepts 

(from many aroused) into 3D sketches and simple kinematic and energy-flow models, 
The concept evaluation was based on several selected criteria, like energy consump-
tion, space requirements, estimated durability, noise generation etc. 

3 Design process 

The main design was based on the strut dimensions that are associated with signifi-
cant and specific car model. Based on the installation dimensions force analysis was 
conducted, from which is based in the design of the solution. 

3.1 Requirements for the design 

According to the actual installation dimensions to design a car has been calculated 
transmission of forces in the support during the opening and closing of the door (Fig. 
2). Because the relationship between the force in the strut and the length of the strut is 
strongly nonlinear, it is necessary to propose a strut in such a way as to force acting 

Function Realization A B C D E F G H I J

Lifting mechanism drive - force 
source

Electric motor + moving 
screw

Electric motor + push 
chain Pneumatics

Electric motor - 
hydraulic pump - 
hydraulic cylinder

Linear electric 
drive

New types 
of magnets

Rotational 
electric motor

Energy acumulation, force source 
support

Gas link (energy acumulation 
into gas compression)

Mechanical 
spring

Controlled 
damper

Manual override of the lifting 
mechanism drive motor clutch

locking daisy wheels on 
the screw Two segment nut

Locking wheel with 
belt Friction nut safety valves

Hydraulic or 
pneumatic 
bypass

Opening mechanism telescopic brace articulated mechanism String mechanism
tooth mechanismus -
comb cam mechanism Tooth flower

Complaint 
mechanism

Variator - 
friction 
mechanism

Drive 
integrated 
into lid axle

Collision detection (during lifting)
Mechanical

Mechanical bump stop

Electronical - 
sensoric Photo cell - space 

surveylance camera
Electric current in 
the motor detection ultrasound sensor x x x x x x

Upper position lock - gravity 
compensation Spring mechanism

Integrated in the lifting 
mechanism by flip

Mechanical lock - 
latch Friction locking Magnet Friction clutch

Closing mechanism drive - force 
source Gravity Reversion of F1

Drive 
integrated 
into lid axle

Manual override of the closing 
mechanism drive same as F2
Closing mechanism same as F3

Colision detection (during closing)

Overloading handling (safety features 
against mechanism destruction due to 
overload) during closing

switching mechanism 
controlled by force 
applied on the lid
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on the strut in accordance with the best use of the required energy. This applies when 
opening and closing the door. It should also be based on power option, which is lim-
ited. The requirements arising from the geometry you need to add features that will 
increase the usefulness of the strut. Requirements to increase the functionality are 
two. The first is the overload possibility. Competitive models do not allow overload 
of the strut. It leads to failure or destruction. The proposed strut should have a safety 
feature which enables such overload. The second requirement is to ensure safety in 
terms of the possibility of injury during the movement of the strut. The problem arises 
when door closes. This movement can lead to injury 

 

 
Fig. 2. The force in the strut, depending on its length when opening or closing the door. 

3.2  Concept evaluation 

Before proposing the final designs was to be ruled out solutions that are patent pro-
tected.
There were designed many structural variants and types of possible solutions, espe-
cially of safety mechanism. Based on the evaluation of the feasibility of the proposed 
solutions decommissioning drive strut at a given installation dimensions, it was de-
cided to implement the following variant (Fig. 3). The decisive criteria for the choice 
of this variant were lower requirements for installation dimensions than other pro-
posed solutions, design and manufacturing simplicity of the mechanism and the ex-
pected simpler installation compared to other proposed solutions. 

 
Fig. 3. Structural design of security feature of the strut. 

Innovative Car Back Door Actuator 99



3.3 Modelling and optimization 

Before the main design and manufacture was necessary to verify the functionality of 
the proposed solution [6]. For the proposed system were built simulation models, 
which were developed for the purpose of obtaining information about the energy per-
formance and functionality mainly of the security element. Models were developed in 
MATLAB-Simulink (Fig. 5). The selected result of the simulation is in Fig. 4. 

 

 
Fig. 4. Force curve when the door opens. 

 

Fig. 5. The simulation model of the strut with the inclusion of a security element. 

3.4 Control system and software design 

Software of control system has been developed on the basis of the functional logic of 
the system of opening and closing the back door. According to the sequence of states 
was designed a flowchart. This scheme was implemented on the control system. The 
resulting algorithm was tested for possible mistakes of functionality. They were gen-
erated random sequences of commands and will evaluate the correct results. 

Although the strut seems to be simple system, it interacts with many sensors actua-
tors (especially lock actuators and sensors) and ECUs. So careful analyses of control 
system dynamic behavior was necessary using state transition diagram. 

Verifying of proposed concept consists of two parts. The first is a strut, which is 
composed of mechanical parts and electric motor. The second part is the electronic 
control system. 

Each part requires a specific approach to design of experiments, including func-
tional verification. The strut will be tested in functional principle of movement, safety 
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element and durability. Control system will be tested to fulfill the required control of 
the strut and if it ensures trouble-free operation, including security safety functions. 

 

 
Fig. 6. Control system with ARDUINO hardware and a part of the implemented flowchart. 

For controlling, testing and debugging was chosen ARDUINO platform (Fig. 6). This 
platform is fully sufficient for the proposed concept. The control part is composed of 
the concept of the physical hardware and the software part. In the automotive indus-
try, all functions of the hardware development will be finally transferred into industri-
al control system for the specific car. 

Part of the control system, which is common to both developmental hardware and 
automobile control unit is an operational flowchart. Thus, control logic of the strut 
and its security functions. It is also necessary to focus on the logical order and ensure 
the proper functioning of the software. 

4 Final Concept  Prototype 

The proposed elimination mechanism is shown in Fig. 7.  

 

 
Fig. 7. Modelled strut decomposed into parts and made prototype. 

It consists (Fig. 3) of an outer casing (1) with internal involute splines (31), a bearing 
(7a & 7b), the compression spring (6), axially floating movement nut with an internal 
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thread (3) and a motion screw with trapezoidal thread (2). Function described mecha-
nism consists in the fact that the axially floating movement of the matrix is main-
tained by compression springs in the initial position. Due to additional forces in the 
bolt axis indicating a collision with an obstacle, the door will move the motion matrix 
from a starting position and thus stops the movement of the strut. 

5 Conclusion 

The novel back door actuator was developed [5], patented and functional prototype 
manufactured. Using mechatronic and inventive thinking design methods, several 
solutions could be found. One of them was selected for the real solutions. This one 
was implemented in physical strut with safety feature provided by movable nut. 
The prototype of the strut was manufactured and successfully verified about function-
ality of the safety mechanism. So industrial partner of the project (Brano, a.s.) has 
now novel product with significant comparative advantage.  
The project also demonstrates successful story of cooperative design between indus-
trial and academic partners. 
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Magnetic Resonance quantification of myocardial
perfusion reserve using Fermi function model:

comparison to visual qualification
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Abstract. Quantitative perfusion assessment using magnetic resonance
imaging (MRI) is one of the methods used in Coronary Artery Disease
(CAD) diagnosis. In this study we investigated the possibility of per-
forming perfusion quantification using Fermi function modeling on the
data acquired in the way typical for visual perfusion assessment with
high dose of contrast agent. 25 patients with CAD symptoms have been
examined by MRI in stress and rest condition. Image processing and
numerical model have been implemented to quantify myocardial perfu-
sion reserve (MPR). The results have been compared with the visual
perfusion reserve qualification by an experienced physician. Accuracy of
quantitative method in classification perfusion in myocardial segments
was below 80%, meaning this method in this setup is not yet ready for
clinical applications.
Keywords — Cardiac Magnetic Resonance. Myocardial Perfusion Re-
serve. Fermi deconvolution. Coronary Artery Disease.

1 Introduction

The aim of this study is to investigate the possibility of the use of the first
pass perfusion Dynamic Contrast Enhanced Magnetic Resonance Imaging (DCE-
MRI) data, acquired with saturation recovery sequence and with high contrast
agent dose (0,1 mmol/kg) to quantify myocardial perfusion reserve by Fermi
function deconvolution method. This type of data is typically used for visual
perfusion qualification.

In this article we used first-pass DCE-MRI data acquired for visual evalu-
ation. In typical first pass perfusion MRI two image series are acquired, one
during vasodilation (stress) and one during normal heart work (rest). In stress,
after effect of vasodilation is observed (higher heart rate and higher pressure),
bolus of gadolinium contrast agent is injected (usually 0.1 mmol/kg). Series of
images is acquired and contrast agent transit through heart chambers and my-
ocardium can be observed. Usually 3 short axis slices are imaged, namely basal,
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R. Jabłoński and T. Brezina (eds.), Advanced Mechatronics Solutions,
Advances in Intelligent Systems and Computing 393,
DOI 10.1007/978-3-319-23923-1_15

105



medial and apical positions. After imaging, stress and rest time series are visually
evaluated.

One way of DCE-MRI perfusion evaluation is visual interpretation. It is one
of the most popular methods in clinical practice nowadays and its reliability was
proven in the literature [8]. Usually physician is looking at all imaged planes
obtained both under stress and rest condition, observing contrast distribution,
looking for areas with perfusion defect (lower signal).

An emerging evaluation method is a full qualitative analysis. Initial reports
show better sensitivity and specificity then the one described above [7]. Time
intensity curves are acquired both in blood and in myocardium regions. De-
convolution of blood and tissue curves estimates impulse response curve. Most
of the quantitative methods described in literature involve special procedure of
contrast agent injection, different from the one used in qualitative evaluation.
Some groups proposed low contrast dose, for example: Christian et al [3] used
0.025mmol/kg. Other groups suggested dual-bolus technique, using first small
contrast dose to obtain time intensity curve in blood, than big dose to obtain in-
tensity curve in the tissue. Christian et al [4] injected 0.01mmol/kg as first bolus
and 0.1 mmol/kg as second bolus. Only Costa et al [5] presented good results
on data obtained with typical for visual evaluation, single bolus high dose (0.1
mmol/kg) contrast agent injection. Our goal was to confirm his findings.

2 Materials and methods

This study was performed on cardiac MRI data from 25 patients with CAD
symptoms. Patients age ranged from 40 to 82 (average age: 59.3). Among patients
there were 21 males and 4 females. Images were acquired during gadolinium
first pass perfusion MRI performed in our institute. Contrast agent (Gadovist,
Schering AG, Germany) dose was 0.1 mmol/kg both in stress and rest and was
followed by saline flush.

Ground truth used in this paper was acquired as follows. Physician with 10
years of experience in cardiac MRI was given full image data from the study,
including LGE-MRI images, and full medical record of the patient. Heart was
divided into 16 segments according to American Heart Association (AHA) stan-
dards [2]. The physician marked each segment either as healthy, or as having
defective perfusion.

In other articles reference data was taken from FFR procedure [7], coronarog-
raphy or PET perfusion imaging [10]. Though those methods give quantitative
values, they have a disadvantage. FFR procedure and coronarography gives in-
formation about the stenosis, not about the perfusion.

3 Theory and Calculation

All calculations, image processing and modeling described in this section have
been performed on a software we developed in Java programming language.



Quantitative assessment involves determination of a parameter called MPR
(Myocardial Perfusion Reserve). MPR is a ratio of maximum blood flow to the
baseline [6], its quantification can be performed using Fermi function model -
described in details in [9].

According to [9], some assumptions have to be made to perform modeling
correctly:

1. Pixel intensity is proportional to the contrast agent concentration in tissue.

2. Relationship signal to contrast agent concentration is the same within a
ventricle as well as in a muscle.

3. Signal measured in the left ventricle is considered as an input to the analyzed
structure.

4. The course of the impulse response can be approximated using the Fermi
function [1].

The Fermi function is defined as it follows:

RF (t) = F

⎡
⎣1−

t∫
0

h(s)ds

⎤
⎦ = F

[
1

e(τ−τ0−τd
k
+ 1

]
θ(t− τd). (1)

F is an initial response at time t = 0 and is proportional to the cardiac blood
flow, so the MPR can be calculated as the quotient of the RF (t = 0) values from
the stress and rest tests.

Prior to modeling, some image analysis is needed to obtain signal curves. The
process can be divided into three stages: automatic motion correction, manual
segmentation and intensity curves modeling.

Because MR first pass perfusion imaging is a dynamic study, there is a need to
consider heart motion (e.g. due to patient breathing). Acquisition is ECG gated,
so usually there are no heart shape changes between frames. Without applying
motion correction it is impossible to precisely define location of different heart
muscle sectors on the subsequent frames.

To quantify perfusion reserve the following structures need to be precisely
indicated: heart muscle and left ventricle. Segmentation was performed manu-
ally, individually for each image. The example of MRI short axis segmentation
according to AHA 16 sectors model can be seen in Figure 1. Manual segmen-
tation is a time consuming process, it takes approximately 1h to analyze data
from one patient.

Before curves modeling, elimination of the DC signal component has been
performed. Having measured the signal before contrast agent’s injection, the sig-
nal’s zero level can be designated. Because the signal contains noise, the average
value of the pre-contrast signal has been calculated and subtracted from the
signal curves. The modeling process sets the function (1) parameters, so that
the convolution of the left ventricle signal with the myocardium signal would fit
the Fermi function at most. To obtain this, a Levenberg-Marquard optimization
algorithm has been used.
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Fig. 1. Example of AHA model short axis image division. On each layer the green line
links the middle of a left ventricle with the middle of interventricular septum.

Fig. 2. The blue line represents the signal taken from the left ventricle- AIF. Flat top
of the AIF curve can be observed. The green line represents the signal from one of the
myocardium regions. The light blue area shows a pre-contrast time

4 Results

All results were calculated in all 16 left ventricle segments according to AHA
standards [2], further in this text we refer to this as per segment results. Each
segment was assigned to one of the main coronary artery territory (left anterior
descending - LAD, right coronary artery - RCA and left circumflex coronary
artery - LCX). If a perfusion loss was detected in one of the segments of coronary
artery territory, whole territory was selected as having perfusion loss both in
visual and in qualitative evaluation. Further in this text we refer to this as per
coronary artery territory results. Receiver Operator Characteristic curve (ROC),
illustrating performance of binary classifier system as MPR threshold is varied,

Table 1. Results with MRP threshold chosen from ROC curve (ground truth vs Fermi
quantification with MPR=1.3). TP - true positives, FP - false positives, FN - false
negatives, TN - true negatives, Sens. - sensitivity, Spec. - specificity, Acc. - accuracy

TP FP FN TN Sens. Spec. Acc.

AHA segment analysis 35 36 46 283 43,2% 88,7% 79,5%

Coronary artery supply

territory analysis
12 6 12 45 50% 88,2% 76%
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Fig. 3. Left: Box plot with classification of healthy and perfusion loss segments. Right:
Receiver operating characteristic curve showing impact of chosen threshold on sensi-
tivity and specificity

is presented in the Figure 3. The highest conformance to the reference results is
obtained when MPR value equals 1.3 (chosen by calculating maximum square
root of sum of squares of TPR - true positive ratio and TNR - true negative
ratio), the results are presented in the Table 1.

Segment data was divided into healthy and perfusion-loss categories (based
on ground truth) and presented versus MPR (Figure 3). On each box the central
mark is the median, the edges of the box are the 25th and 75th percentiles, the
whiskers extend to the most extreme data points not considered outliers and
outliers are plotted individually.

5 Discussion

By applying Fermi deconvolution method on DCE-MRI with 0.1mmol/kg of
contrast agent to quantify perfusion, we obtained worse results than those pre-
sented in literature [5], [7]. With MPR=1.3 cutoff, sensitivity is low and there
are as many true positive regions as false positive ones. Manipulation of MPR
threshold gives even worse results, as can be observed on ROC curve (Figure 3).

We observed that AIF never exceeds certain value, which results in flat top
of the curve. In flow qualification integral of AIF curve is calculated, so AIF
underestimation is one of the reasons of MPR error. There are few possible ex-
planations of this phenomenon. High dose of contrast agent significantly shortens
longitudinal relaxation time (T1) and causes full recovery of blood signal, ob-
served as flat top of AIF curve. Another source of error could be the assumption
of linear dependence between signal intensity and contrast agent concentration.
This assumption could be false with applied contrast agent doses. These prob-
lems were addressed in literature and special acquisition techniques with dual
bolus injection [4] and blind AIF estimation [11] were proposed. Another im-
portant problem during signal analysis is patients breathing motion, which is
caused by a long data acquisition time (at least 1 minute in the used MRI se-
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quence). Even though motion correction was implemented and segmentation was
performed with care, this may introduce source of error to calculations.

We performed quantitative assessment of cardiac perfusion performed on typ-
ical DCE-MRI perfusion data with 0.1mmol/kg of contrast agent using Fermi
model deconvolution method. Results from this method in this setup poorly
agree with experienced physician assessment (accuracy less than 80%). We con-
clude that this method in described setup is not yet ready for clinical application.
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Abstract. The aim of this work was to assess the impact of breathing
mechanics, body posture and subject’s physique on heart rate variabil-
ity (HRV ). 13 healthy students performed series of breathing with dif-
ferent rates and depths, while supine, sitting and standing. Impedance
pneumography (IP) and electrocardiography signals were registered. Re-
peated ANOVA was used to estimate the factor effect on 4 parameters
proposed. For standard deviation one (SD), ratio of SD and mean heart
rate (SDM), and for maximum value of cross-correlation (COR, which
describing the correspondence between IP and HRV signals in term of
shapes), depth and rate of breathing and body posture had statistically
significant impact. Slow, deep breathing caused increase of HRV.

Keywords: heart rate variability, impedance pneumography, breathing

1 Introduction

It is known that variability of heart rate is observed in stable physiological condi-
tions and is considered as a predictor of cardiovascular morbidity and mortality
[1]. Heart rate variability (HRV ) is one of the key parameters in the cardiac and
autonomic nervous systems activity analyses [2]. The natural aging is associated
with a loss of complex variability in RR intervals, however if the cardiac cycle
equalizes over time, there might be a disorder in regulation between the action
of the sympathetic and parasympathetic systems [3]. In this way HRV shows off
the degree of coupling between these systems.

HRV could be influenced by a number of diseases, e.g. cancer, chronic fatigue
syndrome, sleep apnea or septic shock. Circadian effect seems to be other natural
factor. HRV indexes are larger in patients with higher functional capacity. No
correlation was noted between HRV and BMI [4].

It seems that current body posture should be also considered. The force of
gravity and the mutual arrangement of organs would change the heart activity in
natural way. The nonlinear study of HRV time series showed highly significant
differences between supine and standing postures [5].
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In our previous research, we have verified that impedance pneumography
method allows the registration of the rate of breathing, as well as its depth.
Joint together they could reflect the dynamics of breathing, interesting factor
varying HRV, which was overlooked in the analyses or was regarded as the effect,
but without its diversity [6]. For example, deep breathing is taken into account
in the maneuvers that make up the ”Ewing battery”, but it is standardized [7].
Several studies have shown, that slow, controlled breathing resulted in a decrease
of systolic, diastolic and mean arterial blood pressure, and also in the increase
of HRV [8].

The aim of this study was to check the impact of the current body posture,
rate and depth of breathing, sex and subject’s physique (understood as BMI
index) on heart rate variability. The work is a pilot one, which was to examine
the possibility of conducting association studies of heart rate variability with
impedance pneumography as a non-invasive method of quantitative determina-
tion of the parameters characterizing the activity of the respiratory system.

2 Method

13 healthy students (9 males, aged 20-24, BMI : 21.5± 1.6, and 4 females, aged
21-26, BMI : 22.5 ± 2.3, without any reported respiratory and cardiac diseases)
were participated in this study. We informed all subjects about the aims and
they gave the written informed consent to take part in it.

The ECG signal was measured by the cardiomonitor FX2000P, manufac-
tured by Emtel, Poland, in single-lead configuration. Electrodes were mounted
on the chest and in the upper abdomen in the standard Einthoven’s positions.
Impedance signal was registered using our own pneumograph prototype - Pneu-
monitor [9]. IP measurements were performed using the tetrapolar method. Elec-
trode placement configuration was chosen as proposed by Seppa et al. [10]. The
receiving electrodes were positioned on the midaxillary line at about 5th rib level.
The application electrodes were mounted on the proximal side of the arm on the
level of receiving ones. In both cases, standard spot ECG electrodes were used.
The outputs were connected to the WinAcq ADC converter, which sampled the
signals at 200Hz and stored to data files.

Every subject was asked to perform 8-10 normal and deep breaths with 6,
10 and 15 breaths/minute rates in three body postures - supine, sitting and
standing. Between every series we proposed short breaks in order to establish
heart rate. In that way we carried out 18 series of measurements for each subject.
As the IP signal relates to the volume changes in terms of shape [11], it was
used without any pre-calculations, only drift was removed.

We also subtracted the baseline drift from ECG signal (low-pass filtered
with fpass = 0.5 Hz and fstop = 5 Hz) and we automatically detected R waves
and their locations in time. Heart rate was calculated as the interpolated first
differentiate (using second order finite difference) of R wave locations.

We proposed the parameters estimated from (HRV ) to show the diverse
impact of the body posture, breathing rate and depth on the HRV :



– standard deviation of the HRV signal (abbreviation - SD)
– the ratio of SD and the mean HR value (SDM)
– the maximum value of cross-correlation for shifts in range ±5s (COR)
– the shift value for which the cross-correlation maximum was gained (DEL),

what was indirectly understood as a value describing whether HRV signal
was leading or lagging the breathing one.

In order to estimate the impact of body posture, breathing rate and breath-
ing depth, we firstly calculated basic summary of parameters for specific series
and presented them in the box-plot figures. Secondly we performed repeated
ANOVA analysis, with body posture, breathing rate and breathing depth as
within-subject effects. Sex and BMI was considered as between-subject effects.
For those factors, for which ANOVA states statistical significance, we performed
post-hoc Tukey HSD tests.

We also performed correlation test for all pairs of parameters in order to
estimate the correlation/dependance between parameters and statistical signifi-
cance. All signal processing was carried out with MATLAB and statistical anal-
ysis using R.

3 Results

Sample IP and ECG signals, with corresponding HRV curve was presented in
the Fig. 1. This example was taken from the measurements of third subject, in
supine body posture, during deep breathing at 10 breaths per minute rate.
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Fig. 1. The example of the impedance pneumography, electrocardiography and cor-
responding heart rate variability signals for third subject, supine body posture, deep
breathing at 10 breaths per minute rate.

We also performed exploratory data analysis on the four described parame-
ters, before ANOVA. The box-plot figures, presenting the impact of sex, body
posture, breathing rate and depth for all parameters (SD, SDM, COR and
DEL, respectively) was showed in the Fig. 3.
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Fig. 2. The comparison of the impact of the sex, body posture, breathing rate and
depth for all considered parameter: Standard Deviation in the upper left, Ratio of
Standard Deviation and Mean in the upper right, Maximum Cross-Correlation Value
in the lower left and Signal Shift for Maximum Correlation in the lower right.

The ANOVA analysis results (p-values) was collected in the Table 1.
Post-hoc tests performed for those situations, for which p-value was under

the significance level, showed that all pairs were statistically significant, except
the supine-standing for SDM parameter and sitting-standing for COR one.

As an additive information, only first and second parameter are correlated
each other (r = 0.948, p-value < 10−5) and the average tidal volume during
normal breathing was 1036 ml, and during deep breathing was 2374 ml.

4 Discussion

In our study we only analyzed time-related parameters and did not consider
frequency-related ones, due to the observation, that during controlled breathing
its component of the HRV spectrum was covering the other parts and strongly
influencing the analysis.

In the natural way, slow, deep breathing influenced on the larger SD values. It
seems that during such breathing, respiration affects the control and regulation of
heart activity in the greatest way. Relatively interesting and intriguing remark is



Table 1. The p-values of the ANOVA analysis for all considered parameters and factors
effecting the values of parameters

SD SDM COR DEL

Sex 0.60 0.94 0.06 0.85
BMI 0.36 0.63 0.36 0.92
Breathing Rate <10-5 *** <10-5 *** <10-5 *** <10-5 ***
Breathing Depth 0.001 ** 0.026 * <10-3 *** 0.76
Body Posture <10-4 *** <10-4 *** <10-5 *** 0.86

that sitting posture caused the largest SD parameters, besides every considered
body postures were ”static”.

As the correlation between SD and SDM was strong, it seems that division
by mean value does not change the relation with SD. It drew the finding, that
standard deviation of HRV is not related with HR mean value. Instead of using
MANOVA, we decided to use simple ANOVA two times to treat these two pa-
rameters separately and show off their impact and make the inference as simple
in terms of physiological conclusions as possible.

The average values of maximum of cross-correlation coefficient, approxi-
mately 0.75, suggest breathing affecting on HRV in terms of signals shape. The
results for COR parameter seems to match the preliminary expectations, that
the slower inspiration and expiration allows the reaction of the sympathetic and
parasympathetic systems, respectively. Depth of breathing improves the effect
by changing the geometry of the thorax more.

The ±5s distraction to DEL calculations was added in order to exclude these
shifts, which did not correspond to the possible physiological effect. Due to the
laboratory conditions signals was recurrent, quasi-sinusoidal. However, still the
locations of the cross-correlation maximum differed. The average value indicated
that the HRV slightly overtakes the breathing signal, because the largest value of
heart rate occurred in the beginning of inspiration and the rate was decreasing at
the end of inspiration. This suggests, that breathing might be considered as the
cause for the HRV signal, however the sequence of the signals in terms of shapes
was reverse. In our opinion, the influence of other parameter is compensated,
because the maximums of cross-correlation were sometimes obtained for positive
shifts and sometimes, for negative ones. It seems necessary to estimate causality
of the breathing signal on heart activity using other nonlinear techniques.

5 Conclusion

It was spotted, that both breathing mechanics and body posture had statistically
significant impact on the heart rate variability. Either subject’s sex and BMI
index did not. The greatest changes of HRV existed for deep and slow breathing.

Due to the fact that both respiration and body posture seem to be an im-
portant factors, they should be taken into account in the physiological studies
considering heart activity.
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It appears that the impedance pneumography method is the interesting non-
invasive and portable-ready solution for performing respiration signal registra-
tion for that purpose.

Breathing seems to be the cause for heart rate changes, however simple, linear
method do not assess it in the proper way. Some more research on that topic is
needed.
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Abstract. Our computer program allows the calculations of commonly accept-
ed six heart rate variability (HRV) parameters in time domain. Those parame-
ters, obtained from long-time one-channel ECG signal recordings, were used 
for detection of sleep apnea. The classification model was based on the Support 
Vector Machines (SVM) method using the discriminative Radial Basis Func-
tion (RBF) kernel. The aim of study was to check how the length of analyzed 
single channel ECG overnight recording influences on accuracy of sleep apnea 
detection. 

 
Keywords: 
atory disorders   

1 Introduction 

Abnormal pauses in breathing or episodes of abnormally low breathing during sleep is 
called sleep apnea. Pauses can last from a several seconds to a few minutes. They may 
occur 5 to 30 or even more times per hour [1].  Usually sleep apnea is associated with 
the following symptoms: morning headaches, difficulty concentrating, memory or 
learning problems, unstable emotional states (irritation, depression, or mood swings), 
or urination at night. Untreated sleep apnea can lead to the degeneration of some parts 
of the central nervous system and/or increase the risk of hypertension, stroke, obesity, 
heart attack, and diabetes. It may also increase the risk of arrhythmias and heart fail-
ure and lead to increasing the probability of having work-related accidents or driving 
accidents (falling asleep at the wheel). Sleep apnea symptoms may be present for 
years without identification causing the daytime sleepiness and fatigue associated 
with significant levels of sleep disturbance [1, 2].  
It was estimated that in middle-age as many as 24 percent of men and 9  percent of 
women and were affected, undiagnosed, and untreated [1, 2, 3]. Thus, the early detec-
tion of sleep apnea occurrence is an important clinical challenge. Although poly-
somnography is the gold standard in detection of all types of sleep apnea, the search 
continues for a simple method for detecting these episodes based on a limited source 
of information (e.g. single ECG recording).  
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The sleep apnea identification methods based on single channel ECG analysis could 
be divided into two groups. In first one it is performed the extraction of the respirato-
ry signal from ECG trace [4, 5] and the time localization of the event is performed. In 
the second one the identification is based on analysis of indi-
ces characterizing long- localization [6, 
7]. 
In this study we applied our computer program [8] enabling detection of sleep apnea 
occurrence using Support Vector Machines (SVM) classification performed on one 
lead ECG signal. The aim of this paper was to check how the length of analyzed sin-
gle channel ECG overnight recording influences on accuracy of sleep apnea detection. 
We intended to establish the shortest set of data which might be analyzed to obtain the 
acceptable accuracy of the classification.  

2 Material and methods 

The computer program for detection of sleep apnea using a one-channel ECG signal 
with Graphical User Interface was prepared in the MatLab environment (v. 2013a) 
[8]. Program was used to analyze ECG sample recordings taken from Physionet data-
base [9, 10].  

2.1 Computer program features 

The program consists of four modules enabling:  
 data acquisition and preparation 
 RR-interval calculation basing on QRS complex detection according to Pan-

Tompkins algorithm [9], 
 extraction of basic heart rate variability (HRV) indices [10],  
 signal classification using the Support Vector Machine (SVM) method [11, 12]. 

2.2 Data description  

-ECG Database (apnea-
13] in European Data  Format (EDF) [14]. The database contains 70 recordings 

of one-channel ECG lasting 7-10 hours. Data were recorded with a sampling frequen-

nals were arranged in records of 2000, 4000, 6000, 8000, and 10,000 seconds. The 
signals were classified by providers according to the Apnea Hypopnea Index (AHI), 
which represents the number of apnea and hypopnea events per hour of sleep.  There 
are four categories of signals according to AHI: normal (23 records), when AHI is 
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2.3 Heart rate variability indices  

Based on the RR-interval lengths series, the commonly accepted heart rate variability 
parameters in time domain [10] are calculated: the mean value of the RR interval 
(MeanNN), the standard deviation of the successive differences between adjacent 

are of successive differences (RMSSD), the number 

cessive differences (SDSD). Their definitions are presented below according to the 
recommendations [13]: 

 
   (1) 

   (2) 

  (3) 

     (4) 
    (5) 

  (6) 

where 

    (7) 

= number of records and = value of ith RR interval length in [ms].  

2.4 Classification with Support Vector Machine method  

It was used the Support Vector Machine (SVM) method, described by Vapnik [11], to 
identify sleep apnea occurrence basing on HRV descriptive, time domain indices.  In 
the program it was adopted procedure developed by Kris De Brabanter et al. [12]. The 
procedure is based on Least Squares SVM using the discriminative Gaussian RBF as a 

The Gaussian RBF kernel describes 
the boundary between classes separated nonlinearly. It was determined using the fol-
lowing formula: 

    (8) 
where  represents the squared Euclidean distance between the two feature 
vectors and  is a parameter [12].  

The learning process was performed on 35 of 70 signals from database [13] for the 
records lasting 2000, 4000, 6000, 8000, and 10000 seconds.  
The efficiency of the obstructive sleep apnea detection software was evaluated using 
the Receiver Operating Characteristic (ROC) method by comparing the automatically 
derived results with true results. The program draws the ROC curve, calculates the area 
under the curve (AUC) and the cost-effective cut-off point (CUT). The AUC is equal 
to the probability that a classifier will rank a randomly chosen positive instance higher 
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corner. Assuming the cut- al level, the confusion matrix containing the 
true positive (TP), true negative (TN), false positive (FP), and false negative (FN) was 
determined. The following formula  of the classification procedure was evaluated using 
accuracy (ACC)  defined as:   

FN)+FP+TN+TN)/(TP+(TP = ACC .  (9) 

3 Results  

Table 1 presents the Area Under the Curve (AUC) and Accuracy for the recordings of 
different length. It was found that the highest accuracy (at the level of 91.4%) was 
obtained for the signal of the length of 10000 seconds. The AUC for that analysis was 
0.93. The relatively high Accuracy (85.7%) was also observed for the analysis per-
formed on 8000 seconds time recording, but the AUC, parameter expressing the level 
of reliability of that analysis was relatively low (0.74).  
 
Table 1. The Area Under the Curve (AUC) and Accuracy (ACC) for the recordings of 
different length. 
 

Time length 
of the signal [s] 

Area Under the 
Curve (AUC) 

Accuracy (ACC) [%] 

2000 0.97 74.3 
4000 0.89 86.7 
6000 0.75 82.9 
8000 0.74 85.7 

10000 0.93 91.4 
 

4 Discussion and conclusions 

We applied computer software [8] enabling calculation of heart rate variability time 
domain indices. The system also allows to use HRV indices for sleep apnea classifica-
tion  based on  a Support Vector Machine.  The quality of the classification was eval-
uated using AUC and ACC parameters calculated when ROC analysis was performed 
and confusion matrix was constructed.  
We wanted to check how the length of analyzed single channel ECG overnight re-
cording influences on accuracy of sleep apnea detection. We intended to establish the 
shortest set of data which might be analyzed to obtain the acceptable accuracy of the 
classification. 
The preliminary results suggests that our software [8] 

 higher than 90% only for the signal length of 
10000 seconds. For that period we achieved accuracy at the level similar to the high-
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est accuracies found in literature [4, 15, 16].  For the shorter periods of recordings the 
accuracies were on level below 90%.  
The work has some limitations. Among them, two seems to be important. First of all, 
the analysis was performed on relatively small amount of data.  Secondly, there were 
only 3 recordings with mild sleep apnea. Despite those limitations, it  seems that the 
program can be used as a base for further development of sleep apnea detection using 
ECG signals on longer sets of data. 
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Abstract. The paper globally deals with calculation of the parameters of ceram-
ic material from a set of destruction tests of ceramic heads of total hip joint en-
doprosthesis. It is not possible to use the standard way to calculate the material 
parameters, because the specimens cut-outed from the heads are smaller than 
the norm required (the material parameters derived from them would exhibit 
higher strength values than those which the given ceramic material really has). 
On that score, a special testing jig was made, in which 40 heads were destruct-
ed. From the measured values of circumferential strains of the head’s external 
spherical surface under destruction, the state of stress in the head under destruc-
tion was established using the final elements method (FEM). From the values 
obtained, the sought for parameters of the ceramic material were calculated us-
ing Weibull’s weakest-link theory. The analysis of the sensitivity of the ob-
tained material parameters on the value of the inner radius in the head’s hole is 
realized in detail. 

Keywords: Hip joint endoprosthesis, ceramic head, material parameters, 
Weibull's weakest-link theory, sensitivity analysis. 

1 Introduction 

A problem that is being solved is the destruction of the ceramic heads of total hip 
joint endoprostheses in vivo, that had occurred in a series of Czech hospitals [2], [4], 
[10], [12] (Fig. 1). The ceramic heads are made of Al2O3 and put on conical stem 
made of austenitic steel [16-19]. The implant’s failure of the „ceramic head destruc-
tion“ type“ has always traumatic consequences for the patient, since a part of or even 
the whole endoprosthesis has to be re-operated, after which must again follow recon-
valescence and rehabilitation. Hence, it is desired to reduce the number of implant re-
operations to the minimum. The reliability of the ceramic component is based on 
Weibull weakest-link theory [1], [3] and the failure probability depends on three 
Weibull’s parameters [6], [8], [11]. These parameters are obtained from the statistical 
analysis of the set of the destructed specimens which are subjected to 3- or 4- point 
bending [13], [15]. In case of ceramic heads of endoprosthesis, the snag is that the 
head’s dimensions are too small and do not allow to cut out from them a specimen 
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R. Jabłoński and T. Brezina (eds.), Advanced Mechatronics Solutions,
Advances in Intelligent Systems and Computing 393,
DOI 10.1007/978-3-319-23923-1_18

123



that would comply with the standard for 3- or 4-point bending. One of the possible 
solutions to this problem is not to cut out the specimens from the heads, but to calcu-
late the material parameters directly from the destruction of whole ceramic heads [7].  

         Fig. 1. In vivo destructed head                           Fig. 2. Scheme of the head’s loading 

2 Experiments 

A special testing jig has been made in which the heads are subjected to compressive 
load (using the testing device ZWICK Z 020-TND) – Fig. 2 which cause the high 
tensile circumferential stress in the head. In the course of the test, circumferential 
strains are measured of the head’s external surface – the measured destruction strains 
are written in the second column in the Tab. 1. 

3 Calculation of the material parameters of the bioceramics 

At the first the maximal first principal stress ( 1max) in the heads were calculated us-
ing FEM. The analysis of the destructed heads shows that the radius in the depth of 
the cone hole is changed from 0.6 to 0.9 mm (Fig. 3). Therefore the sensitivity analy-
sis of this parameter on the material parameters of the ceramic was realized. The 
isosurfaces of 1max for different value of the radius r is shown in Fig. 3 (the circum-
ferential strain in the measured place is for all four shown variants the same –  
332 m/m). The location of the maximum tensile stress is the same for all variants 
(radius) - in the radius region which is very small. The maximum value of the stress in 
the head is rapidly increased with the decreasing of the radius value (from 371 MPa 
for r = 1 mm to 706 MPa for r = 0.25 mm).  

Since a linear task is the matter, even the remaining values dest can be recounted in 
a linear way to 1max-dest for different value of the radius r. Thus we obtain a set of 
values of destruction stresses that have to be arranged in descending order for further 
analysis. Each j-th destructed head is assigned the probability of its failure (see the 
last column in the Tab. 1), e.g. from the relation Pf(j) = j/(s+1), where j is the serial 
number of the arranged head and s is the total number of destructed heads, in our case 
s = 40 [5], [14].  

D = 28 mm

press

H
 =

 1
3 

m
m

strain gauges
ceramic head
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Fig. 3. Isosurfaces of the stress 1 in the head for different radius r (loading is pressure  

p = 100 MPa according Fig. 2) 

j dest  

[ m/m]
1max-dest  [MPa] 

r = 1 mm 
1max-dest  [MPa] 
r = 0.75 mm 

1max-dest  [MPa] 
r = 0.5 mm 

1max-dest  [MPa] 
r = 0.25 mm Pf 

1 186.5 208.4 215.1 272.4 396.6 0.024 
2 193.7 216.4 223.4 282.9 411.9 0.049 
3 194.3 217.1 224.1 283.8 413.2 0.073 
4 198.5 221.8 229.0 289.9 422.1 0.098 
5 200.9 224.5 231.7 293.5 427.2 0.122 
6 224.5 250.8 259.0 327.9 477.4 0.146 
7 228.7 255.6 263.9 334.1 486.4 0.171 
8 238.6 266.6 275.2 348.5 507.3 0.195 
9 242.0 270.4 279.2 353.5 514.6 0.220 
10 242.2 270.6 279.4 353.8 515.0 0.244 
11 248.0 277.2 286.2 362.4 527.5 0.268 
12 253.8 283.6 292.8 370.8 539.7 0.293 
13 258.7 289.1 298.4 377.9 550.1 0.317 
14 269.6 301.3 311.0 393.9 573.3 0.341 
15 271.9 303.9 313.7 397.2 578.2 0.366 
16 273.3 305.5 315.3 399.3 581.3 0.390 
17 274.2 306.4 316.3 400.6 583.1 0.415 
18 275.4 307.7 317.7 402.2 585.5 0.439 
19 278.4 311.1 321.2 406.7 592.0 0.463 
20 281.4 314.4 324.6 411.1 598.4 0.488 
21 281.7 314.8 324.9 411.5 599.0 0.512 
22 288.9 322.8 333.2 422.0 614.3 0.537 
23 290.4 324.5 335.0 424.2 617.5 0.561 
24 295.8 330.5 341.2 432.1 628.9 0.585 
25 305,0 340.8 351.8 445.5 648.5 0.610 
26 307.0 343.0 354.1 448.4 652.8 0.634 
27 309.8 346.2 357.4 452.6 658.9 0.659 
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28 319.6 357.2 368.7 466.9 679.7 0.683 
29 322.2 360.1 371.7 470.7 685.2 0.707 
30 326.4 364.7 376.5 476.8 694.1 0.732 
31 326.8 365.2 377.0 477.4 694.9 0.756 
32 334.0 373.2 385.3 487.9 710.2 0.780 
33 335.1 374.5 386.6 489.6 712.7 0.805 
34 337.4 377.1 389.3 492.9 717.6 0.829 
35 339.4 379.3 391.6 495.9 721.8 0.854 
36 349.2 390.2 402.9 510.2 742.6 0.878 
37 376.0 420.1 433.7 549.2 799.5 0.902 
38 402.1 449.3 463.9 587.4 855.1 0.927 
39 423.7 473.4 488.7 618.9 900.9 0.951 
40 449.0 501.7 517.9 655.9 954.7 0.976 

Tab. 4. Measured destruction strains, computed maximal first principal stress in the head for 
different radius and failure probability (arranged in descending order) 

The first of Weibull parameters is stress u, which must be lower than the mini-
mum values of 1max-dest (lower than the value for j = 1 in the Tab. 1.). In this paper 
the conservative approach is considered and u = 0 MPa, then all tensile stresses influ-
ence the head’s destruction. 

 
Fig. 4. Weibull plot of the normalize modulus of rupture data for different radius r  

The second parameter (Weibull modulus m) is connected with the dispersion of 
experimentally established values and it is determined as a gradient of a line interlaid 
with logarithmic transformed data from Tab. 1 – see Fig. 4. The value of m = 5.3058 
and this value is the same for all radius values because the dispersion of the experi-
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mental data is the same. Only the values of the stresses 1max-dest are different. It caus-
es the different values on the horizontal axis, on the vertical axis the values are the 
same for all variants in Fig. 4. 

The last parameter (normalizes volume strength o) is calculated from the follow-
ing equation:  

uim
n
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m
uio V ,

1                                       (1)
 

which was derived by modification of basic Weibull equation for calculation of fail-
ure probability: 
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eP                         (2)  

for Pf  = 1-1/e = 0.63212. As values i are used the set of the values  (acted in the 
volume Vi) calculated by the finite elements method in the all elements in the heads, 
for which it holds that 1 > u. The calculated material parameters for all radius r are 
shown in the Tab. 2.  

The value of the strength o for different radius r is changed from 584 to 668 
MPa.m3/5.3058 (the increasing is about 14%) but the stress 1max-dest is changed from 
371 to 706 MPa (Fig. 3) – this is increasing 90%. The strength o is influenced not 
only on the stress 1 in the head but on the volume in which it acts too. The volume of 
the maximal tensile stress in the head is very small (Fig. 3) so the sensitivity of the 
strength o on the value of the radius r is significantly smaller than on the stress 1max. 
 

u [MPa] 0 MPa 

m 5.3058 

o [MPa.m3/5.3058] 583.7 595.5 614.3 667.7 

r [mm] 1 0.75 0.5 0.25 

Tab. 2. Calculated material parameters 

4 Conclusion 

Material parameters of the used bioceramic material (m, u and o) are used by the 
Weibull weakest link theory from the set of 40 destructed heads. Weibull modulus m 
is not influenced by the value of the radius in the inner part of the head’s hole. Stress 

u was considered to be equal to zero – conservative approach. The last parameter - 
strength o is influenced by the radius value, but not as significantly as the value of 
the maximum principal stress in the head. 
Acknowledgement - The research has been supported by the project of the Czech 
Science Foundation GA CR nr. 13-34632S. 

Sensitivity Analysis of the Material Parameters of the Ceramics … 127



References 
1. Basu, B., Tiwari, D., Kundu, D., Prasad, R.: Is distribution the most appropriate statistical 

strength distribution for brittle materials? Ceramics International 35(1), 237–246 (2009)  
2. Fuis, V., Janicek, P.: Stress and reliability analyses of damaged ceramic femoral heads.  

In: Proc. Conference on Damage and Fracture Mechanics, Structures and Materials,  
vol. 12, pp. 475–485 (2002)  

3. Bush, D.: Designing Ceramic Components for Structural Applications. J. Mater. Eng. Perf. 
ASM Int. 2, 851–862 (1993) 

4. Fuis, V., Koukal, M., Florian, Z.: Shape Deviations of the Contact Areas of the Total Hip 
Replacement. In: Proc. 9th International Conference on Mechatronics, Mechatronics:  
Recent Technological and Scientific Advances, pp. 203–212 (2011) 

5. Fuis, V., Janicek, P.: Calculation of the Bio-ceramic Material Parameters. In: Proc. 10th 
International Conference on Mechatronics, Mechatronics, pp. 855-861 (2014) 

6. McLean, A. F., Hartsock, D. L.: Engineered materials handbook, Ceramics and Glasses, 
vol. 4, pp. 676–689. ASM International (1991)  

7. Fuis, V., Malek, M., Janicek, P.: Probability of destruction of Ceramics using Weibull’s 
Theory. In: Proc. 17th International Conference on Engineering Mechanics, pp. 155–158 
(2011)  

8. Fok, S. L., Smart, J.: The Accuracy of Failure Predictions Based on Weibull Statistics. 
Journal of the European Ceramic Society 15, 905–908 (1995)  

9. Fuis, V., Janicek, P., Houfek, L.: Stress and Reliability Analyses of the Hip Joint Endo-
prosthesis Ceramic Head with Macro and Micro Shape Deviations. In: IFMBE  
Proceedings of 13th International Conf. on Biomedical Engineering, vol. 23(1-3),  
pp. 1580–1583 (2008)  

10. Fuis, V.: Tensile Stress Analysis of the Ceramic Head with Micro and Macro Shape  
Deviations of the Contact Areas, Recent Advances in Mechatronics: 2008-2009. In: Proc.  
International Conference on Mechatronics, pp. 425–430 (2009)  

11. Fetta, T., Ernsta E., et al.: Weibull analysis of ceramics under high stress gradients. Journal 
of the European Ceramic Society 23, 2031–2037 (2003)  

12. Fuis, V.: Stress and reliability analyses of ceramic femoral heads with 3D manufacturing 
inaccuracies. In: Proc. 11th World Congress in Mechanism and Machine Science,  
pp. 2197–2201 (2004)  

13. Jiang, R., Murthy, D. N. P.: A study of Weibull shape parameter: Properties and signifi-
cance. Reliability Engineering and System Safety 96, pp. 1619–1626 (2011)  

14. Fuis, V., Navrat, T., Hlavon, P., et al.: Reliability of the Ceramic Head of the Total Hip 
Joint Endoprosthesis Using Weibull’s Weakest-link Theory. In: IFMBE Proc. World  
Congress on Medical Physics and Biomedical Engineering, vol. 14, pp. 2941–2944 (2006)  

15. Hudak, D., Tiryakioglu, M.: On comparing the shape parameters of two Weibull distribu-
tions. Materials Science and Engineering A 528, pp. 8028–8030 (2011)  

16. Fuis, V., Navrat, T., Vosynek, P.: Analyses of the Shape Deviations of the Contact Cones 
of the Total Hip Joint Endoprostheses, In: IFMBE Proceedings of 6th World Congress of 
Biomechanics, Vol. 31, pp. 1451–1454 (2010) 

17. Fuis, V., Varga, J.: Stress Analyses of the Hip Joint Endoprostesis Ceramic Head with  
Different Shapes of the Cone Opening, In: IFMBE Proceedings of 13th International  
Conference on Biomedical Engineering, vol. 23, pp. 2012–2015 (2009) 

18. Fuis, V., Janicek, P.: Stress and reliability analyses of ceramic femoral heads with  
axisymmetric production inaccuracies, In: IFMBE Proceedings of 9th MEDICON,  
pp. 632–635 (2001)  

19. Houfek, L., Florian, Z. Brezina, T., et al.: Development of Experimental Devices for  
Testing of the Biomechanicask Systems, In: IFMBE Proceedings of 13th International 
Conference on Biomedical Engineering, vol. 13, pp. 2005–2008 (2009)  

128 V. Fuis and P. Janicek



Multibody model of dynamics and optimization of 
medical robot to soft tissue surgery 
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Abstract. The model of dynamics of the constant point mechanism of Robin 
heart 1 medical robot to soft tissue surgery that was built in the Matlab and 
Simulink computer program is presented in the paper. The model  describes: 
kinematics, kinetics and steering function of the mechatronical device. The sys-
tem of rigid bodies that are connected in rotary joints is steering with use of the 
PID controllers. Strength optimization with use of the finite element methods 
and probabilistic metaheuristic algorithm of simulated annealing were per-
formed.   

Keywords: medical robot, multibody dynamics, simulated annealing, PID con-
troller 

1 Introduction 

Medical robots are mechatronical devices used widely in surgery in most developed 
countries. In Poland, several research centers participate in manufacturing a medical 
robot for minimally invasive surgery. The most popular is  Foundation for Cardiac 
Surgery Development in Zabrze which produces Robin Heart medical robot. Robin 
Hearth robot has an effector which is similar to those used in minimally invasive sur-
gery (Fig.1).  

 
Fig.1.Teleoperator Robin Heart 1 and Robin Heart Vision during experiment electrocoagulation 

of wall of the heart. The effectors are similar to minimally invasive surgery instrumentation 
 
The works on the development of a medical robot with multibody operating tool are 
carried out at The University of Rzeszów. In Wroclaw, Da Vinci (Intuitive Surgical 
Inc., USA) robot is used to operate in soft tissue surgery. Da Vinci and Robin Heart 
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robots have similar structure uses the constant point mechanism. The constant point 
mechanism of medical robot is illustrated in figure 2. 
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Fig.2. Constant point mechanism of surgical robot with three degrees of freedom and coor-

dinate systems in joints.  the distance between the first coordinate system and the constant 
point, distance between the constant point (constant center of rotation) and the end of the 

effector 
Despite the ongoing work, Polish commercial robot to operate of a human body 
in hospital, has not been built yet.We continue to encounter problems related to the 
functionality and also problems with dynamics,  mechanical vibrations and ergonomy 
of structures of Polish robots. 
The workspace of a medical robot with the constant point mechanism can be obtained 
making the integration boundaries from configuration variables in the following de-
grees of freedom of the construction. The workspace is defined as: 

 
 (1)  

The configuration variables of the constant point mechanism: and  are illus-
trated in figure 2.The shape of the workspace is illustrated in figure 3. 

x

Y

Z

S

r

            
Fig.3. Workspace of the surgical robot with constant point mechanism and model of the con-

stant point mechanism of Robin Heart 1 which was created in Matlab/Simulink  
The equations of the inverse kinematics of third degrees of freedom robot model  can 
be written as: 
  

 
+ ], 

 
, 

(2) 

where: , are components of the position vector of effector relative to the first 
coordinate system (Fig.2).                                   
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The model of Robin Heart arm (Fig.3) was built with aluminum and steel elements. 
In fact, the number of the components of the Robin Heart robot is more than 200. The 
number of the solid elements of the robot arm model was reduced to 20 without af-
fecting functionality and kinetics of the constant point mechanism. 
 
2 Optimization model of Robin Hearth 1 medical robot to soft 

tissue surgery 
 
An optimization of the medical robot mass is very important because of the dynamics 
of the robot with the constant point mechanism. The dynamics and strength of the 
construction of the constant point mechanism deteriorates when mass increasing es-
pecially this far distant from the axis of the rotation of a rotational motion which the 
minimally invasive effector performs [1]. 
Strength optimization was performed with use of the metheuristic probabilistic itera-
tive algorithm of simulated annealing (SA). 
The algorithm allows to resolve the problem of minimize an objective function of 
several variables on the basis of analogy with the process of change of molecule ener-
gy during annealing of a metal. The algorithm is resistant for non-optimal solution. 
Acceptance of the value x* which does not improve of the value of the objective func-
tion occurs with probability: 

  (3) 

 
 - the difference between the value of the objective function in an old and a new 

point 
T – temperature. 
 

x1

x2

x3

x4x5

 
Fig. 4. Steel connector of the kinematic chain of the Robin Heart 1 constant point mecha-

nism  
 

The optimized link of the constant point mechanism of Robin Heart 1 medical robot is 
illustrated in figure 4.The link is far distant from the axis of  rotation of the first de-
gree of freedom of the constant point mechanism. 
The decision variables (geometrical dimensions) was designated as: x1, x2, x3, x4, 
x5.The objective function is defined as: 
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 , )  min (4) 
 
The restrictions of the decision variables and maximum Huber equivalent stress that 
occurred as a result of the applied forces and adopted supports are defined as: 

 
  (5) 

 
  (6) 

 
where: f is factor of safety and a, b  are geometrical dimensions. 
Numerical finite element method (FEM), which gives good approximate solution of 
strength problems, was applied to define a global value of Huber stress.  
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Fig.5.Optimization diagram with marked changes of geometric dimensions during the simulat-

ed annealing optimization process 
 

The optimal solution was obtained in 23 iterations. The optimization diagram of the 
decision variables is illustrated in figure 5. 

3 Kinetics model of Robin Hearth 1 with PID controller 

The analytical matrix equation which describes the dynamics of movement of the 
constant point mechanism of a medical robot can be written as: 
 

 
 (7) 

where: 
–mass matrix, 
–vector of generalized coordinates, 
–matrix of partial derivatives (Jacobian matrix of constraints), 

 – Lagrange coefficients vector, 
=  
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The dynamics model that allows to solve the equation  (7) was created in Matlab pro-
gramming environment. The model was build based on optimized parametric geome-
try, which example is shown in Figure 4, with use of the CAD software. 
The view of the dynamics model of the Robin Heart  constant point mechanism with 
selected the coordinate systems and the centers of masses of the links is illustrated in 
figure 3. The model of dynamics was solved with use of the ODE45 solver (ordinary 
differential equation) of the Matlab software. 

 
Fig.6.The block diagram of  the  Robin Heart 1  control system created in the Simulink. Red 

blocks -links of constant point mechanism, magenta blocks - kinematic pairs, blue blocks– 
bearings, yellow blocks – sensors, actuators, controllers 

 
The block diagram of the dynamics model was created with use of the blocks and 
signal transmission lines. It is shown in Figure 6. The PID controllers of continuous 
time have been added in the following degrees of freedom of the model of  the con-
stant point mechanism. 

 
Fig.7.The block diagram of the closed loop control system of  the first degree of freedom of 

the teleoperator Robin Heart 1 with PID controller 
 

The continuous transfer function of PID controller of the Robin Heart 1 first degree of 
freedom was determined with use of the PID tuner in the Matlab computer program. 
The continuous transmittance (8) describes the PID controller, when the model of the 
constant point mechanism is in motion in the first and second degree of freedom. 

Multibody Model of Dynamics and Optimization of Medical … 133



  (8) 

There is no movement in the third degree of freedom of the constant point mechanism 
during the numerical simulation. 

 
Fig.8.The system response on the input harmonic function  

 
The figure 8 shows the characteristic of change of the angle of rotation in the time 
(output signal) in the first degree of freedom  during movement of the model of con-
stant point mechanism  in the first and second degree of freedom.  It can be seen that 
the characteristics of input (reference harmonic signal) coincides with the characteris-
tics of output  with use of  the PID controller to control movement in the first degree 
of freedom of the numerical model. It shows the correct functioning of the closed loop 
control system in first joint of the constant point mechanism. The next stage of the 
work will be adding models of DC motors with gearboxes to the next degrees of free-
dom. 

4 Conclusions 

The model of the dynamics of the constant point mechanism of Robin Heart 1 medi-
cal robot which was constructed in the Matlab and Simulink realizes input law of 
motion with use of the closed loop control systems with PID controllers. The results 
are similar to those obtained in work [4]. The mass of all elements of the model has 
been optimized for given boundary conditions with use of the FEM and stimulated 
annealing method. The optimized structure of constant point mechanism fulfills the 
strength requirements so the problem of optimization of  medical robot mass is 
solved. The  model will allow to test full dynamics of the robot for all movements of 
cardiosurgeons on the basis of input trajectory which will be obtain with use of the 
motion capture method during minimally invasive operation.  
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Abstract. Irradiation of biological samples for biological dosimetry and 
radiobiological studies should be performed in well characterized radiation 
fields. The reference quantity for gamma and X-ray radiations is usually kerma 
in air, deter-mined with ionization chamber. The paper presents an example of 
characterization performed for X-rays using a thin-walled, reference ionization 
chamber. Standard procedure was completed with determination of 
Recombination Index of Radiation Quality (RIQ), determined with 
recombination chamber. Irradiations were performed at special stand supporting 
standard test tubes, which are commonly used in bio-logical dosimetry for 
blood samples. The influence of all elements of the supporting stand was 
carefully determined and taken into account in calculations of tissue kerma in 
blood. The RIQ values reflect microdosimetric parameters of the radiation. The 
measurements performed for unfiltered X-rays of different energies resulted in 
markedly higher values of RIQ, comparing to those measured for 137Cs or 60Co 
gamma radiation fields. 

 

Keywords: radiation quality, low-LET, dosimetry, radiobiology. 

1 Introduction 

The analysis of dicentric chromosomes in peripheral blood lymphocytes of the 
exposed person is considered as the most sensitive and specific biological marker of 
the radiation absorbed dose in the case of accidental overexposure. Since peripheral 
blood lymphocytes are circulating cells, the radiation-induced damage to their 
chromosomes reflects the average total-body dose, independent of specific regions of 
the body that have been exposed. The observed number of the damaged chromosomes 
is referred to a dose–response calibration relationship obtained from carefully 
controlled in vitro studies. These curves may differ for different kind and energy of 
radiations and appropriate calibration curves have to be deter-mined in well 
characterized radiation fields.  
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For radiobiological studies it is important to correlate the dose-response curves 
with radiation quality expressed in terms of microdosimetric quantities, which 
describes the track structure of ionizing particles, i.e. distribution of ionization density 
along the tracks.  

In this paper, the Recombination Index of Radiation Quality (RIQ) was used as a 
measurable quantity, which values are well correlated with average local ionisation 
density; therefore they reflect microdosimetric properties of radiation and radiation 
quality factor [1-4]. The values of RIQ were measured for X-ray voltages from 50 kV 
to 115 kV. All the measurements were performed using a specially constructed simple 
stand for blood samples irradiation, mounted at X-ray machine. Influence of all the 
elements of the stand on the air kerma value has been determined in order to make it 
possible to monitor air kerma values on-line, during the blood samples irradiations.  

RIQ is measured by so called recombination chamber, which is a high-pressure 
tissue-equivalent ionisation chamber operating not only at saturation but also at lower 
supplying voltages, under conditions of initial recombination of ions. The last 
condition is essential, because the initial recombination occurs in single tracks of 
ionising particles and depends on local density of ions, while does not depend on the 
dose rate. Most often, RIQ is determined in mixed radiation fields, for purposes of 
radiation protection. It was also used for characterization of radiation field for 
irradiation of biological samples at nuclear reactor [5].  

Different microdosimetric properties of low- and high-energy photons are not 
taken into account in radiation protection system, however they can be of interest for 
radiobiological studies. In our earlier paper [3], the RIQ values were determined for 
filtered X-ray beams, with X-ray machine working in radiographic mode (several 
short expositions were used in each series of measurements). In this paper, we used 
unfiltered beams and fluoroscopy mode of the irradiation. As mentioned above, RIQ 
depends on local density of ions, which means here the density of ions averaged over 
a short segment of an ionising particle track, of about 70 nm, or restricted LET with 
cut-off 500 eV [6]. Therefore, the obtained results might serve as indicators of 
microdosimetric radiation quality when X-rays of different spectra are compared.  

2 Ionization Chambers 

The KR-16 chamber was used for determination of kerma in air. It is a planar, 
tissue-equivalent ionization chamber, with the gas cavity under a thin absorber and 
backed by a thick layer of tissue-equivalent plastic having similar backscattering 
characteristics as soft tissue. Almost all the details of the chamber are made of tissue-
equivalent material. A thin foil stretched on a solid isolating ring serves as the 
polarizing electrode. The collecting electrode and the guard ring of the chamber form 
a common flat surface ensuring the uniform electrical field strength and well defined 
active volume of the chamber. An additional guarding foil (electrically connected to 
the guard ring) was mounted at the opposite side of the isolating ring. In effect, the 
polarizing electrode was placed in the middle between two surfaces being at the same 
electrical potential. Both, the polarizing electrode and the guarding foil are made of 
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1.6 mg/cm2 thick Mylar covered with 0.1 mg/cm2 of aluminum. A specific property of 
the KR-16 chamber design is that the voltage insulators are „invisible” from any point 
of the active volume. Such configuration ensures very good time stability of the 
electrical field strength in the active volume. 

Measurements of RIQ were performed with recombination chamber of F1 type [7]. 
It is a 3.8 cm3 high-pressure, in-phantom disc shaped chamber with three parallel 
plate tissue-equivalent electrodes, 34 mm in diameter (total diameter of the chamber 
is 62 mm). The distance between electrodes is equal to 1.75 mm. The chamber was 
filled with ethane up to about 600 kPa. The chambers were calibrated with 137Cs 
reference radiation source in the Institute for Nuclear Problems, wierk (Poland) and 
with reference filtered X-ray beams of different energies, in Central Laboratory for 
Radiological Protection in Warsaw. 

3 Material and methods 

The dependence of RIQ on X-ray machine voltage has been investigated by 
irradiations performed in the Institute of Metrology and Biomedical Engineering of 
Warsaw University of Technology. All the measurements were performed using a 
Shimadzu FLEXAVISION HB X-ray machine in fluoroscopic mode of the machine, 
in order to avoid possible volume recombination during shorter pulses of higher dose 
rate associated with radiographic mode. Eight beams in the range from 50 kV to 115 
kV were used (see Table 2).  

A special stand (Fig.1B) was constructed for irradiation of standard test-tubes 
commonly used for biological dosimetry. All the elements of the stand were made 
with aluminum in order to minimize radiation scattering. Measurements were 
performed first without the stand, and then consecutively with all elements of the 
stand, in order to determine their influence on the kerma values.  

 

 
Fig. 1. A - Stand for irradiation of blood samples at X-ray machine, (1 – aluminum bar 

supporting the ionization chamber, 2 - aluminum bar for test tubes, 3 – elevated support for test 
tubes, 4 - bracket, 5 – pad); B - Stand with test-tubes and KR-16 chamber; 

RIQ was determined using the standard procedure [4]. First, the saturation current 
IS was determined from the measurements of ionization current at high voltages, close 
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to the maximum voltage allowed for the chamber. Then the ionization current was 
measured at a specially chosen voltage, denoted as UR (sometimes it is called 
“recombination voltage”). UR had to be determined earlier for each chamber during 
the calibration in reference field of 137Cs gamma radiation source.  

The calibration involves determination of the whole saturation curve. Most often, 
UR is chosen as a voltage, which ensures 96% of saturation (i.e. 4% of recombination) 
for the reference radiation. If the voltages UR is chosen like described above, the RIQ 
is denoted as Q4 and defined as: 

 
    (1) 

  
where f(UR) is the ion collection efficiency (the ratio of the ionisation current at 
voltage UR to the saturation current) measured in the investigated radiation field.  

4 Influence Of The Elements Of The Stand 

The stand for test tubes consists of two aluminium bars and an elevated support for 
test tubes (Fig. 1A) made with propylene. Mounting brackets are outside of radiation 
beams, so they are made with titanium covered steel. For proper and precise 
measurements with the presented stand it was necessary to determine the possible 
influence of each element of the stand on the chamber reading, and to take into 
account the distance between samples and the KR-16 chamber. 

Tab. 1. Influence of elements of the stand on the readings of ionization chamber. All the values 
are expressed in Gy per 100 ms irradiation pulse. U is voltage of X-ray machine, Ka – kerma 

in air in the position of test tubes, without the stand. Other values show the influence of 
different factors on the reading of the chamber, when it is placed in monitoring position, i.e. on 

the aluminum bar behind the tubes. 

U 
(kV) 

Ka Scattering 
by the metal 
bar for the 
chamber 

Scattering by 
the metal bar 
for the tubes 

Attenuati
on by the 
support 

Correction for 
the distance 

from the X-ray 
tube 

Scattering 
by the 
table 

40 34.83 0.3 0.2 -2.989 -5.21 3.81 
42 42.41 0.3 0.2 -3.599 -5.82 4.81 
44 51.25 0.4 0.2 -4.059 -7.65 5.19 
46 60.13 0.3 0.3 -4.691 -8.80 6.03 
48 69.02 0.2 0.2 -5.188 -10.01 6.72 
50 78.83 0.2 0.3 -5.894 -11.10 7.10 
52 88.18 0.3 0.3 -6.572 -12.48 8.30 
 
X-ray machine table and the aluminium bars are the sources of scattered radiation 

which increases total charge measured by the chamber, while the propylene support 
attenuates the beam, so it causes a decrease of the reading. The distance between the 
ionization chamber centre and the X-ray machine table is 100 mm and the distance 
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between the chamber and the test tubes equals to 70 mm. The measurements were 
performed at vertical position of the table, which was covered with a lead apron in 
order to limit the scattering.  

Comparing chamber readings collected in different configurations with and 
without the elements of the stand, allows necessary corrections. Results are displayed 
in Table 1. Influence of the attenuation by the test tubes practically does not depend 
on the beam energy and constitutes about 4% of the measured kerma for the tube 
filled with water and 5% for the tube with paraffin. 

5 Results of RIQ measurements 

Measured values of Q4 are displayed in Table 2. The results give a clear indication 
of rise in values of Q4 for X-rays, comparing with gamma radiation of 137Cs, by a 
factor of about 1.5. The dependence on X-ray machine voltage is statistically 
insignificant. 

Tab. 2. Values of Recombination Index of Radiation Quality Q4, measured for Shimadzu 
FLEXAVISION HB X-ray machine in fluoroscopic mode. 

X-ray voltage RIQ 
50 kV 1,55±0,15 
60 kV 1,57±0,15 
70 kV 1,55±0,15 
80 kV 1,52±0,15 
90 kV 1,50±0,15 

100 kV 1,49±0,15 
110 kV 1,49±0,15 
115 kV 1,49±0,15 

6 Discussion and conclusions 

Differences in biological response to different low-LET radiations is in our opinion 
very important for better understanding the radiation effects in tissue at microscopic 
levels and then for better estimation of low-dose effects. Dosimetry for such studies 
has to be performed very carefully, as the use of routine methods may lead to 
considerable inaccuracy. Measurements performed in this work show that commonly 
used, and practically always neglected in dosimetric considerations, light supports 
may cause up to 1.5% increase of the dose absorbed in blood. Attenuation of the beam 
by the test tubes themselves and by the light support, used in our stand, may decrease 
the signal of monitoring chamber by more than 10%.  

Measurements of RIQ for low-LET radiation provided new experimental data on 
local ion density in small volumes of tissue, of about 70 nm in diameter. They 
confirmed qualitatively earlier results [8] obtained for strongly filtered X-ray beams, 
however the absolute values obtained now are lower by about 12% from the previous 
ones. The measurements for both studies were performed with the same chamber but 
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filled with different gases - methane at pressure of 1.1 MPa in the earlier paper and 
ethane at the pressure of 600 kPa now. Comparison of measurements performed with 
these two gas fillings shows, that RIQ’s measured with the chamber containing ethane 
were always lower by about 7%. With such correction, both series of the 
measurements are in agreement, within the declared uncertainty.  

The mean value of local ion density changes its value from unity to for reference 
gamma radiation of 137Cs to more than 1.5 for broad range of X-rays spectra used in 
diagnostic radiology. The results are in qualitative agreement with other 
microdosimetric measurements and can contribute to the discussion about different 
biological effectiveness of low and high-energy photons. From practical point of 
view, this fact can be important e.g. for assessment of radiological risk, associated 
with mammography screening. 
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Abstract. The purpose of this study is to develop scalable and modular device 
dedicated for medical researchers. Experimental medicine often require sophis-
ticated and highly specialized measurement systems. Such devices are devel-
oped for specific applications and are difficult to adjust or modify. This causes 
a problem and generates costs for the research project which require unique di-
agnostic equipment for i.e. clinical trials. The study aims to provide a solution 
to those issues by developing low-cost, modular device based on specialized ex-
tension measurement cards.  

 

Keywords: Biomedical Engineering·Electronics·Biomedical Research 

1 Introduction 

Nowadays biomedical researchers and clinical trials MDs require sophisticated and 
specialized diagnostic equipment. Such devices are not always available, reasons vary 
from high cost to peculiar demands regarding measurement properties.  
Designing dedicated devices for such research is usually difficult due to specific re-
quirements that diagnostic device have to fulfill. Additionally such approach is not 
always cost-effective, especially if it is not possible to completely specify scope and 
methodology of the measurements.  
In this study, another approach has been presented. The main focus has been put on 
developing a scalable, modular and flexible platform allowing to conduct wide range 
of medical measurement with minimum modification and costs. Such result can be 
accomplished by implemented extension card – carrier scheme used in many electron-
ic standards used by different branches of industry.  
This allows to adjust measurement performance or even change measured patient’s 
parameters without the need to modify or redesign the device itself. The only required 
system adjustment is replacing extension card, which can be tailored to application 
specific demands. 

� Springer International Publishing Switzerland 2016
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Although device is designed to be easily adjustable to fit needs of medical research-
ers, carrier with specified set of extension cards can be also used as a standard diag-
nostic or monitoring equipment in hospitals and clinics. To allow such operation de-
vice has been supplied with touch screen interface which allows it to be easily operat-
ed by medical personnel. Collected data can be store in the local memory or send via 
Ethernet connection.  
In some experiments [2], medical data has to be processed and interpreted by software 
algorithms, the device is not designed to directly handle sophisticated digital signal 
processing. It rather relays on Ethernet connection combined with cloud and cluster 
computing. Considering Moore’s law and rate in which modern devices are becoming 
obsolete such a computation backbone is fundamental to insure up to date perfor-
mance. Implementing data processing on external, more powerful machines running 
on higher abstraction layer reduces time needed for software development.  

2 System Architecture 

Fig. 1 presents block diagram of the system architecture. Main components are:  

 Carrier board, 
 LCD touch screen, 
 Measurement cards. 

Carrier Board (CB) has been designed to minimize amount of necessary electronics 
circuitry on the extension cards. The system runs on Linux OS hosted by ARM Cor-
tex A8 CPU with Ethernet connectivity and build-in 3D graphics controller. Linux 
was selected due to high reliability and relatively easy way of creating low level de-
vice drivers. For Patient protection purposes, all Measurement Card slots has been 
featured with power and digital signals isolation. 
  

 
Fig. 1. Block schematic of the system architecture 
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Safe side of the carrier has been fitted with high precision and resolution ADCs. Used 
converters have built-in, programed amplifiers and time-synchronized inputs, so mul-
ti-card measurements are possible with exact known sample correlations. This solu-
tions allows to reduce some of the measurement cards to analogue front-end. If need-
ed, additional digital circuitry can be placed on the measurement cards, power budget 
for each slot is around 1W.  
Digital signal interfaces include most popular serial data links including: 

 Universal Asynchronous Receiver and Transmitter (UART), 
 Serial Peripheral Interface (SPI), 
 Inter-Integrated Circuit (I2C). 

 
Measurement Extension Cards (MECs) are designed as interchangeable devices, al-
lowing to extend or modify functionality of the measurement system. Modularity 
allows to experiment with i.e. acquisition methods, sensors, front ends, used electron-
ic chips or even measured patient parameters to achieve optimal results with relative 
low cost of development. Price of a MEC will vary depending on used electronics, 
nonetheless production of two layer PCB costs fraction of a multilayer design.  

3 Detection of Cardiac Insufficiency 

The system is being developed to continue autonomous detection of cardiac insuf-
ficiency studies [1]. Data from EKG, accelerometer and infrasound microphone are 
being collected in order to create classification model which can detect cardiac insuf-
ficiency. 

Apparatus used previously has proven troublesome due to the nature of the exper-
iment. During the studies a problem arouse in regard of sensors selection and syn-
chronization between them. Latter problem was resolved by implementing software 
algorithms, but it is expected that synchronous data will be beneficial and will reduce 
processing time.  

Sensor selection in monolithic architectures is a serious issue. Different output sig-
nal levels, bandwidths and required front ends makes it almost impossible to change 
sensor after electronics is developed. 

In the case of the detection of cardiac insufficiency study, artificial testes were not 
sufficient to verify if accelerometer and microphone fit the requirements. The reason 
is that information is calculated from all the input signals with use of non-linear mod-
eling. It is not possible to directly tie the result to a specific parameter of the sensor 
such as frequency response or bandwidth. Use of the new, modular system solves 
most of the problems. Moreover, it gives opportunity to experiment with different 
kinds of analogue front-ends and sensors. To extend the measurements impedance 
cardiography will be also introduced as an MEC in course of the study.  

Data processing on the old generation of the system was conducted on a host PC 
computer. Apparatus used small microcontroller with limited calculation possibilities 
and was used to gather and transfer measurement data. Signal processing rate was 
strongly dependable on used machine because of selected technologies, such as Lab-
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View and Bluetooth. New system can process measurements thanks to used modern 
microprocessor with high level operation system. Speed of calculation conducted 
directly on the device will not exceed what was possible on the previous device, but 
Bluetooth bottleneck is no longer a problem. When Ethernet connection is available 
system can also benefit from external server services, cloud computing, calculation 
clusters and other modern internet technologies.  

4 Development directions 

Subject of the presented study is still in experimental stage. A prototype has been 
developed with build-in EKG MEC to verify the conception and test selected inte-
grated circuits. Next stage is to prepare modular platform and several test MECs and 
use it as diagnostic equipment in detection of cardiac insufficiency study.  

Usage of FPGA devices is being considered, to handle data and analogue front-
ends without overloading system’s microprocessor. This solution would allow to ag-
gregate and time stamp data that are not handled by the synchronized ADCs. FPGA 
could also increase flexibility of the device, thanks to easily implemented low level 
logic. Linux driver development would be easier, because it would be limited to 
read/write operation to common memory space. Large FPGA could be even used as a 
calculation co-processor for the main processor. Such implementation would signifi-
cantly increase calculation capabilities of the device and made it more powerful when 
not connected to the Ethernet network. 

Another step in the development will be certification and preparing the device to 
be used in medical studies. Main work that needs to be done to adjust the system to 
specific diagnostic purposes, is development of MECs and Linux drivers to handle 
them. If needed, a backbone server applications for data storage and processing will 
be developed.  
 

5 Conclusions 

The paper presents implementation of modular system for measurements in medi-
cal diagnostic research. Presented solutions allows the device to be adjusted to meet 
specific requirements.  

Current version of the system is being prepared to continue the study of detection 
for cardiac insufficiency. ECG, infrasound and accelerometer Measurement Extension 
Cards are being prepared to assess usability of several sensors in the study, and con-
duct first measurements.  
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Conception of Turning Module for Orthotic Robot 
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Abstract. Problems related to designing of orthotic robots (systems for 
verticalization and aiding motion) are presented. A ‘Veni-Prometheus’ System 
for Verticalization and Aiding Motion has been designed and built at the Divi-
sion of Design of Precision Devices, Faculty of Mechatronics, Warsaw Univer-
sity of Technology. At present, the system can realize five motion functions. 
Further works aimed at designing and constructing a turning module for the or-
thotic robot have been carried out. Two concepts of such module are proposed. 

Keywords: orthotic robot · exoskeleton · turning module kinematics 

1 Introduction 

1.1 The ‘Veni-Prometheus’ System for Verticalization and Aiding Motion 

A ‘Veni-Prometheus’ System for Verticalization and Aiding Motion has been de-
signed and built at the Division of Design of Precision Devices, Faculty of Mecha-
tronics, Warsaw University of Technology (Fig. 1) [1,8,9]. This orthotic robot is de-
signed for the handicapped suffering from paresis or paralysis of the lower limbs. The 
device clasps the lower limbs of the user, allowing the following motions to be per-
formed within the sagittal plane: straightening and flexion of the hip and knee joints 
as well as dorsal and plantar flexion of the ankle joints. Hip and knee articulations are 
driven, whereas articulations of the ankle joints are passive. Actuators 3 are electric 
DC motors coupled with reducers driving the articulations through flexible connector 
transmissions (Fig.1). The supply system – a battery of lithium accumulators, and the 
control system are placed within the backpack 1 of the device. The backpack and the 
links of the device are connected by means of the hip belt 2. The orthotic robot is 
fastened to the user by means of Velcro fasteners and shoulder-straps of the backpack. 
At present, the system can realize five functions: walking, sitting down, raising, as-
cending and descending stairs. Further works are carried out in order to enhance ca-
pabilities of the device. One of the functions that are to be introduced in the orthotic 
robot is a capability of realizing a turn. Respective development of the system will 
probably require not only introducing new control scenarios, but expanding the robot 
kinematics as well. Besides, it is foreseen that the control unit of the system will real-
ize other tasks, like determining tilt angles by means of a MEMS accelerometer, as 
suggested in [11], according to a special algorithm, e.g. proposed in [12]. 
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Fig. 1. General view of the ‘Veni-Prometheus’ System for Verticalization and Aiding Motion 

1.2 Turning methods in contemporary orthotic robots and exoskeletons 

Among the many orthotic robots and exoskeletons that have been developed so far, 
only a few are capable of turning, which could be used by an impaired person. In the 
case of majority of the designs, the number of drives is limited to the corresponding 
basic motions within the sagittal plane, and the other possible degrees of freedom are 
not available or the respective articulations are passive. Such designs include, among 
other devices, ReWalk [5], Ekso [14], Indego [7] or HAL [7]. Realization of turning 
is possible, however usually a slip of the foot takes place then, and sometimes the 
motion must be assisted by a therapist. There exist also designs equipped with addi-
tional drives making it possible to realize a higher number of movements; these are: 
XOS2 [6], BLEEX [17], Mindwalker [16] or REX [10]. This group includes a larger 
number of military exoskeletons. The devices often offer a possibility of adducting 
and abducting the hip links, as well as a possibility of a hip rotation, yet rather sel-
dom. 
Devices designed for the sick usually belong to the first group. As equipped in a low-
er number of drives, they rarely provide a possibility of realizing a turn without slip-
ping. The most frequent common features of such designs are: electric drive, links 
located at the outer side of the legs, articulations with one degree of freedom and a 
necessity of using crutches or a walker in order to provide a support. The turning is 
often not indicated as a function of a device. Presumably, it is considered an inherent 
part of walking; however this issue probably has not been developed to a satisfactory 
extent yet. 
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Fig. 2. Illustration of selected exoskeletons and orthotic robots: a) ReWalk; b) REX; c) Indego 

2 Conception of the turning module kinematics  

2.1 Direct control of the lower limbs 

The first of the conceived conceptions (Fig. 3) of kinematics of the turning module for 
the orthotic robot provides a possibility of realizing both the movement of hip rotation 
as well as extension and flexion of the hip joint, keeping a small volume. Motion of 
the lower limb in a transverse plane within a range of few tens of degrees arc would 
make it possible to perform a turn. Owing to application of a curved guide, the center 
of the human joint is located at the same spot as the rotation center of the respective 
device member, and thus there will occur no translations between the system for aid-
ing motion and the human body. Concentration of the drives near the hip belt instead 
of the leg will not result in an increase of mass and mass moments of inertia of the 
lower limb, what is important while performing the most frequent movements while 
walking. Besides, for such configuration, the rotation movement at a bent leg (as in 
the case of sitting) would result in abduction of the limb – such motion is of an ana-
tomical character and could make it easier to put the orthotic robot on and off. 

       
Fig. 3. Three-dimensional model of the device: a) general view (only a part of the hip belt is 
shown); b) top-down view (extreme positions of hip rotation are shown) 

Conception of Turning Module for Orthotic Robot 149



A toothed gear and a mechanical subunit of the hip articulation constitute an integral 
part. Its frame is the hip belt of the orthotic robot. An electric drive of a bevel gear 
generates a movement causing hip flexion and extension of the lower limb. The se-
cond electric drive with a spur gear realize a movement of hip rotation. A toothed 
mechanism with rollers provides guidance and makes it possible to transmit the drive 
at a high efficiency. 

2.2 Indirect control of the lower limbs 

The second conception can be considered a novel one. A proposal of the kinematics 
has nothing to do with a common schematic of active articulations equipped with 
drives – linear or rotary actuators. In the considered case the articulations that are not 
used during a standard gait cycle (as currently realized by the Veni-Prometheus robot) 
contain passive articulations equipped only with brakes. It is possible to perform a 
resultant movement, which depends on trunk movements. The system for aiding mo-
tion has been equipped in a positioner with driven degrees of freedom, placed at the 
back, which controls position of the mass (its role may be played by e.g. the accumu-
lators). Movements of the positioner affect position of the user trunk as well as posi-
tion of the leg, which at a given moment does not rest on the ground. Such method of 
indirect control can be compared to a change of position of the support point of a 
pendulum. Human movements are strictly connected with the concept of balancing, 
therefore such solution could result in movements resembling the natural ones. 
Fig. 4 presents a kinematic diagram of the orthotic robot including the lower limbs, 
equipped with driven articulations for realization of hip and knee extension and flex-
ion, free articulations for realization of hip adducting and abducting, hip rotation, 
dorsal and plantar flexion of the ankle articulations, as well as their inversion and 
eversion. Additionally, the design is equipped with a driven positioner placed at the 
back, over the rear part of the hip belt.  
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Fig. 4. Kinematic diagram of the orthotic robot employing indirect method of control of the 
lower limbs by means of a positioner 

At such concept, an important issue would be controlling a limb with many degrees of 
freedom by means of a positioner having only two degrees of freedom – such system 
might not be deterministic, or it might be chaotic. 

3 Discussion 

The presented existing exoskeletons and orthotic robots, which offer a capability of 
realizing a turning motion usually make use of articulations without a drive or special 
methods of turning that require an assistance of other persons (e.g. a therapist). Some-
times, a turning motion is accompanied by a slip of the foot platform over the ground 
surface. Such solutions significantly complicate performance of a turn for individuals 
devoid of a full use of the lower limbs. The existing solutions equipped with driven 
turning articulations of the lower limb are usually military designs, which rather poor-
ly fit for an application under civil conditions, and even less in the case of the handi-
capped. 
Two presented concepts of the kinematics are connected with new solutions of the hip 
belt. The first provides a possibility of realizing within a small space two kinds of 
motion: extension and flexion as well as hip rotations, whereas the rotation centers of 
the robot articulation and the human joint overlap. Application of passive articulations 
is characteristic for the second concept. Movement in the articulations is forced indi-
rectly, by balancing the trunk of the user caused by a movement of the positioned 
mass. It seems that it is worthwhile developing these solutions. 

4 Conclusions 

One has presented two concepts of developing kinematics of the ‘Veni-Prometheus’ 
System for Verticalization and Aiding Motion aimed at realization of a turn. The solu-
tions are to ensure a capability of realizing a turning motion keeping the number of 
additional drives as low as possible, in order to reduce the mass of the structure, the 
energy consumption or damageability. At the same time, the drives must fulfill their 
task in a way that is safe for the user. Further modeling and simulation study as well 
as experimental works are foreseen in order to validate the analyzed solutions. Exper-
imental works will be realized using dedicated test rigs, presented e.g. in [9], [13], 
[2,3,4] or [15]. 
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Abstract. An acoustic source based on a piezoelectric transducer and common-
ly available parts was designed to measure auditory evoked MEG. Its magnetic 
and acoustic properties were tested and MEG measurements were made. The 
obtained datasets were analyzed and the auditory event related fields were cal-
culated using free software package FieldTrip (www.fieldtriptoolbox.org). 
The setup successfully delivers sounds at frequencies of interest from 1 kHz to 
8 kHz and it is suitable for auditory evoked MEG measurements as data record-
ed with the MEG showed the auditory M100 response. 

 

Keywords: auditory evoked auditory event 
related fields 

1 Introduction 

Electrophysiological phenomena in the human body lead to the occurrence of magnet-
ic fields. Among others magnetic fields associated with currents arising from electri-
cal activity of the brain (magnetoencephalography) are analysed. Evoked magnetoen-
cephalography is of special interest [1]. 

Due to the identical source of magnetoencephalographic and electroencephalo-
graphic (MEG/EEG) signals, which is the activity of the cerebral cortex neurons, 
MEG/EEG signals contain fairly similar information and their diagnostic value is 
comparable. Nevertheless, non-contact measurements of biomagnetic field with MEG 
avoid difficulties associated with the use of electrodes, such as poor electrode contact 
with the skin, the presence of insulating layers and varied conductivity of the body 
tissues. These factors reduce the accuracy of EEG measurements [2]. 

Measurement of magnetic flux density of magnetic fields generated by living or-
ganisms is a challenge due to its extremely low value (10-14-10-10 T). Furthermore, 
magnetic fields caused by technical electromagnetic sources and the Earth's magnetic 

� Springer International Publishing Switzerland 2016
R. Jabłoński and T. Brezina (eds.), Advanced Mechatronics Solutions,
Advances in Intelligent Systems and Computing 393,
DOI 10.1007/978-3-319-23923-1_23

153



field (5x10-5 T), can significantly influence the measured results [3]. Therefore mag-
netic shielding (e.g. magnetically shielded room) is necessary for MEG-systems. 

Sources for auditory evoked magnetoencephalography have to deliver the sound 

room (MSR). This requires the use of non-magnetic materials for systems delivering 
stimulus signal to the subject. Commercially available field-free parts are often ex-
pensive and some common materials thought to be non-magnetic need to be tested for 
small remnant fields. 

2 Development of auditory source for MEG 

A cost-efficient prototype setup based on a piezoelectric transducer (KEMO L010, 
https://www.luedeke-elektronic.de) and commonly available parts is shown in Fig. 1. 
Proposed system consists of: piezoelectric transducer (a), funnel (b), polythene tube 
(c), silicon tube (d) and ear insert (e). Piezoelectric transducer is placed in a funnel, 
which is connected to a 5 m  long polythene tube. The length of a tube is defined by 

he sound has to be delivered directly 
 and piezoelectric transducer has to be placed outside MSR to avoid a 

disturbance of the MEG signal from the currents flowing in the transducer. Ear insert 
is connected with a polythene tube via silicon tube of smaller diameter. 

 

 
Fig. 1. Designed acoustic source to provide the stimulation for auditory evoked MEG meas-
urements: a) piezoelectric transducer (KEMO L010), b) funnel, c) polythene tube, d) silicon 

tube, e) ear insert 

2.1 Properties 

The magnetic and acoustic properties of the acoustic source were tested. The ear in-
sert was placed in the MEG room and the transducer was driven by an electric signal. 
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No additional signals due to the acoustic source could be detected in the MEG. It can 
be concluded that the acoustic source will not interfere with MEG recordings of brain 
magnetic fields. 

Sound pressure level (SPL) values for frequencies of interest were measured using 
(http://www.bksv.com) type 4157 occluded ear simulator as presented 

in Fig. 2. For all the frequencies (1 kHz, 2 kHz, 5 kHz and 8 kHz) explicit peaks ap-
peared with SPL values from 64 to 79 dB, audible for measured subjects. Harmonics 
of the frequencies were observed in the acoustic spectra only for the 5 kHz tone. This 
indicates, that the transducer does not produce strong harmonics at the applied voltag-
es. 

 

 
Fig. 2. Sound pressure level of auditory source driven with: a) 1 V at 1 kHz, b) 1 V at 2 kHz,  

c) 1,2 V at 5 kHz and d) 1,4 V at 8 kHz 
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3 Results 

Auditory evoked MEG measurements were made using the new auditory source. All 
measurements were made in a magnetically shielded room at PTB Berlin, with a 128-
channel gradiometer Yokogawa MEG-system. The stimuli were 500 ms-sine-tones at 
frequencies of: 1 kHz, 2 kHz, 5 kHz and 8 kHz, presented in random order using 
MATLAB software (http://www.mathworks.com/matlab). The time interval between 
sounds was random and had a duration of 2-3 seconds. Tone of each frequency was 
repeated 60-70 times. 

Obtained dataset was analyzed and the auditory event related fields were calculated 
using free software: FieldTrip [4]. The event related fields were calculated by averag-
ing the trials for each frequency separately using the specific trigger signals associat-
ed with each tone by the stimulation sequence and recorded simultaneously to the 
MEG. The results are presented in Fig. 3  Fig. 6. Brain responses for 1 kHz and 
2 kHz-stimuli can be seen 100 ms after stimulus onset (M100 auditory response), but 
for higher frequencies responses appear 20 ms later. 

 

 
Fig. 3. Auditory evoked fields for 1 kHz stimuli 
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Fig. 4. Auditory evoked fields for 2 kHz stimuli 

 
Fig. 5. Auditory evoked fields for 5 kHz stimuli 
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Fig. 6. Auditory evoked fields for 8 kHz stimuli 

4 Conclusions 

The developed acoustic source successfully delivers sounds at frequencies from 1 kHz 
to 8 kHz. It meets the requirements needed for auditory evoked MEG measurements 
as data recorded with the MEG showed the auditory M100 response. 
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Abstract. This paper presents the force/position architecture of control using  
ANFIS with compensatory fuzzy in order to get a robust stability and transpar-
ency in bilateral teleoperation. The proposed control structure includes both 
ANFIS controllers with compensatory fuzzy for which one is used to control in 
force the master robot and the second one for controlling in position the slave 
robot. The experimental results obtained with this control scheme validate the 
effectiveness of the proposed teleoperation scheme.   
 

Keywords: Teleoperation; Compensatory Fuzzy; Position/Force Control; 
ANFIS Control. 

1 Introduction 

A bilateral teleoperation system is an electromechanical teleoperator composed of 
master and slave robots, where the signals are exchanged between the two robots 
through communication channel in order to accomplish tasks in hazardous environ-
ment, so that the slave device follows the master motion which is manipulated by 
human operator [1], [2], [3], [4]. Basically the human operator manipulates the master 
teleoperator, and drives it with desired trajectories. The computer controlling the ro-
bot is responsible for low level activities such as trajectory generation and obstacle 
avoidance so that the remote slave teleoperator reproduce the task imposed by the 
master onto the remote environment [5], [6], [7].  One of the major objectives in de-
signing bilateral teleoperation control systems is achieving the fundamental trade-off 
between performances and stability [8].  
Various form of control strategies have emerged the bilateral teleoperation [5]. In 
contrast, Neural network provides learning ability using nonlinear optimization algo-
rithm, such as back-propagation, thanks their parallel information processing and their 
inspired mechanism of human neural. In the other hand the strength of fuzzy logic 
comes from the fact that it can have the ability to make use of knowledge expressed in 
the form of linguistic rules, thus it offer the possibility of implementing expert human 
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knowledge and experience. The combination of fuzzy logic and neural network is 
actively study, in which a fuzzy reasoning discussed above is realized within multi-
layered hierarchical neural network and the parameters that are represented by con-
nection weights or involved in unit functions can be learned by using the actual data.  
Unfortunately, conventional neurofuzzy systems can only optimize the fuzzy mem-
bership functions under specially defined fuzzy operators which are unchangeable 
forever, which makes it use the local optimization technique rather than the global 
optimization technique [9].   
The remainder of the paper is organized as follows. Section 2 some fundamentals of 
ANFIS controller and the learning algorithm for parameter adaption are given. Sec-
tion 3 describes our teleoperation system. The experiment results are presented in 
section 4, to illustrate the tracking performance of the proposed control scheme. Fi-
nally in section 5, some conclusions are presented.  

2 ANFIS Controller With Compensatory Fuzzy 

One of the network structures used for neuro-fuzzy control is the adaptive neural 
fuzzy inference system (ANFIS) introduced by Jang in 1993, which has received the 
interest of many researchers in various applications. Our contribution is to added a 
compensatory fuzzy in order to optimize the dynamic of fuzzy rules.  
Assume that a fuzzy system consists in L rules, each of which has N input variables 

Nxx .............,1  and one output y. Then the thl  rule lR   is given as: 
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where iF xl

i
 is the fuzzy membership value of the thi  input for the thl  fuzzy rule. 

By using the pessimistic operation and optimistic operation, the compensatory form is 
defined as [7]: 
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where 1,0   is the compensatory degree 
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Finally, the crisp value of the compensatory neural-fuzzy inference is derived as: 
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2.1 Learning Algorithm 

In order to train the compensatory ANFIS for the corresponding the optimal vector 
parameters l  , back propagation method is used. In this method, the following ob-
jective function is considered: 

2
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dyyJ                                                            (7) 

Where y  and dy  are both actual and desired output respectively. In addition, let be 

 the vector of update parameters. Our objective is to find the vector l , by using 
the approach of extended Kalman filter which consist to linearize at each sampling 
period the control law  around the output. This is equivalent to writing: 
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Where 1  and 2 are adaptation gains for varying the convergence rate. 

On the other hand, to eliminate the constraint 1,0 , we redefine  as follows: 
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Finally, the vector of parameters is adjusted by the following equation: 
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3  Description of the Teleoperation System 

As illustrated in Fig.2, the teleoperation system is composed of two identical master 
and slave devices. The slave device is connected to a bilateral spring emulating the 
environment. The master and the slave consist of one of degree of freedom rotating 
arms of a length 95 mm. They are actuated by DC motors ( Maxon RE 30) via capstan 

reduction a ration of 
12

100
. The arms are connected to the pulley of capstan via torque 

cells ( Futek TFF-325). Positions are measured by 1024 counts per turn encoders 
connected to the motor shafts. Every DC motor is driven by Maxon ADS 50/5 servo 
amplifier. The teleoperation controller is implemented using a DSPACE board 
(DS1103, running at a sampling rate of 10 KHz). 

 
Fig. 1. Master/Slave device 

4 Experiment Results 

In order to confirm the robustness of methodology for designing controller developed 
previously, we built two controllers such that the fist is used to control the master 
device in force by considering the inputs of controller are force error and its deriva-
tive, and the second to control the slave device in position by considering the inputs 
as the position error and its derivative.  
Figures 2 and 3 plot the time evolution of master and slave positions using neuro-
fuzzy controllers and compensatory neuro-fuzzy controllers respectively. Figures 4 
and 5 show master and slave torques in the same conditions as previously. Through 
these graphics, we can see that, the compensatory Neural-fuzzy controllers provide a 

ement. On the 
other hand, the force tracking performance of teleoperation system with these com-
pensatory Neuro-Fuzzy controllers is much better.  

Slave 
Master 
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Figure 2. Motion tracking behavior with neuro-fuzzy controllers 
 

 
Figure 3. Motion tracking behavior with compensatory neuro-fuzzy controllers 
 

 
Figure 4. Force tracking behavior with neuro-fuzzy controllers  
 

 
Figure 5. Force tracking behavior with compensatory neuro-fuzzy controllers 
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5 Conclusion 

A bilateral adaptive fuzzy reasoning method using compensatory fuzzy operators 
has been proposed for the control a one of degree of freedom teleoperation system. 
The basic idea behind this approach was to make fuzzy logic system more adaptive 
and more effective by using the compensatory learning algorithm in order to adjust 
not only parameters of fuzzy rules but also dynamically optimize the adaptive fuzzy 
reasoning. Through a series of experimental results, it was shown that the proposed 
controllers were able to reduce the master-slave error. Future work will aim towards 
to account for the presence varying time delay.       
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Abstract. Paper presents process of validation of finite element solver utilized 
for simulations of eddy current tomography forward transformation. Validation 
of numerical solver is conducted on two models. One test utilizes well known 
and analytically solved standards of magnetic field: Helmholtz coil and long 
coil. Second test validates the depth of eddy current inducted in material de-
pending on its conductivity and excitation frequency. Achieved results con-
firmed proper operation of magnetodynamic solver utilized in Elmer FEM 
software. 

 

Keywords: FEM, magneto dynamics solver, Helmholtz coil, long coil, eddy 
current  

1 Introduction 

Finite element method is a numerical technique for solving partial differential equa-
tions which cannot be solved analytically. Complex problem is divided into smaller 
parts and is solved with utilization of simplified equations. Partial results are summa-
rized and approximated results are achieved. 
Finite element method has many applications both in science and in industrial appli-
cations. It can be utilized for calculating the stresses in materials [1], distribution of 
current in ultra-thin layers [2], acoustics [3], magnetovision [4,5] and for many other 
applications. Currently many finite element programs are available, but most of them 
has expensive licenses and their code is inaccessible for user. Those drawback do not 
occur in open-source software in which user does not only have free access to com-
piled program, but also has possibility for modifying it for their own needs. Elmer 
FEM is open source software with solvers for multi-physics software [6]. This paper 
will focus on magneto dynamics solver utilized in forward eddy current tomography 
transformation [7,8]. During creation of proper inverse tomography transformation 
software reliability of proper implementation of finite element solver is crucial. Vali-
dation of the solver is conducted on two examples. Firstly, the distribution of magnet-
ic field in Helmholtz coil and long coil models is tested and results are compared with 
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analytical solutions. Secondly, tests of eddy current depth in material depending on its 
conductivity and frequency of excitation are conducted. 

2 Validation of magneto dynamics solver on the Helmholtz coil 
model and on long coil model 

Helmholtz coil is standard device utilized for generation of uniform magnetic fields in 
laboratory conditions [9,10]. The setup consist of two coaxial solenoids with distance 
between them equal to their radius. Utilization of Helmholtz coil in validation of FEM 
solvers is caused by the fact, that value of magnetic flux in the center point of setup 
(on the axis of both coils and halfway between them) is analytically solved [10] and 
equals: 
 

R
nIB 02

3

5
4

 (1) 

Where B is for the magnetic flux in the center point, 0 is free space permeability, n is 
the number of the turns in wire, I is the current powering the coils and R is their radius 
and distance. 
 
Model of long coil is approximation of infinite continuous solenoid. This model is 
based on assumption, that with big enough ratio of solenoid length to its diameter, all 
fringe effects can be ignored and homogenous magnetic field inside the coil is 
achieved. Utilization of long coil in validation of FEM solvers is caused by the fact, 
that value of magnetic flux in the center point of setup (on the axis of both coils and 
halfway between them) is analytically solved [10] and equals: 

Where B is for the magnetic flux in the center point, 0 is free space permeability, n is 
the number of the turns in wire, I is the current powering the coils and R is their radius 
and distance. 

2.1 Utilized model of Helmholtz coils 

For simulations finite element model was prepared. Model contained two coaxial 
coils with average 0.9 m radius and with average distance between them 0.9 m. Both 
coils were placed in a sphere with center point between the coils and with 10 m radi-
us. Big operating range was required for proper application of Dirichlet conditions [6] 
on far boundaries. Objects were meshed densely  as presented in fig. 1. Both coils 
were formed by 4482 triangles each and operating sphere contained 9846 triangles. 
Created model fulfilled all requirements for Helmholtz coil  distance between coils 
was equal to their radius, coils were coaxial and the cross section of the coil was 
square. For the simulation purpose coils were formed from one wire turn. 

 

 

R
nIB 0  (2) 

174 P. Nowak



 
Fig. 1. Meshed model of Helmholtz coils utilized for simulations 

2.2 Utilized model of long coil 

For simulations finite element model was prepared. Model contained single cylin-
der representing coil with average 0.9 m radius. Coil was placed in sphere with center 
point in the middle of the coil and 10 m radius. Big operating range was required for 
proper application of Dirichlet conditions [6] on far boundaries. Objects were meshed 
densely  as presented in fig. 2. Coil was formed by 17208 triangles each and operat-
ing sphere contained 18090 triangles. Ratio of coil length to its average radius 
equaled 11, so it can be assumed, that in the coil middle homogenous magnetic field 
is achieved as for infinite coil. 

 

 
Fig. 2. Meshed model of long coil utilized for simulations 

2.3 Simulation results 

Graphical representation of simulation results are presented in figures 3 and 4. Re-
sults have similar shape to those well known in literature [10,11]. Thus correctness of 
simulation results was assumed. As presented in figure 4, homogenous magnetic field 
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inside the coil is obtained. Fringe effects on coil edges does not influence distribution 
of magnetic field in the middle of the coil. 

 
Fig. 3. Graphical representation of magnetic flux in Helmholtz coil setup 

 

 
Fig. 4. Graphical representation of magnetic flux in long coil setup 

2.4 Results analysis and comparison with analytical values. 

Based on (1) and (2) expected magnetic flux value in center point of coils was cal-
culated for the data described above. Also proper values from simulation were ob-
tained. Achieved results, absolute difference between simulation result and analytical 
solution and relative errors are presented in table 1. Results confirm proper implemen-
tation of magnetodynamic FEM solver. Results of simulation are similar to expected 
analytical values. Relative error is caused by numerical noise and finite dimensions of 
elements.  
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Table 1. Comparison and analyses of magnetic flux value in Helmholtz coil center 
and in long coil center. 

3 Tests for eddy current depth in materials 

Eddy currents are inducted  by variable magnetic fields within conductor and result 
with skin effect [10] which is major cause of energy losses. On the other hand they 
are commonly used in many methods of non-destructive testing of magnetic materi-
als. The depth of eddy current penetration inside the material highly depends on the 
materials parameters- permeability and resistivity [12] as well as on frequency of 
exciting magnetic field and equals: 

f
1

    (3) 

Where f is the test frequency,  is magnetic permeability and  is electrical conduc-
tivity.  represents depth below conductor surface at which eddy current density falls 
to 1/e of initial density.  

3.1 Utilized model 

For simulations finite element model was prepared. Model contained single cylin-
der representing coil with average radius 0.9 m and big block representing tested ma-
terial. Objects were placed in sphere with center point in the middle of the coil and 10 
m radius. Big operating range was required for proper application of Dirichlet condi-
tions [6] on far boundaries. Objects were meshed densely  as presented in fig. 5.  

 

 
Fig. 5. Meshed model of setup utilized for simulations of eddy current depth of penetration 

Tested model Analytical 
value 

Simulation 
result 

Absolute error Relative error 

Helmholtz coil 39.96 nT 39.5 nT 0.464 nT 1.16 % 
Long coil 0.  0.  5.33 nT 2.11 % 
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3.2 Simulation results and comparison with analytical results. 

Tests of eddy current depth of penetration were conducted for 3 frequencies and 

Comparison of simulation and calculations results is presented in table 2.  
Table 2. Comparison of eddy current penetration depth results  

 Simulation results Calculation results 
Relative permeability Relative permeability 

Frequency 
[Hz] 

1 000 5 000 10 000 1 000 5 000 10 000 

50 70 30 20 71.21 31.84 22.52 
100 50 20 10 50.35 22.52 15.92 
500 20 10 10 22.52 10.07 7.12 

 
Results confirm proper implementation of FEM solver. Values of penetration depth 

acquired from simulations are similar to expected. Differences are caused by dimen-
sion of finite element in utilized model. Utilization of denser mesh will result with 
higher convergence of simulation and calculation results. 

4 Conclusion 

Conducted validation confirmed proper implementation of magnetodynamic solver 
in Elmer FEM software. Conducted tests verified both proper values of flux density as 
well as depth of eddy current penetration. Simulation results converge with analytical 
solutions. Relative errors of magnetic flux density equal up to 2%. Depth of eddy 
current penetration is similar to expected. Errors are caused by dimension of mesh 
element in tested model. Thus it can be assumed, that tested solver is suitable for de-
veloping software for inverse eddy current tomography transformation, as well as 
other magnetodynamic applications. 
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Abstract. As the brain has high metabolic demand, nature created many mech-
anism of regulating the cerebral blood flow. One of them is a circulatory anas-
tomosis called Circle of Willis (CoW). Using home-made simulation program a 
blood flow through CoW was modeled. Different scenarios of supplying arter-
ies occlusion were modeled and analyzed. It was shown that even sizable reduc-
tion of its diameters do not perturb the cerebral flow rates. However the flow 
organization of the whole CoW is changed. It is exhibiting especially in the 
communicating arteries, which compensates the influence of diminished flow in 
the occluded artery. 

 

Keywords: Circle of Willis, cerebral artery, one dimensional model, blood flow 
simulation. 

1 Introduction 

Blood is transported to the brain through a pair of Internal Carotid Arteries (ICA) and 
a pair of Vertebral Arteries (VA). They originate from aortic arch and lead to the base 
of the brain, where they interconnect and form cerebral arterial circle, also known as 
the Circle of Willis (CoW).  Six branches of the CoW, namely two Anterior Cerebral 
Arteries (ACA), two Middle Cerebral Arteries (MCA) and two Posterior Cerebral 
Arteries (PCA) supply blood to the relevant parts of the brain. Although, the brain is 
only 2% of body weight, it is supplied by 13-15% of blood pumped by the heart [1]. 
Maintaining of proper cerebral blood flow is a priority for the human body, so a num-
ber of protecting mechanisms has been created by nature. The principal security is 
given by the circle of Willis redundant connection of blood vessels. In the case of 
occlusions in one of the main arteries supplying blood to the brain, it is possible, to 
certain extent, to compensate ischemia of the brain via the bypass blood flow. From 
the diagnostic point of view it is interesting to assess the impact of any occlusions in 
the supplying arteries (caused mainly by arteriosclerosis) on blood redistribution 
within the brain. Mathematical and physical models of cerebral circulation may serve 
that purpose [2-7]. In this paper we used a home-made software based on the method 
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of characteristics to simulate flows in fully patent (reference state) and partially oc-
cluded arterial configuration. 

2 Material and methodology 

To assess the level of brain ischemia resulting from occlusion in supplying arteries the 
original program was created to solve flow equations based on the well-known meth-
od of characteristics [4,7-12].  
The program has been described in details in the Piechna’s thesis [9], and was based 
on equations of conformity on the families of characteristics: 
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where p is a pressure, u is a blood velocity,  is a friction coefficient,  is a density of 
blood, D is a vessel diameter and c is a pulse wave velocity defined as:  

0

ZKc      (3) 

where KZ is bulk modulus complying with arterial wall stiffness and blood compress-
ibility. Characteristics equations has the form:  

       (4) 

       (5) 

Where one family (I index) of characteristics describes the propagation of disturbance 
downstream and the second (II index) upstream. 

Model of the CoW was created based on statistical data provided by prof. Bogdan 
Ciszek from the Department of Descriptive and Clinical Anatomy Medical University 
of Warsaw. Dimensions of cerebral segments were averaged basing on 50 samples of 
actual anatomical specimens. Sketch of the Circle of Willis with major branches is 
shown in fig. 1.  
As the Circle of Willis is only a fragment of the cardiovascular system, it is necessary 
to define the proper inflow and outflow boundary conditions. Each of the main dis-
tributing arteries gives rise of arterial tree which gradually turns into micro-
circulation. Modeling of all these branches as a structure of wires is impossible due to 
a lack of data on their topography and geometrical dimensions which, like a finger 
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Fig. 1. Schematic representation of the Circle of Willis (R-right side, L-left side). 
 
print, are an individual feature. Therefore, we replaced peripheral arteries by the inte-
gral part reflecting their global resistance. Peripheral resistance can be estimated [6] 
as inversely proportional to the mass of the supplied brain section. 
To properly model the inflow boundary conditions, we have to enlarge the simulated 
area by including  heart with aortic arch. Defining boundary condition by exact value 
of blood velocity at the inlet of the Basilar Artery (BA) and ICA would prevent simu-
lation of occlusion's impact on cerebral blood flow. Despite resistance increase in one 
of the arteries supplying blood into the CoW, the flow would remain unchanged. 
Therefore, the cerebral circulation was supplemented by the rest of the cardiovascular 
system, which was represented by the global resistance. The whole system was driven 
by a displacement pump with known flow characteristic, simulating cardiac cycle. A 
single stroke volume was described by the sum of the first three harmonics [1] having 
modules equals 225, 65 and 25 [ml / min] successively. The first harmonic has a fre-
quency of 1 Hz. 

3 Results 

Numerical simulations were carried out using the CoW model. The blood flow in 
CoW in physiological state and in pathological conditions - with stenosis of arteries - 
was studied. Flow values in the arteries of A2, M1, P2 for a reference circle were 
averaged over time and are considered as an optimal for the brain functioning. In the 
simulations of pathological states these flows were compared and expressed as a per-
centage of physiological ones. Totally, 21 pathological cases were studied. Obtained 
results are summarized in Table 1. Whole set of modeled cases was planned in such a 
way to cover the area of potential relationships between pathologies. 
 
We have presented the impact of the stenosis of supplying arteries  on the distribution 
of blood through the Circle of Willis in the form of radar graphs (fig. 2-3). This 
presentation will facilitate the analysis of the results. On the fig. 4 we presented oc-
clusion effect on flow in communicating arteries. 
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Table 1. Summary of obtained results (flow values are time averaged). Bold line denotes 
reference configuration (no occlusion). Green area denotes flow in the comunicating arteries. 
Blue area denotes flow distribution in the distributing arteries in % regards to reference state. 

Combination of  Flow rate [ml/min] Flow in distributing arteries [%] 
artery occlusion [%] AcoA PCoAL PCoAR P2L P2R M1L M1R A2L A2R 

None - None - 2.35 0.96 0.32 100 100 100 100 100 100 
BA 50 None - 2.38 8.74 4.49 91 90 101 101 101 101 
BA 70 None - 2.46 26.85 24.18 65 65 101 101 101 101 
BA 90 None - 2.44 39.17 35.58 43 42 99 99 99 99 
ICAL 50 None - 47.59 6.14 0.41 101 101 92 101 94 98 
ICAL 70 None - 100.58 14.68 0.54 100 100 80 101 86 94 
ICAL 90 None - 121.04 18.11 0.59 97 98 72 98 80 90 
ICAR 50 None - 41.57 1.02 5.9 101 100 100 92 98 94 
ICAR 70 None - 97.28 1.13 14.01 100 100 100 79 93 85 
ICAR 90 None - 120.82 1.17 17.56 98 98 98 72 89 79 
ICAL 50 ICAR 50 3.89 8.80 8.27 101 101 89 89 89 89 
ICAL 70 ICAR 70 1.61 32.19 29.83 105 1 58 58 58 58 
ICAL 90 ICAR 90 1.65 49.28 45.82 105 105 28 27 28 27 
ICAL 90 ICAR 50 92.79 26.40 12.91 99 100 62 81 68 75 
ICAL 90 ICAR 70 37.24 40.65 34.04 102 103 42 49 44 47 
ICAL 90 ICAR 90 1.65 49.28 45.82 105 105 28 27 28 27 
BA 70 PCoAL 70 1.76 0.29 28.16 58 59 102 102 102 102 
BA 70 PCoAR 70 3.07 30.74 0.26 60 58 102 102 102 102 
ICAL 70 AcoA 70 5.02 30.96 1.26 102 103 57 104 57 104 
ICAL 70 PCoAL 70 108.00 0.14 0.38 100 100 77 100 84 93 
ICAL 70 AcoA 70 5.02 30.96 1.26 102 103 57 104 57 104 
ICAL 70 PCoAL 70 108.00 0.14 0.38 100 100 77 100 84 93 

 

           
Fig. 2. Distributing arteries flow rate changes due to occlusion of Basilar Artery (left) 
and left Internal Carotid Artery (right). 
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Fig. 3. Distributing arteries flow rate changes due to occlusion of both Internal Carot-
id Arteries. 
 

 
Fig. 4. Flow rates in the communicating arteries caused by different occlusions. 
 

Obtained results will be discussed in the next section. 

4 Discussion 

Basilar Artery occlusion results in decrease of blood flow in the posterior cerebral 
arteries (fig. 2). Blood supply to the other brain regions remained unchanged. Interest-
ing fact is that diameter reduction not until greater than 50% results in a significant 
drop in blood supplies the posterior areas of the brain. This effect is partially compen-
sated by the collateral flow in the communicating arteries. Occlusion in one of the 
Internal Carotid Arteries causes, compared with the basilar artery occlusion, slightly 
smaller deficits in brain supply (fig. 3). Middle and front parts of the brain supply was 
handicapped. Moreover narrowing one of the Internal Carotid Artery induced asym-
metric flow in the CoW, which exhibits an increased flow in the Anterior Communi-
cating Artery (fig. 4). Again, reduction greater than just 50% of both internal carotid 
arteries diameter results in a large impairment of the blood supply to the front and 
middle parts of the brain. Communicating arteries despite increased flow are not able 
to compensate deficiencies in the flow in the front of the circle. As the CoW 
morphometry has high inter-individual variability, and often an asymmetric configu-
ration occurs [13], we have also performed simulations on occluded (at 70% reduction 
of diameter) communication arteries. Insofar as CoW with single PCoA stenosis still 
fulfill its role effectively, with reduced diameter of ACoA do not. 
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As was shown even sizable reduction of diameter do not perturb the cerebral flow 
rates. However it induces flow in the communicating arteries (fig. 4). Especially in-
teresting is Anterior Communicating Artery (ACoA) as physiologically its blood flow 
rate should be marginal. Significant change of hemodynamic properties, especially 
values of shear stresses, could induce pathological processes in the artery wall. As a 
matter of fact ACoA is the frequent location of aneurysm. Knowledge of the depend-
ency level between  hemodynamic disturbances and aneurysm occurrence would be 
crucial in the medical diagnostic procedures. This is far beyond scope of this paper 
but was highlighted to show potential relation.  
 

Redundant connections in CoW are not the only one mechanism of providing constant 
cerebral blood flow. Cerebral autoregulation tends to regulate the blood flow by con-
traction and dilatation of arterioles due to changes in pressure, CO2 levels and brain 
oxygen consumption. It is a complex phenomenon where still is very much to discov-
er. This mechanism was yet not implemented in presented model of CoW. Taking it 
into account should additionally diminish sensitivity of cerebral blood flow to occlu-
sion of its supplying arteries. 
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Abstract. The aim of the study was application and comparison of neutron 
(NR) and X-ray radiography (XR) in investigations of archeological and Cul-
ture Heritage (CH) objects. The investigation had interdisciplinary character 
based on physical and archaeological knowledge. The use of two complementa-
ry imagining techniques provided data about artefacts structure regarding their 
composition and shape diversity. The study concerned different objects of metal 
alloys, corrosion bulk form, ceramics and ancient bone remnants. 

Keywords: X-ray radiography, neutron radiography, archaeology

1 Introduction 

X-ray and neutron radiography have become important nondestructive tools for stu-
dies of archeological and CH objects [1-3] (Deschler-Erb 2004, Lang 1997). X rays 
have been used for quite long time for imaging of ancient artefacts structure. Replac-
ing X-ray photons with neutrons the NR enables the imaging and determination the 
elemental composition of the investigated objects [4]. Thermal neutron beams have 
been used for few decades in autoradiography of paintings as well as for radiography 
and neutron computed radiography.  
In Poland, the neutron techniques are available in the Regional Laboratory of Neutro-
nography (SLN) established at the nuclear research reactor MARIA at the National 
Centre for Nuclear Research (NCBJ). Collaboration between this Laboratory and 
Institute of Metrology and Biomedical Engineering of Warsaw University of Tech-
nology resulted in work on comparison of neutron and X-ray imaging, provided by 
standard radiography or computed tomography applied to archaeological objects.  
The paper presents the results obtained with both radiographic techniques for variety 
of archaeological artefacts supplied by few institutions dealing with preservation and 
conservation of cultural heritage items. 
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2 Methodology 

The investigation was based on XR and NR images collected for each object under 
study. The features concerned not only the object surfaces and were focused on cha-
racteristic anomalies revealed by radiography inside the object. For example in case 
of ceramic vessels it concerned the grains and voids in the wall cross-section, orna-
ment details, surface defects whereas for metal artifacts - their shape and the material 
composition. The distinction between images of the organic and inorganic parts was 
studied. For some archeological artifacts only the neutron radiography was applied. 
NR images were acquired with a standard dynamic thermal neutron radiography 
(DNR) station of the Regional Laboratory of Neutronography at NCBJ, Poland. The 
facility was constructed at the 30 MW nuclear research reactor MARIA [5,6]. The 
DNR station components include the neutron sensitive AST NDg 6Li:ZnS:Cu,Al,Au 
screen, converting neutron radiation to visible light, Hamamatsu ORCA-ER camera 
(1280×1024 pixels, 12 bit dynamic range) and HiPic acquisition software. The neu-
tron beam collimator provided the L/D projection ratio of 165 and the linear resolu-
tion was about 153 m. The white neutron beam of neutrons illuminated the object 
and the exposition time was 1.6 s. The neutron images were corrected for black cur-
rent as well for the wide field intensity distribution and white spots were eliminated 
by appropriate median filter. 
XR images were registered at the Institute of Metrology and Biomedical Engineering 
of Warsaw University of Technology. The X-ray system FLEXAVISION HB pack-
age SHIMADZU with  Digital Radiography System SDR-100 was used. RTG lamp 
parameters of focus tube were 0.6 and 1.2 mm; voltage range 40-125 kV, maximum 
current 630 mA. The automatic exposure control (AEC) system is provided with the 
CCD camera (1024×1024 pixels). DICOM 3.0 system data recording and the RTG 
lamp telescopic handle provides a possibility to change focus tube-detector distance in 
the range of 1.1-1.5 m. 

3 Results and discussion 

The first objects studied with both techniques were human bones from archaeological 
site in the Middle East, dated to the 10th century B.C. Radiography analysis of mand-
ible, skull fragment, teeth and long bones of the forearm and metacarpal was per-
formed. The radiographed bone fragments were to some extent corroded due to soil 
deposition within the crevices. In case of the long bone and skull fragments we found 
no significant structural differences between images obtained with two techniques. In 
both NR and XR images clearly outlined bone marrow cavity was revealed. However, 
in NR images the surface regions with soil contamination as well as resin reconstruc-
tion spots were detected (Fig. 1). 
The radioscopic images of teeth showed that enamel is less transparent than dentin 
both for X-rays and neutrons. The fact that dentin absorbed neutrons stronger than  
X-rays can be attributed to high collagen content in dentin  (c. 20%) [7]. One should 
mention that the collagen main elemental components are nitrogen and carbon, and 
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the structural features of the archeological objects. Due to different interaction of both 
kind of radiation with matter, the techniques are complementary in estimating the 
degree of object degradation as well as revealing the shape of components of heavily 
corroded aggregations of different item. The revealed features can help in studies of 
ancient technological processes.  
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Abstract. High-speed electric machines are design with respect to mechanical, 
electromagnetic and thermal requirements. For successful thermal and mechan-
ical design relevant input data from electromagnetic design stage are required. 
One of the most important data are related to power loss distribution inside the 
electric machine. That is due to the fact that power losses represent requirement 
on cooling method and mechanical design. This paper is dealing with electro-
magnetic calculation of high-speed solid induction machine with copper cage. 
For this purpose electromagnetic model of this machine has been developed and 
analyzed. All calculation are performed by using of time-step, 2D finite element 
analysis. All obtained results are presented and discussed. 

Keywords: High-speed solid rotor induction machine with copper cage, eddy 
current, eddy current losses, finite element analysis 

1 Introduction 

With modern trends and technologies among high-speed electric machine technology 
is dealing D. Gerada [1]. In these days there are used mainly four types of high-speed 
induction machines (Fig. 1). Comparative study on high speed induction machine 
with different rotor structure was publish by Hao Zhou [2]. This paper is dealing with 
high-speed solid rotor induction machine with copper cage. Copper bars are inserted 
in drilled bores. A copper cage produces lower resistance than solid rotor, and hence, 
a lower slip. On the other hand using a copper cage is mechanically demanding.  

    
(a) (b) (c) (d) 

Fig. 1. Topologies of high-speed solid-rotors a) Smooth solid rotor b) Solid rotor with axial 
slits c) Coated rotor d) Caged solid rotor 
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2 Electromagnetic model description 

Analyzed machine parameters are listed in table. 1. Presented high-speed solid rotor 
induction machine with copper cage have 12 stator and 18 rotor slots. Whole machine 
design has been made with respect to mechanical and thermal requirements.  
Electromagnetic model has been created in Ansys Maxwell according to machine 
documentation. All calculations are based on time-stepping, 2D finite element analy-
sis [3]. End winding of stator and rotor rings impendances are modeled through exter-
nal circuits. Only one pole pitch has been modeled and discretized. Periodic boundary 
have been used at radial boundaries of the problem region. Pole pitch of modeled 
machine contains total number of 36890 mesh elements. Four layers of finite elements 
are used in air-gap. Rotor layers element dimensions are smaller than the skin depth 
associated with the stator slot harmonics and the material characteristics. Used mate-
rial properties have been measured for higher accuracy of calculated results [4]. With 
estimation of core losses, field solution is subsequently modified to take core losses 
effect on field into account. Losses of the machine are estimated in the post-
processing phase. 
Rotor of the modeled machine has been split out into 7 layers Fig. 2. Each of this 
layer is 0.1mm depth and layer No. 7 only 0.05 mm depth. These layers allowing 
more detailed analysis of eddy current losses in rotor surface area. 
 
Table 1 Simulated motor parameters 

Parameter name Unit  Value 
Rated power kW 6 
Rated speed rpm 120 000 
Voltage V 350 
Frequency Hz 2015.488 
Number of poles - 2 
Method of cooling - water 
 
 

 
Fig. 2. Electromagnetic model of high-speed solid rotor induction machine with copper cage 
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3 Calculation results 

Proposed electromagnetic model has been used for finite element analysis. Calculated 
field distributions for rated load conditions are shown in Fig. 3. Penetration depth for 
higher harmonics is increased thanks to saturation of rotor core. Losses distribution 
are shown in Fig. 3b,c. Calculated loss distribution can be used for accurate thermal 
and mechanical machine design. 
Results regarding to machine performance are listed in table 2. Power balance repre-
sents percentage error between average input and output powers. It is derived by fol-
lowing equation 

100
P

PPP.B.P
in

Elossoutin     (1) 

where Pin is input power, Pout is shaft power, PEloss is sum of all electric losses. Main 
factors that are having influence on percentage finite element analysis error are fol-
lowing: time step size, steady-state condition, nonlinear residual. 

 

 
(a) 

 

 
 

 
 

(b) (c) 
 

Fig. 3. a) Flux density distribution in cross-section area b) Core loss distribution in cross-
section area c) Eddy current loss distribution in cross-section area 
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Electric losses PEloss generated inside of simulated machine are plotted in Fig. 4. It can 
be seen that dominant component of the losses is located in the rotor. Furthermore it 
is evident that eddy current losses are decreasing with distance from outer rotor sur-
face. 
 
Fig. 5a shows flux density distribution along the air-gap. The fundamental is the dom-
inant component. Its value is 0.46 T. The next ones in magnitude are the first and 
second slot harmonic components of the stator and rotor Fig. 5b.  
 
Table 2 Calculated machine performance 

Parameter name Unit  Value 
Input power kW 7.29 
Shaft power kW 6.55 
Electromagnetic efficiency % 90.7 
Power factor - 0.52 
Current A 22 
Power balance % 0.99 

 
Fig. 4. Distribution of electric losses PEloss  

  
(a) (b) 

Fig. 5. a) Flux density distribution along air-gap b) Amplitudes of air-gap flux-density harmon-
ics 
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Fig. 6a shows current time dependency for different rotor layers. It can be seen that 
highest amplitude of current ripple is closest to the rotor surface. Current is derived by 
using following equation 

S

dSJI     (2) 

where J is the vector of current density and S is the layer surface. Current spectrum 
time dependency for different layers is plotted in Fig. 6b. Fundamental amplitude is 
not included since length of calculated data is not sufficiently long. Dominant are the 
first and the second slot harmonic components of the stator and rotor. Also sixth har-
monic component is significantly included.  
 

  
(a) (b) 

Fig. 6. a) Current vs. time dependency in different layers b) Amplitudes of current ripple har-
monics in different layers 

  
(a) (b) 

Fig. 7. a) Eddy current loss vs. time dependency in different layers b) Amplitudes of eddy 
current losses harmonics in different layers 
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Fig. 7a shows eddy current losses time dependency for different layers in solid rotor 
core. It can be seen that eddy current losses are exponentially decreasing with dis-
tance from the outer rotor surface. Losses can be considered negligibly under the 
seventh rotor layer. Eddy current losses are calculated by using following equation 

VV

dVJJdVJEP     (3) 

w
tivity of rotor material. Eddy current rotor losses spectrum for different layers is plot-
ted in Fig. 7b. Zero order harmonic component value is not included in Fig. 7b. From 
higher harmonic components are dominant the first and the second slot harmonic 
components of the stator and rotor. 

4 Conclusions 
Calculated machine performance and field distribution has been shown. Rotor surface 
is saturated during rated load condition. Stator core and resistive losses in a stator 
winding are almost about the same value. Main part of stator core losses arises in 
stator tooth. Rotor eddy current losses in comparison with other electric losses are 
dominant. Eddy current losses are concentrated under the rotor surface. Current pene-
tration depth is given by rotor material characteristics. It has been proven that eddy 
current losses are mainly associated with stator and rotor slot harmonics. Properly 
calculated loss distribution represents important premise for successful mechanical 
and thermal design of electric machine. Losses can also be derived by analytical 
methods. However, due to variable permeability accurate loss derivation is difficult. 
Compared to that, finite element analysis is relatively fast and relatively accurate 
method how to derive machine performance. But still for finite element analysis it is 
necessary to carefully setup calculation and external circuit impendance. Also accu-
rate material data are very important.  
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Abstract. The paper presents approach to suppress machine tool vibrations 
which occur during machining process. The approach is based on multi-body 
model of a machine tool with flexible bodies in linear state-space form with 
added structure representing the absorber. Such a structure of the model signifi-
cantly decreases the computational time and makes possible to optimize param-
eters of the absorber efficiently. There were analyzed two arrangements of mul-
ti-mass absorbers  parallel and serial with two types of optimization objective 
function. The first one that leads to a reduction of the maximum resonant ampli-
tude and the second one reduces the maximum real part of the eigenvalues of 
the machine. 

Keywords: flexible bodies, absorber, machine tool, optimization. 

1 Introduction 

Finding the weakest points of a machine tool in terms of its dynamic characteristics 
and assessing the possibilities of their effective compensation plays an important role 
in the design process. 

This is attractive as a design assessment already in pre-production stages. It can 
mean considerable savings in production costs and improving the useful properties of 
the final product. The same approach can be applied to a proposal concerning com-
pensations on already finished machine. 

The approach has also high usability in the mechatronic design methodology which 
suggests making the original model more precise by repeated passages of the V-cycle. 
All of mentioned cases are based on simulation modeling. 

  The best achievable behavior and the corresponding parameters of the model can 
be found by optimization methods if following requirements are satisfied: 

a) the required behavior of the model is obtained by a simulation fast enough, 
b) the model is capable of change of investigated behavior depending on parame-

ters change, 
c) there is a suitable objective function of parameters which improves the desired 

behavior provided by the model the more, the lower value function has. 
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Compensations of the weakest spots of the machine tool can be then formulated as 
adding a parametric structure which produces locally compensating dynamics and 
finding the values of its parameters leading to the highest attainable improvements of 
observed behavior of the machine. The pioneering work in this field was presented in 
[1] but the tuning methodology for absorber presented in the mentioned article is no 
longer optimal [2].   

In this paper, there are compared solutions found in mentioned way for the serial 
and parallel arrangement of a multi-mass absorber mounted in the X-Y plane in the 
center of gravity of the tool holder of machine tool by TOSHULIN, a. s. production. 
The other possibilities of an absorber attachment are discussed for example in [3], [4] 
or in [2] and possibilities of using more than one absorber are presented in [5]. 

There were used two objective functions in the paper - one that leads to a reduction 
of the maximum resonant amplitude (RAM) and second that reduces the maximum 
real part of the eigenvalues of the machine (EIR). 

2 Model and its structure 

2.1  Basic model 

The basic model is created accord-
ing to the simplified CAD model in 
multi-body simulation software 
(MBS). The model contains rigid as 
well as flexible bodies which are im-
ported to MBS from FEM software. 
All of parts of the model were mod-
eled as flexible except tool holder. 

The complete basic model (Fig. 1) 
is consequently exported from MBS 
software as a state-space linear time 
invariant model (LTI), which de-
scribes the approximate dynamics of 
the system with flexible bodies. It is 
necessary to perform a reduction of 
the model due to its high order [6]. 

The basic model  (order 440n
) was exported from MBS as A, B, C, 
D matrices of the state-space LTI for 
inputs T

X Y ZQ Q Qu Q , i.e. outer exciting forces acting at X, Y, Z of the point A 

and outputs [ ]T T T Ty q q q , containing gradually vector of displacements, veloci-
ties and accelerations of the point A in X, Y, Z. Its L-image can be written as 

s s sy          (1) 

 
Fig. 1. MBS basic model (machine tool by 

TOSHULIN, a. s.) 
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and its frequency characteristics of dynamic compliance between axis k and l at the 
point A can be written as 

,
k

k l
l

y j
j

u j
.         (2) 

2.2 Added model 

Influence of the configurations of the multi-mass absorbers (r-mass) on the dynam-
ics of the machine tool was investigated. There were considered serial and parallel 
configurations. 

There was used for both of configurations A
im  as a mass parameter, ideal damping 

A
ib  and stiffness A

ik  (arranged to the vector of parameters p) and kinematic quantities 
A
iq , A

iq , A
iq , 1, ,i rr . 

a) Serial configuration of the absorber 
The added model of the absorber is presented by r masses connected serially via 

stiffness and ideal damping. Its equations of motion can be written as a system of 
differential equations 

1 1 1 1 1 1
A A A A A A A A A A A A A A A
i i i i i i i i i i i i i i im q b q q k q q b q q k q q Q , 

              (3) 
for 0 0 1 1 1 1 0A A A A A A

p p p pq q q q k b . 
b) Parallel configuration of the absorber 
The added model is also presented by r masses. Each of them has own stiffness and 

ideal damping and oscillates in the same axis. The system of equations of motion is 
presented by equations of motion for independent single mass absorbers 

A A A A A A A
i i i i i i im q b q k q Q , 1, ,i rr, .        (4) 

Both of cases of equations describing dynamic compliance constitute L-image of 
the state-space model ,A s  with known dependency on parameters p (white box). 

2.3 Interface 

Interface describes interaction between the basic and added model. It also describes 
spherical angles presenting the rotation of the coordinate system of the added model 
with respect to the coordinate system of the basic model (Fig. 2) as 

cos cos cos sin sin Th . It can also include dead mass of the absorber 
A
Dm . The model of interface is for 1, ,i rr,  defined by TA A

i iQ m q h  and 

1 1

r r
A A A A
D i i i

i i
m m m qQ q h . 
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High order model of dynamic compliance of the ma-
chine tool with multi-mass absorber ,C s  is obtained 
by the interconnection of the basic and added model via 
the model of interface and by including of the dead mass  

A
Dm  and spherical angles ,  into vector of parameters 

p. Its dependency on parameters p still remains known. It 
is possible to use the model for obtaining the frequency 
transfers by using of (1), (2). 

For the further information on the building of the 
model suitable for an optimization see [7]. 

3 Optimization 

 Search for optimal solution was realized by usual way as constrained minimization 
process of scalar objective function g p , i.e. argminopt gp p  with such a con-

straint of the parameters a) 2.5 30 N mmA
ik  and 3.1 100 Ns mmA

ib , b) no 

dead mass was considered 0kgA
Dm , c) 

1
50 kg

r
A
i

i
m  and finally d) absorber is 

expected to be mounted in x-y plane ( 0 ). The original maximum real part of the 
eigenvalue of the machine is -3.4974. 

There were used two objective functions. The highest amplitude of the dynamic 
compliance of the machine tool with the multi-mass absorber ,C s  in the inves-
tigated frequency range 1 2 1000 2  rad/s normed to the highest amplitude 
of the dynamic compliance of the machine tool without any absorber ,s  (RAM) 

 

.,

.,

max max ,

max max

C
k kk X Y

k kk X Y

j
g

j

p
p          (5) 

 
and the highest real part of the eigenvalue from the eigenvalues of the dynamic 

compliance with absorber re ,C
i s  normed again to the same thing without 

any absorber re i s  (EIR) 

 
max re ,

max re

C
ii

ii

s
g

s
p .         (6) 

 
Fig. 2. Spherical angles 
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4 Results 

The results were analyzed for a) parallel absorbers 1,..,3r  and b) one and two in 
parallel connected serial absorbers with 2r . There was no significant difference 
between using one or three absorbers in the parallel configuration or one or two ab-
sorbers for the serial configuration. Additional absorbers were attached to the same 
point of the basic body as the first absorber in both of cases. The presented results 
describe behavior only for single parallel and single serial absorber from the reasons 
mentioned above for RAM (Fig. 3.) and EIR (Fig. 4.) optimization. 

 

  
Fig. 3. Amplitude characteristics for best parallel and serial absorber  RAM optimization; 

transfer qx/Qx (left), transfer qy/Qy (right) 

Values of the parameters obtained by the RAM optimization are following for the 
a) parallel absorber configuration 1 12.82 . /Ab N s mm ,  1 30 /Ak N mm , 

1 49.20Am kg , 90  and maximum real part of the eigenvalue is -2.36, b) serial 
absorber configuration 1 17.40 . /Ab N s mm , 2 100 . /Ab N s mm , 1 30 /Ak N mm , 

2 30 /Ak N mm , 1 24.70Am kg , 2 24.60Am kg , 67.65  and maximum real part 
of the eigenvalue is -0.30. 

  
Fig. 4. Amplitude characteristics for best parallel and serial absorber  EIR optimization; trans-

fer qx/Qx (left), transfer qy/Qy (right) 

Values of the parameters obtained by the EIR optimization are following for the a) 
parallel absorber configuration 1 7.66 . /Ab N s mm ,  1 30 /Ak N mm , 1 35.30Am kg , 
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0  and maximum real part of the eigenvalue is -3.99, b) serial absorber configu-
ration 1 8.43 . /Ab N s mm , 2 8.53 . /Ab N s mm , 1 30 /Ak N mm , 2 30 /Ak N mm , 

1 25Am kg , 2 15.30Am kg , 67 and maximum real part of the eigenvalue is -3.53. 

5 Conclusions 

a) Compared to a single absorber, a configuration of two or three absorbers acting 
at the same direction does not bring significant improvement in the behavior either for 
parallel or for serial absorber configuration. 

b) A considerable increase in the magnitude of maximum eigenvalue real part oc-
curs in the case of simultaneous minimization of the maximum resonant amplitude in 
X and Y axis. 

c) Explicit minimization of the maximum (dominant) eigenvalue real part does not 
bring better results in amplitudes than simultaneous minimization of the maximum 
resonant amplitude in X and Y axis. But it leads on small reduction in magnitude of 
maximum eigenvalue real part. 

igher values of ideal damping for serial configuration (RAM) 
would have to be implemented as an active damping. Presented results are reached 
exactly for studied machine tool. It may differ for other machine. 
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Abstract. This paper presents computational approaches for verification of 
conceptual study of low-friction-losses crank train design and its vibration 
analysis. The decrease of friction losses is realized by reduction of crankshaft 
main bearings number while the influence of a crankshaft pulley torsional vi-
bration and main bearings load are investigated. 
The computational model is assembled as well as numerically solved in a Mul-
ti-Body System whereas the modally reduced bodies are incorporated into it and 
hydrodynamic problem is also taken into account. 

 

Keywords: -
torsional vibration 

1 Introduction 

A measure of engine design excellence is described by the overall engine efficiency. 
This parameter is defined as a product of several partial efficiencies. One of them is 
mechanical efficiency which is influenced by ventilation losses, friction losses and 
auxiliaries power requirement which are altogether known as mechanical losses. Fric-
tion losses originate in the contact of parts where relative movement occurs, e.g.  
journal bearings, piston assemblies and cylinder liners, cam-tappet contacts, etc.  

Contemporary research shows relatively big potential for engine fuel saving by 
means of friction losses reduction. This potential can be exploited by changes in ma-
terial, geometry, surface treatment, and design modifications of appropriate engine 
parts. One of the design modification methods rests in reduction of the crankshaft 
main bearings number because the share of crankshaft main bearings is considerable 
in engine friction losses. 

In case of an in-line four-cylinder internal combustion engine, the changes are real-
ized by engine block and crankshaft modification in order to decrease the main bear-
ing number from 5 to 3.  

The above mentioned modifications are implemented at the new, naturally aspirat-
ed spark-ignition engine having 1.6 l displacement. By using state-of-the-art computa-
tional methods the influence over crank train dynamics and power losses is evaluated. 
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2 Crankshaft design 

The new 3-main-bearing crankshaft is based on a turbocharged version of the stand-
ard engine. Missing main pins are replaced by sheet-metal webs due to mass and iner-
tia moments reduction. A connection between the web and the crankshaft is realized 
by laser welding for low thermal load of the weld. 

3 Crank train dynamics simulation 

In order to investigate a dynamic response of excited crank train, the state-of-the-art 
computational approaches are used. 

A complex computational model of an engine (i.e. virtual engine) is solved in the 
time domain. This enables different physical problems, including various non-
linearities to be incorporated. The virtual engine is assembled as well as numerically 
solved in MBS (Multi-Body System) ADAMS. ADAMS is a general code and ena-
bles integration of user-defined models to be made directly using ADAMS commands 
or user-written FORTRAN or C++ subroutines. [1] 

In general, the virtual engine includes all significant components necessary for dy-
namics analyses. The included module is a crank train, a valvetrain, a timing drive, 
and a rubber damper. Following analyses just deal with the crank train as a main 
module of the virtual engine. 

The crank train module consists of solid model bodies, linearly elastic model bod-
ies and constraints between them. 

Solid model bodies are piston assembly, connecting rod assembly, and dynamome-
ter rotor. 

The linearly elastic model bodies are modally reduced Finite Element (FE) models 
suitable for dynamic simulation. These are crankshaft, crankshaft pulley, flywheel, 
engine block, cylinder head, crank train sump, and gear case. 

A dumb-bell shaft connecting a flywheel with a dynamometer rotor is represented 
by a body with defined torsional stiffness and damping. These characteristics are ad-
justed on account of torsional vibration measurement. 

The interaction between the crankshaft and the engine block is ensured via a non-
linear hydrodynamic journal bearing model, where pre-calculated force databases 
obtained when solving separate hydrodynamic problem are used. 

Virtual engine is excited by means of cylinder pressure, defined by high-pressure 
measurement, and via inertial forces from moving parts. Simulation starts from 1000 
rpm and is carried out to 6000 rpm. 

4 Results of Multi-body dynamics solution 

4.1 Main bearing friction losses 

In general, friction losses solution of relatively low loaded powertrain slide bearings 
such as main and crank pin bearings of a naturally aspirated engine, camshaft bear-
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ings and eventually balancing shaft bearings can neglect the elastic deformations. The 
solution is based on the Reynolds equation: 

 
3 3

0
12 12

h hh p h p U
x x y y x t

, (1) 

where x and y are coordinates, t is time, h is oil film thickness,  is oil density,  is 
dynamic oil viscosity and U is relative velocity. 

The dependency of oil viscosity on pressure can be expressed with the use of the 
Roelands relation. 

The solution of a hydrodynamic problem requires reaction forces (Fx and Fy), and 
angular velocity ( ). These values are obtained from the virtual engine. Subsequently, 
the force equilibrium condition is solved. 

The slide bearing model is realized in Matlab. Gauss-Seidel method together with 
SOR (Successive Over-Relaxation) techniques is used to solve the hydrodynamic 
problem. 

If the pressure, p, distribution in oil is known, the friction torque can be calculated 
as follows: 

  d
2t

S

R h pM R S
h x

, (2) 

where R denotes the bearing radius and S is bearing surface. 
Crank train main bearing power losses can be obtained as a sum of all main bear-

ings if friction torque and instantaneous pin angular velocity are considered. 
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Fig. 1. Main bearing relative power losses 
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The main bearing power losses analysis brings very interesting results concerning the 
mechanical efficiency while using only three main bearings for an in-line four-
cylinder spark-ignition naturally aspirated engine shows out the reduction of power 
losses approximately by third for whole speed operating range and even for the full 
and the partial engine load compared to the standard crank train design (Figure 1). 

4.2 Torsional vibration 

The results obtained from harmonic analysis of the crankshaft pulley angular dis-
placement of the standard crank train are illustrated to the left in Figure 2. It is obvi-
ous that there is a strong impact of the sixth harmonic component of the torsional 
vibration that is reaching resonance under the high speed. At 4000 rpm the resonance 
of the eighth harmonic component is evident. 
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Fig. 2. Harmonic analysis of crankshaft pulley angular displacement 

The occurrence of half-harmonic components (6.5th, 7.5th etc.) is caused by the fact 
that whole working cycle of a four-stroke internal-combustion engine takes two 
crankshaft revolutions while the fundamental frequency for engine dynamics is crank-
shaft rotational frequency. 

Harmonic analysis of the torsional vibration proved the theoretical assumptions  
the fact that the major orders take the highest part in vibrations. For the given engine 
concept these orders are integer multiples of two. The synthesis is equal to the half-
size of peak-to-peak value from the periodic torsional oscillation. 

Figure 2 also presents the results of the modified crank train harmonic analysis (to 
the right). Static stiffness analyses, as well as the virtual engine simulation, have 
proved that the 3-main-bearing crankshaft is torsionally stiffer than the standard one. 
Higher torsional stiffness is evident, for example, at the resonance from the eighth 
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harmonic component which occurs at 4200 rpm (plus 200 rpm in comparison with the 
standard one). 

Nevertheless, the small number of the crankshaft pivot points brings specific 
changes in crank train dynamics behaviour. The resonance amplitudes, not only of the 
major harmonic orders, p-

torsional vibration since the dominant sources of damping are crankshaft main bear-
ings. 

4.3 Main bearings load 

Main bearing load can be obtained by a numeric integration of the bearing pressure 
field. The load is described by resulting reaction force and moment. An important 
parameter of main bearing load is the maximum of bearing reaction force for one 
engine operating cycle. 
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Fig. 3. Maximum of main bearing reaction forces 

 An analysis of the maximum of main bearing reaction forces during the whole en-
gine operating speed for the standard and the modified crank train is performed (Fig-
ure 1). The growth of main bearing load at the 3-main-bearing crankshaft is detected, 
however, it is not expected to be critical. Nevertheless, the new design of bearing 
shell should be considered. 
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5 Conclusion 

In general, the virtual engine results can help to understand complex dynamic behav-
iour of a new mechanically efficient powertrain and enable to speed-up the develop-
ment process together with reductions of expensive prototypes. Therefore, the compu-
tational tools based on FEM and MBS principles play an important role in the modern 
powertrain research and development. 

Dynamics analysis results demonstrate the potential of crankshaft main bearing re-
duction for decrease of crankshaft power losses expressively. If a naturally aspirated 
spark-ignition in-line four-cylinder engine is considered, the power loss savings reach 
around 33 % in comparison to the standard configuration having 5-main-bearing 
crankshaft.  

The less main bearings, the more torsional vibration of crank train is excited 
though, however, this effect can be successfully suppressed by using a torsional 
damper whose parameters and impact can also be verified by using the virtual engine.  

The 3-main-bearing crankshaft conception seems to be an advance way to increase 
the mechanical efficiency of a crank train.  Therefore, it will be further evolved in 
terms of fatigue life computational prediction, detail design modifications, and subse-
quent prototype manufacturing. 
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Abstract: The article show some information and chosen measurement results 
of a hybrid drive unit for Concrete Transit Mixer. The unit was developed based 
on patent DE102010047314B4 and tested in the field with the intention prove 
the technology and promote potential advantages for future solutions. The hy-
brid drive unit consists from electric and hydrostatic motor connected through 
addition mechanical transmission. Motors are working in different working 
conditions and by this way optimizing efficiency of the power flow. The results 
show fuel saving potential, better controllability and performance through the 
concrete transport. In addition showing potential for next benefits for further 
utilizations and applications. 
Keywords: hybrid drive unit; concrete transit mixer 

1 Introduction 

Concrete Transit Mixer Application consists of chassis, drum and a transmission 
which is transferring power from engine (diesel) to the drum. The drum and chassis 
technology did big steps from evolution point of view but the transmission is nearly 
same more than 40 years. 
The transmission which is transferring power from chassis diesel to the drum has 
physical limitations and these limitations are a barrier for next better and more effi-
cient application performance. However units of the transmission and regulation were 
improved through last years the system concept (hydrostatic pump, motor and gear-
box) is the same more than 40 years and is only one existing solution today. As the 
next step in this evolution is utilization of two parallel drives, where electric drive will 
be used for low power working condition and hydrostatic drive for high power work-
ing conditions what will improve today total system efficiency and will provide new 
dimension of total performance. 
The prototype hybrid drive unit for a mixing drum that is disposed on a motor vehicle 
which, as compared with the prior art, exhibits a further improvement to the efficien-
cy of the drive system of the mixing drum and offering possibility eliminate unneces-
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sary exhaust gas and noise emissions in a particular working arrears as underground 
and tunnels. The drive engine, in particular the internal combustion engine of the 
truck mixer, is capable of being shut down while the rotation of the mixing drum is 
maintained. The drive system will be capable of implementation inexpensively with 
little effort and robust and reliable in its realization. 
This object is achieved as a result of the fact that in addition to driving the mixing 
drum via a hydraulic drive train with displacement pump and hydraulic motor, the 
electric motor, with a relatively low output as compared with the hydraulic drive, is or 
can be permanently connected to the truck mixer gearbox in such a way that the mix-
ing drum can be driven solely by the electric motor. 

 

Fig. 1. The main components of a drive unit in a schematic illustration 
1- Diesel engine, 2- Hydraulic pump, 3- Hydraulic motor, 4- Gearbox, 5- Drum, 

6- Alternator, 7- Electric battery, 8- Inverter, 9- Electric motor 

2 Measurement 

2.1 System Solution 

System was installing on the 4 years standard transit mixer with 9 m3 drum where the 
drum drive was updated from hydrostatic to hydroelectric. 

 
Fig. 2. Concrete Transit Mixer Application and prototype of hybrid drive unit 
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Fig. 3. Schematic diagram with measure points 

 
Fig. 4. Visualization of particular components where are A- Alternator, B- Inverter, 

C- External Batteries, D- Electric Motor, E- Hydrostatic Motor, F- Sandwich Gearbox, 
G- Transit Mixer Planetary Gearbox, H- Power Torque Output, I- Hydrostatic Pump 
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2.2 System Performance 

There was simulated transport of concrete with slump S3 by using dry gravel. The 
average loads of S3 slump concrete through transport was known from past measure-
ments. Transport was simulated in town traffic conditions in a circuit 24 km with 
average transport speed 40 km. 

 
Fig. 5. Hydrostatic drive with manually actuated hydrostatic pump where drum speed 

was adjusted 1 rpm at 500 rpm engine speed 

 
Fig. 6. Electric drive with electric motor with constant speed drum 0.9 rpm where 

the Power Output Torque (PTO) was switch off 
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Fig. 7. Electric drive with electric motor with constant speed drum 0.9 rpm where 

the Power Output Torque (PTO) was switch off. Here was measured current consumption 
on electric motor side and capability of standard truck alternator supply 

3 Results 

Tab. 1. Measured fuel saving through simulated transport 
 Record through driving  Load Drive Drum Speed Time 

[min] 
Distance 

[km] 
Consumption 

[l/100km] 
1 DCA-TN-DCA Hydrostatic  120-180 bar Hydraulic 1 rpm at low idle 34 24 41.9 
2 DCA-TN-DCA  Electric  80-150 A Electric 0.9 rpm constant 33 24 36.8 

Delta 5.01 
3 DCA-TN-DCA Hydrostatic 120-180 bar Hydraulic 1 rpm at low idle 37 24 37.3 
4 DCA-TN-DCA  Electric 80-150 A Electric 0.9 rpm constant 37 24 36.4 

Delta 0.9 
5 DCA-TN-DCA Hydrostatic Empty drum Hydraulic 1 rpm at low idle 33 24 28.8 
6 DCA-TN-DCA  Electric Empty drum Electric 0.9 rpm constant 32 24 28.1 

Delta 0.7 

 
Cycles 1&2 was measured through standard traffic where driver was simulating ag-
gressive driving according possibilities. Cycles 3&4 was measured through relatively 
high traffic where driver was driving relatively slowly without any aggressive accel-
erations. Cycles 5&6 was measured through standard traffic where driver was driving 
according his needs but with empty drum. 

4 Conclusions 

Character of driving and temperature of the diesel engine has big influence to the 
consumption. Due limited possibilities simulate the same and repeatable conditions, 
results have only informative character. Even through this the saving potential and the 
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system performance where stable constant speed of drum has big influence to con-
crete quality and life of the drum, was proved. In order to achieve more precise data 
would be necessary to drive much longer distances, eliminate traffic influences and 
achieve average drive speed at least 60 km/hour. 
Based on the electric motor current consumption and alternator supply capabilities 
comparison (Fig 7) was concluded that the truck will need to use bigger or additional 
alternator and different kind of external batteries for electric drive. From this reason 
was concluded to continue with additional optimization of sizing through one dimen-
sion simulation model and lab tests. 
The main motivation for future customers will be not really the fuel saving but possi-
bility used this technology in closed arrears in construction as underground buildings 
or tunnels where the trucks must switch off diesels engine through waiting time but 
on the other hand cannot switch off drum turning when the concrete is inside. There 
are lots of additional advantages of this separated power flow which can be used as 
well for other applications. At the first the marked needs must be investigated and 
then optimize design and system solution for particular application needs. 
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Abstract. This article focuses on issues of uniform heating of the shell metal 
moulds. Infrared heaters located above the aluminium mould surface heat the 
mould. This is one of the economical ways of artificial leathers production in 
the automotive industry (e.g. the artificial leathers for car interiors). The de-
scribed mathematical model allows us to specify the locations of infrared heat-
ers over the mould to obtain approximately a uniform temperature field on the 
mould surface. In this way we can obtain a uniform material structure and col-
our shade of the artificial leather and thereby prevent the scrap production. We 
used a differential evolution algorithm during the optimization process. The op-
timization procedure was programmed in the Matlab development environment.
The software package ANSYS was used for temperature calculations. A practi-
cal example of optimization of heaters locations over the mould and calculation
of the temperature across the mould surface is included at the end of the article.

Keywords: intensity of heat radiation; temperature field; mathematical model;
differential evolution algorithm; software implementation. 

1 Introduction

This article focuses on issues concerning the technology used for the production of 
artificial leathers. The leathers are used as the final surface for some parts of car inte-
rior equipment (e.g. car doors, dashboards). The product technology consists in sprin-
kling PVC powder onto a hot inner aluminium mould surface. The mould is heated by 
infrared heaters located above the outer mould surface. The mould is heated for a few 
minutes. Uniform temperature field across the whole mould surface during heating of 
the mould is required to produce leathers with proper surface structure. The infrared 
heaters are of tubular shape, the tube length is from 15 to 25 cm. The directional heat 
radiation characteristic is not usually supplied by heater manufactures. Therefore, the 
heat radiation intensity around the heater was determined experimentally by means of 
a sensor (see [1]).
The question is how to locate a relatively high number of infrared heaters above the 
mould surface, so that the generated temperature field on the working surface of the 
mould is as uniform as possible.
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2 Heat Radiation Model

In this chapter we will briefly describe the mathematical model of the heat radiation 
generated by infrared heaters on the heated mould surface. The heaters and the mould 
are located in 3-dimensional Euclidian space 3E described by the Cartesian coordi-
nate system ! 321 ,,, xxxO with orthogonal base vectors )0,0,1(1 #e , )0,1,0(2 #e , 

)1,0,0(3 #e . The model is described in more detail in [1, 2].

2.1 Infrared Heater Representation

The heaters used for a specific mould are all of the same type (i.e. they have the same 
geometric shape and heating power). The individual heater can be modelled by a 
straight line segment with length d (see Figure 1). For the subsequent use of a differ-
ential evolution algorithm for optimization of heat radiation intensity it is necessary to 
keep the minimal number of the parameters that unambiguously define the location of 
heater. The position of every heater H can be defined by 6 parameters 

H: ! ,,,,, 21321 uusss , (1)
where the first three parameters are the coordinates of the heater centre S, the 
following two parameters are the first two coordinates of the unit vector u of the heat 
radiation direction (the third coordinate is negative, i.e. the heater radiates downward) 
and the last parameter is the angle between the vertical projection of unit vector r
of the heater axis onto the %21xx plane and the positive part of the axis 1x (the 
vectors u and r are orthogonal). 

Fig. 1. Representation of the heater in the model. 

2.2 Mould Representation

The outer mould surface P is described by elementary surfaces jp , where Nj &&1 . 
It holds that jpP # , where  Nj &&1 and #( ji pp intint Ø for ji ) , 

Nji && ,1 . Each elementary surface is described by the centroid +jjj
j tttT 321 ,,# , by 
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the unit normal vector ! jjj
j vvv 321 ,,#v at the point jT (we suppose jv faces upwards 

and is therefore defined through the first two components jv1 and jv2 ) and by the area 
of elementary surface jw . Each elementary surface can thus be defined by the follow-

ing 6 parameters ! j
jjjjj

j wvvtttp ,,,,,: 21321 .

2.3 Calculation and Optimization of Heat Radiation Intensity

We describe the numerical computation procedure for the total heat radiation intensity 
on the mould surface. We denote jL as the set of all heaters radiating on the jth ele-

mentary surface jp )1( Nj && for the fixed position of heaters, and jlI the heat 

radiation intensity of the lth heater on the jp elementary surface ( jlI is a constant 

value on the whole jp in our model). Then the total radiation intensity jI on the 

elementary surface jp is given by the following relation (see [3] for more details)

,#
jLj

jlj II . (2)

The producer of artificial leathers recommends the constant value of heat radiation 
intensity recI on the whole outer mould surface. Then we can define the deviation 
function F by the relation
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and jI is given by relation (2). We look for the minimum of function F.

Function F has many local extremes. Using gradient methods for finding the mini-
mum of the function F is not appropriate. If we use a gradient method, there is a high 
probability that we find only a local minimum of this function. Therefore, we use a 
differential evolution algorithm named DE/rand/1/bin (for more details see [4]). The 
optimization procedure was programmed by the authors in the software Matlab and is 
described in detail in [1]. A certain disadvantage of evolution optimization algorithms 
is their computational demandingness and slow convergence.
The location of each heater is defined in accordance with relation (1) by 6 parameters. 
Therefore, 6M parameters are necessary to define the locations of all M heaters. One 
individual y of differential evolution algorithm represents one possible location of all 
M heaters. We seek the individual Cymin satisfying the condition 

5 6CyyFyF # ;)(min)( min , (4)
where MEC 67 is the searched set. The identification of the individual miny defined 
by (4) is not realistic in practice. But we are able to find the optimized solution opty . 
We describe the procedure of calculation of the temperature field in the mould, which 
corresponds to the location opty of heaters in following chapter.
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3 Mathematical Model of the Heat Conduction

In this part we describe briefly a mathematical model of the temperature field in the 
mould body. We will solve the parabolic evolutionary equation of heat conduction

        QtxT
t

txTc 89#
:

: ),(),(
;< , where ,

# :
:

#9
3

1
2

2 ),(),(
i ix

txTtxT ,     (5)

on the domain 3E7= , where = represents the mould. Function ),( txT denotes a 
temperature field in relation (5), point =# ),,( 321 xxxx , time ! >,0t , where> is 
the duration of the heat radiation. The values c and < stand for specific heat and mass 
density of the mould material. The value ; denotes the heat conductivity of the 
mould material. We assume a homogeneous material of the mould. Symbol Q repre-
sents volume density of heat sources ( 0#Q in our model).
We consider the initial condition 0)0,( TxT #   =?x . We choose the Newton 
boundary condition which suits best the situation when the hot body is surrounded by 
an environment (air) and heat transfer between the body and environment is possible.

The simple Newton boundary condition is usually expressed as )( airTTT
%%#

:
:

; , 

where is the coefficient of the heat transfer between the mould material and air 
temperature airT , stands for the unit vector of the outer normal. Nevertheless this
simple linear formulation of the boundary condition is not sufficient for our applica-
tion. There are two principal reasons: 1/ the own heat radiation of the mould accord-
ing to Stefann-Boltzmann law cannot be neglected; this means that the simple Newton 
boundary condition has to be supplemented by the term representing own radiation; 2/ 
there are no volume heat sources Q in the body of the mould; the heat is supplied 
exclusively by infrared heaters through the upper part of the surface of the mould.
When these two facts are considered we have the following versions for the boundary 
condition (see e.g. [5]):

! ITTTTT
airair 8%%%%#

:
: 44)(; (6)

for the upper part of the surface of = and

! 44)( airair TTTTT
%%%%#

:
:

; (7)

for all other parts of the surface of = . Here value denotes emissivity of the mould 
and denotes Stefann-Boltzmann constant, 810775,5 %4# Wm2K-4. Symbol I
stands for the heat radiation intensity generated by infrared heaters (heat flux) inci-
dent onto the upper surface of the mould. Both boundary conditions (6) and (7) are 
not linear (which is apparent by comparison with simple Newton boundary condition) 
which makes the process of searching for a solution more complicated. In fact the 
temperature field has to be calculated numerically.
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4 Example of the Calculation of the Temperature Field

In this part we describe the numerical calculation of the temperature field by means of 
the optimization computational procedure programmed by the authors in the system 
Matlab and software package ANSYS 15.0.7. The used finite elements according to 
the ANSYS specification were SOLID90 and SURF152. The corresponding base 
functions were quadratic.
The size of the mould is 0,6x0,4x0,15m3, the mould surface is described by 2187 
triangular elementary surfaces. Mould material parameters are as follows: aluminium 
alloy, #< 2770kg/m3, 160#; W/mK, c = 875J/kgK, 20# W/m2K, 1# , 

220 ## airTT °C, thickness of the mould is 0,008 m. The recommended radiation 
intensity by the producer of leathers is 47#recI kW/m2. We used 16 heaters of the 
same type (producer Philips, power 1000W; length 0,15m, width 0,04m). 
The heaters in the initial positions lie in the plane parallel with the plane given by 
axes x1 and x2 and in distance 10cm over the mould and with heater axis r parallel to
axis x1. The aberration )( 0yF for the initial heaters locations defined by relation (3) 
is 3435,20)( 0 #yF . We received opty by the use of differential evolution algorithm
after calculation of 20000 generations. The aberration decreased to 6258,2)( #optyF . 
The optimized heaters locations yopt and the corresponding heat radiation intensity on 
the upper surface of the mould are represented in Figure 2.
The temperature field on the lower surface of the mould for the optimized locations 

opty for heating time t =180s is shown in Figure 3. The temperature difference be-
tween minimum and maximum temperature attains 202,67°C for the initial heaters 
locations 0y and 14,39°C for the optimized locations opty . To attain an even more 
uniform temperature field on the mould surface it would be necessary to use more 
heaters. However, this solution is not feasible because of higher energy consumption 
and in the practical production it is achieved by switching some heaters off and on.

5 Conclusion

Manual positioning of heaters above the mould based only on experience of compe-
tent technicians that was used before was inexact, vague and besides time consuming. 
We are able to determine the heaters positions on the basis of the presented model and 
differential evolution algorithm in a way that is theoretically justified. Besides we can 
calculate the temperature field corresponding to the optimized positioning of the heat-
ers on the lower mould surface by means of the ANSYS system. In this way the ap-
proximately uniform temperature of the mould surface is ensured and so the same 
material structure and colour shade of artificial leather is guaranteed on its whole 
surface.
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Fig. 2 The optimized heaters locations opty and the corresponding heat radiation intensity.

Fig. 3 The temperature field at the time of heating t =180s on the lower part of the mould for 
the case optimized heaters locations opty .

This work was supported by grant SGS-FP-TUL 21049 and by grant SGS-FM-TUL. 
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Abstract. CedupointTM (Continuing Education Point) is an integral part of the 
Department of Telecommunication Engineering at the Czech Technical Univer-
sity in Prague, Faculty of Electrical Engineering. Due to its mission, it provides 
a lot of activities focused on promotion of university education techniques and 
technologies to primary and secondary schools. The activity presented in this 
paper is based on introduction of touchscreen devices (tablets) into education at 
small- and medium-sized primary and secondary schools. The paper presents a 
summary of all related activities and provides an overview of relevant technol-
ogies and technical solutions as well as fundamental ideas of the designed edu-
cation program; nevertheless, it is focused on the major activity related to class-
room management systems designed for teachers of these schools. 

 

Keywords: Education • ICT • Collaboration between universities and prima-
ry/secondary schools. 

1 Introduction 

CedupointTM (Continuing Education Point) at the Department of Telecommunication 
Engineering of the Czech Technical University in Prague (CTU), Faculty of Electrical 
Engineering (FEE), has been a leader of many different educational projects focused 
on students and adults education. Collaboration between the university and primary 
and secondary schools has a long tradition. These activities were described e.g. in [1-
4]. Following these projects, a new one has been realized, entitled “Modern Teacher 
of the 21st Century” (supported by the Education for Competitiveness Operational 
Programm – OP VK, No. CZ.1.07/1.3.00/51.0019). This project is carried out by 
Cedupoint, together with 40 partners (32 primary and 8 secondary schools) having 
independent financial budgets. The main goal of the project is to equip all the 40 part-
ners with touchscreen devices (tablets) and to educate the teachers in modern technol-
ogies related to the obtained hardware. However, the final vision of future project 
calls is to equip the complete classrooms with tablets; the present project is focused 
“only” on teachers – they will receive the hardware as well as the necessary 
knowledge. The aim is to prepare the teachers to be able to operate the hardware and 
to use the appropriate software for managing the classroom and the education process. 
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The presented ideas are based on the authors’ previous experience with education in 
the field of power electronics supported by modern and IT-based learning technolo-
gies [5-8]. 
An overview describing the project activities will be presented in the following chap-
ters, as well as the basic architecture of the used classroom management system. The 
most important parts of the project activities will be described in chapter 2 and 4; the 
presented study programs were specifically designed for the purposes of this project 
and they have been successfully accredited by the Ministry of Education, Youth and 
Sports of the Czech Republic as further education and lifelong learning study pro-
grams for pedagogical staff. 

2 Structure of the project 

The project is based on seven key activities. The initial three of them are focused on 
individual participants (teachers or managers of the schools) while the fourth, fifth 
and sixth one target the complete group of the teaching staff. The last activity is dedi-
cated to electronic support of the above-mentioned activities, so it will not be dis-
cussed separately; however, the inputs and outputs of this activity will be included in 
the description of the first six ones. 
It has to be stated here that the activities No. 4, 5 and 6 are still in progress, while the 
first three ones have already been finished. 

2.1 Key Activity No. 1 

The first key activity is focused on managers (directors) of 40 partner schools. The 
aim of the activity is to present the basic economical rules as well as the aims and 
timelines of the project to school managers. 

2.2 Key Activity No. 2 

The second key activity is based on support of individuals belonging to the local 
teaching staff. These people are educated in fundamentals of e-learning systems and 
electronic learning/teaching materials preparation, techniques and technologies. The 
aim of this activity is to prepare an expert (or two) at every local partner school to be 
able to help the other local teachers with basic tasks of electronic education and prep-
aration of electronic educative materials when necessary. 

2.3 Key Activity No. 3 

This is the last activity focused on individuals. Unlike the previous two ones, it is 
focused on local IT experts. The aim of this activity is to present and explain the 
classroom management system to local IT experts so that they are able to provide the 
necessary support and assistance to their colleagues (the architecture of the classroom 
management system itself will be briefly presented in one of the following chapters). 
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The local IT experts will become familiar with the used system, they will be able to 
administer user management of the system, to set and control the hardware and soft-
ware requirements; eventually, they will be able to define and formalize the necessary 
troubleshooting topics to the university or to another team of experts. 

2.4 Key Activity No. 4 

The scope of this activity is different as it is focused on the complete group of teach-
ers (groups of less than 20 people per partner). Its content, however, is similar to the 
key activity No. 2 – the local teachers will obtain the knowledge on electronic educa-
tion bases, their history and possibilities, together with their positive and negative 
features. Also, the necessary legislative background is presented (including the de-
scription of copyright rules and rules for downloading and reuse of any third-party 
content – especially images and plain text). 

2.5 Key Activity No. 5 

The content of this activity is also focused on the complete group of local teachers. 
The teachers will obtain basic knowledge on how to operate the received hardware. 
They will practice the basic skills and basic functions with the received tablets, in-
cluding the protection against cybercrime threats and other possible risks. 

2.6 Key Activity No. 6 

This is the most important activity (from the viewpoint of this paper). The activity is 
based on classroom management system, generally on the use of the received hard-
ware in education process. More detailed description will be presented below. 

3 ICT in the education process 

Fig. 1. Hardware solution used in the project 

cable 
wireless 

master
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The possible practical use of the received ICT hardware in the education process is 
the most important part of the described project. The idea of the hardware architecture 
is based on [9]. The hardware solution (Fig. 1) consists of students’ tablets (slave), 
teachers’ tablets (master), PC server based on MS Windows system, and a data pro-
jector or an interactive whiteboard (depending on the equipment already existing in 
the classrooms). The software solution [9] allows the teacher to control the slave tab-
lets (including the restrictions concerning specific application), screen sharing, screen 
monitoring on the whiteboard, testing, group reporting, etc. 
The complete solution requires a classroom management system [9] running on MS 
Windows platform; nevertheless, an alternative route directly from the teacher’s (mas-
ter) tablet to the projector already exists and has been introduced. On the one hand 
this allows the partners to use their existing equipment; on the other hand, this solu-
tion does not allow full controlling of the slave tablets. 
 

 

Fig. 2. Classroom setup at CedupointTM 

4 Education programme 

The designed education programme is titled “Use of ICT in the education process – 
classroom management” and it is based on three mutually interconnected blocks: 

 Introduction to classroom management system, 
 Professional/specialized part, 
 Applications for education. 

The content of the first block is based on comparison of different and commonly used 
mobile operating systems; however, it has to be mentioned here that the presented 
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solution is based on Android devices. The basic ideas on managing the classroom are 
presented here, including hardware requirements and the installation of required soft-
ware both on server and master/slave tablets. A brief overview of system configura-
tion and initiation is also presented. 
The most important part deals with administration of data necessary for classroom 
realization – technical part of the course preparation, management of teachers’ ac-
counts and management of students’ accounts. Based on generally included rules, the 
teachers are able to run and control the classroom from theirs master tablets. They are 
able to monitor the individual slave devices – which means that they can allow/deny 
running of an application on slave tablets, as well as remotely run or stop an applica-
tion on slave tablets. It is also possible to share the screen of a slave device on the 
whiteboard or to use other public/private communication channels from the master to 
the selected slave device(s). 
The users (teachers) are able to prepare separate lectures, and to lead and manage 
them both from the master tablets and from the PC server. 
The second block of the education program is focused on a specialized part of the 
education, depending on teachers’ professional qualification. Despite the many differ-
ent professional interests, the team is focused on mathematics, physics and languages 
(English and French). However, the professional orientation is not the bottleneck of 
the problem at this moment; the physics, mathematics (etc.) is used to demonstrate 
specific applications and the use of the above-presented classroom management sys-
tem directly in the classrooms. The used examples are easy to extend into a lot of 
other different branches, including technical, social or any other ones. 
The short third block is based on introducing of the third-party applications suitable 
for education process, depending on the required level given by the skills of the target 
audience (students). 

5 Conclusions 

The basic ideas of the current activity (realized by Cedupoint – part of the Department 
of Telecommunication Engineering at the Czech Technical University in Prague, 
Faculty of Electrical Engineering) has been described in the this paper. The educa-
tional activity is focused on primary and secondary school teachers, and its aim is to 
support these people with necessary touchscreen hardware and related knowledge in 
using the received equipment in the education process. All important activities of the 
project have been briefly described: 

 The hardware architecture of the system has been presented, 
 The new technologies in the hardware architecture are included; however, 

an alternative route has also been designed. This allows the partner 
schools to use their existing equipment more efficiently (with inclusion of 
touchscreen master devices), 

 The major educational activity (called Use of ICT in the education process 
– classroom management) has been described in details. 
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Also the response of the target group is very important for the authors. The key activi-
ties No. 1–3 are already in the final phase, while No. 4–6 are running fully right now; 
therefore, the feedback cannot be presented in the paper and will be introduced later. 
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Abstract. This study deals with a feedback-controlled precision machine sys-
tem based on a hexapod-type measurement device for six-degree-of-freedom (6 
DOF) relative motions between the tool and workpiece. The hexapod mecha-
nism installed between the tool spindle and surface plate measures the relative 
motions because the hexapod consists of six passive extensible struts equipped 
with linear length measurement instruments. This paper describes improve-
ments of the test apparatus for length measurement accuracy of the strut when it 
is expanded and contracted in the linear motion stage. We show that there is lit-
tle effect from either room temperature fluctuation or angular motion error of 
the stage on apparatus accuracy because of the small dead path of the laser in-
terferometer system and small Abbe offset between the strut and the laser path.   

Keywords: precision machine system• machine tool• parallel kinematics• 
Abbe's principle• six-degree-of-freedom motions 

1 Introduction 

Recently, to realize submicron-order volumetric accuracy of spatially moving mecha-
nisms for precise machining or coordinate measurement, there has been serious inter-
est in a machine system able to generate accurate relative motion between the tool and 
workpiece, as well as accuracy improvements for each element of the machine [1]. In 
general orthogonal coordinate machine structure, feedback control is implemented for 
each feed drive mechanism, which is based on one axis displacement measurement or 
a one degree-of-freedom (DOF) motion measurement, even though the machine con-
sists of three feed axes. In each feed mechanism, 5-DOF motion errors, including 
three angular motion errors, are usually not measured to compensate for the Abbe 
errors caused by the angular motion errors and the Abbe offsets. On the other hand, 
prediction methods have been investigated to compensate for the thermal deformation 
of the machine structure based on temperature sensors and thermal deformation anal-
ysis. However, thermal deformation is very difficult to predict precisely under rapid 
temperature change [2].  
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Abstract: Integration of differential algebraic equations system in MSC. 
ADAMS is a process which could not be done without the active participation 
of the user. The process of integration is necessary to interactively directing 
with entering appropriate input parameters. This article presents a sensitivity 
analysis of the input parameters for the function of IMPACT in the MSC. 
ADAMS. The solution will be presented on simulation of the impact force of 
the tensioning mechanism. Impact effects will be solved with flexibility of cho-
sen member of the mechanism in mind. The solution will be realized in the en-
vironment of software MSC.ADAMS and ANSYS. 
 
Keywords: mechanism, dynamic analysis, impact, ADAMS, tensioning mech-
anism, rigid body, flexible body, sensitivity analysis 

1 Introduction 

Analysis of a wide range of problems in technical practice uses mathematical repre-
sentation of the future product in a virtual computerised form. Such modelling of the 
problem requires that the parameters input to the solution, and also the outputs, be 
consistent with reality [1]. 
Keeping this objective in mind, this paper deals with setting parameters of impact 
solutions function of load by forces  in this case the so-called impact forces  that 
cause destruction of the device. If there is interaction between two bodies and the 
bodies do not move relative to each other, we talk about their contact. Interaction of 
bodies that move relative to each other is called impact. Impact is characterised by 
short-term significant forces occurring in the contact area. These impact forces act for 
a very short time  in the order of milliseconds. Despite the above, these forces cause 
significant changes in the velocity and thus in the momentum of the participating 
bodies. The change is by a final value. Therefore, each body must receive a final im-
pulse equivalent to the change in its momentum. However, the impact forces must be 
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very large in order to generate the final impulse in a very short time. This is then fol-
lowed by the above-mentioned destruction of the material when the forces act [12]. A 
better understanding of the interdependence between the impact force and the mecha-
nism parameters allows engineers to find more efficient and innovative solutions 
[2,3,4]. Therefore we carried out analysis of the impact force in the tensioning mech-
anism using the IMPACT function in the MSC.ADAMS software. 

2 Theoretical background of contact forces in the 
MSC.ADAMS software environment 

When the bodies in the virtual prototype models are in contact with each other, the 
CONTACT function allows making or modifying the contact in the ADAMS/View 
software environment. Bodies in the contact models can touch each other at points, 
touch points can travel along pre-described curves, or the curves of one body can be 
in contact with the curves upon the other body. We can also define the contact be-
tween non-deformable bodies at a standstill and in motion. We can model the contact 
of bodies with stiff (rigid) as well as flexible elements [3]. 
Solver algorithms detect the contacts of two geometric objects, determine the touch 
point position, calculate the position of the common normal at the touch point, and 
calculate the normal and slipping relative velocity of the point in contact.  
In terms of dynamics, it is necessary to distinguish: 

- discontinuous (pulse) contacts occurring in short periods of time  impacts, for 
which ADAMS/Solver creates an estimate of the contact force by modeling the 
course of local deformation. Loss of energy during the collision is represented by the 
damping force with the corresponding damping coefficient or restitution coefficient. 
In the first phase, compression occurs during which kinetic energy is converted to 
potential and dissipative energy of the compressed material. In the second phase, the 
accumulated potential energy causes reverse motion accompanied by the transfor-
mation of potential energy into kinetic and again dissipative energy [3,4,5]. 

- continuous contacts represented by a model in the form of a non-linear spring-
damper system in which stiffness takes into account elasticity of contacting surfaces 
and damping, in turn, takes into account energy dissipation, and the bodies are not 
separated after the collision. Calculation of contact forces is carried out separately for 
each point, and the resulting effect is their sum.  
The force acting in the contact point is calculated either by the restitution method 
(POISSON model) or by the IMPACT function [2,3,4]. Both contact force models 
result from the regulation of normal contact constraint penalty, where the constraint in 
this modelling technique is secured mathematically by applying forces according to 
the constraint gradient, and the magnitude of forces is a function of the constraint 
breach level [5]. 
Theoretically, there is no mutual penetration of surfaces at the contact of non-
deformable bodies, which can be expressed in the form of inequalities for unilateral 
constrain. Additional constrain conditions can be expressed also by introducing La-
grange coefficients, but the penalty regulation is advantageous due to its simplicity 
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since no additional equations or variables are needed. The advantage is the ability to 
apply algorithms of active and inactive conditions for unidirectional constraint as well 
as for clear interpretation from the physical point of view. The disadvantage of the 
penalty regulation is that the user is responsible for setting a suitable penalty parame-
ter in the form of material stiffness, a high value of which may cause difficulties in 
the work of solver integration algorithms. Mutual penetration of the body surfaces is 
monitored by the gap function g, whose positive value indicates penetration. A posi-
tive value of the normal contact force in turn means that it is trying to separate the 
bodies, and its value is non-zero while the surfaces are in contact [5]. 
The impact force model in MSC.ADAMS is implemented using the IMPACT func-
tion. An example of modelling using the IMPACT function is a ball falling towards 
the ground, plotted at the beginning of the investigated motion and at impact (Fig.1). 
If the distance between the I and J markers reaches x1, the impact force FIMPACT turns 
on. This occurs when two bodies collide. As long as the distance between the I and J 
markers is greater than x1; the force is zero. 

 
Fig. 1. Example illustrating the IMPACT function 

 
The impact force has two components, a spring or stiffness component, and a damp-
ing or viscous component. The stiffness component is proportional to the stiffness 
coefficient k, that is load per unit length, i.e. it is a function of changes in the distance 
between the I a J markers. The stiffness component opposes the mutual penetration of 
the body surfaces. The damping coefficient c belonging to the damping component of 
the force is a function of the velocity of mutual penetration of the body surfaces. The 
damping opposes the direction of relative motion. The damping coefficient achieves a 
maximum value cmax, at a user-defined penetration d (Fig. 2b). 
Mathematical model of IMPACT force correlates stiffness k as a scalar penalty pa-
rameter, gap function g=x1-x, and the exponent e for modelling a stiffening (e >1 ) or 
softening (e <1) spring characteristic of the force (Obr.2a) [4]. 
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Fig. 2. a) Exponent e of the force in a non-linear spring, b) Depth d of the penetration to the 

maximum damping force 
 

Figure 3 shows a local coordinate frame of the I marker that represents the first body 
and a local coordinate frame of the J marker that represents the second body. The 
impact force model consists of the force acting in the compression spring, where 
Fk=kx, and of the force acting in the damper, where Fc=c . Then the impact force 
magnitude is Fimpact=Fk+Fc=kx-c . Note that the IMPACT function solution in the 
MSC.ADAMS software environment results in a real number [5]. 
 

 
Fig. 3. Model of the unilateral impact force by the IMPACT function 

 
Given the solver problems with high stiffness values and the need to include critical 
material properties into the impact model, the solver algorithm works with an extend-
ed mathematical model that includes non-linear viscous damping dependent on the 
magnitude and velocity of mutual penetration of surfaces.   

The equation defining IMPACT is: 

, 
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Based on the presented impact model, the following applies (Fig. 1): 
x > x1, no mutual surface penetration occurs and the force is zero (penetration g = 0) 
x < x1, penetration g occurs at the end closer to the J marker, and the force is > 0. 
Also note that when g < d, the instantaneous damping coefficient is a cubic step func-
tion of the penetration g. 
When g > d, the instantaneous damping coefficient is cmax. 
The MSC.ADAMS (C ++) software solver never returns a negative force for impact. 
If the above expression is negative, the solver returns a force value of zero. 
It must be said that in terms of theory there has been a failure so far to mathematically 
describe the phenomena during impact, although the impact models based on energy 
balance before and after the impact correlate the corresponding parameters with suffi-
cient precision [5,6]. 

3 Introduction to the solutions of impact forces in a tensioning 
mechanism 

To solve the contact effects using the IMPACT function we selected a wedge belt 
tensioning mechanism in an automobile engine. Purpose of the mechanism is to gen-
erate a sufficient contact force on the wedge belt so that the wedge belt tensioning 
ensures correct functioning of the devices depending on the wedge belt movement. 
Another purpose of the mechanism is to regulate the tension force depending on the 
transient phenomena (change in engine revolutions, load changes in individual devic-
es) [13]. 
Figure 4a) shows a kinematic diagram of the tensioning mechanism that has two de-
grees of freedom (n = 2). To maintain the mechanism in equilibrium, one degree of 
freedom is taken by a pre-stressed spring positioned in cylinder 2 and the other degree 
in the belt girded on pulley 5. When the belt is girded on pulley 5, the girding force 
acts through a lever mechanism 4 on the spring that is hereby compressed. Thus, its 
stiffness allows eliminating the undesirable effects of transients acting on the mecha 
nical system of the car. Practical experience shows that no impact occurs under nor-
mal operating conditions. Problems occur at the moment when the wedge belt breaks 
or suddenly loosens as a result of assembly error. This rapidly releases the spring 
from its compressed state and the structural elements of its containment in the cylin-
der become subjected to such impact force FIMPACT, which can cause destruction of 
the tensioning mechanism. 
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Fig. 4. a) Kinematic scheme of a tensioner, b) Virtual prototype of a tensioner in 

MSC.ADAMS 
 

4 Creation of a virtual prototype in the MSC.ADAMS  
 environment 
 
Individual members of the mechanical tensioner system were imported from the ProE 
4.0 software to the MSC.ADAMS/View software. In addition to solid (rigid) mem-
bers, the system also included one flexible member modelled in the MKP environ-
ment of the ANSYS software [7,8,9]. The flexible member was a snap ring, which 
rammed into the guide ring during destruction (Fig.5). This MKP model attempted to 
ensure that the addressed parameters be in conformity with reality. After defining the 
dynamic parameters, geometric and kinematic constraints in the MSC.ADAMS/View 
environment, the system was prepared for analysis [10,11]. 
After defining the spring parameters that were obtained from real measurements (pre-
stress, spring stiffness and damping effects of oil through the damping coefficient), 
calculation was conducted. 
 

 
Fig. 5. FEM mesh of guide ring. 
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5 Sensitivity analysis of the contact parameters for a flexible 
body impacting a solid one (flex to solid) 

 
A series of sensitivity analyses was performed to define contact parameters between a 
solid body and a flexible one. Sensitivity analyses were carried out using the Design 
Study method, which is a tool for studying the influence of one parameter on the ob-
jective function in a specified range of its changes. First, we performed sensitivity 
analysis of the influence of the calculation step size. The smaller the time step, the 
longer the computation time. A too large time step would increase the inaccuracy of 
numerical computation, and the impact force might not even be recorded.  
Simulation was before the impact performed with a large time step and time in which 
it is assumed the impact has been set very small time step because of faster computa-
tion progress. The following simulation script was created to adjust the step size dur-
ing simulation: 

SIMULATE/TRANSIENT, END=0.0055, DTOUT= 0.00002 
SIMULATE/TRANSIENT, END=0.006, DTOUT= 0.00000005 

Figure 6 shows the waveforms of the impact force at each time step sizes. 
The analysis shows that the impact force computation is stable as soon as the time 
step is 50ns (Fig.6). 
 

 
Fig. 6. Sensitivity analysis of the influence of the calculation step size 

 

Step size = 20000ns 

Step size = 10ns 
Step size = 200ns 

Step size = 50ns 

Step size = 2000ns 
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Next, we investigated the influence of the surface interaction stiffness coefficient k on 
the impact force computation for a flexible body. Input stiffness parameter values 

4 6 N/mm.  The analysis shows that the given pa-
rameters of contact stiffness in impact affect the course of the impact force but do not 
a 5 N/mm stiffness value can be considered 
stable (Fig.7).  

 
Fig. 7 The influence of the surface interaction stiffness coefficient k 

 
Another parameter that can influence the impact force course is the stiffness force 
exponent (Fig.8). For soft materials such as rubber we choose values close to 1.1. It is 
appropriate to choose the value 1.5 for soft metals, and 2.2 for hard metals. To verify 
the effect of the coefficient e, we made a simulation of the mechanism with the values 
of 1.5, 1.7 and 2.2 [4]. The analysis results show that the coefficient e had minimal 
effect on the flexible model. 
 

 
Fig. 8. the stiffness force exponent e 

 
In another sensitivity analysis we changed the damping coefficient size. The values 
varied in the range from 1 to 1000 Nsmm-1. For the damping value of 1 Nsmm-1 the 
force pulse of the first phase (from contact to maximum load) is identical to the force 
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pulse of the second phase (from maximum load to the end of contact), which corre-
sponds to the impact of bodies without damping. At higher damping values the force 
pulse of the second phase of impact is reduced, thus corresponding more credibly to 
real deformable bodies. However, larger computation instabilities occur at higher 
damping values, which are manifested by peaks in the course (Fig.9). For further 
calculations we chose 100 Nsmm-1 (blue course) as a suitable value of the damping 
parameter. 
 

 
Fig. 9.  Influence of the contact damping parameter c on the impact computation using the 

IMPACT function 
 

The last parameter defining the CONTACT function in MSC.ADAMS is penetration 
depth d of the contact surfaces (Fig.10). The material reaches the maximum damping 
force in the overlap value. The recommended value is 0.01 [4]. During the sensitivity 
analysis we changed the overlap in values 0.01, 0.1, 1, and additionally 0.5 mm. The 
results show that this parameter has a great influence on the calculation stability and 
the impact course because it cooperates closely with the damping coefficient. As long 
as the penetration depth value is too high there is no full damping, thereby the damp-
ing course approaches elastic impact. Lowering the penetration value brings a more 
realistic impact course, but with certain instability that is manifested by high peaks. 
These peaks can be reduced using increased calculation accuracy by solver parameter 
adjustment. However, increased calculation accuracy increases severalfold the time 
required for calculation.  
At first sight, the most stable impact course can be observed in penetration 0.01 mm. 
However, after displaying the course of the guide ring deformation we concluded that 
the calculation is not stable in the first phase of the impact. At the penetration value of 
0.1mm, the guide ring shape was taken into account from the beginning, and the ring 
deformation was uniform in the entire impact range. Therefore, we considered the 
penetration value of 0.1mm for further analysis. Table 1 shows an overview of pa-
rameter influence of values for the computation of the maximum overlap. 
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Fig. 10. Effect of the maximum overlap parameter d on the impact calculation using the 

IMPACT function 
 
 

Tab. 1. Summary of influence parameter of values to calculate the maximum overlap 

Penetration 
depth (mm) 0.01 0.1 1 
Max. impact 
force (kN) - 31.8 28.5 

End of impact 
(s) 0.00481 0.00483 0.00486 

 
Building on the experience gained in sensitivity analyses we chose parameters shown 
in table 2 to analyse the impact force of a flexible body. 
 

Tab. 2. Parameters of the IMPACT function for a flexible body to a solid one 
IMPACT 

Stiffnes [N/mm] 1.0E+005   
Force exp. 1.7 
Damping [Nsmm-1] 100   
Penetration depth [mm] 0.1  

 

6 Summary 

In previous sensitivity analysis we can see the effect of input contact parameters of 
impact force process. Significant influence on the accuracy of the impact force solu-
tions are the choice of time steps. The time step is smaller the computation is longer. 
A too large time step would increase the inaccuracy of numerical computation, and 
the impact force might not even be recorded.  Generally speaking, the input parame-
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ters for the function Impact have no significant effect on the maximum size of the 
impact force of flexible body. The influence of these parameters has significant effect 
on timing of the impact mainly in the second phase of the contact force, causing a 
change of restitution coefficient in the solution. 
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Abstract. This paper describes the measuring procedure of the levitation force, 
as a function of levitation gap. Levitation force is a consequence of the Meiss-
ner effect occurring between superconductor and the magnetic field. Those ex-
periments are part of studies on magnetic Unmanned Air Vehicles Catapult dy-
namics. Described experiments used height quality testing machine, box with 
four height-temperature superconductors YBCO and part of magnetic catapult 
rail system made of neodymium magnets. 

Keywords: magnetic levitation, high-temperature superconductors, Meissner 
effect 

1 Introduction 

The levitation term comes from the Latin levitas - lightness and is a physical phenom-
enon, in which the body is at rest, without any physical contact with the substrate 
material. Uses of the levitation phenomenon in mechanical systems eliminate the 
friction between the body and the substrate, which significantly improve the energy 
efficiency of the system. At the present technology development the phenomenon of 
levitation may occur mostly by magnetic and electromagnetic interactions. 

 
Fig. 1. Commercial Mag-Lev solutions: Transrapid (EMS suspension), Japan Railways Com-

pany (EDS suspension)  
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R. Jabłoński and T. Brezina (eds.), Advanced Mechatronics Solutions,
Advances in Intelligent Systems and Computing 393,
DOI 10.1007/978-3-319-23923-1_38

255



To date, magnetic levitation had the strongest impact on the rail transport and magnet-
ic bearings industry. There are currently two commercial solutions of magnetic 
transport suspensions (Mag-Lev)[1]. Electromagnetic suspension (EMS) developed 
by the German Transrapid system, based on the strength attraction force between the 
metal rails and mounted on the underside of the train electromagnets. The second 
solution is electrodynamics suspension (EDS) used by Central Japan Railway Com-
pany , that use strong magnetic fields generated by superconducting electromagnets. 
An attractive alternative for those solutions is to use levitating diamagnets, in particu-
lar high-temperature superconductors. Described in paper research is part of an inno-
vative solution of using magnetic suspension system, based on high-temperature su-
perconductors, in the UAV (Unmanned Air Vehicle) catapult. 

 
Fig. 2. Magnetic UAV catapult based on Meissner effect 

1.1 Superconductivity 

The superconductivity phenomena dates back to the first decade of the twentieth cen-
tury. Liquefying helium, boiling at 4.2 K, allowed the Dutch physicist Heike Kamer-
lingh-Onnes, study the properties of metals at very low temperatures [2]. Scientist 
discovered that the electrical resistance of mercury is not decreasing gradually, but at 
a certain temperature suddenly fades to zero. The same properties were found for 
others non-magnetic metals, such as lead and tin. Physics works are currently regard-
ed as one of the greatest discoveries in the history of physics. Superconductivity is a 
separate thermodynamic state of matter and occurs in very specific, for a given mate-
rial, external conditions. The critical temperature Tc, intensity of the magnetic field 
Bc, and the critical current Jc characterize superconducting state Fig. 2. The best theo-
ry describing superconductivity is BCS theory [3], saying that lossless current flowing 
inside the superconductor is the result of so-called Cooper pairs movement, rather 
than single electrons. Superconductors exhibit many interesting physical and chemical 
properties, but from the magnetic suspension standpoint the most interesting is the 
Meissner effect and flux pinning. 

Meissner effect exhibit in pushing off the magnetic field, outside the superconductor 
[4]. According to Lentz rule, if the conductor is placed in the magnetic field, then, to 
neutralize external field, the current flow inside the conductor material is induced. In 



the case of superconductors, in which the current flows without any resistance, field 
shielding is complete. Shielding currents flow in a thin layer near the surface of the 
superconductor and change superconductor into magnet. Superconductor magnetiza-
tion vector is always facing away from the external field (owned by diamagnetic) 
what results in stable levitation. 

Many metallic elements, alloys, intermetallic compounds and doped semiconductor, 
characterized by different crystallographic structure, exhibit superconductivity. The 
critical temperature range extends from 0.001 K for rhodium to 165 K for 
HgBa2Ca2Cu3O8+  at a pressure of 20 GPa. The adjective "high-temperature" is 
therefore a relative term and refers to a superconductor with a critical temperature 
above 30K.  The significant milestone in superconductivity was discovering of 
YBCO, which can be cooled down below critical temperature with liquid nitrogen. 
not dangerous and expensive liquid helium. 

        
Fig. 3. Superconducting state as a separate thermodynamic state and Meissner effect 

2 Research post 

The study used the MTS Bionics 793.00 testing machine. The machine lower jaws 
are stationary. The force sensor, model 661.18H.01, 1kN scope is mounted below the 
lower jaws. The force sensor measure the levitation force generated by high tempera-
ture superconductors placed in static magnetic field. The lower jaws hold part of 
magnetic catapult rail system. Rails are made of steel beams with three rows of neo-
dymium magnets. During experiments two kinds of magnets configurations showed in 
fig.5 were tested. The upper jaws of testing machine move vertically, with different 
velocities. The upper jaw position is measured by laser extensometer. The upper jaws 
hold fixing device designed and manufactured at Warsaw University of Technology, 
Faculty of Mechatronics. The device is made of non-magnetic materials and allows to 
safety flooding of superconductors with liquid nitrogen, in order to cool YBCO below 
a critical temperature. Four high-temperature superconductors were placed in box 
made of material with high thermal insulation. Box with superconductors is attached 
to fixing device hold by upper jaws.  
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During experiments box with superconductors is moving vertically in stationary 
magnetic field generated by neodymium magnets. The levitation force resulting from 
Meissner effect is measured by testing machine force sensor. Experiments results 
show the levitation force characteristics as a function of distance between magnetic 
rails and container with superconductors.  

 
Fig. 4. Research post 

3 Test results 

Below the measurements results of two different experiments are shown. Each result 
consists of three charts. Top chart shows changes over time the levitation force rec-
orded by testing machine force transceiver. The middle chart shows changes over 
time of the relative distance between the box with superconductors and generating 
magnetic field catapult rail. The last chart shows hysteresis loops. In the first experi-
ment the value of levitation force, depending on magnetic field shape was examined. 
Catapult rails, fixed to the bottom jaws of testing machine, are made of three rows of 
neodymium magnets.  

 
Fig. 4. Magnets configurations of the magnetic UAV catapult rail system 

Two configurations of magnets polarization were examined.  The first one is “chest” 
configuration (Magnets Configuration A, left in fig. 5). All magnets edges touch edg-

Upper jaws per jaws

Lower jaws L j



es of opposite polarization magnets. The second one is “gutter ” (Magnets Configura-
tion B, right in fig. 5). Magnets edges along the rails touch magnets with the same 
configuration, while edges across the rails touch magnets with opposite configuration.  

 
Fig. 6. First experiment for different magnets configuration 

The experiment results are shown in Fig. 6. The box consisting of superconductors 
was moving continuously up and down with rising velocities. It can be observed that 
levitation force does not depend much on velocity, so we can assume that dissipation 
coefficient is quite low. For the first magnets configuration (“chest”) the maximum 
force for 1mm levitation gap is 11N. For the same levitation gap, but different mag-
nets configuration (“gutter”) the levitation force is 34 N. So we observe that the levi-
tation force value is about three times higher for the second magnets configuration. 

The second experiment shows extremely interesting and surprising results. They were 
obtained for change height of flooding superconductors with liquid nitrogen.  At dis-
tance of 20 mm it can be assumed that magnetic field generated by catapult tracks 
have zero value. At the superconductor flooded with liquid nitrogen in zero magnetic 
field acts only levitation force resulting from Meissner effect. In case when supercon-
ductor is flooded in lower height, part of magnetic field lines penetrates into a super-
conductor. During transition YBCO into superconducting state, penetrating a super-
conductor field lines are "trapped" inside. This phenomenon is known as flux pinning 
effect [10]. Movement of trapped inside of a superconductor vortices is a source of 
energy dissipation. Superconductor position, coinciding with the stored arrangement 
of magnetic field lines, is an attractor position. In other words, it appears additional 
force attracting  superconductor to a position where the external magnetic field con-
figuration coincides with the configuration "remember" during the transition in the 
superconducting state. 
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Fig. 7 shows a comparison of dynamical measurement of levitation force depend-
ing on height of flooding at 20mm and 3mm. In the case of flooding superconductor 
in a non-zero magnetic field (blue line) recorded maximum value levitation force is 
much lower than in the case of flooding superconductor at zero magnetic field (red 
line). For levitation gap of 3mm levitation force is zero, while above that value force 
takes positive values.  It means that on the superconductor acts two forces: levitation 
force repulsing superconductor from magnetic rails and additional force attracting 
superconductor to place of flooding.  

 
Fig. 7. Second experiment for different height of flooding superconductor 

4 Conclusions 

Presented in the paper research method provides promising results. This method al-
lows to experimental determination of the stiffness coefficient of levitation force. In 
future we plan to repeat the measurements for different number and type of supercon-
ductors. The disadvantage of this method is height inertia of testing machine, which 
can be seen in dynamic measurement, especially at high velocities. 
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Abstract. This paper presents the results of investigation on the influence of in-
jection moulding conditions on the challenge of the element  diameters after in-
jection and after sintering. The feedstock composed of iron powders with 
granu
wax, polyethylene and stearic acid were used. The paper looks at the influence 
of powder content Vp and powder granularity on shrinkage and spread of the el-
ement diameters. As the indicating parameter of element accuracy standard de-
viation was selected.  

 

Keywords: injection moulding, iron powder , shrinkage, accuracy  

1 Introduction 

 Several methods of micro-machining are applied to make of micro parts and micro 
structures. The most important of these include micro-milling, etching, LIGA tech-
nology, erosive and laser micro-machining, p lastic micro moulding, etc. [1, 2, 3]. 
One of the more promising methods  is forming of micro-elements through injection. 
Such a method of fabrication makes possible the making of micro -elements with 
complex fo rms at high replication accuracies in the form of large-scale series at high 
efficiency that are competitive with respect to other fabrication methods. 
The essence of the injection process for forming elements using powders  Powder 
Injection Moulding (PIM)  involves the preparing of feedstock composed of special 
thermoplastic binder and powder, preparing the granulate, and forming the parts by 
way of injection using plastic injection mould ing machines [4,5]. Subsequently, the 
part is subjected to a debinding process, i.e. the removal of binder, and sintering. The 
process of micro part injection moulding  icro Powder Injection 
Moulding, Micro Metal Injection Moulding)  is significantly more difficu lt than any 
macro injection moulding of products due to the small mass of the micro parts (<0.01 
g) and different thermal conditions of the process. It is necess ary to use injection 
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mould ing machines of special design and operation (different plastify ing and feed-
stock feeding systems). 
Schemat ic diagram of the process of powder injection moulding is presented on Fig.1.  
 

 
Fig. 1. Schematic diagram of the process of powder injection moulding 

2 Material 

The feedstocks for injection included the iron powder and special thermoplastic bin d-

used in this study. The view of the powders is shown on Fig.2.  
 

 
Fig. 2. Iron powders: a) OM    

The complex binder system based on paraffin, low density polyethylene, wax and 
stearic acid has been applied here. Binder composition is presented on Table 1. 
 

Table 1. Binder composition 

Material Percentage share 
Paraffin  64% 
LD polyethylene 21% 
Wax 10% 
Stearic acid  5% 

 
Volume fraction of powder in feedstocks Vp was in the range of 45 do 60% vol.  
Feedstocks were injected to the mould cavity with folowing dimentions:    
width b = 1,209 mm, h igh h = 1,175 mm and length lw = 12,978 mm (Fig. 3).  
The range of parameters of in jection mould ing has been established: 
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 pressure of inject ion   p = 80 MPa 
 feedstock temperature  Tw =125 C 
 mould temperature    Tf = 75 C 

3 Tests 

 Shrinkage of the samples after injection (s w) was defined:  

%100*
w

fw
w l

ll
s     (1) 

 where :  lw  length of mould cavity 
 lf  length of the sample after in jection 
 

 
 Fig. 3. Shape of the sample a), mould b), sample c)  

 

 
Fig. 4. Shrinkage sample Sw vs volume fraction of the powder in the feedstock; at: Tf = 70 C 

and Tw = 125 C 

 Shrinkage of the sample vs volume fraction of powder in the feedstock is shown on 
Fig.4. Value of shrinkage was in the range of 1,8  2,5%.  
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As can be seen shrinkage with the increase of Vp decreases. This dependence occur 
for both type of iron powder. It is worth to note that granularity of powder in the feed-
stock also affect shrinkage. The shrinkage was higher for s maller powder particle in 
the samples. This dependence was also note by Autors [10] fo r another powders i.e. 
stainless steel or ceramic. 
After inject ion the samples were subjected to debinding and sintering process. The 
debinding (removal of b inder) was currying out in the form of solvent debinding us-
ing t
atmosphere 80H2/20N2, for 1 hour. 
Value of dimensions 
powder (HQ) after sintering is shown on Table 2. Similar results for both powder used 
is presented on Fig.5.  
Dependence between sample length ls, powder volume fraction Vp and powder granu-
larity is evidence. The finer powder used and smaller Vp, the greater shrinkage of the 
fin ished product and as a result smaller is ls with respect to the mould cavity.  
Above was mentioned that standard deviation of sample dimension may be used as 
indicator of sample accuracy. From presented results we can note that this parameter 
is greater for s maller Vp and changed for the ls from 0,087 to 0,024. 

Table 2.  

Vp, % 45% 50% 55% 60% 
with b, mm 0.984  0.048 1.008  0.022 1.037  0.015 1.076  0.017 
hight h, mm 0.972  0.058 0.990  0.027 1.016  0.023 1.028  0.018 
length ls, mm 10.784 0.087 11.070 0.055 11.245 0.023 11.445 0.024 
 

 
Fig. 5. Influence of powder volume fraction Vp on length and standard deviation of sample 

after sintering 
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Sample dimension after sintering dependence on granularity of powder [8]. Powder 
with s mall part icle easier undergo sintering and sample prepared from this kind of 
powder shrink more. Shrinkage of parts during sintering must be considerate at mold 
design, dimensions of the mould cavity are greater than part dimensions. 
  
 Shrinkage of the samples after sintering (s) was defined [9]: 

 %100*
w

sw

l
lls     (2) 

where:  lw  length of mould cavity 
 ls  length of the sample after sintering  
 Results of measurement of length and shrinkage after sintering the samples from iron 
powder HQ is shown on Tab.3. Increasing of Vp effect decreasing of shrinkage. This 
dependence is nearly linear (Fig.6). 
  

Table 3. ). 

Vp, % ls, mm s, % 
45% 10.784  0.087 15.87  1.15 
50% 11.070  0.055 14.08  0.78 
55% 11.245  0.023 12.86  0.64 
60% 11.445  0.024 11.69  0.43 

 

 
 Fig. 6. Influence of powder volume fraction Vp and powder granularity on shrinkage of the 
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4 Conclusion 

The following conclusion may be drawn on the basis of conducted experiments: 

 Dimension accuracy of elements manufacturing by injection moulding depends on 
powder volume fraction in feedstock and granularity of powder  

 The greater the volume fraction and greater powder granularity, the smaller shrin k-
age of parts is observed  
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Abstract. This work presents design of a new stabilographic force platform and 
software dedicated to this device written in Java. The software provides a graph-
ical user interface and easy analysis of the posturograph. The algorithm calcu-
lates the following parameters: total length of stabilogram, total and average 
distance from main position, average speed of center of pressure, percentage of 
measurements beyond the scope of stable sways, maximum sway in antero-
posterior and medio-lateral surface, and total length of stabilogram in both 
planes. 

 
Keywords: stabilography, static posturography, postural stability, balance 

1 Introduction 

Postural stability is an ability to restore the balance lost due to sways and any 
another external or inner perturbation. The postural stability is often impaired by 
aging process, vestibular pathologies, stroke, head injuries, orthopedic disorders, 
and neurological diseases [1,2]. This can lead to frequent slips and dangerous falls. 

The maintenance of balance is possible by postural reactions, which can be an-
alyzed using stabilographic devices, e.g. a stabilographic platform. The platform 
allows to record the time-varying coordinates of the center of pressure (COP) in 
static or dynamic trials. The diagnostic process is based on measuring the ground 
reaction force. Determination of the force components allows to quantify postural 
stability and somatosensory function. In contrast, determination of the COP move-
ment range allows to assess the patient’s vestibular system. Therefore, the stabilo-
graphic platforms are commonly used in the diagnosis of neurological disorders 
(e.g. patients after stroke, Parkinson's patients) [1], the pathology of the vestibular 
[3] and musculoskeletal [4] system. Additionally, aircraft pilots, gymnasts, people 
working at heights, whose work requires an efficient balance, represent also a large 
group of examined people. 

The aim of this work is to develop a design and software of the new mecha-
tronic stabilographic testing device. 
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2 Design of the stabilographic device 

The new stabilographic device is designed to measure the ground reaction force, 
convert the measured analog signal into digital signal, process the signals, calculate 
the parameters, visualize, and archive the resulting posturographic data. The design 
has been described in detail in [5]. Briefly, the platform is composed of a circular 
plate with a diameter of 40 cm and a thickness of 1 cm. The plate is made of con-
struction glass (Float ESG, Press Glass SA, Poland) produced by the float method. 
Three capacitive force sensors (iLoad MiniTM Stainless Steel Miniature Load Cell, 
Loadstar Sensors Ltd, Fremont CA, USA; Fig. 1a) are placed below the plate sur-
face at the 17.5-cm distance from the plate center. The angular distance between 
sensors is 120°. In the glass plate, three holes with a diameter of 6.35 mm were 
drilled. A bushing with internal thread was glued into each hole. Then, a screw pin 
of the iLoad Mini sensor was screwed into the bushing. The scheme of attachment 
of the sensor to the plate is shown in Fig. 1b. 

 
Fig.1. (a) Force sensors iLoadMiniTM and its dimensions (www.loadstarsensors.com), 

(b) scheme of attachment of the sensor to the plate [5] 
 

The four channel frequency interface DQ-4000U (Loadstar Sensors Ltd, 
Fremont CA, USA) was used to convert an analog signal from the sensors to a USB 
digital output. The DQ-4000U interface was connected to the PC via the USB port. 
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3 Software for the stabilographic device 

Our software provides a graphical user interface (GUI), easy analysis of the pos-
turograph and archiving of the results. The software has been written in Java. The 
algorithm determines the following parameters: total path length of posturographic 
plot, total and average distance from main position, average speed of COP, percent-
age of measurements beyond the scope of stable sways, maximum sway in antero-
posterior and medio-lateral surface, and total path length in both surfaces. 

The software calculates the coordinates (COPx, COPy) of the COP based on the 
following relationships (derived from the equilibrium equations): 
 

  (1) 
 

  (2) 
 
where Fz1, Fz2, and Fz3 are the forces along the z axis measured by the sensor 1, 2, 
and 3, respectively (Fig. 2), and 
 

 (3) 
 

  (4) 
 
where a = 17.5 cm is the distance between the sensor and the plate center, t = 1.0 cm 
is the plate thickness, and Fx1, Fy1, Fx2, Fy2, and Fx3, Fy3 are the forces along the x 
and y axis measured by the sensor 1, 2, and 3, respectively. 
 

 
Fig. 2. Location of the sensors 1, 2, and 3 on the plate surface. Fx, Fy i Fz – forces 

measured by the sensors along the x, y, and z axes. 
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Figure 3 shows the GUI of our software with an exemplary stabilogram. The 
software allows user to observe drawing stabilogram and changing parameters dur-
ing the procedure. The user can also control time of the patient trial and export the 
results to a ‘Patient Card’ saved in xls format. Figure 4 shows an example of the 
‘Patient Card’ created by our software. For exporting the xls file, Java Excel API 
and Java Excel Apache libraries have been used. 

 
Fig. 3. The GUI of the software with an exemplary stabilogram. 

 
Fig. 4. Example of the ‘Patient Card’ created by the software. 
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4 Discussion 

In this work, we describe design and software of a new stabilographic device. 
Our stabilographic platform is light, stiff, and its estimated cost is about $1200. The 
platform stiffness has been numerically confirmed using ‘PlaTo 4.0’ software (IN-
TERsoft Ltd., Poland, www.intersoft.pl ). The simulation results showed that the 
maximal deflection of the glass plate is about 0.074 mm (Fig. 5). This result was 
obtained for the glass Young’s modulus of 90 GPa, the glass Poisson’s ratio of 0.24, 
and the patient weight of 100 kg. 

 
Fig. 5. (a) Plate with sensors (green circle)  and points of load (green crosses), (b) visuali-

zation of the plate deflection (in millimeters). 
 

The proposed device allows to analyze the balance in quiet standing by determine 
the COP displacement, as in many commercial solutions. However, the commercial 
platform are more costly (~ $6500) compared with our device. Our platform is pro-
vided with the intuitive GUI and the utility software. This software allows to ana-
lyze the data and to quantify the postural stability. Further work is needed to develop 
an accurate calibration procedure. 

Several studies have shown that the static posturography test is unable to identify 
the etiology of every balance disorders. The sensitivity and specificity of balance 
testing can be increased complementing the static posturography by dynamic tests, 
vestibular caloric and rotational tests and analysis of gait. However, the COP path 
is accurate in discriminating patients with multiple sclerosis and assessing the risk 
for falling among elderly population [6].   
 

5 Conclusion 

The new stabilographic device might be useful for clinical use for screening anal-
ysis of balance disorders and assessing the risk for falling among elderly population. 
Balance can be assessed in undisrupted stance with closed or opened eyes using the 
standard Romberg test.  

 

New Mechatronic Stabilographic Device—design and Software 271



Acknowledgements 

 The prototype is currently investigated at the Student Research Group of Medical 
Devices at the Institute of Micromechanics and Photonics Warsaw University of 
Technology. The work is supported by Robert Bosch Ltd. (Warsaw, Poland).  

References 

1. Visser J.E., Carpenter M.G, van der Kooij H., Bloem B.R.: The clinical utility of postur-
ography. Clinical Neurophysiology 119, 2424–36 (2008) 

2. Nardone A., Schieppati M.: The role of instrumental assessment of balance in clinical 
decision making. Eur. J. Phys. Rehabil. Med. 46, 221–37 (2010) 

3. Di Fabio R.P.: Sensitivity and specificity of platform posturography for identifying pa-
tients with vestibular dysfunction. Phys. Ther. 75(4), 290–305 (1995) 

4. Boucher P., Descarreaux M., Norman M.C.: Postural control in people with osteoarthritis 
of the cervical spine. J. Manipul. Physiol. Therap. 31(3), 184–190 (2008) 

5. Mach E.: Force platform for measuring ground reaction forces during biomechanical 
tests, Master Thesis, Warsaw University of Technology (2012), (in polish) 

6. Piirtola M., Era P.: Force platform measurements as predictors of falls among older peo-
ple – a review. Gerontology 52, 1–16 (2006) 

272 A. Sokó  and M. Kwacz



E-vehicle energy consumption optimization based on fleet 
and infrastructure information  

Pavel Steinbauer, Petr Denk1, Jan Macek1, Josef Morkus1, Zbyn k Šika1
 

1 Czech Technical University in Prague, Faculty of Mechanical Engineering, Prague, Czech 
Republic 

{Pavel.Steinbauer}@fs.cvut.cz 

Abstract. Nowadays vehicles, especially the electric ones, are complex mecha-
tronic devices. The pickup vehicles of small sizes are currently used in transport 
considerably. They often operate within a repeating scheme of a limited variety 
of tracks and bigger fleets. Thanks to mechatronic design of the vehicles and 
their components, there are many means of optimizing their performance. The 
paper shows an approach developed to increase the range of e-vehicle operation 
substantially. It is based on prior information about the route profile, traffic 
density, road conditions, past behaviour, mathematical models of the route and 
vehicle and dynamic optimization. The a-priori knowledge is taken into ac-
count. 

Keywords: E-Vehicle. Dynamic optimization. Range extension. Model Based 
Predictive Control. Fleet optimization. 

1 Introduction 

The current transport is heavily using small size pick up vehicles, so optimization of 
energy consumption based on current ICT means is of great interest ([1]). Further-
more, they often operate within repeating scheme on a limited variety of tracks and 
bigger fleets. Thanks to mechatronic design of the vehicles and their mechatronic 
components, there are many means of optimizing their performance. These calcula-
tions could be done prior to journey using powerful computers residing in the cloud. 
The prior information about the route profile, traffic density, road conditions, history 
behaviour etc. is thus available and can be used to optimize the vehicle route profile 
to achieve minimal energy consumption. This concept is even more important for e-
vehicles which have quite limited energy storage (comparing to cars with regular 
combustion engines).  
The means for determination of the optimal solution are formally developed, e.g. by 
dynamic programming or Pontryagin principle of minima. However, the application 
for a complex mechatronic system is usually not possible, as the mathematical model 
is highly nonlinear, partially given by measured look-up table or hidden in the code of 
a simulation tool. The search for the optimal solution is thus difficult or even impos-
sible analytically. 
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The paper introduces an approach of the optimal velocity route profile design, based 
on dynamic optimization for pre-trip calculation. The goal is to find such velocity 
profile along selected route, which minimizes energy consumption. The velocity is 
thus parametrized by position of the vehicle on the route. 
Realistic path discretization is most important part of the approach. It is based on 
physical inside into driving mode. The route is divided into sections, where important 
properties of the section remain constant, e.g. maximum achievable velocity or slope. 
The maximum achievable velocity is either given by the legal or physical limit 
(whichever is lower). The physical limit is calculated from the route curvature and 
elaborated from the fleet historical measurements. Using maximum velocity and 
available acceleration and deceleration in each section, minimum achievable time is 
calculated. This provides information about maximum energy consumption. It is op-
timized in next optimization based on route sections. 
The main goal of the optimization process is to find the optimal velocity profile with 
minimal energy consumption for required travelled time limit.  
The most accurate model with differential equations of motion, measured maps of 
batteries and motor characteristics has to be numerically integrated and thus requires a 
lot of computational power and time. That`s why the initial calculation and optimiza-
tion is based on a simplified algebraic model. It enables to employ the multi-
parameter optimization along the whole route at once. To further improve optimiza-
tion convergence, the sub-optimal velocity profile is calculated. The calculations are 
based on physical insight into the vehicle mechanics and the driving strategy per-
formed by experienced drivers, as well as on the backward principal known from 
dynamic programming. 
The above described procedure is computationally costly and cannot be performed by 
on-board CPU power. So the calculations are performed on powerful servers placed in 
cloud service. The optimal velocity route profile is fetched via cloud services into 
vehicle ECU. ECU local energy manager running in real-time, which uses the vehicle 
sensor measurements and the pre-optimized velocity route profile, adapts the route 
profile for actual traffic and route situation. 
The vehicle also collects data from its sensors during the path for post-trip analyses in 
the cloud. These historical data are used to improve future route planning and optimi-
zation. 

2 Problem statement 

The e-vehicle is a mechatronic system which can be generally described by non-
linear state space model 

                                                     (1) 
 

It can be optimized by dynamic system optimization methods, which were devel-
oped for optimization of complex and nonlinear dynamic processes ([2],[3]). They are 
based on discretization of the state trajectory and replacement of highly non-linear 
dynamic model by algebraic functions. 
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However a-priori knowledge can be utilized. The reduced state trajectory is given 
by the position and velocity of the vehicle. The objective is to fulfil given route 

 with restricted time of travel T while minimizing energy consumption.  
The optimal control is described by a function describing the optimal velocity 

along the given path 
                                                (2) 

 
The obvious discretization is based on the concept of sections which are further 

discretized into natural driving modes shown on the Fig. 2. 

3 Vehicle model 

The vehicle model used for optimization is based on the analyses of energy flow 
and losses. On the other hand, the simple algebraic equations must be derived to 
achieve rapid evaluation. So it is necessary to include analyses of vehicle components 
into the calculations and optimization of control strategy.In principal, the most im-
portant losses are depicted on the Fig. 1. 

 
Fig. 1. Vehicle conceptual model 

3.1 Control structure 

The optimal velocity route profile is determined prior to the ride on powerful CPU 
located in the cloud service. It is based on the knowledge of the expected route (its 
height and allowed speed profile), vehicle parameters, the expected level of traffic 
density and driving style of the driver.  

The feedback controller is introduced at ECU to manage the difference between 
predicted and measured values – the distance travelled, the time and the consumed 
energy during the ride. The controller output cannot be fed directly into the vehicle or 
engine, but mainly uses the driver as an intelligent actuator. It means that the calculat-
ed control actions are displayed as the recommended action for the driver who is mo-
tivated to follow the instructions by gamification approaches. 

E-vehicle Energy Consumption Optimization … 275



4 Route definition 

The route is defined in a way suitable for dynamic optimization. The approach is 
based on identification of sections, which have a constant upper velocity limit and 
slope. 

The route-trip planning data generated by route planning algorithm or history fleet 
data from previous trips include the route definition including longitude, latitude, 
altitude, legal speed limits, traffic density, weather conditions, etc. 

4.1 Route parametrization 

For the purpose of energy optimization procedure the route is divided into particu-
lar sections. In general each section represents a part of the route in which all the rele-
vant properties such as the legal speed limit, the safe and comfortable speed limit, the 
slope, the weather conditions and the traffic density are constant. 

However, the velocity profile optimization requires much more subtle parametriza-
tion. Thus the section is further divided into logical phases. In each section four phas-
es of vehicle driving mode may occur (Fig. 2): The phase of acceleration, the phase 
with constant velocity of the vehicle, the phase of coasting, and the phase of decelera-
tion. The order of phases cannot be changed, but some of them are skipped in particu-
lar cases,.i.e  they have zero length. E.g. the coasting and deceleration will not occur 
if consecutive section has higher constant velocity. 

The section velocity profile is fully described by quintuplet . The 
main advantage of such parametrization is that it allows the zero length of section 
phases without getting into numerical and mathematical problems. 

 

 
Fig. 2. The section discretization into phases 

The set of optimization parameters creates the trajectory description as follows. 
,          

,                       (3) 
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4.2 Route decomposition  

The information about the roads, or streets along the specific route can be obtained 
from several sources. The route description coming from route planning algorithm 
accompanied with fleet history data is in a raw GPS coordinates format. The decom-
position strategy is based on the evaluation of legal restrictions (maximum velocity 
limits), the analyses of route curvature and by defining the maximum acceptable ve-
locity from the comfort point of view. The planar coordinates of the route points are 
fitted with polynomial functions and the curvatures over the whole route are calculat-
ed. The knowledge of the curve radius and static vehicle parameters makes it possible 
to calculate the maximum velocity from the fraction of adhesion limit to achieve a 
comfortable speed profile. 

5 Optimization procedure 

The optimal velocity route profile is calculated using a hierarchical approach. After 
the route is planned and decomposed into sections, the fastest velocity profile is found 
using the maximum legal or physical limits in each section as well as maximum 
achievable acceleration and deceleration. It shows whether overall time limit require-
ment can be achieved at all.  

Then pre-optimization procedure calculates suitable velocity parameters. It is based 
on empiric rules extracted from driver experience. These rules are formed into simple 
algebraic equations and applied in reversed time using dynamic programming princi-
pal. 

Finally, numerical optimization of the whole parametrized velocity route profile is 
performed to fine tune the results. The fast numerical vehicle model based on mainly 
algebraic equations of energy flows is used. 

6 Results 

The optimization results for reference route show that most influencing factor is 
the time restriction. If riding time is tightly restricted, the optimum velocity route 
profile uses the maximum allowed velocities in each section. Thus a lot of energy 
demanding acceleration and deceleration is necessary. However, if the time is not an 
issue, quite interesting savings can be achieved.  

The following table shows preliminary result for reference route (Fig. 3). It is 
based on a general mathematical model of the e-vehicle, however with realistic coef-
ficients. The comparison is made with respect to the fastest achievable velocity profile 
(respecting legal limits). 

 
Total ride time [s] 1300 1500 2500 

Energy savings [%] 7,65 11,7 14,82 
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Fig. 3. Optimization result for maximum time 1300s and 1500s on reference route 

7 Conclusions 

The procedure to determine the optimal behaviour of the driver from the energy 
consumption point of view was described. The considerable energy savings can be 
achieved by pre-trip optimization. However, the driver must be motivated to follow 
pre-optimized suggestions. It can be done using gamification methods. Also changing 
traffic and weather situation does not allow the driver to fulfil given velocity profile 
exactly. Deviations always occur, so the described prior dynamic optimization ap-
proach and the open-loop control is supplemented by the local closed loop controller 
based e.g. on the model based predictive control approaches. 

Nevertheless, it is expected that the volume of production and sales of electronic 
equipment for the "connected cars" will soon be comparable with the production of 
mobile phones. This power can be used not only for entertainment, but truly connect 
the vehicle with others via cloud and share the  “experience” to achieve better energy 
efficiency, better traffic flow. And this can already be applied nowadays for cars op-
erating in fleets, where there are no legal or organizational obstacles for sharing data. 
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Abstract. Paper presents the analysis of spatial sensitivity of eddy current to-
mography of spindle-shaped elements made of constructional steel. Analysis 
was based on finite element magnetodynamic simulations utilizing open source 
software: NETGEN, ELMER FEM and OCTAVE. During the simulations, both 
location and diameter of the test cylindrical hole was changed to detect the edge 
of sensitivity of eddy current tomography. The results of simulations indicate, 
that for spindle-shaped elements with 30 mm diameter, cylindrical holes may be 
detected at the depth of about 4 mm. Moreover, changes of phase of signal from 
eddy current tomography devices are more significant than changes of ampli-
tude.  

 

Keywords: eddy current tomography, finite element method, magnetodynamic 
simulations. 

1 Introduction 

Eddy current tomography (ETC) is one of the most promising methods of non-
destructive testing [1, 2], which may be introduced to the industry [3] during the next 
couple of years. In the opposite to X-ray tomography, the eddy current tomography is 
safe and user-friendly [4]. On the other hand, signal processing required for eddy 
current tomography is extremely sophisticated [5, 6] and calculation power consum-
ing. However, due to the Moore’s law [7], it is expected, that calculation power re-
quired for inverse tomographic transformation will be soon accessible in the industrial 
conditions.  
Recently both hardware and processing methods required for eddy current tomogra-
phy are intensively developed [8, 9, 10]. However, methods of optimisation of meas-
uring conditions as well as efficiency of ETC in the case of different elements are still 
not sufficiently described. Method of analysis and determination of optimal frequency 
from the point of sensitivity in ETC of spindle-shaped elements [11] was presented 
previously. On the base of this optimisation, for 1000 Hz driving current frequency, 
the spatial sensitivity of eddy current tomography of steel spindle was identified dur-
ing the finite element method analysis. 
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3 Results of investigation 

Figure 3 presents the results of simulation utilizing both NETGEN and ELMER FEM 
open source software. As it is expected, output signal change increases monotonously 
for increase of hole radius r. However, for lower values of hole radius r (up to about 4 
mm from the point of view of changes of amplitude and up to about 2 mm from the 
point of view of phase shift) holes located at some depth (about 1 – 2 mm) can be 
better detected, than holes located on the surface of the spindle.  
On the other hand, sensitivity of eddy current tomography reduces significantly for 
discontinuities located at the depth of over 4 mm. In such a case observation of 
changes of phase shift of output signal is more effective than observation of its ampli-
tude.  
Presented results clearly indicates, that eddy current tomography is not suitable for 
detection of discontinuities located over 5 mm below the surface. This observation is 
very important from practical point of view and should be considered during the de-
velopment of eddy current tomography systems for industrial applications. 

 

4 Conclusion 

Presented in the paper, method of simulation of signal from eddy current tomogra-
phy system enables calculation of sensitivity for given shape of tested element, con-
sidering both its permeability and conductivity. As a result, sensitivity can be assessed 
and optimised from the point of view of parameters of driving coils and driving cur-
rent. 

In presented case, for spindle with 30 mm diameter, relative permeability μ = 1000 
and conductivity σ equal 1.45 S/m, cylindrical holes may be detected only if located 
at the deep of up to 4 mm. Moreover, for discontinuities located at about 4 mm, out-
put signal phase shift is more sensitive on discontinuities, than changes of amplitude 
of output signal.  
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Abstract. The main goal of presented work was to analyse, design and model a 
1-dof deployable mechanism with circular shape. The Bennett’s linkage and scis-
sor linkage have been used as the unit mechanisms. Kinematics of the Bennett’s 
linkage has been analysed based on symmetry. The parameters of the Bennett’s 
linkage have been calculated through the inverse kinematic calculation. Then the 
principle of connecting different Bennett’s linkages has been proposed. The 
mechanism can be folded into a bundle of links and deployed into a circular sur-
face. 

Keywords: deployable mechanism, Bennett’s linkage, scissor linkage, shape 
approximation. 

1 Introduction 

1.1 Mechatronic design 

Designing of mechatronic devices challenges engineers to fulfil very sophisticated re-
quirements. One of them is a capability of self-optimization. This applies as much to a 
small MEMS devices, such as position sensors [1, 2] and complex robots. These robots 
are both inspection drones ever more sophisticated [3, 4] as well as wearable robots [5, 
6]. Among this new group, the most spectacular are exoskeletons and orthotic robots. 
All mentioned devices have to be able to perform self-optimizing procedures. In most 
cases self-optimizing is aimed on power consumption or security [7] but there also 
some devices where self-optimization is based on its geometrical features. There are 
deployable mechanisms that optimize their shape depending on their actual function. 

1.2 Deployable mechanisms 

This paper presents some works of two students of WUT Faculty of Mechatronics – 
Grzegorz Baska and Piotr Nowakowski. Under supervision of Ksawery Szykiedans 
they designed deployable mechanism intended to be used as a mobile shelter. 
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The term Deployable Structure/Mechanism [8] is used to describe a device which has 
at least two distinct states. A simple example is an umbrella. An umbrella has two dis-
tinct states (open and closed), and displays one of the most common design require-
ments of deployable structures in general, which is that in its inoperative state it is much 
more compact. A number of typical requirements of a deployable structure are illus-
trated in this simple example. These include:  

 Structure has at least two distinct states: stowed and deployed  
 The deployed state is stable (meaning the deployed shape does not need to be ac-

tively maintained) 
 Structure is typically more compact and robust in the stowed state  
 Structure occupies a larger volume in the deployed state. This is usually the state in 

which the deployable structure is operational, although it might be more fragile:  
 A smooth deployment path exists between the two states: 
 The structure’s deployment is reliable and, sometimes, repeatable. This points to a 

need for simplicity in design. 

Deployable mechanisms (DMs) have their ability to alter their shape to meet different 
practical requirements. DMs based on linkages have been studied by a number of re-
searchers over the past decades. Several types have been proposed such as Wohlharts 
polyhedral star-transformer [9], Hoberman’s polyhedral mechanism [10], and the cu-
bic/octahedral linkages which are described by Kipper [11]. Deployable mechanisms 
can have different types of expansion patterns, e.g., one-dimensional, planar, polyhe-
dral, and cambered. Deployable/foldable prisms represent an important example of one-
dimensional DMs. They are widely used in large space structures and can conceivably 
find applications as fixture mechanisms in manufacturing, as well as in civil engineer-
ing applications.  

1.3 Bennett’s linkage  

Common 4R mobile loops can normally be classified into two types: the axes of rotation 
are all parallel to one another, or they are concurrent, i.e. they intersect at a point, lead-
ing to 2D 4R or spherical 4R linkages, respectively. Any disposition of the axes differ-
ent from these two special arrangements is known usually to be a chain of four pieces 
which is, in general, completely rigid and so furnishes no mechanism at all. But there 
is an exception, which is the Bennett’s linkage [12].  
The Bennett’s linkage is a skewed linkage of four bars having the axes of revolute joints 
neither parallel nor concurrent. This linkage was also found independently by Borel 
[13]. The four links are connected by revolute joints, each of which has axis perpendic-
ular to the two adjacent links connected by it. The lengths of the links are given along-
side the links and the twists are indicated at each joint.  
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2 Bennett’s linkage geometry and computations  

The kinematics of the Bennett’s linkage has been analysed in this project. The bar in 
the completely foldable Bennett’s linkage is not the common normal of the two rotating 
axes. Two rotation axes of each bar are described as the link in Fig. 1. The two axes are 
placed on two perpendicular planes, the bar is the intersection of the two plane. The 
twist of the Bennett’s linkage is defined by the angle t1 and t2 in Fig. 1.  
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Fig. 1. Angle Definition of the two revolute joints of a bar 

There are two coordinate systems have been built on the Bennett’s linkage. The first 
one is established as shown in Fig. 2, z axis is along the length direction of the bar, y 
axis is placed on the plane generated by s1 and s3. The original point is located on s1.  

x

y

zo

 
Fig. 2. The first coordinate system of the Bennett’s linkage in the original configuration 

Knowing the normalized twists of the four revolute joints  and the length of a bar , 
position and orientation of each twist can be calculated through the exponential formula  

  (1) 

(2) 

where,  

 (3) 

The second coordinate system of the Bennett’s linkage is established as, y axis is along 
the rotation axis s1, z axis is on the place generated by s1 and s2, the original point is 
located on s1, Fig. 3.  
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Fig. 3. The second coordinate system of the Bennett’s linkage  

The relation between the two coordinate systems is  

2
t1

2
t1

2 2

2 2

 (4) 

Therefore the position and orientation of each rotation joint is  

(5) 

For the Bennett’s linkage with same twists, planes formed by two alternating joints are 
perpendicular, furthermore, the linkage is symmetric with the two planes. Based on 
symmetry, once the t1 is fixed, position of point 2 and point 4 which are the intersecting 
points of two bars are  

(6) 

 (7) 

where  is the rotating angle of the first revolute joint.  
The normal vector of the plane generated by s2 and s4 is 

 (8) 

and the equation of the plane is 

 (9) 

Due to symmetry, point 3 and point 1 are symmetric with the plane, position of point 3 
is  
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 (10) 

If t1 is known, (3) is a function of t2, by substitute it into (11) t2 can be solved.  
 
A circular surface has been designed in presented project. There are analysed properties 
of the two component linkages Bennett’s linkage and scissor ones. In the design, the 
deployable assembly is composed of two types of Bennett’s linkage. Their sizes are 
considerably different. All the intersection points of the Bennett’s linkage are located 
on a circle, while only two points of the small Bennett’s are on the circle. In order to 
solve the kinematic calculation of these two types of Bennett’s linkage, the circle is 
divided by several features, each point indicate one or two intersections of the Bennett’s 
linkage. Location of feature points are shown in Fig. 4.  

 
Fig. 4. Feature points of a desired circle 

If we shift the original from point O to point P1, for the big Bennett’s linkage, the pro-
jection of intersecting points on the circle are P1

’= (0; 0), P2
’ = (-3.78; 17.39), P3’ = (-

13.4; 32.36). We choose t1 = 40°, so other parameters can be calculated through the 
above equations. The following results were obtained for the big linkage 

l = 18.78,  = 1.0403 rad, t2 = 68.291°. 

These parameters of the small Bennett’s are:  

l = 1.8794,  = 1.0403 rad, t2= 78°. 

The big Bennett’s and small Bennett’s linkage can be connected through scissor link-
age. It is found that, the big and small Bennett’s have same t1, but t2 differ. During the 
assembly, the Bennett’s linkages should be connected along the diagonal that connected 
the two t1 axes. Therefore, the movement can be transferred along this direction to the 
end Bennett’s linkage. Also, this is a necessary condition for completely folding.  
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3 Conclusions  

In this project, we presented a deployable mechanism that can be deployed into a cir-
cular surface and folded completely. The CAD model of the circular Bennett’s assem-
bly has been built in PTC Pro Engineer 4.0 Wildfire software. All the intersecting points 
of the big Bennett’s linkage are located on the curved surface which satisfies the design 
requirements. Scissor linkage has been used as a connection between the small Ben-
nett’s and the bigger one. Kinematics of the Bennett’s linkage has been analysed by 
using the exponential formula and its symmetric feature. It has been found that by con-
necting the Bennett’s linkage through scissor linkage, the degree of freedom of the 
mechanism does not increase, which guarantees the mechanism can be assembled with 
indefinitely many unit mechanisms, retaining the same mobility.  
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Selection of electric driving modules for orthotic robot  
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Abstract. Driving modules of orthotic robots are employed for moving para-
lyzed limbs of the disabled. They operate under strongly variable loads disturb-
ing realization of the desired motion profiles to be reconstructed at the driven 
human joints. A way of selecting an electric driving module for an orthotic ro-
bot, designed and built at the Warsaw University of Technology, is discussed. 
The presented works suggest that selection of driving modules for orthotic ro-
bots, which are to meet rigorous functional and operational requirements, is not 
possible unless a simulation model study is carried out.  

Keywords: electric drives, gear ratio, orthotic robots  

1 Introduction  

Orthotic robots (Fig. 1a), substituting motor functions of human lower limbs [1], 
should make it possible to realize the basic motor activities, including, first of all, a 
gait over a flat surface, then sitting and raising as well as climbing stairs [2]. Realiza-
tion of these activities essentially boils down to a program reconstruction of certain 
motion profiles by the articulations of the robot, i.e. time courses of the bending angle 
at particular joints (Fig. 1b). These profiles are usually a modification of known, ex-
perimentally determined courses characterizing movements of healthy individuals, 
gait in particular [3].  

Beside realization of typical motion functions, the robot actuators are also used by 
some safety systems. Their task is to prevent from occurrence of hazardous events  
falls of the user especially, and in the case of such event, to minimize the resultant 
negative effects [4, 5]. The safety systems are quite sophisticated and usually employ 
various kinds of sensors, e.g. miniature displacement sensors [6] for detection of con-
tact between feet and the ground as well as a tilt sensor based on an accelerometer or 
a gyroscope [7] as detector of a hazard. Micromachined accelerometers seem pre-
ferred in such applications, as they feature many advantages [8].  

2 Structure of the driving module  

Designing of a driving module for an orthotic robot is a complex process, with respect 
to both: complicated courses of the related mechanical quantities as well as a need of 
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appropriate spatial configuration of its mechanical structure. The above needs can be 
met while employing a structure presented in Fig. 2. Such diagram has been accepted 
for a robot designed at the Warsaw University of Technology [9].  

a) b) 

 
Fig. 1. Orthotic robot (a) [10] and exemplary motion profile at a joint (b) [11]  

 
Fig. 2. Block diagram of the driving module  

3 Ways of selecting the driving motors  

Well-known algorithms of selecting DC motors and dedicated gears, recommend by 
the manufacturers of electric machines [12, 13], are related to relatively simple cases 
of their applications. Therefore, the relevant notes issued by the manufacturers present 
methods of selecting motors for static and dynamic applications. Algorithms related 
to the first group usually apply to systems that are to develop a given velocity, espe-
cially a constant velocity. Algorithms related to the second group apply, first of all, to 
design of positioning systems. It is noteworthy that in both cases the motor is selected 
on the basis of its capability of developing a given maximum continuous torque. The 
torque loading the motor results from reduction of torques acting in the mechanism 
and being transmitted by a gear that has been selected from a catalog beforehand. An 
essential difference between static and dynamic systems is the source of the loading 
torque. In the case of static systems, there occur active and frictional loads, which are 
accepted as constant, as far as the calculations are concerned. In the case of position-
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ing systems, dominating loads result from accelerating and decelerating rotating ele-
ments having particular mass moments of inertia.  

The applied algorithms of motor selection, both for static and dynamic applica-
tions, assume that the motor is constantly loaded with a computed reduced torque, 
even if in fact its operation is of a bit different nature.  

A continuous torque results in the fact that the motor consumes a constant current, 
which causes thermal losses at the winding resistance, called also winding losses. 
While knowing thermal parameters of a motor it is possible to check if during its con-
tinuous operation the permissible temperature of the windings would be exceeded. 
Only this calculation finishes the selection or is a basis for repeating it again.  

So, the aforementioned typical algorithms of selecting motors cannot be directly 
applied while designing driving modules for an orthotic robot, due to a strong varia-
bility of the loading torque. Therefore, designers of the BLEEX exoskeleton applied 
their own complicated algorithm, which is minutely described in [14]. Thus, while 
designing a drive for actuators of an orthotic robot, we have also used an original 
method [15], in which the sequence of selecting a motor and a gear is reversed with 
respect to the standard one proposed in related catalogs.  

4 Computations of the driving module  

As far as the accepted method is concerned, the key point in selecting a motor with a 
gear is to evaluate power demand of the driven mechanism and to initially select from 
related catalogs such motors that can develop this power without unnecessary surplus. 
In the case of driving modules of an orthotic robot, the demand for mechanical power 
is variable and depends on the realized activity as well as its phase. It was accepted 
that a relevant power demand occurs while the patient gets up from a chair. The max-
imal torque loading the driven knee articulation of the robot was assumed to be Mj = 
225 Nm, and its rotational speed of about nj = 0.125 rev/s. Taking into account a safe-
ty factor of 1.2, the following value of power was obtained,  

 W200maxP .   

On this basis, motors whose maximal power equals the calculated demand or exceeds 
it by no more than 20% were found in catalogs. Further proceeding is presented for an 
exemplary Dunkermotoren GR63Sx55 motor, which has been selected for application 
in the design because of its characteristics as well as appropriate design features, es-
pecially the overall dimensions. The applied algorithm determines such gear ratios i, 
for which the assumed motion parameters, i.e. the torque and the speed will be devel-
oped at a standard supply voltage specified in the related catalog.  

 ,,
i
M

Minn j
ijs   (1)  

where: Ml  loading torque reduced the motor; ns  rotational speed of motor under 
load;   efficiency of the unit transmitting the drive.  
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In order to calculate these ratios, a mechanical characteristic of the motor  

 ,0s
r

0
s nM

M
nn   (2) 

is to be compared with a mechanical characteristic of the reduced load  

 ,1

l

jj
s M

nM
n   (3)  

where: Mr  starting torque of the motor; Ms  torque developed by the motor under 
the load; n0  no-load speed of the motor.  

The characteristic of the reduced load illustrates a dependency of the required 
speed on the reduced torque for a given range of the ratios. If the motor is capable of 
developing the required power, the aforementioned characteristics have usually two 
(at least one) common points (Fig. 3). A specific value of the gear ratio i corresponds 
to each of the two intersection points. These values were calculated as follows:  
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Fig. 3. Determination of the range of the gear ratios  

The motor will satisfy the accepted assumptions, provided the gear ratio can be found 
within the determined range. Due to design reasons, the designed driving module 
realizes the total ratio of  

 .167i   

A view of the designed driving module is presented in Fig. 4. The driving motor 
drives the ball screw through the toothed belt gear. The ball nut displaces along the 
guideway, which prevents from its rotation. A cable, which actuates the wheel of the 
driven articulation, is attached to the nut, which is subjected to displacements. The 
total efficiency of the unit transmitting the drive is of about 85%.  
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Fig. 4. Structure of the driving module with the ball screw; view without the plate composing 
the casing of the mechanism  

5 Model study of the actuators  

Evaluation criteria of operation of the robot driving modules go considerably beyond 
its capability of realizing the assumed motor activities. Designers are not only to en-
sure a correct reconstruction of the accepted motion profiles at particular articulations 
of the robot, but also, among other things, to take care of its energetic effectiveness. 
Minimization of consumption of the energy supplied from a battery, which is carried 
by the user, extends the time of autonomic operation of the robot between charging 
operations. Optimization of the design of the driving modules aimed at achieving their 
satisfactory characteristics is possible owing to results of simulation studies realized 
with application of a dedicated model [16] created according to the same principles, 
which are commonly used in the case of modeling of walking robots, presented in e.g. 
[17, 18]. In Fig. 5, exemplary results of a simulation study are presented, which reveal 
dependencies of the energetic demand of the driving module on the gait velocity, for 
two different driving motors.  

 
Fig. 5. Amount of energy consumed by the drive of the hip joint within a single gait cycle  

in function of period of the cycle  exemplary results of a simulation study  
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6 Summary and conclusions  

Considerations presented in the paper reveal difficulties occurring while designing 
driving modules for an orthotic robot, which are related to techniques of selecting 
components of the drive. The authors propose to overcome them by using modern 
computation tools. Results of the described works suggest the following conclusions:  

 according to our knowledge, there is a lack of commonly available algorithms of 
selecting driving gears and motors for systems that are loaded with considerably 
variable torques, realizing nonlinear motion profiles;  

 while selecting elements of a driving module on the basis of static data, it is advan-
tageous to reverse, with respect to traditional algorithms, the sequence of actions 
by computing ratio of a gear for a motor that has been selected beforehand;  

 in order to optimize a drive with respect to advanced criteria related to its opera-
tion, e.g. energetic effectiveness, it is necessary to carry out a study using simula-
tion models, which allow for both: complicated description of the loads, as well as 
the phenomena taking place in the module itself.  
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Abstract. This paper deals with a modelling and verification of the commercial 
piezoelectric vibration energy harvester Volture. The model is created as an 
electromechanical energy transducer with 1 DOF and an equivalent electrical 
circuit is used. On the base of experiments the verified model could be used for 
a design of a complex vibration energy harvesting system. The design of a vi-
bration energy harvester with 2 DOF is proposed in this paper. This vibration 
energy harvester operates with an extended bandwidth and it could be used as 
autonomous power supply for wireless sensors in vibratory environments. The 
tune up of the operation frequency bandwidth and output power depends on a 
piezoelectric generator choice, used seismic tip mass and design of a mutual 
stiffness. 

Keywords: Energy harvesting, piezoelectricity, vibration, model, verification. 

1 Introduction 

This paper deals with a modelling and verification of a piezoelectric vibration energy 
harvesting system. The commercial piezoelectric generator Volture is manufactured 
by MIDE company and it can provide a useful piezoelectric element for customize 
energy harvesting applications. Piezoelectric vibration energy harvesting systems 
could be used as autonomous power supplies for several wireless applications, which 
operate in vibratory environment [1]. The maximal power is harvested only in a reso-
nance operation and it can be limited for several engineering applications [2]. The 
proposal and modelling of vibration energy harvesters with extended an operation 
bandwidth is presented. Two piezoelectric generators are used for extending of opera-
tion bandwidth and the design proposal based on piezoelectric model is presented in 
this paper. The operation with common power management electronics is expected 
and it can provide an alternative power supply for some wire-less applications. 

2 Model of Piezoelectric Vibration Energy Harvester 

The piezoelectric vibration energy harvester is designed as a flexible cantilever with a 
tip seismic mass. This design provides mechanical a resonance system and it is excit-
ed by mechanical vibrations and kinetic energy of the seismic mass movement is har-
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vested to electricity using piezoelectric elements. Piezoelectric elements are fixed on 
both sides of the flexible cantilever and cantilever deformations during mass move-
ment provide mechanical strain of piezoelectric elements. The CAD model and the 
tested Volture product are shown in Fig. 1. The model of piezoelectric cantilever is 
presented in a form of equivalent circuit model [3]. This model is shown in Fig. 2 and 
the electromechanical transducer is described by equation (1). 

 
Fig. 1. Model of piezoelectric cantilever and tested commercial Volture product  

 
Fig. 2. Equivalent circuit model of piezoelectric cantilever 

  (1) 

where 1S  is the mechanical strain in poling direction, mL  is the equivalent inductor 
which is proportional to the tip seismic mass m  at the cantilever end, bR  is the 
equivalent resistor which presents harvester mechanical damping, kC  is the compli-
ance of the cantilever and i  is the current flows by piezo-elements. Transformer n  
represents ratio between mechanical strain and the electrical voltage. The input me-
chanical strain is represented by in  and it is proportional with input vibrations, bC  is 
the capacitance of the piezoelectric material and u  is the output voltage. 
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The equation (1) can be derived in a form of the cantilever and piezoelectric pa-
rameters and these differential equations (2) are used for simulation modelling of this 
energy harvester. 

  (2) 

where yy  is the acceleration of the vibration excited mass movement, mb  is the me-
chanical damping, Y  , / 2a  covers influence of the se-
ries/parallel connection of the piezo elements wires ( 1a  for parallel, 2a  for 
series), 33  is absolute permittivity, 31d  is piezoelectric strain coefficient in the poling 
direction 31, pt  is the thickness of one single layer of the piezoelectric material. Pa-

rameters 1k and 2k  are functions of dimensions and they are presented by relations 
(3), which are used for a definition of a relation between a force transfer to the me-
chanical strain and in the second case relation between strain and displacement. I  is 
the cantilever area moment of inertia, dimension b  is approximately / 2pt . 
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3 Measurement and Model Verification 

The verified model of the piezoelectric generator as energy harvesting device is very 
important for design of customize applications and prediction of harvested power [4]. 

  
Fig. 3. Model verification: step response and harmonic excitation 
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Measurements of the commercial Volture product and results of the piezoelectric 
simulation model were compared. Mechanical and piezoelectric parameters were 
verified with measurements and both results are shown in Fig. 3; for a step response 
and harmonic oscillations (response of vibration excitation). 

The harvested output voltage depends on a connected electrical load. Measure-
ments and simulation results were compared with pure resistance loads and the com-
parison of measurement and simulation results of verified model are shown in Fig. 4. 
This model will be used for design of more complex vibration energy harvesting sys-
tem and mainly for a prediction of harvested electrical power. 

 
Fig. 4. Output voltage vs. resistance load  

4 Proposal of 2 DOF Piezoelectric Vibration Energy Harvester 

The verified model is used for the design of a complex piezoelectric vibration energy 
harvester with 2 DOF. This 2DOF design proposal is shown in Fig. 5. 

 
Fig. 5. Proposal of piezoelectric vibration energy harvester with 2 DOF 
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The 2 DOF design were several times published for an energy harvesting operation 
improvement [5], [6]. This proposal consists of two Volture piezoelectric generators 
and mutual spring, which is in a form of an elastic cantilevers linkage. 

Our aim is to use the design with 2 DOF for extending of operation bandwidth and 
the two verified models of piezoelectric generators with the mutual spring are used. 
The model of this energy harvesting device is used as the equivalent circuit model, 
Fig. 6, and this model is excited by ambient mechanical vibrations. 

 
Fig. 6. Equivalent circuit model of two connected piezoelectric beams 

Used piezoelectric generators have the different tip mass and the frequency response 
of this design is shown in Fig. 7. The amplitude of output voltage is proportional with 
excited vibration level and the operation frequency depends on the used tip mass. The 
presented vibration energy harvesting model is linear, however, the design of the 
mutual elastic spring or a mutual springy element can be in form of nonlinear perma-
nent magnet forces [7] or other nonlinear stiffness [8]. 

 
Fig. 7. Frequency response of both piezoelectric energy harvesters 
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5 Conclusions 

The model-based design of the piezoelectric vibration energy harvesting system is 
presented in this paper. The verified model of Volture piezoelectric generator is used 
for the proposal of the complex harvester design with 2 DOF and this system can 
provide the extension of the operation frequency bandwidth. 

The main aim of this paper is the presenting of the methodology for the develop-
ment of complex vibration piezoelectric energy harvesting systems. The proposed 
design has to be optimized for the sufficient energy harvesting from mechanical vi-
brations and the operation frequency range and output power will be optimized on the 
base of customer requirements. Due to the complexity of this device some artificial 
intelligence optimize methods could be used [9]. There is a space for parameters and 
shape optimization studies. The optimal harvester design can provide the useful au-
tonomous source of energy for several wireless applications, mainly in engineering 
branches of monitoring or autonomous diagnostic systems in vibratory environment. 
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Abstract. Nd-Fe-B micromagnets and miniature Hall-effect sensors enable to 
build small measuring systems for micro-displacements. They can be applied as 
individual sensors, elements of sensor arrays or sources of position signals in 
miniature servodrives. A prototype miniature displacement transducer, with 
Hall-effect devices operating as a differential system, was elaborated and manu-
factured using 3D printing technology. A computer aided measurement system 
was launched allowing the prototype to be tested. The text presents the obtained 
basic metrological characteristics of the converter. Conclusions are drawn and 
future works are specified. It is possible to propose configuration ensuring a 
linear signal with resolution of at least 0.3 micrometer at a displacement range 
of 1 millimeter. 

Keywords: linear displacement · measurement · Hall-effect sensor · micro sen-
sor  

1 Introduction 

Various miniature measuring devices have been built over the recent years at the In-
stitute of Micromechanics and Photonics, Warsaw University of Technology (WUT). 
An example can be here tilt sensors based on MEMS accelerometers [1] minutely 
described in [2] or devices for measuring micro-displacements, of which few proto-
types were built.  
One of directions of the undertaken research was development of a technique of con-
tactless measurements with application of optoelectronic technology, being useful 
especially in the case of studying or operating miniature devices (with dimensions 
within a range of few to few tens of millimeters). The related solutions are based on 
open optoelectronic connections or two-dimensional CCD arrays. The solutions allow 
many problems of a technical nature to be solved – e.g. problems related to type of 
the surface of the studied object. Methods based on light reflection (e.g. laser interfer-
ometry), featuring the highest accuracy, can be applied only in the case of surfaces 
with a high reflectivity, what essentially limits functionalities of the elaborated appa-
ratuses. However, in many cases, a contact of the studied element (via e.g. a contact 
tip in the case of a linear microdrive) with the transducer can be allowed.  
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Other solutions of contact transducers of displacement/position are based on the 
following ideas: inductance displacements sensor (including LVDT), mechanical dial 
gauges (currently equipped with electric outputs), capacitive displacement differential 
systems; strain gauges, incremental sensors (e.g. optoelectronic encoders) [3,4]. 

The presented works concern a prototype of an inexpensive contact sensor built on 
a basis of miniature permanent Nd-Fe-B magnets and Hall-effect devices fabricated in 
SMD technology. Tests of the prototype had been preceded by a theoretical analysis 
presented in [5], which indicated a possibility of achieving a satisfactory resolution at 
a measuring range of ca. 1 mm.   

2 Demonstrator of the technology  

At the first stage, a study of a dependency of the signal on the position of a micro-
magnet with respect to the sensor was carried out. Then, it was possible to create a 
mathematic model of the dependence of the signal generated by a HW 108A minia-
ture Hall-effect sensor in magnetic field generated by a Nd-Fe-B micro-magnet (cyl-
inder, volume of about 1 mm3). According to the results presented in paper [5], it is 
possible to obtain for a ±0.5 mm (1 mm) displacement transducer nonlinearity less 
than 0.1 % F.S.  

The configuration of two Hall-sensors and one micro-magnet system generating 
signals for differential amplifying used in the demonstrator is presented in Fig. 1.  

Fig. 1. Configuration of the differential transducer with Hall-effect sensors - one magnet sys-
tem applied in the technology demonstrator: 

M – micromagnet, A and B – sensors, x – linear displacement, x0 – phase shift at maximum 
sensitivity of Hall sensors

All the constituent parts of the demonstrator were manufactured employing 3D print-
ing technique , except for a reverse spring of the measurement tip made of a bronze 
strip. The demonstrator is presented in Fig. 2. 
Differential signal is performed from signals of sensors A and B by INA 105 KP pre-
cision differential amplifier. Supply voltages of the amplifier and HW 108A sensors 
are ±15 V.  
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Fig. 2. Technology demonstrator: 3D visualization and design 

3 Test stand  

A computer supported test stand, presented in Fig. 3, was development for testing 
accuracy and linearity of the aforementioned prototype. The proposed method is 
based on using a signal of high-resolution linear displacement transducer as the refer-
ence. 

The main components are:  

• mechanical part integrating the prototype, actuator positioning the tip (linear screw 
gear) and the reference linear displacement meter (optoelectronic digital length me-
ter Heidenhain MT 25: range – 25 mm, accuracy - ±0.2 μm);  

• electronic unit of the stand connected with a PC-type microcomputer via a Data 
Acquisition System (DAS) card: NI USB-6259 DAS. The general parameters of 
the card, important from the point of view of the discussed application are: 32 pro-
grammable analog inputs (16-bit); 1.25 MS/s single-channel (1 MS/s all channels) 
4 analog outputs (16-bit, 2.8 MS/s) and software support by NI LabView tools for 
Windows: icon-based intuitive graphical programming software using OPC stand-
ard driver interface.  

tip 
body
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Fig. 3. View of the test stand for determination of the demonstrator characteristics 

1 – mechanical body of the stand, 2 – the tested demonstrator in a special holder, 3 – linear 
guide system with a micrometer screw mechanism for positioning of the measuring tip, 4 – 

micrometer screw, 5 – reference linear displacement meter (MT 25), 6 – NI USB-6259 DAS, 7 
– additional meters (multimeter, digital oscilloscope) and supply units 

4 Testing of the demonstrator  

A number of experiments have been performed on the technology demonstrator using 
the test stand . The tests included:  

checking linearity of the transducer 
measuring resolutions of the transducer 
determining real detection range,  
estimating impact of disturbances.  

Differential signal obtained during the tests is presented in Fig. 4.  

Fig. 4. Physical experiments – experimental characteristics of the transducer  
U – differential voltage, x – signal from the MT 25 reference meter,  

red thick line – experimental data, black thin line – trend line  

316 M. Bodnicki et al.



Linearity of the presented output signal is satisfactory. They were also carried out 
research repeatability of measurements. The results obtained for two test positions are 
shown in Table 1. 

Table 1. Results of the repeatability tests  

Position Mean 
(n=10) 

Standard 
deviation 

Standard 
deviation 

Standard 
deviation 

mm mV mV % m 
0.2 69.9 0.316 0.45 1.2 
0.6 -130.5 0.527 0.4 1.9 

Some technical problems have been encountered when installing the cable connection 
between the Hall sensors and the amplifier. This clearly indicates a need of placing an 
integrated electronics within the body of the transducer. 

5 Summary and conclusions 

The presented results of the experimental tests confirm that it is possible to build 
miniature converters of displacements featuring satisfactory metrological parameters. 
So, it would be possible to design linear servo drives, whose micromotor, coupled 
with a system of converting motion into a linear one, is integrated with a transducer of 
the pusher displacement, based on the presented concept, and thus composes a small 
actuator. Such units enable to build miniature electromagnetic systems for spatial 
positioning.  

It should be emphasized that these possibilities do not refer to measurements of 
linear displacements only. They can be adapted to measurements of angular dis-
placements, and also measurements of such mechanical quantities, in which a meas-
urement of displacement of the element subjected to some other interaction occurs 
(e.g. measurement of forces, torques, pressure). Systems of such sensors will enable 
to build measuring arrays or matrixes of relatively high density of information. That 
will create e.g. a possibility of building low-cost pressure mats for measuring parame-
ters related to gait in medicine, or motion in bioengineering – especially foot sensors 
for self optimizing orthotic robots, which have been designed at WUT [6,7].  
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Abstract. Studies on the application of a liquid-filled variable angle prism as 
precise beam deflector are presented. The system operates on the basis of a liq-
uid-filled variable angle prism. The basic idea is to use two flat optical plates 
separated by optical fluid. To avoid distortion of wavefront the liquid layer is 
very thin. The optical fluid has a refractive index matching the refractive index 
of plates. Plates are adjusted at an angle in order to obtain the optical fluid 
wedge between them. Theoretical basis, experimental set up and experimental 

Keywords: laser beam angular drifts, beam deflector, liquid filled variable an-
gle, prism wedge prism, carrier fringes 

1 Introduction 

Practical usage of optical methods such as interference distance and straightness 
measurement [1], may need performing very small angle deviation of a light beam. 
The angular stability of a laser system and the active beam displacement compensa-
tion is often the main factor limiting application precision [2]. The axis instability of 
an angular laser beam can reach up to 20 rad per hour in laser interferometer sys-
tems. A number of concepts of beam deflection measurement have been developed, 
examples are listed [3,4,5]. The information about measured displacement may be 
used to compensate the angular displacement of the beam [6]. Only the method, that 
does not cause distortion of the beam wavefront [5,7,8], can be applied in interference 
displacement measuring systems.  

1.1 Principle of operation 

Developed systems are based on two flat plates P1,P2 (fig. 1) and an optical fluid that 
has a refractive index matching the refractive index of plates. Plates are adjusted at an 
angle in order to obtain the optical liquid wedge. The deflection  of the transmitted 

results are presented. As a result a range of deflection  5 10-6 radians were ob-
tained. 
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optical beam is caused by a change of the wedge angle. The deflection can be de-
scribed as: 

 (1) 
 

where nl is the refractive index of glasses plates and optical fluid,  is angle of the 
optical liquid wedge. Angle of incidence is 0. 
For small angle  (1) can be simplified to form: 

 (2) 

Fig. 1. a) Optical set up of liquid filled variable angle prism b) View of the experimental set-up  

In Fig. 1, a) an outline of an experimental system for steering micro-deflections of the 
laser beam is represented. The plate P1 in the casing is fixed to the base. The plate P2 
is subjected to an angular deflection. The element steering the deflection is a piezoe-
lectric transducer PZT. The casing of plate P1 is suspended on a flat spring FS.  
View of the experimental set-up is shown in fig. 1. b). The beam of metrological laser 
1 passes through the liquid filled variable angle prism 2. The deflection of the laser 
beam is analyzed in specialized interferometer 3 [6]. Interfering beams are transmitted 
by a polarizer 4 to photodetectors 5. 

1.2 Experimental results 

To evaluate the metrological proprieties of the described deflector, an analysis based 
on the measurements of angular microdeflection was performed. During the experi-
ment, a voltage of given range was used to control the piezoelectric element. The 
change in the deflection angle was registered. An interferential method, described in 
the [6], was used for measuring the angular drift of the beam.  
In fig. 2, examples of the signals registered on the oscilloscope are represented: the 
piezoelectric controlling signal (channel 2) and the output beam deflection measuring 
device signal (channel 1). The value of angle drift is given by the following equation: 

 

P1 P1 
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FS 
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 (3) 
where d the length of lever arm, x  displacement of piezotransducer, nl the 
refractive index of the optical fluid.  
The exemplary result is shown in fig. 3. The range of the interferometer signal is 1,25 
V. This corresponds to the beam drift 50 rad. The value was calculated on the basis 
of control voltage (5 V), that caused displacement of piezoelectric actuator x=5 m 
and length of the lever arm d = 75 mm. 
 

 
Fig. 2. Examples of registered signals: the device-controlling signal  channel CH2 and the 

interferometer s measuring signal [6] channel CH1. 

Since capillary forces counteract the angle change, the deflection response to an ap-
plied voltage is not linear. The delay of the response depends on the displacement 
direction. This gives rise to hysteresis (fig. 4).  

Fig. 3. Hysteresis of Vi  signal of the deflection measurement versus Vs  the steering voltage
of PZT  

The disadvantage of the liquid optical wedge is limited frequency response. In fig. 5 
the time of manual change of the supply is 5 s. The ratio control to response signals 
was 4. In fig. 3 the frequency is about 2Hz. The ratio of control to response signals 
was 10.  
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Fig. 4. Examples of registered sinusoidal signals: controlling signal  channel CH3 and the 

interferometer s measuring signal [6] channel CH1. 

Precision cannot be achieved with this technique due to capillary forces, pressure and 
temperature effects in the optical fluid that can lead to a variation of the index of re-
fraction throughout the fluid volume affecting both beam quality and deflection angle. 
The main disadvantage is limitation of bandwidth. 
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Abstract. Methods of testing the performance of probes for CNC machine 
tools, the same as methods of testing the performance of probes for coordinate 
measuring machines (CMMs) can be divided into indirect methods and direct 
methods. Indirect methods give information about performance of the whole 
on-machine measuring system, including the probe and the machine tool. Direct 
methods enable separation of the probe’s errors and the machine tool’s errors, 
but they need an additional equipment. One of the direct methods of probe test-
ing is a method with moving master artifacts. Performance of this method de-
pends on the master artifact used. In the paper various master artifacts are pre-
sented, as far as results of probe testing with use of them. 

Keywords: on-machine measurement ·  probes ·  machine tools ·  direct methods. 

1 Introduction 

Probes for CNC machine tools are widely used for workpiece setup and its dimen-
sional control after machining or in-process. They can be also used to determine the 
CNC machine tool’s volumetric errors by measurement of the master artifact [1]. In 
most of these applications, errors of the probes influence machining errors. That’s 
why probe’s user needs information about its performance, especially about its re-
peatability in a single probing direction and about its spatial errors. 
The most popular methods of probes’ metrological parameters determination base on 
on-machine measurement of master artifact, e.g. ring gauge or test sphere [2 - 7]. This 
measurement is conducted the same way as workpiece measurements on the machine. 
These methods, called indirect methods, are simple, fast and cheap, because no addi-
tional equipment except the master artifact is needed. Unfortunately, they do not ena-
ble to separate probe’s errors and machine tool’s errors, while this separation is nec-
essary in many applications, e.g. during determination of machine tool’s volumetric 
errors with use of the probe. 
That’s why direct methods, basing on use of specialized test setups, are developed. 
They were successfully used to test the probes for coordinate measuring machines 
(CMMs) [8 – 10], which are somewhat similar to the probes for CNC machine tools. 
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In direct methods probe is tested out of the machine tool or on the machine tool which 
is not moving. These methods enables to determine metrological parameters of the 
probe only – machine tool’s errors have no influence on the results. 
One of the direct methods is method with the moving master artifact developed by 
authors [11]. This method enables probe testing both in 2D and 3D, depending on 
used master artifact. In the paper various master artifacts for testing the probes for 
CNC machine tools are presented and results obtained them are shown. 

2 Probe testing method with moving master artifact 

In method with moving master artifact stylus tip (1) of tested probe (2), which is 
fixed, is placed in a centre of master artifact (3), which is mounted on three-axial 
translator (4), as it’s shown in the fig. 1. 

Fig. 1. Mechanical part of setup for probe testing 

To test the probe’s operation in direction i, the master artifact is moved by the posi-
tioner in this direction. When the probe triggers, the coordinates X, Y and Z of the 
master artifact’s position TGi,j are saved, where j is a number of measurement in the 
given direction. 
To test the probe’s operation in a plane or space, measurements are done for various 
directions. Than the best-fitted element (circle or sphere) is determined. The distance 
from this element’s centre OS and the saved position TGi,j is a measured triggering 
radius ri,j. For every direction i, the mean measured triggering radius in this direction 

1

2

3

4
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ir  is calculated. To characterize systematic errors of the probe the triggering radius 

variation parameter Vr is used: 
( ) ( )iir rrV minmax −= .   (1) 

Tests can be carried out in laboratory or on machine tool, in workshop conditions – 
because the measurement is very quick, there is no need for temperature stabilization. 

3 3D inner hemisphere, araldite master artifact 

To test the spatial performance of the CNC machine tool probe’s, the inner hemi-
sphere master artifact shown in the fig. 2 is used.

Fig. 2. Inner hemisphere master artifact: a) scheme of the master artifact working with the 
stylus tip; b) view of the artifact 

This master artifact was manufactured by pressing a precise ball into the araldite and 
its diameter is 6.0208 mm. Because form error of this master artifact is about 2.8 m, 
its error map was created using the Renishaw TP200 precise, strain-gauge probe. 
After implementation of numeric compensation of master artifact errors, which bases 
on the created error map, the uncertainty (k = 2) of determination of triggering radius 
variation using this master artifact is 0.6 m [11]. 
Exemplary results obtained for Renishaw OMP40-2 probe with 5.9989 mm stylus, 
using described master artifact are shown in the fig. 3, where  is an angle between 
the probe’s operation direction and the plane XY, i.e. plane perpendicular to probe’s 
axis. The test speed was 0.5 mm/s. Because the tested Renishaw OMP40-2 probe is a 
3-point kinematic probe, 3-lobed characteristics of triggering radius are consistent 
with the theoretical predictions. The value of triggering radius variation in 3D for this 
probe Vr = 10.7 m. 

4 2D steel ring gauge 

To test the performance of the probes in a plane perpendicular to their axes and to 
verify results obtained using 3D inner hemisphere master artifact, the steel ring gauge 
is used. The ring diameter is 6.0181 mm. Because its form error does not exceed 0.2 

m, no numeric compensation is needed. In the fig. 4 the comparison of Renishaw 
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OMP40-2 probe’s triggering radii in XY plane measured using 2D and 3D gauges is 
shown. The test speed was 0.5 mm/s. As it can be seen, the obtained characteristics 
are very similar and the 3-lobed shape is preserved. The obtained values of triggering 
radius variation in XY plane are, respectively for 3D and 2D gauges, Vr = 8.5 m and 
Vr = 9.4 m. 

Fig. 3. Triggering radius characteristics of Renishaw OP40-2 3-point kinematic probe 

Fig. 4. Comparison of triggering radius values of Renishaw OP40-2 3-point kinematic probe 
obtained using 2D and 3D gauges 
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5 Ring gauge with a cut 

Ring gauge enables testing the probes’ performance in the plane perpendicular to their 
axes, but does not enables testing probe’s performance in planes containing their axes. 
To overcome this limit, the ring gauge with a cut was proposed. In the fig. 5 the view 
and the scheme of this master artifact’s usage with a probe tip are shown. As it can be 
seen in the figure, the stylus tip can be placed inside the gauge thanks to the cut, in 
which the stylus can be placed. 
The form error of the proposed gauge does not exceed 0.2 m. Thanks to that there is 
no need to use the numeric error compensation. The diameter of this master artifact is 
6.0193 mm. 
In the fig. 6 triggering radius characteristic of Renishaw TP200 precise, strain-gauge 
probe for CMMs in plane containing this probe’s axis is shown. The test speed was 
0.5 mm/s. The obtained value of triggering radius variation in XZ plane is Vr = 0.8 

m. 

Fig. 5. Ring gauge with a cut: a) view; b) scheme of the master artifact working with a stylus 
tip 

Fig. 6. Triggering radius characteristic of the Renishaw TP200 probe in the plane containing 
probe’s axis 
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6 Conclusions 

The method with moving master artifact enables testing the performance of the probes 
for CNC machine tools both in 2D and in 3D. The performance of the test setup using 
this method depends on the used master artifact. To determine probes’ triggering ra-
dius characteristics in the plane perpendicular to their axes, the ring gauge is used. To 
determine characteristics in 3D space, the inner hemisphere master artifact made of 
araldite is used. As it was shown, in the plane perpendicular to the probe’s axis, both 
master artifacts gave a similar results. 
To enable probe testing in planes containing probes’ axes, but without using the nu-
meric error compensation necessary in case of the 3D master artifact, the ring gauge 
with a cut was proposed. As it was shown, this master artifact enables not only testing 
the probes for CNC machine tools, but also probes for CMMs. 
Because the used master artifact is a main source of errors of the test setup using 
moving master artifact method, further development of master artifacts would enable 
to improve setup’s performance. 
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Abstract.  In the paper a prototype of ultrasonic argon detector that can be used 
as a warning device in safety systems for cryogenic installations has been de-
scribed. The sensor is operating at the frequency of 40kHz and it has a response 
time below 1 second. The device after minor modifications could be also used 
for detection of other gases.  A brief information about the construction of the 
sensor together with its preliminary test results were presented.  

Keywords: ultrasonic gas detector, argon content measurement

1 Introduction 

One of the gases most often used both in modern industry and science is argon. 
Among its most important applications cryogenic systems should be mentioned. Ar-
gon is also used in many other high temperature processes like arc welding (especially 
TIG technology). It is also a component of air - argon molar content of argon in air in 
normal conditions is (0.9332 ± 0.0006) % according to the new measurements per-
formed in 2004 [1,2].  
Argon as a inert gas is not toxic, but should be considered as an asphyxiant - a release 
of large amount of argon inside a confined space may lead to the situation described 
as Oxygen Deficiency Hazard (ODH) where a major danger of suffocation occurs for 
a personnel present in the location of the gas release. After such an accident an imme-
diate evacuation action should be started. ODH is a typical hazard for large cryogenic 
installations and should be taken into consideration during the safety analysis for such 
a system. 
It is obvious that a fast detection method of argon detection would a vital diagnostic 
tool for every security system installed at the workplace. However, most of the cur-
rently used argon detection methods are inherently slow. In this paper we would like 
to present a prototype of an acoustic argon detector characterized by a sub-second 
response time.  
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2 Methods of argon detection 

Argon content in air could be detected in an indirect way – by measurement of oxy-
gen content in air. If the oxygen content is reduced and the only additional gas present 
in the installation was argon then an electrochemical oxygen sensor can be utilized. 
Standard commercially available ODH detectors usually operate on the galvanic cell 
principle and they measure directly the oxygen concentration. Their drawback is a 
long time constant (usually exceeding 20s).  
A much faster response of the sensor could be achieved by utilization of acoustic 
method, where the relation between gas concentration and sound velocity is used.  

3 Acoustic argon detection 

Another possible technique for argon detection is an acoustic method.  In this ap-
proach, oxygen deficiency detection is based on measurements of a sound velocity. 
The derivation of the argon content is based on the changes in sound velocity in ar-
gon-gas mixture that are related to argon content (the composition of the mixture).  

The oxygen concentration is derived on the assumption that the gas added to the air 
is argon alone. 

In general case, the sound velocity a in a perfect gas mixture is given by equation: 
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Where  denotes specific heats ratio, T - temperature ,
_
R  is universal gas constant, 

R - gas constant of the mixture and zi and Mi are respectively molar concentration and 
molar weight of the i-th component. 

One of the possible practical techniques used here could be the TOF (Time of 
Flight) method, where the propagation time of an ultrasonic pulse between the trans-
mitter and the receiver is measured. If the distance between the transmitter and re-
ceiver is known, then sound velocity could be derived. 

The TOF technique was already utilized for helium content measurement in air-
helium mixture. It should be noted that the sound velocity in air-helium mixture at 
293K varies between 343 m/s (0% of He content, ) and  1007 m/s (100 He % content). 
In the case of argon the changes in velocity are less prominent – from 343 m/s in pure 
air to 319 m/s in pure argon. Therefore the change in sound velocity over 
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the measurement range is smaller and in this case additional effects changing the 
sound velocity cannot be neglected. Especially during the acoustic sensing of the 
argon content in air the influence of temperature changes have to be taken into ac-
count.  

4 A prototype of an acoustic sensor for argon detection 

A prototype of acoustic sensor for argon detection was constructed at Wroclaw 
University of Technology. The instrument was used for verification of relation be-
tween  argon content and the sound velocity in argon-air mixture.  

The principal aim was to build a small, portable and reproducible acoustic argon 
detector which can be used in confined spaces like corridors or test rooms at atmos-
pheric pressure. The device operation should not be harmful to the human personnel.  

The block diagram of the prototype system is shown in Fig.1 and the examples of 
waveforms present in the system during normal operation were shown in Fig.2. 

Gas mixture
under test
(air-Argon)

Pulse 
generator

Receiving
amplifier

Control
unit (MCU)

Transmitter Receiver

output signal
0..10V DC

Fig. 1. Ultrasonic argon sensor – internal structure 
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Fig. 2. The time relation between the transmitted (upper line) and received ultrasonic signal. 

The sensor was operating in pulse mode. An ultrasonic burst (base frequency 
40 kHz) was sent from a transmitter to the receiver which was located in a known 
distance. The time-of-flight method was used for sound velocity calculation. Burst 
repetition rate was set to 10Hz.  

The sound velocity c was evaluated from the classic equation: 

c=x/ t (2) 

Where x is the spacing of the sensors and t is the time of propagation of ultra-
sonic burst between the transmitter and receiver.  

The thermal correction was introduced by an additional Pt100 thin-film tempera-
ture sensor located in the space between the transmitter and the receiver. The readout 
from the sensor was sent to external devices as an analog 0-10V DC signal. Two dif-
ferent prototypes with x=340mm and x=605 mm were tested. 

The content of argon in air-argon mixture was evaluated from an inversed formula 
[1]. 

The sensor was initially calibrated using a test chamber with the volume of about 
1m3, into which argon was injected from the high-pressure cylinder. The experimental 
setup was shown in Fig. 3. Additional internal fan was used for mixing of the gas in 
order to ensure a uniform distribution of argon in the whole volume of the test cham-
ber. After each series of measurements the chamber was flushed with clean air.  
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PC computer 
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DAQ  module

Gas outlet

humidity
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Fig. 3. Experimental setup for ultrasonic argon detector testing and initial calibration. 

The chamber was equipped with additional Pt100 temperature sensor with resis-
tance-current transducer, capacitive-type humidity sensor with 0-10V output signal 
and electrochemical oxygen sensor which was used as a reference device for determi-
nation of oxygen content in air-argon mixture. A multi channel USB-controlled data 
measurement module was used for acquisition of all signals.  

After cross-checking of acoustic sensor readings with electrochemical oxygen sen-
sor signal, an error below 5% of Ar content was achieved using the present version of 
software. The time constant of the ultrasonic sensor was below 1s which is about an 
order of magnitude faster than the electrochemical sensor. Such a fast response is a 
very useful parameter in safety applications where gas sensors are to be used as warn-
ing devices.   

The acoustic sensor’s accuracy could be most likely improved by introduction of 
more advanced signal processing algorithm. More precise calibration could be com-
menced using gas chromatography and with the help of set of reference gas mixtures 
of precisely known composition.  

5 Final remarks 

The prototype sensor required a correct positioning for proper operation. The best 
location should be in at least 1m from the wall. Such a position reduced the parasitic 
reflections of ultrasonic signals from the wall (this effect may lead to generation of 
false echo signals and degradation of measurement quality).  It should be noted that 
the presented device could be easily used for detection of other gases (especially he-
lium). The only necessary changes are the minor modification of hardware and con-
trol software. Please note that helium detectors should be located in the area of ceiling 
of the test room, while the argon detector require positioning near the floor for opti-
mal performance.  
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Abstract. The article is devoted to the development of the algorithmic method 
of video image processing of natural stone products. These video images con-
tain the measurement information about geometric parameters of products, and 
the parameters of their movement during production at stone processing plants. 
The developed methods provide the algorithmic compensation of random, dy-
namic and geometric errors of video images which occur at the forming stage. 
The measurement results of the above mentioned values are used to control the 
technological process in the stone processing plants, and to improve the quality 
of natural stone products. 

Keywords: geometric parameters, motion parameters, algorithmic error com-
pensation, video image. 

1. Introduction  

The enterprises of stone mining are the important component of the industry of 
Ukraine. Unfortunately, the effective realization of their capabilities is obtained by the 
outdated equipment and the means of mechanic values do not possess high precision 
and fast-acting.  That is why, the task of development of new precision means and the 
increase of their fast-acting features in order to control the mechanic values at natural 
stone mines is becoming more and more urgent. 

The modern visualization methods are suggested to be applied to increase the pre-
cision and fast-acting of measurements the geometrical parameters of product move-
ment. These methods are aimed to form the product video image and to perform their 
algorithmic processing [1, 2].  The geometrical parameters of the natural stone prod-
uct outer contour, along with the geometrical parameters of the processed surface 
structure of these products are measured on the basis of the captured on-line video 
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images. The modern means of mechanic values include computer or microcontroller. 
As a result, these means are capable to process the measuring signals to obtain the 
mechanic values measurement and to increase their precision [3-5]. The algorithmic 
methods of video image processing have been considered in many papers. They are:  
the investigation of machine vision [6-8], the automated control systems with video 
sensors [9, 10], the television measuring systems [11, 12]. But these papers do not 
fully focus on the requirements of the metrological characteristics of the video images 
measurement information.  . 

2. The formulation of the task of the algorithmic error 
compensation of the geometric values measurement 
information  

The existing methods of algorithmic processing of measuring information about 
mechanic values are mostly used to process one-dimension signals [13-15]. The exist-
ing solutions for two-dimension signals do not apply all possibilities of modern in-
formation computer technologies concerning video image processing [13-15].   

There are also transient and adverse factors which influence the measurements of 
the mentioned mechanic values. The solution of this task is performed in the follow-
ing sequence: the identification of transfer function of video image forming device, 
the parameters of geometric errors, the parameters of video image correlation function 
errors and random errors; the calculation of video image spectrum density and ran-
dom errors by means of two-dimensional Fourier transformation of their correlation 
functions; the performance of algorithmic compensation of random, dynamic and ge-
ometric errors based on the results of their parameters identification; the estimation of 
geometric parameters precision measurements. The problem of video image forming 
device transfer function, the error parameters, and correlation functions is investigated 
in [16].  

Therefore, the purpose of the given article is to develop new methods of algorith-
mic processing of video images with the measurement information about the geomet-
ric parameters and parameters of products movement, which provide significant pre-
cision increase of these measurements 

3. Algorithmic compensation of random errors of video images  

The method of algorithmic compensation of random errors [17] is developed to 
increase the precision mechanic value measurement. According to this algorithm a 
sample of natural stone from mineral deposit is fixedly placed at the digital camera; a 
set of video images is formed and input into computer; the video image averaging is 
performed and the estimation of measuring information about mechanic values is ob-
tained.   

 The known criteria of video image fidelity reproduction are aimed to estimate the 
amplitude errors and visual quality of video images. So, the following indexes are 
suggested to estimate the precision of geometrical parameters in automated systems: 
the coordinates of the determination of the coordinates of the center of mass, the line-
ar dimensions and area of a product and the structural elements of its surface, and also 
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the average value of the error of a product coordinate contour measurement: 
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where: ⊕  –  is the logical operation of the sum determination by the module 2; l  – 

is the contour length of a product in discrete points; Q Q̂  –  is the set of points 
which belong to a product at the initial and the processed video image after their 
product/background segmentation, correspondingly.  

This method provides the precision of the geometrical parameters determination of 
the fixed products made of natural stone (in 2,0…9,5 times for the correlation sig-
nal/noise /hψ = 55 dB on the video image and in 3,0…12,5 times for /hψ = 40 dB).  

4. Algorithmic compensation of dynamic errors of video images  

 The method of reproduction of video images with dynamic errors for the meas-
urement of geometric parameters and movement parameters under the conditions of 
non-stationary factor influence [18] is developed: 

I.  It is recommended to form the video image of a product ),( mnf , and to com-
pensate the errors in accordance with the mentioned above recommendations. As a 

result, the estimation of the image with dynamic and geometric errors ),(d̂ mnf  is 
obtained.  

II. The image amplitude in relation to maximum value maxd̂f is normalized and the 
normalized amplitude derivative of the video image is calculated. 

III.  The maximum value maxf ′   of the normalized amplitude derivative of the vid-
eo image between the values  is found.   

IV.The discrete readouts transfer frequency function is calculated for the device 
which forms video images ( )vuH ,1  on the basis of [15], taking into account the 

correlations )(21 xNu δπω = , )(22 yMv δπω = , 1,0 −∈ Nu , 1,0 −∈ Mv :  
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where 21,ωω  are the space frequencies in the video image spectrum.   

V.The estimation ),(0̂ mnf is calculated by means of  ( )mnf ,ˆ  usage with the 
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digital fitter with frequency characteristics   ),(1
1 vuH − , obtained from the formula  

(4), and the geometric errors compensation according to the instructions [11, 12].  
The developed method of reproduction uses the frequency transfer function of the 

device for video image forming. It absolutely corresponds to the conditions of the 
measurements at the current moment of time in contrast to the known methods which 
use the prior information of the average values for measurement conditions having 
been found before. It provides the precision increase of the contour points coordinate 
of products of 1,5…6,3 times.  

5. The algorithmic processing of the video image sequence with 
the measuring information about geometric values  

The time sequence of video images ),( yxfi , Ki ,1∈  characterizes the current 
position of the products and the industrial equipment at the moments of time  

dδ⋅= iti . The i -video image has to be determined by the coordinate of the mass 
center and equipment cici yx , , and its angle position iα . The indicated parameters 
characterize the two-dimensional  movement of these objects in the image area. Thus 
area consists of the mass center onward movement, and the rotational movement 
around it.  

The movement parameters of the product and equipment are determined in every 
coordinate icici yx α  ,  , resulting in the obtained transition vectors, velocity and accel-
eration (the variable ix  can be represented by any coordinates among icici yx α,, ).  

The following mathematical model is used to estimate the movement parameters:  
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ters which describe the process of movement.  
The result of movement parameters estimation based on the maximum likelihood 

method equals:  
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where kxx IR ⋅= ΔΔ
2σ  –  is the correlation matrix of measurement errors xiΔ ; 2

xΔσ  – is 
the error dispersion of the ix coordinate  measurement; kI  – is the unitary matrix of 

the KK × size; β̂Ψ  – is the correlation matrix of the movement parameter vector 

estimation. 
That is why; the formulas (5) and (6) are used to determine the estimation of 

movement parameters of products and equipment in real time.  The calculation of  the 
movement measurement errors on the basis of errors correlation matrix and their 
comparison to the known methods is shown in Fig. 1. The estimations are calculated 
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for time moments δj , KNj ,...,c= , each of them is preceded by the estimation 
time dcc )1( δ−= NT . It is found by means of the numerical modeling and the exper-
imental research, that the measurement precision of the current coordinates and prod-
uct movement parameters for the accumulated sequence of video images increases in 
3, 7…6, 7 times, for the measurements in real time in 2,1…3,7 times .  
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Fig. 1. The theoretical precision calculation of the current coordinates determination and object 
movement parameters in accordance with the developed methods (a) and their comparison (b) 
to  the method of numerical differentiation; 1- is the current coordinate, the numerical differen-

tiation: 2- is the current coordinate, the developed method; 3- is the velocity, the numerical 
differentiation; 4- is the velocity, the developed method; 5- is the acceleration, the developed 

method 

The results of parameter movement determination are used in to control the tech-
nological standards when producing the products made of natural stone. These results 
are also used for the compensation of video image dynamic errors which are caused 
by the product movement at the digital camera. It allows increasing the precision and 
velocity of the equipment which measures the products directly at the production pro-
cess. As a result, the quality of products made of natural stone is increased. 

Conclusions 
The new methods of algorithmic error compensation of video image with the 

measurement information about geometric values are developed. These methods pro-
vide the precision increase of the determination of geometric parameters and move-
ment of products made of natural stone of 1,5…6,3 times compared to the existing 
means of measurements.The measurement results of the mentioned values can be 
used to control the technological process of mining enterprises, and to increase the 
quality of products made of natural stone.   
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Abstract. In the article methods for verifying the dimensional and material 
properties like GS, GF i GG on industrial CT scanners according to VDI / VDE 
2630 Blatt 1.3. ,,Computertomografie in der dimensionellen Messtechnik“ 
guidelines were described. The proposed gauges in the form of a stepped cylin-
der were presented. In studies two types of different materials of gauges with 
different X-ray absorption coefficients were used. The study on METROTOM 
CT 800 manufactured by C. Zeiss with the X-ray tube voltage of 130 kV was 
performed. As the material for the gauges aluminum (aluminum alloy PA6) and 
ertacetal was selected. Both gauges in an accredited laboratory were calibrated. 

 

Keywords: computed tomography, dimensional and material parameters, gaug-
es for testing of industrial CT scanners,   

1 Introduction 

The idea of computer tomography measurements consists of assembling three-
dimensional spatial object from multiple flat images resulting from the scanning of 
measured element in the selected angular position. While the measured object is illu-
minated by an X-ray beam generated in the tube, the image detection is done at cer-
tain angular positions of rotary table on the detector array. Acquired images are pro-
cessed by specialized software, producing a three-dimensional model of the measured 
element. The change of the intensity of the parallel beam of radiation of the same 
energy, during the transition through the measuring object is described by the depend-
ency: 
 I = I0e- g ,  (1) 

where: 
I – intensity of radiation after passing through the object, 
I0 – initial intensity of radiation, 

 – linear absorption coefficient of radiation, 
g – thickness of the material. 
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X-ray absorption by the measurement object is proportional to the density and atomic 
structure of the material and wall thickness of the element [1-2]. The main factors 
influencing on the weakening of X-rays are the type and thickness of the material. 
Therefore, it was decided to check the dimensional and material properties on indus-
trial CT scanners using appropriate gauges made of two different materials: aluminum 
(aluminum alloy PA6) and plastic material – ertacetal [2-4]. 

2 Accuracy tests of the computer tomographs according to 
VDI/VDE guidelines. 

Computed tomography for industrial applications are a relatively new area of research 
and have not been developed the ISO standard for testing the accuracy. Currently 
produced computer tomographs can be tested according to VDI/VDE 2630. Blatt 1.3. 
,,Computertomografie in der dimensionellen Messtechnik“ [5]. The guidelines includ-
ed criteria for evaluating computer tomography for the four groups of parameters: 
 parameters associated with the scan error (PF, PS), 
 parameters associated with the length measurement error (E), 
 parameters defining the resolution (Dg), 
 parameters defining the depending dimensions - material (GS, GF, GG), 

The most important element in dimensional and material properties research are ap-
plicable gauges. The material from which it is made gauges should be as similar as 
possible to the elements measured on computer tomography. For checking the influ-
ence of dimensions-material dependence is recommended as the gauge stepped cylin-
der with a minimum of five and maximum of ten greatly differing diameters with a 
coaxial straight through hole. The diameter of the largest step cannot be less than five 
times the diameter of the hole. The height of each step must be the same, and their 
diameters should be graded linearly. In addition, the ratio of height of gauges of the 
largest diameter should be in the range of <0.8; 1.2>. According to the guidelines 
VDI/VDE was designed and manufactured gauges visible on Fig. 1.  

 
Fig. 1. View of the gauges. A- made of aluminum alloy PA6, b – made of ertacetal. 

a) b) 
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On the left (a) gauges made of aluminum on the right (b) made of ertacetal. Gauges 
made in the form of stepped cylinder with a seven steps (height of a step – 6 mm) 
with greatly differing diameters (from 10 to 40 mm) with a coaxial straight through 
hole (5 mm). Both gauges were calibrated in an accredited laboratory. 

3 Proposal of study procedure with results 

Studies were performed using computer tomograph METROTOM 800 Carl Zeiss 
company which is in equipment of the laboratory of the Institute of Metrology and 
Biomedical Engineering of Faculty of Mechatronics of Warsaw University of Tech-
nology. To the main assembly of computer tomography included the X-ray tube, the 
radiation detector and a system for positioning the measuring element consisting of a 
rotary table and the linear guideways. The obtained data are processed by a separate 
computer. Computer tomograph METROTOM 800 is equipped with a constant X-ray 
tube with a power of 39 W (at maximum parameters – 130 kV voltage and 300 A 
current) and a detector with a resolution of 1536x1920 pixels. Each of the gauges was 
measured ten times with identical settings for a given material. Depending on the X-
ray absorption coefficient appropriate measured parameters for the gauges material 
was set. Summary of measurement parameters are presented in Table 1. The meas-
urement results were determined with the use CALYPSO software version 5.2. The 
nominal values were taken from certificates of gauges from an accredited laboratory. 
 
Table1. Summary of measurement parameters. 
Parameter Aluminum Ertacetal 
X-ray tube voltage 130 kV 85 kV 
X-ray tube current 118 A 110 A 
Integration time 1000 ms 800 ms 
Detector gain 8,0 x 8,0 x 
Number of projections 1500 
Voxel size 30,09 m 
Mechanical filters Cu – 0,5 mm NO 
Focal spot control YES – Frame interval 64 
Noise reduction filter Shepp Logan 

3.1 Determination of the parameter GS 

GS parameter is given for each step internal and external diameter. GS parameter 
value is a measure of the deviation of the measured inner diameter, or the outer diam-
eter Da of the reference diameter Dr. 
On the basis of 10 times of the tomographic measurement for both types of gauges 
determined average values of internal and external diameters. Exterior and interior 
diameters was determined with numbers from 1 to 7 (nominal values outside diame-
ters from 10 to 40 mm in steps of 5 mm). Numbers of internal diameters with nominal 
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value of 5 mm were corresponded to appropriate numbers of external diameters.  
Table 2 shows the results of measurements of the GS parameter.   
 
Table 2. Summary of measurements results of GS parameter. Values is [mm] 

Diameter 1 2 3 4 5 6 7 
Aluminum external 

Average deviation -0,0020 -0,0009 -0,0005 -0,0004 0,0004 -0,0001 -0,0001 
Standard deviation 0,0003 0,0004 0,0007 0,0007 0,0010 0,0008 0,0008 

Range 0,0010 0,0013 0,0021 0,0024 0,0030 0,0025 0,0024 
Aluminum internal 

Average deviation -0,0021 -0,0017 -0,0020 -0,0018 -0,0021 -0,0009 -0,0001 
Standard deviation 0,0006 0,0004 0,0008 0,0015 0,0014 0,0010 0,0015 

Range 0,0016 0,0013 0,0023 0,0043 0,0048 0,0040 0,0045 
Ertacetal external 

Average deviation 0,0090 0,0118 0,0135 0,0152 0,0168 0,0143 0,0124 
Standard deviation 0,0010 0,0011 0,0014 0,0016 0,0012 0,0010 0,0013 

Range 0,0032 0,0038 0,0040 0,0039 0,0038 0,0032 0,0039 
Ertacetal internal 

Average deviation -0,0047 -0,0044 -0,0033 -0,0031 -0,0027 -0,0021 -0,0028 
Standard deviation 0,0008 0,0004 0,0004 0,0009 0,0006 0,0011 0,0011 

Range 0,0025 0,0012 0,0012 0,0025 0,0019 0,0031 0,0037 
 
In the case of a gauges made of aluminum alloy PA6, a maximum deviation value 
(GS parameter) is 2,1 m. The maximum standard deviation value is 1,5 m and max-
imum range value is 4,8 m. In the case of a gauges made of ertacetal GS parameter 
for internal diameter is 4,7 while for external diameter is 16,8 m. The maximum 
standard deviation value is 1,6 m and maximum range value is 4,0 m.  
Summary of the GS parameter measurement results shows a graph in Figure 2. 
 

 
Fig. 2. The results of measurement of the GS parameter 
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3.2 Determination of the parameter GG 

GG - is a parameter defining the internal hole axis straightness. When determining the 
uncertainty should take into account the actual deviation of the hole straightness and 
the shape of the cross section.  
The reference value of straightness of aluminum alloy PA6 gauges is 0,6 m and of 
ertacetal gauges is 1,2 m. The calculated value of the GG parameter are: for alumi-
num gauges 3,9 m and for ertacetal gauges 6,9 m. 

3.3 Determination of the parameter GF 

GF parameter of measured arc is defined as the radial extent of the deviation of 
matching shape. The calculated value of the GF parameter are dependent on the re-
construction of the measured object. Measurement of shape deviation is carried out on 
a reconstructed surface which consisting of a triangle mesh. View of reconstructed 
surface was presented on Fig. 3 (a). In view (b) is presented a graph of shape devia-
tions obtained from the CMM, in view (c) from the CT. Both graphs were obtained 
for the same diameter with the same measurement parameters and magnifications. 
The differences in the results are related to the surface reconstruction method (triangle 
mesh). The calculated value of the GF parameter (maximum value) are: for aluminum 
alloy PA6 gauges 20,2 m and for ertacetal gauges 22,9 m. 
 

 
Fig. 3. View of reconstructed surface (a), graph of shape deviations CMM (b), CT (c). 

b) 

c) 

a) 
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4 Conclusions 

Due to the nature of the tomographic measurements a very important issue is verify-
ing the dimensional and material properties like GS, GF i GG. During the analysis of 
GS parameter expected greater influence of material and geometric depending for 
gauges made of aluminum alloy PA6 due to a higher X-ray absorption coefficient in 
relation to the plastic material.  
The maximum value of the GS parameter obtained for aluminum gauges is equal 2,1 

m. Only one of the average value of deviations was greater than reference value 
from calibration certificate. In the case of a gauges made from ertacetal all external 
diameters have larger deviations than the reference value while the internal diameters 
have lower values. This results in the reconstruction of a larger volume of material 
than in reality. The border value (ISO surface) between the material and the back-
ground is not correctly defined. The maximum value of the GS parameter obtained for 
ertacetal gauges is equal 16,8 m. 
The GG parameter is defined as an internal hole axis straightness. For both types of 
gauges defined parameters are at a similar level. The calculated value of the GG pa-
rameter are: for aluminum gauges 3,9 m and for ertacetal gauges 6,9 m. The differ-
ences in obtained values are related to the accuracy of the gauges.  
The calculated value of the GF parameter are dependent on the reconstruction of the 
measured object. The calculated value of the GF parameter (maximum value) are: for 
aluminum gauges 20,2 m and for ertacetal gauges 22,9 m. 
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Abstract. The paper presents the analysis of the sticking properties of ultrathin 
polysilicon films and their correlation with the temperature (and resulted 
roughness) at which the film has been deposited. The force distance curves 
(FDC) has been done with an atomic force microscope (AFM). Temperature 
impacts roughness of the surface, which in turn influences adhesion of the sam-
ple. Study has been done for various humidities to find optimal parameters for 
deposition of the films. Additional properties of the samples such as wettability, 
roughness and mechanical parameters have been taken into consideration in the 
stiction studies. 

 
Keywords:  

1 Introduction 

Radio frequency micro electromechanical systems (RF MEMS) switches are con-
sidered one of the most promising technologies to improve the capabilities of wireless 
and telecommunication systems [1]. The MEMS reliability is still an open challenge 
[2]. One of the most important and unresolved problems in RF MEMS switches is the 
narrowing of the actuation and release voltages during long period of continuous ac-
tuation. This behavior is due to both electrical and mechanical phenomena which alter 
the characteristics of the device eventually resulting in its failure. The relative 
smoothness of surfaces, the small interfacial gap, and the small restoring forces of the 
compliant structures, the contact between their components can lead to the permanent 
adhesion of their moving parts called stiction [3]. The stiction is the combination of 
stick and friction which is due to the adhesive force. The stiction strongly depends on 
the surfaces topographies of the contacting surfaces and their mechanical stiffness in 
particular of the thin surface layers of the contacting MEMS components.  
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We used atomic force microscopy (AFM) to investigate the sticking properties of 
the polysilicon films fabricated at various conditions in order to have the most back-
ground to choose the best materials for the use in the fabrication of devices such as 
RF MEMS. AFM measurements are frequently used for acquiring surface parameters 
of samples in recent years [4-5]. 

2 Experimental details 

During the studies the AFM NT-206 system (Microtestmachines Ltd, Gomel, Bela-
rus) has been used. For measurements of adhesion (pull-off force) a beryllium bronze 
cantilever with a 0.35 mm diameter SiO2 ball has been used. A force distance curve 
(FDC) [6] (Fig. 1) has been acquired by coming into contact and after a short hold 
cantilever was retracted from the sample. During the unloading cantilever sticks to the 
sample and at the last moment a deflection in the opposite direction than previous 
displacement occurs.  By the measurement of that deflection, which after calibration 
can be transformed into pull-off force we can state the adhesive force between the 
sample and the cantilever tip (ball). Each sample at varied humidity has been meas-
ured 10 times for 
total of 30 measurements. The FDC curves have been performed with a rate of 100 
nm per second during both loading and unloading. 

 
Fig. 1. Force distance curve (FDC) on polysilicon sample. At point 1 cantilever comes into 

contact with sample, deflection of the cantilever rises up to point 2 where the load is at maxi-
mum. Afterwards unloading starts and at the end of it we can see pull-off force at point 3. 

In order to receive pull-off force values in nano Newtons calibration of AFM has 
been performed before testing. This involved usage of a stiff sample such as silicon 
wafer to calibrate the photodiode signal into nano meters of cantilever deflection. 
Afterwards testing on a membrane with a known stiffness such as Nanoidea`s mem-

348 M. Micha owski et al.



brane calibration structure can be used to identify the actual cantilever stiffness, 
which allows us to acquire the final FDC curve in nano Newtons to nano meters of 
piezoelement displacement. 

The same AFM has been used to measure the roughness of the samples. Those 
measurements were done by contact mode s
measurement points. A sharp tip with radius of under 8 nm has been used. Total of 10 
scans for each sample have been made to avoid significant impact of surface pollution 
and to decrease measurement error. 

Additionally wettability studies of the polysilicon films were carried out.  Those 
tests were done by a droplet method, which means placing a small droplet of fluid on 
the sample surface and measuring the angle the droplet forms with the surface. The 
measuring device has been developed and constructed at Warsaw University of Tech-
nology and is located in a clean-room laboratory in the Institute of Micromechanics 
and Photonics. 

 a thermally oxi-
dized layer of 1.7 m thickness. The polysilicon film was deposited after that by 
LPCVD process in the horizontal furnace reactor chamber (Annealsys LC100) at 
three different temperatures:  0.2mbar.  
For each run, deposition time and silane flow were adjusted for a polysilicon layer 
with thickness of 50 nm. 

3 Results and discussion 

The roughness (Fig. 2) increases with increasing temperature of deposition. The 
differences are not big, however are still statistically significant. 

 
Fig. 2. Roughness vs. deposition temperature 
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The pull-off force multiple measurements show the standard deviation of about 
10% of the average value. It is slightly higher for lower results and lower for higher 
values. Pull-off force measurements show that in this range of roughness local maxi-
mum of adhesion can be found at about 40% humidity (Fig. 3).The local maximum of 
adhesion at average humidity is presumably caused by creation of a thin film of water 
between sample and the tip. The difference between each level of humidity is greatest 
for the most smooth sample, which is the sample deposited in the lowest temperature. 
Additionally we can see that for lower humidities the adhesion is lower the higher the 
roughness and the temperature of production of the polysilicon layers (Fig. 4). For 
higher humidity this effect was not observed. 

 
Fig. 3 Results of pull-off force measurements vs. humidity and roughness (Ra 1.4 , 1.5, and 1.7 
nm) 
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Fig. 4. Results of pull-off force measurements vs. roughness and humidity (20, 40 and 60 %) 

 

Fig. 5. Contact angle of water droplet vs. temperature of deposition 
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Fig. 6. Contact angle of diiodomethane droplet vs. deposition temperature 

4 Conclusions 

In summary, this paper presents properties of polysilicon layers on silicon. Those 
properties vary based on the deposition temperature during production. With increas-
ing deposition temperature roughness of the surface increases as well. From the 
measurements we can observe some trends in adhesion while humidity of the envi-
ronment and roughness of the sample change. Local maximum of adhesion has been 
found for humidity of 40%, for lower and average humidities the adhesion increases 
with decreasing roughness. There seems to be no significant impact of temperature of 
deposition on wettability (contact angles) in the tested range.   
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Abstract. Laser triangulation is an optical measuring method which character-
izes with relatively high precision. There are many factors which can affect this 
type of measurement. They depend on a nature of optical measurements. Equal-
ly important from the viewpoint of accuracy is how precisely the position of the 
scanner in measuring volume is determined. In this paper we present tests per-
formed using measuring arm equipped with a laser scanner. As in measuring 
arms position of the probe depends on the accuracy of angular encoders their in-
fluence on the results was tested. Five different strategies were chosen to show 
the significance of employment of additional encoders. Results showed that if 
less encoders are used, better results are obtained. Also overlapping of individ-
ual scans affects precision of results. Therefore one should pay attention on 
choosing proper measuring strategy, to not change the scanning direction exces-
sively and to not scan the same area many times.  

 

Keywords: measuring arm · laser scanning · angular encoders · coordinate 
measuring techniques  

1 Introduction 

The beginnings of coordinate measurements date back to the seventies of the 20th 
century. The development of this measurement technique was conditioned by pro-
gress of computer technology [1]. Coordinate measuring techniques rely on computer 
processing of information from a measurement. This information is represented by 
coordinates of points gathered from the surface. Points can be collected either in con-
tact or in non-contact way. Contact measurements are accurate but number of collect-
ed points is rather small because of the time needed to measure every single one. On 
the other hand non-contact method provide many points from the entire object in a 

� Springer International Publishing Switzerland 2016
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short time. The non-contact methods most common in metrology [2]: triangulation, 
ranging, interferometry, structured lighting and image analysis.  
In this paper we focused on laser triangulation as this method has higher precision and 
lower costs comparing to other optical measuring methods [3]. In triangulation a laser 
beam is aimed in the direction of the measured surface, producing a spot, a stripe or a 
cross, depending on the used device. Then it is imaged on a detector at a position 
dependent on the distance of the measured area from the source of the laser. There are 
some factors affecting the accuracy of this optical measurement and they stem from 
the nature of this type measurements.  
These factors are [4]: laser scanning depth, projected angle, environment effects or 
operation error. Nevertheless we should always remember that the positioning of the 
scanner has an utmost importance on accuracy of the measurement. There are three 
technical solutions which enable determination of the position of a laser scanner. First 
is a self-positioning laser scanner [5]. Since this type of scanner has to find its posi-
tion into space by itself, it must determine an origin for each scan. The position of the 
scanner when the acquisition starts is set as an origin of the reference system and all 
subsequent acquisitions are performed in this fixed coordinate system. Attaching of 
targets to the measured part, or around it in case of small parts, enables positioning of 
the scanner in the measuring space.  
The other two solutions are attachment the laser scanner to the devices which enable 
determination of its location: coordinate measuring machine (CMM) and coordinate 
measuring arm. As spatial accuracy of measuring arms is of the same order as accura-
cy of laser scanners we found this combination of devices interesting for the research.  

2 Investigation setup  

The tests were performed using a coordinate measuring arm with the accuracy [6] of 
± 0.028 mm according to the B test (point repeatability) and ± 0.040 mm according to 
the C test, which stands for spatial accuracy of the arm . The arm was equipped with a 
laser scanner head working on a principle of triangulation with 2sigma accuracy of  
± 0.032 mm. 
A measuring arm consists of three tubes connected with joints inside which there are 
angular encoders. At the end of the arm there is a measuring probe which can be ei-
ther tactile or optical. Position of the probe in Cartesian system is determined based 
on angular positions of encoders and lengths of the tubes. Scheme of the arm used for 
testing is presented in Fig. 1 
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Fig. 1. Scheme of a measuring arm 

As it can be seen from the above scheme this 7-axis arm has four rotary axes marked 
red (A, C, E, G) and 3 tiltable axes marked orange (B, D, F), which can rotate only to 
a certain extent depending on construction of the arm. Angular coordinates of these 
seven axes are used to calculate the position of the measuring probe in the Cartesian 
system. In this paper we present the influence of use these axes on the final result of 
the measurement.  

3 Description of the method  

As it was described in the previous section there are angular encoders in each of 7 
rotation axes. These encoders have limited accuracy and error from each one influ-
ences on the error in the positioning of the measuring probe at the end of the arm, in 
our case the probe is a laser scanner. 
Using the measuring arm equipped with the laser scanner we measured the planar 
surface of a marble block. The block was of the length of 600 mm and of width of  
100 mm which enabled measurement of the whole surface with a single pass of the 
scanner. 
Five different measuring strategies were chosen: 
1) The rotary axes were immobile, only tiltable axes were used in the process of data 
acquisition.    
2) Axis “A” was rotated by 180°, during the measurement only tiltable axes were 
moved. 
3) Axes “A” and “G” were rotated by 180°, during the measurement only tiltable axes 
were moved. 
4) The rotary axes were immobile, only tiltable axes were moved but the surface was 
measured three times in the row. 
5) Movement in all seven axes. 
These strategies are presented in Fig. 2 

Systematic Errors of Measurements on a Measuring Arm ... 357



 

 
Fig. 2. Measuring strategies 

We took care to maintain the same conditions for all strategies: temperature, scanning 
depth, incident angle, lightening conditions so only the influence of the encoders was 
tested. 
First strategy is the simplest one and can be used in a very limited number of cases, 
where a part can be measured with a single scanning path without employment of 
rotary axes. In second and third strategies before the measuring process one or two 
axes respectively were rotated by 180° but during the measurement their positions 
were not changed. In the fourth strategy the same surface was measured three times so 
individual scans overlapped. In many situations in real measurements it is impossible 
to avoid overlapping of scans, which might be caused by complex shape of the sur-
face or unsuitable properties for optical measurements . The last strategy represents 
the situation in which big parts with quite complex shape are measured. Then all 
joints are rotated to cover the part with a laser beam.  
From the measurements with different strategies point clouds were obtained. Outlying 
points were removed but any filtration method was applied. A single cross-section 
from each point cloud was determined and compared with the corresponding line 
measured on a CMM. Accuracy of the CMM is one order of magnitude higher so this 
data could be treated as reference. The straightness of the line measured on the CMM 
with a maximum permissible error for length measurement (EMPE) of (1,7 + L/333) 

m was of 10 m.    

4 Results  

To calculate the position of the laser scanner, angular coordinates in joints are used. 
Observing the cross-section of the point cloud from optical measurement and compar-
ing with the reference data (CMM) it can be seen that this cross-section is waved. 
This is caused by inaccuracies of the encoders of the arm not by actual distortion of 

3X 

1) 2) 3) 

4) 5) 
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the measure surface. A sample comparison on two lines measured with different 
methods for the first strategy is presented in Fig. 3.  
 

 
 

Fig. 3. Comparison of a cross-section from optical measurement with reference data 
 

The amplitude of the presented waviness shows the actual inaccuracy of measuring 
system. It is different for different strategies.  
As the evaluation parameters range of result and number of points were chosen. 
Measurements for all strategies were repeated ten times and average values were cal-
culated. The results are presented in Table 1.  

 
Table 1. Results for all strategies 
 strategy 1 strategy 2 strategy 3 strategy 4 strategy 5 
range, m 168.8 179.6 184.2 213.7 188.9 
st. deviation, m 30.5 23.5 28.2 28.3 22.7 
no of points 2297 2342 2206 4630 2070 

5 Discussion of results  

During all tests the best conditions for optical measurements were obtained. Therefore 
the differences in results for all strategies are caused only by different use of arm 
encoders. Considering the number of gathered points it can be noted that the rotations 
in joints do not influence on the number of points. More points are gathered if the 
laser scanner is led over the surface for a longer time, for example if measurements of 
the surface are repeated (fourth strategy).  
What is more important is how the employment of axes of the arm influences on ac-
curacy of performed measurement. The best results were obtained when the use of 
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encoders was minimized. Results from the second strategy show that only by adding 
constant rotation in one axis provide worsening of around 10 m. Employment of 
another encoder increase the error. In fifth strategy any constant rotation was added 
but during data acquisition all encoders were moving. The worst results were obtained 
from fourth strategy. This error has two components. One comes from rotation in “B”, 
“D” and “F” axes and the other comes from overlapping of individual scans.  
The results showed how big is impact of the operator on obtained results. Neither 
frequent changes of scanning direction nor overlapping of scans influence positively 
on the measurement accuracy. Comparing strategies first and forth it can be noted that 
lack of experience in performing measurements on arm equipped with a laser scanner 
might introduce about 25% bigger error     

6 Conclusions  

In this paper we touched on the important topic of influence of the operator and se-
lected measuring strategy on the results of measurements performed using manual 
devices. As an example of a manual device we used a measuring arm equipped with a 
laser scanner. Spatial accuracy of the arm is of 40 m and accuracy of the laser scan-
ner is of 32 m. Assuming equality of impact factors the accuracy of the whole sys-
tem is of 51 m, while obtained errors are much higher. Part of this error is due to 
mentioned factors affecting accuracy of optical measurements. Nevertheless signifi-
cant differences between strategies proves the influence of the manner in which the 
surface was measured. The conclusion from our research is that, when using manual 
devices such as measuring arm, scanning directions should not be changed frequently 
and overlapping of individual scans should be avoided.     
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Abstract. This article proposes a way of compensating the influence of element's 
positioning in relation to the FMM (Form Measuring Machine) table's axis of rotation 
on the result of roundness deviation measurement. The research concerned the ele-
ments with discontinuous surfaces e.g. with holes. Using the devised software simula-
tion study was conducted and verified experimentally. The experiments were con-
ducted with Taylor-Hobson Talyrond 365 machine. The obtained results confirmed 
far greater resistance of proposed calculating method to the positioning of element in 
regard to the axis of rotation.  

Keywords: roundness deviation, radial method, eccentricity 

1 Introduction 

Roundness deviation measurements of rotatory elements are mostly performed 
with either universal coordinate machines (CMM - Coordinate Measuring Machines) 
or specialized FMM stations (Form Measuring Machines), which perform measure-
ments using radial method. 

The first method is more universal, allowing measurements of both continuous and 
discontinuous surfaces of various shapes and dimensions. The time of measurement is 
relatively short and attained accuracy reaches values even below 1 m. 

FMMs are not as universal. However, among their assets one should first of all 
mention greater accuracy of measurement, reaching even the tenths of micrometer. 
The condition of obtaining such high accuracy is meeting adequate requirements [1, 
2, 3] namely that the centre of studied profile is placed as close as possible to the axis 
of rotation, i.e. the eccentricity should be few orders lower than the profile's radius. 

To attain such positioning of element, it is necessary to exercise adequate prepara-
tory actions. In case of elements of simple geometry, such actions are not a consider-
able problem. In case of more complicated elements, consisting of several non-coaxial 
surfaces or elements of discontinuous surface e.g. with holes, their proper positioning 
on the machine's table is very complex, time-consuming and sometimes even impos-
sible. In that case, the occurrence of errors that increase measurement uncertainty has 
to be taken into account. Such problem does not occur when measuring with coordi-
nate machines.  
� Springer International Publishing Switzerland 2016
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2 The influence of eccentric positioning of element's section on 
the result of roundness deviation measurement.  

Radial method relies on measuring the increments of element's radius ri as a func-
tion of angle of rotation . This method is sensitive to element's positioning in rela-
tion to the table's axis of rotation. Mapping of element ideally round (Fig.1a) posi-
tioned eccentrically results in the profile that is not a circle. Fig. 1b and 1c demon-
strate that eccentric positioning of element caused (according to the theory) profile's 
elongation in the direction of given eccentricity and flattening in perpendicular direc-
tion [1]. To indicate profile's distortion the sum of the highest rise RONp and the 
deepest valley RONv, i.e. roundness deviation RONt determined in relation to mean 
circle was used.  

 
 
 

 
 
 
 

 

 

 

 

 

 

 

 

Fig. 1. Exemplary shape of section's segment a) axial positioning, b) eccentric positioning, y 
direction, c) and d) eccentric positioning, x direction 

Fig. 1d presents the result of roundness deviation measurement of chosen profile's 
fragment of arc's length determined by angle . The element was positioned in the 
same way as in Fig. 1c.  

In general, it can be observed that the shape of studied section's segment depends 
on 3 parameters: , , e. Geometric dependencies between these parameters are pre-
sented in Fig. 2.  
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Fig. 2. Geometric dependencies between the parameters of measured section 

The measurement with CMMs relies on collecting the contact points between the 
probe and the surface of element. The registered data allow determining local radii of 
measured section. In case of measurement with FMMs local radii are not determined 
and the registered signal allows determining only the increments of radii.  

The concept of compensating the influence of eccentricity e on the result of meas-
urement RONt relies on replacing the algorithm of determining mean circle used in 
FMM with the algorithm used in CMMs. The essential part of this concept is adding 
to FMM measuring signal a mean value of element's radius, determined e.g. on the 
basis of documentation of studied section. This results in transforming the set of radii 
increments expressed as a function of angle of rotation to the set of local radii. Con-
version of coordinates of measurement points from polar system to Cartesian system 
constitutes the next step. As a result of this operation a data set similar to the set de-
rived from measurement with coordinate machine is obtained, which allows using 
CMM algorithm, later termed the improved algorithm. Detailed overview of this con-
cept was presented in [4].  

3 Simulation study 

Simulation study was aimed at investigating the results of employing the improved 
algorithm. The segments of sections of various lengths were analysed, while value e 
and the direction of eccentricity vector  were altered. For clarity of argumentation, 
the percentile share of continuous part in regard to overall perimeter of section was 
marked as p. Roundness deviation was determined with two methods: traditional 
(RONt) and improved (with additional index RONtu). Simulation study neglected 
shape deviation of element.  

Simulation program devised in Matlab environment allows introducing various 
values of element's radius and measuring tip, and of eccentricity. For illustrative pur-
poses very large eccentricity e=450 m was assumed. The illustrative material placed 
in the further part of this article pertains to simulation study for element of 30 mm 
radius and stylus with round measuring tip of 2 mm radius.  
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3.1 Simulation study – traditional algorithm 

The results of study on the influence of length of measured arc represented by pa-
rameter p on the roundness deviation measurement error is presented in Fig. 3. 

  
 
 
 
 
 
 
 
 
 

Fig. 3. The influence of parameter p on the value of roundness deviation determined by tradi-
tional method 

Measurement error RONt reaches maximum value exceeding 4 m for p between 
60% and 90% depending on the direction of eccentricity vector . 

The results of study on the influence of direction of eccentricity vector  on the 
roundness deviation measurement error RONt is presented in Fig. 4. 

 
 
 
 
 
 
 
 
 

 

Fig. 4. The influence of direction of eccentricity vector on the value of roundness deviation 
determined by traditional method 

Characteristic oscillation is observed (for p between 40% and 80%). Maximum 
value of this oscillation exceeds 1,5 m. As observed in Fig. 4 for continuous section, 
ideally round element (p=100%) the direction of eccentricity vector has no influence 
on the measurement error RONt. In case of discontinuous sections the directions 
either less or more favourable in regard to the obtained results may be distinguished. 
The smallest errors occur for directions overlapping with the directions of axes 
( = 0± ). One should add that the operator cannot decide about the direction of 
eccentricity when measuring discontinuous elements.  
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3.2 Simulation study - improved algorithm 

The results of analogous simulation study conducted by using the improved algo-
rithm are shown in Fig. 5.  

 
 
 
 
 
 
 
 
 

Fig. 5. a) The influence of parameter p on the value of roundness deviation determined by 
improved method, b) The influence of direction of eccentricity vector on the value of roundness 

deviation determined by improved method 

Lack of influence of both the arc's length and the direction of eccentricity vector  
on the roundness deviation measurement error RONtu was observed. The observed 
errors are negligible and random. In conclusion, based on simulation study high resis-
tance of improved algorithm to eccentricity can be expected. 

4 Experimental studies 

Experimental study was performed with Taylor Hobson Talyrond 365 machine 
equipped with round tip Ø4. Cross sections of cylindrical roundness master Ø60, 
characterized by roundness deviation RONt=0,2 m, and sections of combustion en-
gine piston Ø64 of roundness deviation RONt=15 m were studied. Roundness devia-
tion of sections of each element positioned at various distances from the axis of rota-
tion were measured. Continuous sections were measured and then the fragments of 
profiles were numerically removed, obtaining segments of assumed angular length. A 
part of study presented below pertains to the segments of proportion of continuous 
part of section to whole perimeter p=80%.  

 
 
 
 
 
 
 
 

Fig. 6. The influence of eccentricity e on the roundness deviation measurement result for sec-
tion of master Ø60 by employing traditional and improved algorithms (p=80%, =0). 
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Fig. 7. The influence of eccentricity e on the roundness deviation measurement result for sec-
tion of a piston Ø64 by employing traditional and improved algorithms (p=80%, =0). 

Figures 6 and 7 present cumulative charts of roundness deviation measurement re-
sults for master Ø60 and piston Ø64 obtained by using both algorithms. The observ-
able difference between the theoretical curve and the charts obtained by traditional 
method attests to the influence of other factors (other than eccentricity) on the meas-
urement result in real conditions. Among these one could mention: non-linearity of 
probe characteristic, shape errors of round measuring tip, discretization errors, other 
than radial direction of displacement, friction, oscillation. The above factors are the 
source of errors in both methods. They also influence the increase in value of round-
ness deviation obtained by using improved algorithm. Despite this, both in case of 
master and piston sections the results obtained by using the proposed method are bur-
dened with error more than two times lower. 

5 Conclusions 

The article presents the results of simulation and experimental studies on round-
ness deviation measurements in elements of discontinuous surface obtained by using 
two algorithms: traditional and improved. Based on the results of simulation study it 
could be concluded that using improved algorithm allows fully eliminating the errors 
resulting from eccentric positioning of element in relation to the axis of rotation. 
However, experimental study revealed the influence of other factors associated with 
the construction of measuring device. Nevertheless, significant improvement of 
measurement results were observed when employing improved algorithm. 
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Abstract. Industrial systems for the collection of environmental data play an 
important part in the production processes and also in storage facilities. When 
storing large volumes of bio-materials such as wood chips (wood pellets) or dif-
ferent silage, problems arise with dangerous self-heating of the stored material. 
This paper deals with the design of an autonomous system for collecting such 
data. In the view of the needed measurements, there were designed and devel-
oped measuring probes with wireless data transmission. The proposal includes 
an information system for archiving and evaluation of measured data. 

 
Keywords: measurement system, transmitter, receiver, communication 

1 Introduction 

Transition from conventional to renewable sources of energy is currently preferred in 
the field of energy sources. One that is already quite widespread, is the use of biomass 
in the form of wood chips or wood pellets as a source for heat production. Quite often 
it comes hand-in-hand as a combination with CHP units to generate electricity. 
Wood chips, as the most commonly used wood material have properties of firewood. 
The chips are made of wood waste from branches and raw materials acquired in the 
thinnings of the forests. Typically, the length of the chips is in the range of 5 to 50 
mm, width of 5 to 30 mm and a thickness of 5 to 15 mm. Wood chips are biologically 
active material. By activities of the living parenchymal cells, chemical oxygenation, 
hydrolysis of the cellulose components in an acidic environment and the biological 
activity of bacteria and fungi, the wood chips begin to decompose relatively quickly. 
This will reduce the volume and increases the humidity of the material. At the same 
time the temperature of the chips is growing to 50°C - 70°C. In case the temperature 
rises over 100°C, self-ignition of the wood chips may also happen. If the water con-
tent of the wood chips is greater than 25% to 30%, which is the optimal moisture 
content for the combustion, after a certain time (depending on temperature) the wood 
chips start degrading and are affected by mildew. 
 The Slovak Republic stipulates the storage of wood chips decree [1], which defines 
the need for temperature measurement in chips at a depth of 1.5 m at a maximum 
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distance of measuring points 10 m from each other every day. If the temperature of 
the chips in the first week does not exceed 35°C, the sample period may be extended 
to every 3 days. After three weeks of storage, the measurements interval can be ex-
tended to once a week. If the temperature in the pile reaches 50°C or if the tempera-
ture rises by more than 3°C in 24 hours, the wood chips must be scuffed using appro-
priate mechanisms. The records of temperature measurements of wood chips are in 
accordance with the provisions of Section 19 of the decree [1]. In addition of fire risk 
in chips storage, other hazards are associated, i.e. the occurrence of organic dust con-
taminated with microorganisms - bacteria and fungal spores. 

2 Measuring system requirements 

The primary objective in the design of the entire measuring system was the elimina-
tion of manual temperature measurements of biomass and complete automation of the 
process of measuring and evaluating temperature of the material being measured. The 
entire system consists of the measurement hardware, storage and archiving of meas-
ured data, visualization and application software. Following requirements were speci-
fied for individual system parts:

Measuring probe                
 measurement of temperature from -10°C to 90°C with an accuracy of +/- 

0.5°C and a resolution of 0.1°C 
 autonomous operation for at least three months 
 robust construction which withstands the pressure of the stored wood chips 

and resistant to mechanical stress caused by mechanisms in the processing 
and handling of wood chips, probe transmits in free band 433.92MHz, 

 one-way communication protocol enabling collision detection of simulcast-
ing of several probes on the receiver side, 

 frequency of data transmission is parameterized by the temperature of chips, 
 probe dimensions at the upper limit of typical size of wood chips 

Receiver 
 operation in the industrial environment, 
 operating multiple receivers improves the system parameters to capture the 

signal from probes in deep layers 
Software 

 The data model of the system - internal model of measurement system hold-
ing information about the hardware configuration, active sensors, their phys-
ical positions, measured data and other additional information, 

 Communication via the network - secure communication channel using SSL 
encryption, 

 Presentation software - platform independent, user-friendly client software. 
The possibility of extending the web version of the software with the same or 
similar functionality as the desktop application. 
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3 Concept and implementation of hardware parts 

The proposed measuring system consists of two basic parts: measuring probes that 
transmit the measured data and receiver modules, whose role is to intercept transmit-
ted data. Hardware configuration of both will be described in the next section.

3.1 Measuring probe 

Measuring probe in block diagram in Fig.1a is used to measure environmental param-
eters such as temperature, humidity, atmospheric pressure, solar irradiation and oth-
ers. In the current embodiment, a temperature probe is used to measure the ambient 
temperature. The role of the test probe is processing the measured data, preparation of 
telemetry data, format the data according to designed format and transmit data via RF 
interface at 433MHz. 
Following requirements were identified in the design of the probe: 

 autonomous operation over an extended period, typically several months, 
 minimal power requirements, 
 minimal mechanical dimensions - in its placement in the bio-materials, the 

probe  shall not be an obstacle, 
 stiffness and tightness of the outer enclosure - version for environments with 

high humidity and temperature, 
 modular design - option to add, respectively replace the sensor module for 

another module to measure  other physical quantities. 
MCU: Microprocessor with control software. It is used 32-bit microprocessor ST 
STM32F030F4T6 [4]. Selected microcontroller has 16kB Flash memory for program 
and 4KB RAM for data. The internal A/D converter connected via a resistive divider 
measures the battery voltage during the measurement interval. This value is used for 
telemetry to monitor the battery status, a status review is provided by the control 
software. 
Sensor: Represents the sensor of environmental parameters such as temperature, hu-
midity, pressure, light intensity, and others. The current version uses a temperature 
sensor LM75AD with resolution of 0.125°C. The working range for higher absolute 
accuracy is set in range of -25°C to 100°C. The sensor uses 11-bit A/D converter for 
temperature conversion. This type’s advantage is also in a minimal consumption in 
inactive mode (3.5 uA). To the MCU it is connected via I2C bus. 
Power supply: Power supply block with a stabilized power output for the module 
circuits. The basic requirement was to create a design with as small energy consump-
tion of the entire solution as possible. As an energy source is used one AA battery 
with increasing converter. StepUp converter ON Semiconductor NCP1402 used in the 
designs has efficiency reaching 85% and passive current consumption 30uA. 
Another variant of the power module allows drawing energy from renewable sources 
such as thermocouple, solar cell, wind turbine and others. 
Transmitter: To transmit data was chosen transmitter module for the band 433MHz 
with FSK modulation. 
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Fig. 1 Block diagram of the a) measuring probe, b) receiver module 

3.2 Receiver module 

Module for wireless reception of data transmitted from measuring probes in block 
diagram in Fig. 1b. Basic processing of the data - checking consistency of the re-
ceived block of data, preparation of data for transmission to the control center. 
Receiver: wireless reception of broadcast data from the measuring probes. 
Superreactive receiver module is used with a demodulator and an output stage to con-
nect to the digital input of the control microprocessor. 
MCU: microprocessor with control software. The same microprocessor as in a meas-
uring probe is used, thus STM32F030. 
Power supply: power supply block with a stabilized power output for the module 
circuits. Linear regulators with low voltage drop are used. Input part with a surge 
protection, overcurrent protection and a broadband filter. 
Interface: RS485 bus interface module. 
For connection to RS485 bus is used Texas Instruments SN65HVD10 which includes 
circuits for ESD protection. The overvoltage protection input circuit is complemented 
by a specialized Bourns circuit "High-Speed Protector". Solution using RS485 bus 
allows to include more transceiver modules on a single cable system. Using multiple 
transceiver modules allow better coverage of the area with the location of measuring 
probes and also increase resistance to interference. 

4 Design and implementation of software 

The measuring system consists of a number of probes and a number of receivers. The 
number of measuring probes is in tens and the number of receivers in the order of 
units. The final number of the receivers depends on several factors such as the actual 
area of monitored site, its segmentation and the presence of interference sources such 
as radio signals, metal structures, power lines, distribution of technical media, etc. In 
the design of firmware, respectively the application logic of transmitter and receiver, 
was needed to ensure reliable data transfer. 
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4.1 Firmware 

Measuring probe 
As was explained in the previous section, the probe is powered by one AA battery. 
Therefore, the firmware design dealt with the important aspect of energy saving and 
energy management. A microcontroller has the possibility of transition to standby 
mode in which current consumption drops to 20uA. In standard mode, the current 
consumption at the maximum frequency of 48MHz rises near 30 mA. To reduce the 
power consumption following settings were applied: 

 as the clock source internal RC oscillator was used, 
 the frequency of the clock signal is set to the lowest value, that is f=8MHz, 
 during the standby period the microcontroller is put into standby mode (low-

est power mode, where most parts of the microcontroller are disconnected 
from the power), 

 measurement time during which the probe collect the data is reduced to the 
minimum necessary - 100 milliseconds.  

As the communication between the probe and receiver module is one-way, it was 
needed to include information that probe sends and state information of the voltage 
level of the battery. This information is needed to assess the battery life. 
The data that the probe sends are: probe address, the voltage level of the battery, 
measured temperature (humidity, pressure, etc.) and an 8-bit CRC sum. 
Period during which the probe is in standby mode is designed to be 5 minutes. To 
avoid interference of transmission data from various probes, probe sleep time is pa-
rameterized using the measured temperature. By increasing the temperature by 10°C 
the sleep time is reduced by 60s and the minimum sleep time is set to 3 minutes. Re-
ducing the temperature by 10°C the sleep duration is increased by 60s. 
Receiver module 
Receiver module is built with the same microcontroller as measuring probes, thus 
STM32F030 [4]. These modules are powered by an external supply voltage and there-
fore there was no need to address the energy-saving modes. To achieve the required 
performance and processing speed following settings were applied: 

 the frequency of the clock signal (internal RC oscillator) is set to the maxi-
mum value, that is f=48MHz, 

 communication with host component (measuring computer) via the RS485 
serial interface is set at speed 19200 baud/s 

Other features of the receiver module are as follows: includes internal memory with 
the option to store data from 250 different probes, detects incorrectly received packets 
and supports data encryption of measured data towards measuring computer. 

4.2 Middleware 

An important part of the whole measurement system is a system of data collection, 
data storage and communication interface to the end application. To access the meas-
urement module and the measured data Java and Python library was developed allow-
ing communication with the connected hardware. In implementation of the RF meas-
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urement system it was necessary to consider the typical scenarios, such as data from 
some sensors may not be available for a long time. This can occur while transmission 
of several probes at the same time, where their RF signals interferes with each other. 
Another example is that the measurement data of the measuring probe are received by 
several receiver modules, where is need to eliminate such redundant data. 

5 Conclusions 

Low power consumption of the probe itself is a key parameter. Verification of the 
module functionality proved that in standby mode the current drawn from the AA 
battery is 0.43mA and in the active mode is 20 mA. The measuring probe wakes from 
standby in average every 300s and subsequent data measurement and transmission 
takes 0.4s max. This gives an average consumption of  0.463 mA. Using AA batteries 
with a capacity of 2000 mAh, expect life of the probe circa 180 days. Practical tests of 
the proposed system in the state of a working prototype demonstrated the correctness 
of the solution concept. Probe systems are sufficiently mechanically resistant to ambi-
ent pressure. The concept of multiple receiving antennas eliminates the loss of the 
carrier signal at 433 MHz in passing the tests with a five meters tall layer of wood 
chips.The whole concept can be used for monitoring the status of other commodities 
for storage and processing such as food products, in agriculture for the quality control 
of the fermentation process and the temperature conditions in the layer of snow with 
hills exposed to avalanche breakdown. Interesting is also the possibility of monitoring 
environmental parameters with a probe with  autonomous power photovoltaic cells 
and storage of energy in the supercapacitor - for example, in agriculture for monitor-
ing surface and subsurface temperature and humidity. 
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Abstract. In novel nano-scale electronic devices the number and location of 
individual dopant atoms within a device determine its characteristics. Therefore, 
precise control over these parameters is required. In this paper we describe 
Kelvin Probe Force Microscope (KPFM) designed for dopant detection. We 
propose a method for reconstruction of dopant position by using comparison 
between KPFM images with surface potential simulation based on Thomas-
Fermi approximation. This is the first step to allow 3D reconstruction of many-
dopant arrangements from 2D KPFM images.  

 
Keywords:  

1 Introduction 

In the era of continuous miniaturization of electronic devices, silicon 
technology is approaching the stage where further development of conventional 
devices, like field-effect transistors (FET), is significantly hindered by random dopant 
fluctuation [1]. To reach beyond the limitations of present devices, new concept using 
dopant itself as a building block was recently introduced, namely the single-dopant 
transistor [2]. This approach is based on single-electron tunneling through individual 
dopants working as Quantum Dots (QDs) in the Field-Effect Transistor (FET) 
channel. For such devices number and position of dopants in the channel is essential. 
However, most single-dopant transistors characterized so far were doped in purely 
random manner by diffusion [2, 3]. Only few reports introduced devices with more 
controlled dopant arrangement (by single-ion implantation [4] or STM manipulation 

[5]). However, the number and position of embedded dopants in the final devices is 
not fully confirmed by these methods. Moreover, the commonly used electrical 
characterization (I-V), in fact, describes only the electron transport properties and 
does not allow clear resolving of internal structure of a transistor channel. Therefore, 
full characterization of devices based on dopants requires new and more direct 
investigation methods.  
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The Kelvin Probe Force Microscope (KPFM) was proposed for dopant 
detection in [6, 7, 8] as a tool capable of resolving individual donors embedded in Si 
FET channel and later deep-level dopants in 2D pn junctions [9]. Although KPFM 
allows detection of individual dopants embedded in the Si channel (up to 5-10nm 
deep, it provides only information about lateral position. The vertical position (Z 
coordinate) can be extracted from the potential depth measured by KPFM. However, 
metrological standard as a reference is needed. Until now, there is no measurement 
method allowing high precision detection of vertical dopant position in materials 
thicker than few atomic layers [10]. Therefore theoretical predictions have to be used 
as a reference for vertical position extraction from KPFM potentials. For this purpose 
we propose surface potential simulation using Thomas-Fermi approximation allowing 
calculation of a priori. Similar 
approach was used to simulate potentials in delta-doped devices [11]. 

In this work we describe the KPFM setup designed for detection of dopants in 
FET channel. We propose a method for defining the dopant position in depth by using 
comparison between KPFM images with surface potential simulation - simply 
because there is no any other standard which can be used as reference.  This is an 
important step to allow full 3D reconstruction of many-dopant arrangements from 2D 
KPFM images.   

2 KPFM setup 

Originally the KPFM was proposed by M. Nonnenmacher [12] as Atomic 
Force Microscope (AFM) employing the principal of Kelvin probe. Therefore, KPFM 
allows also determination of surface topography. The schematic illustration of KPFM 

Fig. 1. The schematic illustration of KPFM setup and additional circuitry allowing 
depletion of FET channel (bias transfer box); FET structure is also schematically shown 
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setup is shown in Fig.1. Measurements are done in high vacuum (~ -9 Torr) and 
room temperature (296 K). The KPFM working principle is based on detection of 
long range electrostatic forces by the piezo-resistive cantilever tip scanning in 
proximity of the sample surface. The constant distance between the cantilever and the 
sample is maintained by AFM (AFM topography detection loop is marked blue in 
Fig.1). The cantilever oscillations are first excited by driving the piezo with specific 
AFM frequency matching the mechanical resonance frequency of a cantilever. In 
proximity of sample surface the attractive forces are acting on a cantilever. Due to tip-
sample interactions the cantilever bends and its resonant frequency is changing. This 
change is detected by Phase-Locked Loop (PLL) and recorded as a topography data. 
Simultaneously the topo  signal is given as a feedback to AFM driver and 
cantilever  Z position is readjusted to keep the same tip-sample distance. While the

 
cantilever is scanning the surface in above manner it also detects the electrostatic 
forces which arise due to work function difference between tip and sample, as shown 
in Fig.2. When the cantilever and the sample are in equilibrium, the VDC is applied 
between them to compensate the initial work function difference between tip and 
sample. The attractive electrostatic force (F) builds up if some local change in work 
function occurs, as in Fig.2 (b). This force is cancelled by readjustment of VDC which 
corresponds to a local Contact Potential Difference (CDP). To allow continuous 
detection of CPD, VDC is modulated by specific KPFM bias frequency resulting in 
total tip-sample bias (VKPMF). Electrostatic forces due to VKPMF and local CPD cause 
deflection of cantilever which is detected first by AFM PLL, then directed to KPFM 
loop (marked red in Fig.1) and demodulated in Lock-in amplifier. This way KPFM 
data is obtained. The important difference between conventional KPFM setup and one 
presented here is the possibility of additional biasing of the sample (in this case the 
FET transistor), realized by bias transfer box. For transistor VKPMF works as a virtual 
ground. The FET is realized as a thin constriction (10 nm thick channel) between two 
wider pads of silicon - working as source (S) and drain (D) electrodes. The channel is 
doped with phosphorus in concentration of ND  18 cm-3. The S/D electrodes are 
grounded (virtually) while the back gate bias (VSUB) is applied to the substrate (also in 
reference to VKPMF). Such circuitry allows application of negative biases and depletion 

Fig.2. Schematic explanation of KPFM working principle; (a) System in equilibrium; (b) 
Electrostatic force (F) builds up; (c) Cancelation of F by VDS bias application.   
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of free electrons from the channel leaving mostly ionized P-donors. Potential image 
induced by these P-donors is then detected by KPFM.             

3  vertical position reconstruction 

Figure 3(a) shows exemplary potential image measured for different VSUB. It is 
clearly visible that when negative bias is applied the distinct circular potential dips 
appear (darker potential areas in average size of ~10-20 nm and depth of ~20-40 mV). 
These can be ascribed to individual donors [9] and their lateral position can be easily 
resolved. The vertical (Z coordinate) position of P-donors embedded in the channel 
can be extracted from the potential depth measured by KPFM. For this purpose, we 
refer to surface potential simulation as a theoretical metrological standard. 

The schematic simulation setup is shown in Fig. 3(d). In our model, donors are 
randomly distributed in a 3D Si sheet. We first calculate bare donor potential by 
summation of Coulomb potentials from each donor, assuming periodic boundaries. 
The electrons are confined in two dimensional electron gas (2DEG) on the surface of 
the Si sheet. Density of 2DEG is calculated by solving 2D Thomas-Fermi equation in 
low temperature. The total potential is obtained by solving Fourier-transformed 
Poisson equation. The potential sensed by cantilever is estimated at level of 3 nm 
from the sample surface (it includes ~2 nm protective SiO2 layer and ~1nm tip-sample 
separation). The system is solved self-consistently by relaxation assuming 0.2 nm 

Fig.3. (a) Example of KPFM images acquired under different biases VSUB. (b) Exemplary 
results of simulation for different electron coverage fraction fe (c) Comparison between 

measured and simulated potential profiles [taken along solid yellow line from (a) and (b)] 
for single P-donor. (d) Schematic illustration of simulation setup. The surface potential 

scale bars along with histograms are shown below every potential map. 
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grid. The electron coverage fraction parameter (fe) is equivalent to experimental VSUB, 
therefore effect of screening electrons can be included. 

The simulated potential images exhibit similar features as measured ones - 
marked by yellow circles in Fig. 3(a) and Fig. 3(b). The comparison between potential 
profiles induced by individual donors is shown in Fig. 3(c). It can be seen that 
simulation is in good agreement with experimental results. The experimental results, 
Fig. 3(a), show features with different intensities. These intensities are related to 
vertical position of a donor in most cases, although other factors like donor-donor 

interaction or measurement noise cannot be fully excluded. This relation can be 
theoretically resolved by simulation of surface potential vs. vertical donor position (Z) 
dependence (as shown in Fig.4). Features measured in experiment for three different 
donors (P1, P2, P3) are assigned, as an example, to the points on the curve in Fig.4. 
This way vertical donor position can be resolved. 

4 Conclusions 

We presented the method for reconstruction of vertical position of donors 
embedded in randomly doped FET. By using KPFM with modified feedback circuit 

Fig.4. Simulated dependence between surface potential and vertical donor position, 
correlated with experimentally measured features (ascribed to individual donors) showing 
different intensities. Potential landscapes and corresponding profiles are shown for three 

different donors (P1, P2, P3). The inset shows schematic arrangement of the donors.  
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we measured potentials induced by ionized P-donors. Experimental results were 
referred to surface potential simulation used as a theoretical metrological reference 
standard. This is first approach in such reconstruction and it still requires deep 
analysis of influential factors. However, the most important factors, i.e. free electrons 
screening and tip-sample distance are included allowing successful correlation 
between simulation and experiment. This is important first step towards full 3D 
reconstruction of many-dopant arrangements from 2D KPFM images.   
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Abstract. In the paper the clock signal quality impact on the PWM signal gen-
erated in FPGA is investigated. The study used a Spartan-6 system from Xilinx. 
In the first case the clock signal was generated by an external PLL, and then 
raised to a high frequency through an internal PLL. As an accurate source the 
‘Fox XPRESSO Crystal Oscillator’ precision oscillator was used. Additionally, 
the PWM signal generated in FPGA was compared with the signal generated by 
the Atmega8 microcontroller. 

Keywords: FPGA, PWM, PLL, precision crystal oscillator, Xilinx, Spartan-6 

1 Introduction 

The PWM signal is commonly used as a source of variable power [1,2,3]. This en-
ables us as a simple way to control the actuator, providing him the required amount of 
power. Traditionally, this is done through a digital-to-analog circuits and power am-
plifiers [4]. However, the analog signal generation is highly problematic, and there is 
movement  away from these solutions towards a fully digital signal generation. 

However, conventional solutions in terms of generation of the PWM signal are of-
ten not precise enough. And while in the LED control circuits it does not really mat-
ter, in the precise systems signal accuracy on the order of picoseconds is needed. 

This article presents a comparison of the PWM signal generated by the FPGA de-
pending on the source of the clock signal. Additionally, the PWM signal generated by 
the popular Atmega8 microcontroller was tested for comparative purposes. 
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2 Test equipment 

2.1 FPGA with development board 

The Spartan-6 FPGA with XC6SLX9-CSG324 catalog number was used during 
the research [5], mount on the ‘Spartan-6 FPGA LX9 MicroBoard’ development 
board. 

This board is factory-equipped with a 27MHz quartz and an external PLL, which is 
factory programmed for the synthesis of 100 MHz frequency signal, which is then 
raised to a of 0.5 GHz by the internal PLL. 

 
Fig. 1. Poor conditioned PWM signal generation. 

Importantly, on the board a place for the reserve oscillator was allocated, in place 
of which oscillator model produced by Fox Electronics part number FXO-HC736R-
125 has been soldered [6]. It generates a clock signal with a frequency of 125 MHz 
with an accuracy of ± 25 ppm. Then, as in the previous case it will be raised to a fre-
quency of 0.5GHz.  

 
Fig. 2. Good conditioned PWM signal generation. 

2.2 Atmega8 

The Atmega8 microcontroller was utilized for the comparative purposes [8]. It has 
been configured to use the maximum available clock frequency, ie. 8 MHz. This al-
lows us to examine the quality of the signal using all of the systems possibilities. 

The signal is software generated in the  „Fast PWM” mode, with a resolution of 8 
bits. This configuration allows the generation of 31,25kHz frequency signal with a 
scale interval equal to 125ns. 

2.3 Oscilloscope 

Since the work involves the study of signals with very high resolution, adequately 
accurate oscilloscope is required. The Tektronix TDS5104B oscilloscope was used for 
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this purpose [7]. It is characterized by a 1 GHz bandwidth and 5GS/s maximum sam-
ple rate.  

It has also extensive software to help analyze the signals, among which there is 
FastAcq mode which allows to average waveforms, or Jitting Analyzer allows for 
automatic and accurate measurements of clock signal errors. 

3 Results 

Circuit Atmega8 FPGA with non-
precise clock 

FPGA with pre-
cise clock 

Nominal values 

Reference clock frequency 8 MHz 0,5 GHz 

PWM signal frequency 31,25 kHz ~ 30,518 kHz 

PWM signal period 32 s 32,768 s 

Scale interval (period) 125 ns 2 ns 

Resolution 8 bit 14 bit 

Scale interval (in  %) 390 m% 6,10 m% 

The experimental values - from the primary application 

The ambiguity of the slope pulse 16 ns 300 ns > 150 ps 

Pulse rise time 3.4 ns ~ 3 ns ~ 3 ns 

Pulse fall time 3.6 ns ~ 3 ns ~ 3 ns 

The experimental values – from the Tektronix Jitter Analysis software 

PWM signal period 31,149 s 32,771 s 32,768 s 
Absolute error of PWM signal 
period 851 ns 2,611 ns 62 ps 

The standard deviation of the 
PWM signal period 13,450 ns 50,065 ns 41 ps 

Maximum PWM signal period 31,196 s 32,848 s 32,7681 s 

Minimum PWM signal period 31,112  s 32,691 s 32,7678 s 

Jitter peak-to-peak 64,379 ns 156,333 ns 264 ps 

The calculable values1 

Maximum possible resolution 8.9 bitów 7.7 bitów 16.9 bitów 

Table 1. Summary of the results 

The table above presents results obtained from the basic oscilloscope application 
and advanced Tektronix Jitter Analysis tool, to examine the quality of the generated 
clock signals. The research was carried out by setting the duty cycle for 50%.  

                                                           
1 According to Tektronix Jitter Analysis. 
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As it was expected the biggest period stability error could be observed in the case 
of the PWM signal generation by the FPGAs using less accurate clock. The standard 
deviation amounted up to 50 ns. This is more than thousand times more than using 
version with accurate clock. It also means that despite the fact that the scale interval is 
2 ns, we are not able to provide such a resolution. Atmega8 system errors are smaller 
compared with the FPGA version with the inaccurate clock, but much larger than the 
version with accurate clock. The standard deviation of the period in this case is 13.5 
ns. But from the available interval point of view (125 ns), this error is not as signifi-
cant. 

‘Peak-to-peak’ errors are also an important parameter. This allows us to observe 
what is the biggest discrepancy of the signal period in the registered PWM frames 
population. And as in the previous discussed parameters the widest period spread was 
recorded for the inaccurate FPGA clock. It amounted to up to 156 ns, which com-
pared with the version with accurate clock is 500 times greater than 264 ps. The At-
mega8 error was 64 ns. 

Based on this data, the maximum possible resolution for each individual case can 
be calculated. The formula for obtaining the maximum possible resolution for given 
errors is as follows: 

  (1) 

Using this relationship it can be seen that the Atmega8, if only had a higher clock 
timing, could generate a signal nearly one bit more accurate. On the other hand, for 
the Spartan 6 system the calculated resolution is nearly two times less than nominal 
one (7,7 bit vs 14 bit nominal). For a system with a precise clock applied the maxi-
mum resolution that could be obtained is 16,9 bit.  

One can see that it's a lot more than the control clock allows. In this way, if the 
same FPGA can work at higher than 500 MHz frequencies, the reference clock used 
would still be a proper reference signal source for the internal PLL circuit, enabling 
the generation of PWM signal with higher resolution for a given period. 

Another investigated parameter specifying the quality of the generated PWM sig-
nal is the falling edge ambiguity. With this parameter, we can see the scattering be-
tween different implementations, in  regards of the stability of the slope in time, and 
thus also the accuracy of the energy transfer in the a single frame period of the PWM. 
The slope ambiguity was equal to 16 ns for the Atmega8 system. This is a good result 
for this system, given that the scale interval is 125 ns. The biggest error can be seen in 
the case of the use of inaccurate clock in FPGA. The ambiguity in this case is as high 
as 300 ns, which is equal to 150 scale intervals. The smallest error was observed for 
the precise clock FPGA version. Then the error is almost negligible and within the 
limits of accuracy of the oscilloscope. It is less than 150 ps. 
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4 Conclusions 

Summarizing the results of the research, a big advantage of the FPGA systems over 
other solutions can be seen. As a result, the user has the possibility to generate a 
PWM signal with very high resolution. But an appropriate quality of the clock signal 
controlling the system is crucial, because as it has been shown it has a huge impact on 
the accuracy of the generated signal. 

The developed solution has been tested, inter alia, to control the electromagnetic 
coils in ultra-high resolution analytical balances [9]. 
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Abstract. The principle of operation and metrological model of the Ukrainian primary standard 
of electrolytic conductivity (EC) is presented. The equations for calculating the cell constant 
and the budget of unknown errors for estimation the uncertainty B-type are given. Strategies: 
how to minimize components of this uncertainty are proposed and obtained results, verified by 
Key Comparisons, are given. 
  
Keywords: conductivity, primary cell, geometric errors, uncertainty. 

1 Introduction 
The electrical conductivity of solutions is measured in chemistry, biology, medicine, 
environment and see monitoring, electrotechnology industry and many other fields. 
Reliable and comparable results of these measurements are obtained due creation the 
national metrological system with the traceability, calibration and international com-
parison regulations. Several countries, including Ukraine, have established national 
standards of the electrolytic conductivity ( ). In the world practice a different ways 
to implement this standard are used, however, the principle of its operation is almost 
the same - the “absolute", i.e. direct method of reproduction of a unit of physical 
quantity [1-3]. This “absolute” method is based on the measurement of the resistance 
of liquid column in the conductivity cell and on the calculation of the EC from the 
known length and cross-sectional area of this column. 

 The EC primary standard of Ukraine as basic components includes the four-
electrode cell with calculated constant K, special high precision conductivity AC 
bridge, thermostat with temperature control at 25º  and precision digital temperature 
meter. Value k of EC is determined as 

    251 tGKk                                            (1) 

where: G is the conductance of liquid column; K is the cell constant calculated from 
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its geometric dimensions;  is the temperature coefficient for conductivity of the solu-
tion; t25 is the temperature deviation from 25º .  

On the example of this EC standard the method of estimation and minimizing the 
uncertainty of type B of the measurement of the electric conductivity EC of electro-
lytes is presented. 

2 Measurement system for reproduction of the EC unit   

The instrumental part of EC standard is a information-measuring system and it 
consists of several subsystems: SSR EC – subsystem of EC reproduction, SST EC – 
subsystem of EC transmission, SST MC – subsystem of thermo stabilization, 
subsystem of the preparation of solutions, subsystem of control and processing of the 
results of measurement. 

The main element of the EC standard is the subsystem SSR EC ( ). Their 
simplified functional diagram is shown in Figure 1. 

 
Fig. 1. Sketch of the primary conductivity cell and its connections 

 
The main element of the conductivity sensor is the tube with internal diameter D, 

which is filled with electrolyte solution. Typically, this is a solution of potassium 
chloride. The tube is used to fix the geometry of the liquid conductor and it consists of 
three parts. The central part of the tube 1 has length L and two side portions 2 have 
the same length l. The ends of the central portion of the tube 1 are coated with circular 
potential electrodes 4. Their width corresponds to the tube wall thickness. At the edg-
es of the tube two discs 3 are fixed. Inner surface of the discs is coated with metallic 
film 5 and are current electrodes. Discs 3 have central holes 6 of the diameter d, 
which serve for filling liquid. Inner disc surface has the form of cone with an angle . 
Such configuration is intended to facilitate the removal of air bubbles when filling cell 
with the liquid. The tube and the discs are made of quartz glass which has good insu-
lating properties, temporal stability and minimum coefficient of thermal expansion. 
The cell electrodes are made from platinum which has a minimum polarization effect. 
These electrodes, in its four points a, b, c and d, are connected to the AC bridge (left 
side of Fig. 1), which measures the conductance G of liquid column. This is not a 
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standard automatic AC bridge, but it is designed specifically for the EC standard. The 
admittance components of the parallel two-element equivalent circuit of the 
conductivity cell are measured by this bridge. The voltage comparison circuit is also 
used in it. That allows to eliminate the influence of impedances which occur on the 
border of electrolyte with current and potential electrodes of the conductivity cell. 

3 Budget of systematic errors 

One of the major metrological parameters of this standard is the uncertainty uk of the 
EC unit reproduction (here referred only as type B standard uncertainty). Upon ab-
sence of correlation between the parameters of the equation (1), the combined stand-
ard uncertainty uk is calculated in accordance with Guide GUM [11]:   

222
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where: uG, ut are standard uncertainties of measurement the conductance G and tem-
perature t correspondingly and uK uncertainty of the constant K calculation. 

Uncertainties uG, uK, and ut will depend on errors from sets of various factors 
nji xxxx ,, . The major factors x are metrological characteristics of measuring de-

vices and instruments, errors of calibration standards, methodological errors of calcu-
lation models, manufacturing accuracy of calculated elements, environmental condi-
tions, parameters of power supply, etc. Usage of relative values on the stage of pre-
liminary evaluation gives us possibility to compare contribution of each error compo-
nent and to estimate a reasonable amount of errors upon budget formation. Thus, to 
estimate the uncertainty *

ku  from the budget of the limited relative errors 
GGiiG  of conductance G measurement, limited relative errors KKijK of 

the constant K calculations and nt of the maximum temperature increment t , we 
obtain the following formula:  
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Coefficients CiG, CjK, Cnt depend on the probability distributions of the relevant errors. 
Type B uncertainty of the measurement system including several instruments, al-

most entirely dependent on estimation of unknown values of systematic errors. There-
fore, a complete set or budget of systematic errors of the EC standard is basic to as-
sess the quality and adequacy of the mathematical model describing the accuracy of 
any standard. The budget "tree" of Ukrainian EC standard is shown in Figure 2. 
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Fig. 2. Tree of the uncertainty uk budget of the electrolytic conductivity k  
 

In the equation (1), two parameters only (conductance G and temperature incre-
ment nt) are measured directly with instruments. In this case the main methods of 
reducing uncertainty is well-known technique of calibration and temperature stabiliza-
tion of these instruments. The third parameter (cell conductivity constant K) is calcu-
lated. Therefore, the estimation of its uncertainty needs the increased attention. The 
cell constant is determined by calculating the ratio of the length of the tube 1 to the 
cross-section area. However, this definition is true for an idealized object of meas-
urements with uniform distribution of current flow lines. Distortion of such lines will 
be due to: the presence of air holes in the solution filling; the form of current elec-
trodes and the presence of potential electrodes; non-ideal profile of the inner tube 1 in 
Fig. 1. Therefore, the calculations constant K will have errors. 

The error budget for the constant calculation of the cell, shown in Fig. 1, can be 
written as an set of unknown systematic relative errors: 

),(,, PETecGeomCalStKU                                  (5) 

where: St  is an error due to the accuracy of measurement standards and measuring 
instruments to determine the length and diameter of the tube; Cal  is an error due to 
the deviation of the calculation model for the cell constant in real conditions relative 
to the idealized model; Geom is an error in assessment of geometrical dimensions.  
Each argument of set (5) has several components. Let us consider them in detail. 

 Minimizing of error St is limited by the level of metrological assurance for meas-
urements of tube length and diameter. It is defined by the metrological parameters of 
the standards and instruments for length measurement. 

An error Cal has two components: an error Tec due to alternating current meas-
urement and an error PE due to discontinuity of an electric field in the cell because of 
its finite dimensions and design features. Analysis of all Cal components is described 
in detail in [5-7].  
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Geometric error Geom also has two components: Tec is an error due to manufactur-
ing technology for the tube sections and their assemblage; PE is an error due to the 
presence of potential electrodes. The latter component of the error depends on the 
finite thickness of potential electrodes and on changing position of a singular point of 
potential electrodes upon assemblage. This component is related to the calculation of 
the electric field inside the cell. It will be considered in other papers. In this paper, we 
examine the component of an error Tec. This error is due to the deviation of actual 
profile of the inner surface of the tube 1 (Fig. 1) from the ideal profile of the tube. The 
latter one is presented as rectangle along the longitudinal section and as circle in 
cross-section.  

It should be mentioned that the cost of tube production from a monolithic quartz 
crystal is extremely high. As a rule, tubes are manufactured from work pieces (pre-
form) which undergo precision machining. If precision machining of the inner surface 
is too deep, the mechanical resistance of the tube will reduce significantly. Tubes of 
less than 1mm in thickness will crack (fracture) under elastic forces (adhesive 
polymerization, temperature differences). Therefore, grinding of the work piece inner 
profile should be of minimum depth. On the other side, the work piece inner surface 
can have wedge-like cracks which are parallel to the axis of the work piece. These 
cracks are due to manufacturing techniques of work piece production and depend on 
the quality of nozzles through which the work piece is pulled itself. Therefore, due to 
the lack of deep machining of tubes, we can observe deviation from circle in cross-
section along the entire profile. The second reason of non-ideal profile may be the 
precession of the grinding tool. During processing, quality control of the tube is prac-
tically impossible. After final grinding, the tube profile may differ from the ideal rec-
tangle. As a result there is a systematic error that cannot be completely excluded. Let 
us consider in detail this component of error. 

4 Manufacturing errors  

To determine the actual profile of the tube, its diameter and length should be meas-
ured according to the following algorithm. Uniformly by circle,  measurements of 
tube length are made in different directions L. Conventionally, uniformly along the 
length, the tube is divided into m sections. To define the diameter, its n measurements 
are made in the cross-section of each part of the tube in different directions. As a re-
sult, we obtain n×m measurements of the tube diameter and  values of the tube 
length. The constant can be determined from the results of measurements through 
average values of diameter Dav and tube length Lav. 

2
4

av

av

D
LK                                                         (6) 

Modern technologies for processing of quartz glass are those that it is much easier 
to manufacture a tube with stable length value than a tube with stable internal diame-
ter. From the experimental data we observe distortions of the internal profile of two 
types. The first one is a deviation of the tube profile from rectangle along the longitu-

Correction of the Influence of not Ideal Geometric … 389



dinal section due to precession of the grinding tool. The second one is a deviation of 
the tube profile from circle in cross-section due to presence of the wedge-like cracks 
on the inner surface of work pieces. 

The geometric dimensions of the actually manufactured tube can be measured 
much more accurately than the error of profile. Measurement of the parameters is 
generated with a device with LSB 0.1 m. A random component of the device has not 
exceeded 0.5 LSB, while deviations of the actual profile from the ideal one have ex-
ceeded LSB of the device tenfold. Therefore, the following expression can be taken as 
a metrological model for the constant calculation: 

22
0 2),1( LDKKKK                    (7a,b) 

where: K0 is the true value of the constant which is determined by the actual profile of 
the tube inner surface; K is a systematic relative error of the constant calculation; 

K , D and L  are standard deviations of the mean cell constant, diameter and 
length of the tube correspondingly. Then, an error due to manufacturing Tec has two 
components: systematic K and random K. Then the mean value of tube diameter has 
the standard deviation (SD). The diameter and its SD for each i-th section of the tube 
are determined from the expressions: 
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where: Di,av  - mean diameter in the i-th section of the tube, Dij is j-th mean diameter in 
the i-th section of the tube. 

The value SD from m section can be expressed as: 

m

i
iDD mm
2

)1(
1

                                      (10) 

4.1. Error in the longitudinal section 

The measuring results for the mean diameter of one of the sections of the tubes upon 
n=8 and m=10 are shown in Fig. 3. 

Represented data indicate that the average diameters in sections 1 and 6 differ al-
most by 20 m. In general, the profile of the tube internal section can be expressed 
through arbitrary function D(x). The measuring results for average diameters along 
the length of the tube (Fig. 3) show that this dependence has the clearly determinate 
character. 

390 A.A. Mikhal et al.



10.15

10.155

10.16

10.165

10.17

10.175

1 2 3 4 5 6 7 8 9 10

D
i,a

v
m

m

section number, m
 

  Fig. 3. Profile along the axis of the tube 
 

The discrete nature of the data allows us to use linear interpolation for the function 
D(x). The results are shown in the following formula: 
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where: a and b are linear interpolation coefficients; Xi is the length of the area be-
tween i-th and i +1 section. 
Polynomial coefficients are expressible as: 
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After simple transformations, the expression for calculating the constant with the 
proposed correction takes the form: 
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If we use procedure for the classical averaging of the diameter measuring results, 
eq. (14) -(16), we receive significant rises in the standard deviation. Let us show on 
one figure the graphs for SDM of diameter measuring results without deterministic 
component and with deterministic component by using linear interpolation (Fig. 4).  

 
Fig. 4. Influence of linear interpolation on the level of SDM ( iD) 
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As it can be seen from Fig. 4, SDM of the diameter measuring results, taking into 

account deterministic component, is close to almost one value and has a very small 
scatter of results compared with the case where the deterministic component is ig-
nored and the average diameter value is calculated according to equation (8). As a 
result of correction, change of SDM along the cross-section is reduced by 10 -15 
times. SDM of diameter with correction, calculated according to formula (10) is less 
than 0.0004 mm. This parameter without correction is 3 times larger. For the eq. (13), 
we obtain an error reduction by two times. 

It should be noted that such correction method shifts the average value of the di-
ameter. Thus, the constants calculated by the formulas (6) and (13) for the tube 1 in 
Fig.1, differ by 0.027%. This is the rate by which systematic relative errors K (7a) 
differ when calculating the cell constant with and without correction. 

4.2. Error in the cross-section 

Let us consider another tube for which the values of mean radius in each of the sec-
tions are grouped along the virtually horizontal line. However, in each individual 
section the surface profile differs from the circle. Example of the function for the 
deviation from the mean Diav (Fig. represented by the circle 0.5D3,av=4.569 mm) in 
one of the sections with m=3 is shown in Fig. 5. 

 
Fig. 5. Real profile - broken line (blue) across the axis of the tube for section m=3 and its 

equivalent polygon (red) of the average circle diameter 0,5D3,av=4.569 mm. 

In all ten sections of m = (1 –10) we observe triangular run outs along the lines 3 -11 
and 6 – 14 (Fig. 5). Such character of profile distortions allows using a method of the 
equivalent triangles. This method involves assessment of the effective area Sief of the 
tube section and subsequent diameter corrections. The algorithm for calculation is to 
replace diameter values in section 3 and 6 with the values of mean diameter Dav, then 
to use standard formula for calculation of the basic mean diameter Dbias and basic area 
of the tube section Sbias. 
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                          4)( 2
bicrbias DS           (14) 

Next, we calculate the correction value in each section separately. It is represented 
as areas of triangles: 

                                 2iii hcS    (15) 

where: i is the base of assumed triangle in direction 3, 11 or 6, 14 (Fig. 5); and hi is 
the height of assumed triangle in direction 3, 11 or 6, 14 (Fig. 5). 

We take into account the influence of the deterministic component by forming the 
effective area of each section. It is expressed as: 

            i
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ibicrief hcSSSS
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22    (16) 

According to the following formula, we calculate the corrected Dicor
 which is put in 

the equation (13) instead of Diav. 

                        ieficor SD 4                                            (17) 

The difference between SDM values of the measured result of diameter Diav before 
correction and of the mean diameter Dicor after correction is shown in Fig. 6: 

0

0.0001

0.0002

0.0003

0.0004

0.0005

1 2 3 4 5 6 7 8 9 10

D
ev

ia
tio

n,
 m

m

section number m

Diav

Dicor

 
Fig. 6. SDM ( iD) without correction Diav and with correction Dicor 

As it can be seen from Figure 6, that SDM with the correction of deterministic com-
ponent is by 2.5-3 times less than one without correction. The use of an algorithm of 
effective areas shifts the mean diameter value.  

The constants calculated by formulae (11, 13) and (11, 17) differ by 0.015%. Just 
as is in the previous case, this value represents the difference of systematic errors (13) 
in calculations of the cell constant K.   

5 Experimental results 

Both above methods were used to calculate the corrections to the cell constant K [8, 
9]. For the primary  standard of Ukraine, the several cell designs were made. The 
appearance view of the primary cell is shown in Fig. 7.  
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Fig. 7. The appearance of cells for primary EC standard of Ukraine 

Correctness, sufficiency and adequacy of the selected models of correction of the 
cell non-ideal profile are confirmed by international comparisons (P22, P47, K36), 
which involved the primary standard of Ukraine (laboratory UkrCSM). The best re-
sults were obtained in international comparisons CCQM-K36 [4]. 

Errors described in 4.1 and 4.2 sections are used for corrections  of the equation 
(9). After accounting these and some other corrections, obtained are parameter values  
listed in Table 1. 

Table 1. Final values of  parameters of the Ukrainian primary EC standard 

Source of 
uncertainty 

Sensitivity 
coefficient, (3) 

Standard 
uncertainty 

Contribution 
to standard  
uncertainty 

        Parameter ik  Ui ui(k) 
Conductivity G 297 1/m 2,2 E-7, S 6,5 E-5 
Constant cell K 1,7 E-3 S 4,0 E-2, 1/m 6,8 E-5 
Temperature t, 1,01 E-2 S/mºC 0,005 ºC 5,1 E-5 

 
Hence, the value of expanded relative uncertainty  *

kU  from eq. (5) is equal to 

42,251,558,655,62 222* EEEEUk  

394 A.A. Mikhal et al.



This result is put as final in the statement of international comparisons of CCQM- 
K36 [4], presented in Figure 8. According to the results of comparisons the CMC 
(calibration and measurement capabilities) of Ukraine in the field of EC measure-
ments are added to the BIPM database. 

 

Fig. 8. Results of Key Comparisons K36 

 

6 Conclusions 

Described methods for the correction of cell constant and other methods (for example, 
calibration of all devices) allowed to solve two main problems.  

Firstly, the value obtained for laboratory UkrCSM klab, practically coincides with 
the value kref. This is the value of electrolytic conductivity which was reproduced by 
the leading countries of the world. Results were achieved by minimizing the systemat-
ic errors. 

Secondly, by minimizing the random component of the error, we have obtained 
the minimum value of uncertainty u(klab).  
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Abstract. The original way of evaluating accuracy of the resistance-to-voltage 
converter (imbalanced bridge-circuit) is presented. It is important because this 
converter is used as the input stage of industrial and laboratory temperature 
measurement systems. From circuit theory point of view it is the two-port cir-
cuit of type X with four variable resistances and it is supplied by a current (or 
voltage) source. Formulas of transfer coefficients are presented in general forms 
and in relative units. Moreover, two particular cases of this converter used in 
temperature measurements, i.e. with one or two RTD elements, are considered 
in detail. Error propagation functions are determined in two-component form, 
i.e. separately for both initial value and relative increment of a transfer coeffi-
cient (dependent on temperature). Values of limited errors and expanded uncer-
tainties are calculated for a few variants of this converter with the Class A and 
B industrial Pt100 sensors. Formulas and example results allow to determine 
accuracy measures for the selected configuration of bridge-circuit and to com-
pare with other configurations. Null adjustment, inside and outside the bridge, 
is also considered. 

 
Keywords: temperature sensors  imbalanced bridge-circuit  limited error  un-
certainty. 

1 Introduction 

Resistance temperature detectors (RTDs) are commonly used in temperature meas-
urement instruments and systems. A signal converter is used at the input stage of the-
se systems, e.g. [1]. This circuit transforms the temperature dependent changes in 
resistance into an analogue or digital signal, which can be useful for further pro-
cessing. The 2-wire RTD sensor connected to the imbalanced bridge is applied in 
control systems, e.g. to produce a corrective signal which is sent to the final control 
element to bring the controlled variable to the proper value [2]. Special resistance 
temperature detectors (SRTD) are used in the highest accuracy temperature measure-
ments in metrological laboratories, also in the cryogenic temperature range [3]. In this 
case measurements base mainly on the AC automatic bridge techniques [4]. 
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The imbalanced resistance bridge is one of the popular analogue circuits which 
converts the combination of changes in resistance Ri into a voltage (current, fre-
quency, time period) variation. Output signal can also be digital. The circuit should be 
supplied by a stable current or voltage source (Fig. 1). Either from one to four single 
resistance sensors or one or two differential sensors may be applied in such bridge-
converter. The independent settings of zero and sensitivity of output voltage is easy to 
determine. This bridge-circuit can work both in static and dynamic measurements 
without going into saturation and that is a common disadvantage of circuits based on 
differential operational amplifiers, e.g. Anderson loop circuit. The imbalanced four-
resistor bridge-circuit (4R) is well-known for many years. However, the error (or 
uncertainty) propagation formulas in general form (assuming the arbitrary increments 
of resistances) were not published in the literature. The probable reason is that the 
complicated propagation formulas contain components of all the errors (or uncertain-
ties) that result from constant and variable bridge parameters (Fig. 1), i.e. current (or 
voltage) and internal resistance of a supply source, nominal values of four arm re-
sistances (in a state of balance), increments of arm resistances and load resistance RL.  

In some publications, e.g. [5], accuracy was only considered in particular cases, i.e. 
when a bridge-circuit approached a balance condition or when the fractional changes 
in resistance of sensors were low. This problem is especially important in these cases 
of temperature measurements when the RTD element has a large fractional change in 
resistance, even several times higher than nominal resistance.  

The electric circuit theory considers an imbalanced bridge as a passive two-port 
circuit (type X) of variable internal parameters (Fig. 1). A bridge-circuit is character-
ized by variable terminal functions (transfer voltage or impedance, input and output 
impedances) because it is connected with other circuit building blocks [6]. These 
terminal functions are dependent on varying resistances of sensors and they can be 
defined using the relative values of circuit and sensor parameters [7-8]. 

 
Fig. 1. Four-resistor bridge-circuit working as a two-port circuit (of type X) powered by a volt-

age or current source 

The aim of this paper is to conform the general analysis of transfer coefficients, 
limited errors and uncertainties to the two most common variants, i.e. with one or two 
platinum RTDs in the 4R bridge-circuit. It is considered as resistance-to-voltage con-
verter. This theory can be useful in industrial and laboratory experiments as well as in 
temperature measurements of medium accuracy. 
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2 Transfer coefficients of the bridge-circuit as R/U converter 

The four-resistance (4R) bridge, presented as a two-port circuit (type X) with two 
pairs of terminals AB and CD, is shown in Fig. 1. If some of its branch resistances Ri 
are variable, the output voltage U’DC depends on Ri and may be equal to zero for some 
values of these resistances. Then the bridge is balanced. When the bridge has to work 
as the imbalanced measurement circuit it should be specially designed. It is preferred 
to use the ideal supplying source: a current source  IAB J = const. and RG  or a 
voltage source: E=UAB=const., RG=0 and unloaded output RL , i.e.: 

' DCDC UU . If only one variable, e.g. temperature, is measured then it is enough 
to know the change of one parameter on bridge terminals, e.g.  the bridge output volt-
age U’DC. If the circuit is supplied by the current source J, the output voltage is a 
product of current IAB and r21 (transfer impedance of the unloaded circuit) 

 .= 12
' rIUU ABDCDC  (1) 

 
However, if the circuit is supplied by a voltage source E, the output voltage is a 

product of voltage UAB and k21  as transfer voltage of the unloaded circuit 

 .= 21
' kUUU ABDCDC  (2) 

 
The transfer coefficients r21, k21 depend on the bridge arm resistances Ri, as it is 

given in (3) and (4). Their generalized forms can also be introduced 
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If the transfer coefficient is zero  (r21=0 or k21=0) then the bridge is in a state of 

balance. The balance equation: R1R3=R2R4 is the same for E or J supply. It can occur 
for many different combinations of resistances Ri. Each variable resistance Ri of sen-
sor can be expressed as 

 4,3,2,1=),+1(0 iRR iii . (5) 

In this analysis the lead resistances of any 2-wire, 3-wire or 4-wire sensor are in-
cluded in Ri and the influence of their changes is negligible. If all relative increments 

i are zero and the initial values Ri0 of all resistances Ri fulfil condition 

 40203010 = RRRR , (6) 
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then the bridge is in a state of balance. Then transfer coefficients r21, k21 can be sim-
plified to products of their initial sensitivities t0, k0 (in a initial state of balance) and 
normalized unbalance functions f( i), fE( i) -see the right sides of formulas (3) and (4). 

Furthermore resistances Ri0 can be referred to resistance R10 (of the first arm), i.e.: 
R20 mR10, R40 nR10 and from (6): R30=mnR10. Thus the initial sensitivities t0, k0 of 
transfer coefficients (3), (4) can be expressed as 
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Value of t0  R10 when m  , n  . Parameter m or n is limited by maximum 
permissible power of the resistance connected in series with the smallest one. If all 
initial resistances Ri0=R10 (m=n) are equal then t0 = 0.25 R10. The k0 value is maximal 
for m=1 and n is arbitrary. Normalized imbalance functions f( i), fE( i)  in equations 
(3) and (4) can be expressed as relative parameters 

 ,
+1

)(
=)(

R

i
i

L
f  (9) 

where 42314321 -+-+-=)(L i , ,
)+1()+1(

)+(++
= 3421

nm
mnm

R  

 ,
)+1()+1(

)(
=)(

4321

L
f i

iE  (10) 

where  ,
+1
+

=
21

12 m
m

  .
+1
+

= 34
43 m

m
  

Dependences of the transfer coefficients r21, k21 on the relative increment of sensor 
resistances ( i = ± ) are presented as ‘1’, ‘2’, ‘4’ particular cases in Fig. 2 and Fig. 3. 
It is assumed that all initial resistances Ri0 are equal to R10 (m=n=1). Other particular 
cases are analyzed in paper [8]. Transfer impedance r21 of the bridge-circuit, supplied 
by current source (J), is linear in cases ‘2’ and ’4’ (Fig. 2). If the circuit are powered 
by voltage (E) then the transfer voltage k21 is linear in case ‘4’ only (Fig. 3). The nor-
malized imbalance function (9) is less nonlinear than (10), if the value of m is the 
same. Then for the bridge-circuit in case ‘1’ the nonlinearity of r21 is lower than 
nonlinearity of k21. 
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Fig. 2. Dependence of the transfer impedance r21 on the relative resistance increment  (sensor 

configuration in the bridge-circuit in three cases) 

 
Fig. 3. Dependence of the transfer voltage k21 on the relative resistance increment  (sensor 

configuration in the bridge-circuit in three cases) 

3 Accuracy Analysis of Bridge Transfer Coefficients 

Sensor accuracy and bridge accuracy in general forms and in particular cases can be 
specified with the use of two methods: single component and two-component [8-9]. 
Basing on the second method, the formulas of accuracy measures were depicted in a 
graphical form (Fig. 4 and 5). The two-component method specifies accuracy as it is 
usually stated for many measuring instruments, e.g. digital voltmeters.  
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Sensor accuracy can be specified as follows. For any variable resistance Ri given in 
(5) the absolute error is i = i0(1+ i)+ i Ri0. Hence the relative error Ri can be ex-
pressed by two relative errors: initial error i0 and error of increment i 
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Bridge accuracy can be represented by the instantaneous (actual) values of meas-
urement errors. They can be created for two transfer coefficients -  r21 and k21. They 
result from the total differential of analytical equations (3), (4) and they are known as 
the error propagation functions [10]. After ordering all components of Ri, the absolute 
error of transfer impedance r21 is 
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Rw  - weight coefficient of the error Ri component; sym-

bols: i=1, 2, 3, 4 and j=3, 4, 1, 2 (in order), multiplier (-1)i+1=+1 (positive) if i is 1, 3 
or –1 (negative) if i is 2, 4. 

Equation (12) can be transformed to the following (generalized) form 

 )
+1

+(= 021 i
i

i
iRir w , (13) 

where a weight coefficient equals 

 ( ) )+1(])(-)+1(1-[
+1

=
0

01+0
ii

j

i
j

i

R
iR L

R
Rt

w . (14) 

If resistance Ri is constant, i.e. i = 0, then from (11) it follows that Ri = i0. How-
ever, the weight coefficient wRi multiplied by i0 in formula (13) causes that r21 still 
depends on the other increments j. This subject has been taken up in any literature 
except of author’s papers [7-8]. Similarly, after derivation of (4), absolute error k21 
can be obtained.  

Bridge is in the initial state of balance when all increments j=0. Thus the nominal 
transfer coefficients should be r21(0) r210=0 and k21(0) k210=0, according to (3), (4) 
and (6). Nevertheless, the real resistances Ri have some initial errors i0 and usually 
the initial values of absolute error of r21 and k21 are not equal zero ( r210  0, k210  0). 
From (13) and (13a) they can be expressed as 

 ,= 2100021 tr  (15) 

 ,= 2100021 kk  (16) 
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where: 40302010021 -+-= . 

In general case, i.e. for the 4R bridge-circuit with four variable resistances, the 
formulas of instantaneous errors, limited errors and random measures, e.g. type B 
uncertainties introduced in GUM [10], are presented in [9]. It is assumed that all 
components of random measures are not correlated, i.e. all correlation coefficients 
corrij=0. 

Two-component absolute error of the transfer impedance r21 (11), after subtracting 
its initial value, is expressed as 

 [ ] 4

1=

4

1=
0

1-
02121 +1

+)1-(-=-
i

i
i

i
iR

i
i

i
iRrr ww . (17) 

After referencing (16) to r21 and substitution wRi (13a) the relative error of differ-
ence r 21-r 210 is  
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where: 
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Weight coefficients (17a,b) are finite for any value of r21, including r21= 0, because 
if all i  0 also L  0. Error r21r  represents adequately as the error i (of incre-
ment i) in formula (11). 

From (13a) and (17) the absolute error of transfer impedance r21 and this error re-
lated to initial sensitivity t0 is 

 ,2121210021 rrr rt  (18) 

 ,212121021 rrr f  (18a) 

Accordingly, it is defined for the transfer voltage k21 

 ,2121210021 kkk kk  (19) 

 ,212121021 kkEk f  (19a) 

where: t0  210 =  r210, k0  210 =  k210 – absolute errors of the initial values of r21 or k21, 
e.g. r210 = 0 or k210= 0; r21r and k21k – relative errors of increments r21 - r210  or  k21 - 
k210. 
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Table 1. Accuracy measures of the 4R bridge-circuits (RL= ) with equal initial resistances 
(4R10) 

Relative accuracy measures of the transfer impedance r21  
Absolute accuracy measures related to ini-

tial sensitivity t0  
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Accuracy measures of the 4R bridge in general case (four variable resistances) are 
presented in [9]. Limited errors | r21| and random (standard) measures (of random 
errors or type B uncertainties) 21r  in two particular cases, used with Pt100 sensors, 

‘1’ – only R1 variable or ‘2’ –  variable resistances R1 and R3 and their relative incre-
ments equal to , are shown in Table 1.  Limited errors and uncertainties in the func-
tion of resistance increment , for two kinds of the bridge supply, are presented in Fig. 
4 and Fig. 5. All accuracy measures of the coefficient r21 rise from =0 until 2.5 (Fig. 
4). In the same range of  the accuracy measures of coefficient k21 rise and diminish. 
They are less than the limited error 4| 0| and the mean square measure (uncertainty) 

02  (Fig. 5).   

 
Fig. 4. Accuracy measures of the transfer impedance r21 (bridge-circuit with all initial resis-

tances equal R10 supplied by a current source) 

 
Fig. 5. Accuracy measures of the transfer voltage k21 (bridge-circuit with all initial resistances 

equal R10 supplied by a voltage source) 
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Table 2. Formulas and values of limited errors and uncertainties of the industrial Class A or B 
Pt 100 sensor in a few variants of the 4R bridge-circuit supplied by a current source 

No 

Limited errors 21r  or 21r if  

Ri0=R10,   | 20|=| 30|=| 40|  | 0| 
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4 Tolerances of Industrial Pt100 Sensors 

Industrial Class A and B Pt100 RTDs are a good example of large variable resis-
tance sensors. They are commonly used in temperature measurements. Tolerances of 
these sensors are listed according to the IEC751 norm. They are expressed in ºC or, as 
values of permissible resistance changes, in . The R=f(T) characteristic curve of 
Class A Pt100 sensors is determined up to 650ºC and in case of less accurate Class B 
sensors – up to 850ºC. Limited errors of nominal resistance | 10| are equal 0.06% (Class 
A) and 0.12% (Class B) respectively.  

5 Uncertainty of transfer impedance r21 for a few variants of 
the bridge-circuit with Pt100 sensors 

The transfer impedance uncertainties 21r , r21  of the circuit with a single Class A 
or B Pt100 sensor were estimated on the basis of formulas quoted in Table 2. It was 
assumed that the limited errors | i0| of constant resistances in the bridge were equal 
and not higher than the sensor initial error | 10|. The bridge was in a state of balance at 
temperature 0ºC and the current supplying source was stable enough. The maximum 
value of range (0 – 650ºC) was considered in calculations. Within this range the rela-
tive increment of sensor resistance was: 1= max=2.296.  

5.1 Example calculations: case ‘1’- one sensor, 4R10 bridge with external null 
correction, current supply 

 Determination of the limited error of r21: 

According to IEC751 norm, the limited error of nominal resistance Class B Pt100 
sensor equals | 10|=0.12% and the limited error of increment | 1|= 0.32%. It is as-
sumed that the limited errors of nominal resistances R2, R3, R4 are equal 
| 20|=| 30|=| 40| | 0|=| 10|=0.12%. The limited relative zero error | 210| of the bridge (if 

1=0) comes to 0.48%. The initial sensitivity t0 equals 25  and therefore the limited 
absolute zero error | r210|=0.12 . On the basis of equation in Table 2, the limited 
relative error | r21 | (related to t0= 0.25 R10) of the one-sensor double-symmetric bridge 
(Ri0=R10) equals 

 2
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For the full range of the converter, i.e. 1max=2.296 (T=650°C) determined values 
are equal to | r21 |max=0.47% and  | r21 |max = 0.12 . These absolute errors, related to 
the full-range transfer impedance of the bridge 
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are equal to 0.6% 4oC (zero error) and 0.6% 4oC (full-range error), adequately. 
The minimal errors of this R(T)/U converter with a platinum sensor can be ob-

tained if | J|= 0 and the errors of resistors R2, R3, R4 are negligible in comparison with 
sensor errors, i.e. | 20|=| 30|=| 40|=0. Then relative error of the bridge with single Class 
B Pt100 sensor is expressed as 
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From (24) the limited zero error values are: | 210|=0.12%,  | r210|=0.03 . And for 

the full range 1max the values of limited error are | r21 |max = 0.34%,  | r21 |max = 0.084 
), respectively. Absolute errors, related to the full range r21max, are equal to 0.15% 
1oC (zero error) and 0.43% 2.8oC (full-range error), adequately. 

 Determination of the expanded uncertainty of r21:  

Let us determine the expanded uncertainty when the parameters of particular sensor 
and of the bridge-circuit have unknown values. However these parameters have uni-
form distributions of the same range as above mentioned limited errors.  

Type B standard uncertainties of sensor R1 and other resistances R2, R3, R4 in the 
bridge are as follows 
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They are components of  the combined standard uncertainty of transfer impedance 
r21. According to Table 2, this is expressed as 
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If 1max is equal to 2.296 (T=650°C) then r21 =0.096%. The standard uncertainty of 

zero 210  equals 0.07%. 

In this way the expanded uncertainty rrU 2121 2=  is determined. The result is 
0.19% (coverage factor k=2 based on Gauss distribution, level of confidence p=0.95 
[10]). It is assumed that all correlation coefficients are equal to 0.  
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5.2 Summary - limited error and uncertainty formulas and values 

The influence of lead resistances of RTD elements was assumed in calculations as 
negligible. Numerical formulas of limited errors and uncertainties were presented in 
Table 2. Three different variants of the one-sensor bridge were considered, i.e. with-
out any adjustment of zero error, with external null correction and with internal null 
correction. If zero is adjusted outside the bridge then the limited error is a little higher 
(Table 2, line 3) than one of with internal null correction (Table 2, line 4). The values 
of errors in lines 2, 3 and 4 in Table 2 (sensor in circuit) are higher than the values 
from line 1 (single sensor). 

The values in line 5 are not more than two times greater in comparison to values in 
line 2. However, the two-sensor bridge output voltage depends linearly on the resis-
tance increment  (Fig. 2). Both the sensors have equal increments 1 = 3. The ex-
panded uncertainty (k=2, p=0.95) of the bridge with two Class B Pt100 sensors, calcu-
lated for the same temperature range, does not exceed 0.46% (Table 2, line 5) - with-
out null correction. The initial sensitivity of output voltage in the two-sensor bridge is 
two times higher in comparison to the bridge with single sensor. In this case all accu-
racy measures related to t0 or k0 are divided by 2 (Table 2, line 5). 

6 Conclusions 

The formulas of r21 or k21 accuracy measures were obtained after transforming the 
error propagation formulas. All these accuracy measures were presented in the two-
component form. The two-component method relies on presenting accuracy of trans-
fer coefficients separately for the initial value (e.g. equal to zero) and for the incre-
ment dependent on values of the measured variable. This method is similar to accura-
cy specifications of digital instruments and sensor transmitters. 

Main conclusions of this paper are: 

 The curves of r21 and k21 in the function of  (Fig. 2, Fig. 3) show that the current 
supply is preferable one. The bridge-circuit with the single variable resistance sen-
sor supplied by a current source has smaller nonlinearity. The larger values of sen-
sitivity to the sensor changes in resistance are also gained in case of the current 
supply in comparison to the same circuit supplied by a voltage source. If two simi-
lar RTD sensors are used  and placed in the same temperature then the transfer im-
pedance r21 of the bridge-circuit depends linearly on the relative resistance incre-
ment  and sensitivity to temperature is two times higher.  

 The two-component formulas of accuracy measures are also simpler for the two-
sensor bridge with linear output (Table 1). 

 In case of the two-sensor bridge supplied by a voltage source the values of limited 
errors and uncertainties (Fig. 4, Fig. 5) are the lowest, however bridge output volt-
age is nonlinear. 

 The way of null correction is important to diminish a value of expanded uncer-
tainty (Table 2), the values are different, e.g. 0.24% (without adjustment), 0.19% 
(zero adjustment outside the bridge-circuit), 0.19% (zero adjustment in the bridge-

Errors and Uncertainties of Imbalanced … 409



circuit). The results were listed in case of the bridge-circuit supplied by a current 
source and cooperated with a single Class B Pt100 sensor. It is assumed that all 
limited errors | 0|, | 10|, | 1| have uniform distributions. Expanded uncertainties can 
be calculated if results in Table 2 are multiplied by coverage factor  k=2, having a 
level of confidence p= 95% [10].  

More information on the accuracy measures in other cases of the 4R bridge-circuit are 
presented in [7-8]. The two-component formulas of accuracy measures can also be 
used for other electrical circuits, e.g. unconventional double-current circuit in simul-
taneous measurement of strain and temperature [9]. 
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Abstract. There are many applications of magneto-rheological (MR) damping 
devices, utilizing their properties of simple damping control under the applica-
tion of a magnetic field. Nevertheless, damping properties of the known MR 
dampers remain non-linear; therefore, implementation of such devices within a 
wide range of vibrations requires further research. This paper is one of the at-
tempts aimed at investigating damping characteristics of an MR damper 
through experimental research and further processing of experimental data ac-
cording to the proposed methodology. The experimentally obtained data pro-
cessed to a form of hysteresis curve; its numerical integration gave the amount 
of energy loss during one cycle of vibration. After mathematical transfor-
mations, in a result of calculus, the coefficient of friction obtained. Finally, the 
MR damper characteristics, as dependency of a damping coefficient on fre-
quency of vibration under the application of different voltage to an MR damper 
solenoid, obtained. The paper concludes by providing the summary of the re-
sults and recommendations. 

 

Keywords: Nonlinear damping; rheological liquid; damping control; experi-
mental research 

1 Introduction 

Magneto-rheological (MR) fluids are suspensions of magnetically responsive particles 
in a liquid carrier [1, 2 and 3]. The usage of such liquids improves technical character-
istics of shock absorbers because of ability to change its rheological properties in the 
presence of a magnetic field [4]. Magnetic flux density B depends on magnetic field 
intensity H in a non-linear manner. The B H curve for MR fluids throughout their 
useful range is non-linear and of such a magnitude placing them into a very unique 
category of intermediate materials between low susceptibility materials such as alu-
minum, and ferrous materials such as steel [1]. In general, two methods for modelling 
MR shock absorbers can be distinguished. One is a non-parametric modelling tech-
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nique that expresses analytical equations to describe the characteristics of the MR 
shock absorber. There are several different models of non-linear models used for the 
characterization of MR dampers including Bingham plastic [5], Stanway et al. [6], 
Herschel Bulkley [7], Gamota and Filisko [8]. The second technique to model MR 
shock absorbers is a parametric modeling technique, which characterizes the device as 
a collection of springs, dampers and other physical elements. In this study, the para-
metric modeling technique for MR shock absorber analysis will be used. 

There are three main (basic) types of linear MR shock absorbers: the single tube, 
the twin tube and the double ended [9, 10]. Previous studies [11] have shown that, 
taking into account a number of components of a construction, size, ease of use, ease 
of fabrication (simplicity) and ease of assembly/disassembly, a single cylinder and a 
slide valve - shock absorbers offer the highest performance. Therefore, for the pur-
pose of this study a shock absorber of this particular structure analyzed in this paper. 
Moreover, a double-ended MR shock absorber (Fig. 1) is investigated since there is 
no change in volume as the piston rod moves relative to the damper body, and the 
double-ended MR shock absorber does not require an accumulator. 
 

 
Fig. 1. Principle scheme of MR shock absorber: 1  cylinder; 2  piston; 3  rod; 4  wires; 5  

silicone; 6  MRF 122EG; 7  core 

The objective of this study is to investigate the non-linear damping characteristics 
of a magnetic damper, find their dependencies from the frequency of vibrations, and 
control current in the damper magnetic coil. 

2 Experimental research 

In order to conduct an experiment on MR damper properties, an original test bench, 
presented in Fig. 2, designed and built. A special test rig consists of an MR shock 
absorber 1, rigidly attached to the table 3 through the frame 2. The electro-dynamic 
vibrator 4, mounted on the basement 3 and an active platform of the electro-dynamic 
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vibrator part tightly connected to a damper rod through a spring 5. Both ends of 
spring 5 are equipped with accelerometers 6 and 7. The accelerometers register vibra-
tions acceleration and transfer signals to data acquisition system for data storage and 
further processing. 

 
Fig. 2. MR shock absorber test bench: 1  MR shock absorber, 2  stand, 3  table, 4  electro-

dynamic vibrator, 5  spring, 6, 7  sensor 

The body of MR shock absorber rigidly attached to the table 3 through frame 2, so 
the electro-dynamic vibrator, by moving the spring, moves along with the damper rod. 
In this case, the test rig installation has only one active degree of freedom. The idea of 
this installation is in small mass spring 5 placed between the vibrator 4 and MR 
damper 1; then damping force of the damper 1 will bend the spring 5. Knowing stiff-
ness of the spring 5, the damping force here estimated as the difference of displace-
ments on both ends of the spring 5. These displacements, obtained from values of 
accelerations from sensors 6 and 7, after numerical integration two times. Signal of 
exciting force recorded along the accelerator signals; this allows keeping the correct 
phase during integration procedure. Used experimental data acquisition system and 
the sensors presented in Fig. 3. 

A possible use of sensors of a different type (contactless Eddie current or capaci-
tance) here is very inconvenient due to moving of both ends of spring 5. Data, collect-
ed from accelerometers, is stored in registering computer and processed afterwards. 
The data processing methodology described below. 
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Fig. 3.  

 

The results of the performed experimental research are not directly discussed here; 
the detailed presentation (and interpretation) of generated data is included in the result 
section. 

3 Methodology of analytical data processing 

A methodology to define the damping force based on the main assumption that it 
represented by the spring mounted between the vibrator and the damper, and strain 
value. Some methodologies, proposed in [9, 18] required special means while this 
method allows to achieve the same results using a special spring in the workbench 
dynamic system. For further dynamic system analysis, a dynamic model of experi-
mental test bench was built. In this single DOF model, the damping element is non-
linear and depends on voltage on the solenoid coil and the frequency of vibration. 
Also, it depends on velocity of system (including vibrator) movement, but in terms of 
vibration frequency at the same amplitude, it is sufficient [13]. A similar experimental 
evaluation of an MR damper is done in the papers [15, 16, and 18]. 

 
Fig. 4. Dynamic model of the MR shock absorber test bench 
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A dynamical model of the workbench contains the three components: moving 
mass m, stiffness of the spring k, and damping coefficient ),( Uh  of a damper 
(Fig. 4). Additionally, the experiment performed under the following assumptions: 
spring damping and mass are not considered, because they are much smaller than 
other parts of the workbench. Mass m in the model is the sum of vibrator and beam 
mass. 

The excitation system is applied cinematically to coordinate 0x . The vibrator cre-
ates certain force with given amplitude, but in this case, much more convenient is the 
use of kinematic parameters, while the force from the vibrator in this case cannot be 
defined directly. The characteristics of the vibrator as a mechanical system available 
from its technical documentation, its influence added into dynamic model. The system 
was excited harmonically:  
 

)sin( 000 tAx ,    (1) 
 
where x0  initial coordinate of system, A0  initial amplitude of vibration,   angu-
lar frequency of excitation, 0  phase angle. 
 
Kinetic energy expressed as:  
 

xmT 2

2
1 ,     (2) 

 

where T  kinetic energy, m  mass,  x 2  derivative of coordinate in respect to time, 
velocity.  
 
Dissipation function: 
 

xUh 2),(
2
1 ,    (3) 

 
where   dissipation function, ),( Uh   coefficient of friction, which is a func-
tion of angular frequency and voltage on the damper solenoid coil. 
 
Potential energy: 
 

2
0 )(

2
1 xxk ,    (4) 

 
where   potential energy, k  coefficient of stiffness, x  active coordinate. 
 
Using the Lagrange equation of the second kind [13]: 
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where F(t)  force of excitation. 
 
We obtain the vibration equation of the system in terms: 
 

0),( kxkxxUhxm .   (6) 
 
In the second stage of this study, the MR shock absorber is excited at different fre-
quencies and solenoid acting at various voltages. The experiment was performed at 
0V, 5V, 10V and 15V of electrical excitation voltage, and a frequency of 80 Hz, 
120 Hz, 200 Hz, 240 Hz and 280 Hz. 

The achieved experimental research results for the test bench suggest that sinusoi-
dal excitation gives sinusoidal response, therefore it can be stated that: 
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In this way, with the accelerometers data x  and 0x , the incoming displacements x 
and 0x  for Eq. (6) could be obtained. Next, the acceleration data stored on computer 
disk and filtered as illustrated in Fig. 5.  

Knowing x , x and 0x , from Eq. (5), the damping force can be expressed as:  
 

xmxxkxUhFDM )(),( 0 .                 (13) 
 
The damping force values, obtained from the experimental research are presented in 
Fig. 6: 
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Fig. 5. Experimentally obtained oscillation amplitude and phase identification 

 

 

Fig. 6. The damping force change DMF  when 120 Hz and U = 5 V 

The energy loss per cycle equals: 
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2AhE .      (14) 

 
Since E  is equal to the hysteresis loop area, which defined numerically, when hav-
ing values DMF  and x, we obtaining wanted damping coefficient from the following 
equation:  

2A
Eh     (15) 

 
Fig. 7. Damping process hysteresis loop, when 120 Hz and U = 5 V  

The gained values from this research presented in the result section as a graph of de-
pendency of damping coefficient h values to excitation frequency and voltage, applied 
to the solenoid coil in the MR damper. 

The current flow resistance through a coil and friction forces increasing tempera-
e-

quences, causes decreasing of a dissipative properties of a MR shock absorber [22]. 
Within the research process, the temperature the MR shock absorber remained low, 
therefore the changes of dissipative properties of a magneto-rheological fluid not 
taken into account. 

4 Results 

The graphs of damping coefficient change of the investigated MR damper are pre-
sented in Fig. 8. They not only indicate sophisticated processes within the damper but 
also (clearly) illustrate the effects of different physical phenomena. 

A practical value of such a dependency consists in the range of frequency for this 
shock absorber, when magnetic field values have no significant influence on damper 
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efficiency; the frequency range from 80 Hz to 240 Hz is operational for such a damp-
er. In case of a damping control within one vibration period cycle, the frequency 
range will be significantly lower, as concluded from [18, 19 and 20]. 

5 Conclusions 

The performed analysis on damping characteristics of a magneto-rheological 
damper has brought interesting results.  

 
 

Fig. 8. Diagram of MR shock absorber damping coefficient variation 
 

Firstly, it has shown that the proposed experimental-analytical methodology for 
detection of damping properties is applicable for various applications.  

Secondly, it has revealed this methodology to be particularly useful for practical 
installations because of its simplicity  experimental research requires only two accel-
erometers, applied to two sides of the MR damper. Taken together, in the result of the 
experiment, the following conclusions can be drawn: 

 The coefficient of damping generally decreases with an increase of damping 
frequency;  

 An MR fluid in the frequency range higher than 240 Hz is not applicable; 
 In higher end of frequency range, an MR fluid behaves like a hydraulic fluid 

rather than fluid with MR properties; 
 The behaviour of MR damper influenced by several physical phenomena and 

experimental research delivers interference of them. 
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Abstract. In this paper the non-standard statistical method for evaluating uncer-
tainty, when a minimal observation is the measurement result, is proposed. This 
method is based on properties of minimal order statistic. As example, in meas-
urement practice this method is used to evaluate the uncertainty of a percent 
elongation and tensile strength in testing plastic products. The accuracy of ob-
tained experimental results is also investigated by Monte Carlo simulation. Pro-
posed method can be used to uncertainty evaluation of another quantities, when 
the minimal (or maximal) value of several normally distributed random obser-
vations is the result of measurement. 

Keywords: quality testing of plastic tubes  uncertainty of minimal observation. 

1 Introduction 

The products’ quality control and testing is the necessary element of any industrial 
production. In this article the example of measurements for testing the quality control 
of plastic tubes is considered. A general approach of processing of these measure-
ments is given. During this test two parameters are measured - percent elongation and 
tensile strength of the plastic tube in the process of their break. The uncertainty of the 
minimal value of observations should be found. Methods of its estimation has to be 
found, developed and tested. 

In accordance with regulatory documents [1, 2, 3], the test procedure of plastic 
tube has to be carried for not less than 24 h after manufacturing the tubes. The exper-
imental research with quality control of plastic tubes used for gas and water networks 
or other needs is performed in the laboratory of “Elplast-Lviv” Ltd. [4]. The test spec-
imens of shapes, shown in Fig. 1, are prepared by cutting from segments tube, with 
length not less than 150 mm. From each control segment at least five specimens 
should be cut uniformly around the tube perimeter. 
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a)  

b)  
 

Fig. 1.  Shape and dimensions of the test specimens: a) Type 1, b) Type 2 

Before the beginning of test procedure, samples are conditioned for minimum 2 h 
at temperature (23 ± 2) º . For the cold water tubes testing is made on type 2 test 
specimens. It is carried with the speed tensile of the grips of testing machine 
(100 ± 10) mm/min according to the nominal wall thickness. It is up to 5 mm for test 
specimens of type 1 and more than 5 mm for test specimens of type 2 [6]. Tubes for 
combustible gases are also tested by type 2 specimens [1, 2]. The tensile tests are 
carried on testing machine which provides measurement accuracy of load (from 5000 
to 10000 N) with permissible error less than ±1% of measuring value. In addition, the 
speed of testing may be controlled in a wide range. Calculation of the percent elon-
gation p at break, given in (1), should be rounded to two significant figures [1, 2]: 

 

 %100
0L
lp

p ,  (1) 

where: lP - elongation of the test specimen at the moment of break (in mm), as the 
measurement result of its smallest value, L0 - initial length of test specimen (in mm). 

For determination the tensile strength at yield, the thickness D and width b2 in 
working part is measured with a micrometer. It is made minimum in three cross-
sections with permissible deviations of the width up to ±0.05 mm and of the thickness 
- up to ± 0.01 mm. Based on the measurement results with an accuracy up to 
± 0.001 mm². The initial cross-sectional area of each test specimen is calculated as 

 20 bDA .  (2) 

In calculating of the tensile strength at yield PT, the minimum of cross-sectional 
area of the test specimen 0  (in mm2) and load FPT (in N) are used. Then the tensile 
strength at yield is achieved: 
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0A
FPT

PT .  (3) 

2 Measurement results   

For each tested specimen the testing machine records the elongation lP (in mm) at 
the moment of the specimen break. Results of these measurements are given in the 
third column of Table 1 [4], Results of load FPT (in N), at which the tensile strength is 
achieved at yield, are in the fifth column of Tab. 1 [4].  

Table 1. Results of measurement obtained from testing machine and 

calculated parameters of test specimens [4] 

Number of 
specimen  

A0,  
mm2 

lP,  
mm 

P, 
 % 

FPT,  
N 

PT,  
N/mm2 

The test specimen of type 1 

1 20.030 145 583.50 453 22.62 

2 19.405 140 563.38 440 22.68 

3 18.942 147 591.55 426 22.49 

4 19.250 146 587.53 433 22.49 

5 19.034 145 583.50 430 22.59 

The test specimen of type 2 

1 93.425 286 575.45 2090 22.37 

2 93.845 287 577.47 2064 21.99 

3 93.085 280 563.38 2060 22.13 

4 93.859 285 573.44 2051 21.85 

5 94.276 287 577.47 2078 22.04 

A0 = initial cross-sectional area; lP = valid elongation of test specimen at the 
moment of break; P = percent elongation of the test specimen at the moment 
of break; FPT = load of the tensile strength at yield; PT = tensile strength at 
yield. 

 
Obtained results of measurements are used for calculation the percent elongation 

at break P and tensile strength at yield PT for each of five test specimens. According 
to the test requirements, as the result the minimum values of the tensile strength at 
yield (3) and tensile strength at yield are calculated, and can be rounded to two signif-
icant digits.  

The test specimen of type 1 (for water pipes norm of P, per = 350 %) has the per-
cent elongation at break 563.38 % > 350 % and the test specimen of type 2 (for gas 
pipe norm of P, per = 500 %) has 563.38 % > 500 %. Then, due to the percent elonga-
tion at break, these products meet the requirements of the Ukraine standards, [3], 
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which are in practice very near to EC and ASTM standards [1], [2] (cold water pipe 
norm: PT, per = 21.0 N/mm2; gas pipe norm: PT, per = 20.0 N/mm2). The actual value 
of the tensile strength at yield of type 1 is 22.5 N/mm2 > 21.0 N/mm2 and for the test 
specimen of a type 2 is 21.9 N/mm2 > 20.0 N/mm2. Then the tensile strength at yield 
products meet the requirements of Ukraine standard documents [3]. 

3 Theory of minimal value uncertainties 

The uncertainty of the minimum value of percent elongation and tensile strength has 
two components: 

 - instrumental component caused by uncertainty indications of the measuring ma-
chine, additional equipment (such as caliper and micrometer) and measurement condi-
tions different from normal,  

- statistical component caused by the dispersion of observations.  
Therefore the processing uncertainty of obtained results is estimated by two GUM 

methods [5]: 

 Method type B is based on analysis and calculation of the uncertainty of metrolog-
ical properties of used measuring instruments, measurement conditions and equa-
tions describing the dependence of desired parameters from directly obtained 
measurements results. This method is used to evaluate the standard uncertainty 
ucB( p1).  

 Method type A - component uA( p1) of uncertainty of a minimal value is evaluated 
for n independent observations taken from the normal distribution.  

The component type B of uncertainty is not analyzed below in detail, the previous-
ly calculated in [4] these components are presented in Table 1. There are:  

- the relative combined standard uncertainty of relative elongation calculated 
ucB, rel( p1)= 0.41% for the test specimen of type 1 and ucB, rel( p1) = 0.20% for the test 
specimen type 2 [4];  

- the relative combined standard uncertainty of the tensile strength 
ucB, rel( PT) = 0.614 % for the test specimen type 1, and ucB, rel( PT) = 0.584 % for the 
test specimen of type 2 [4].  

The next stage is the estimation of uncertainty component of the minimal value by 
statistical method (type A). Problem of the evaluation type A uncertainty in testing of 
the percent elongation and tensile strength is, as noted above, that have to be find the 
minimum values of parameters of the test specimens. Therefore, it is impossible to 
apply directly the standard GUM method of uncertainty evaluation of measurements 
with multiple observations [5].  

In this work estimation of the uncertainty of minimum values of controlled param-
eters from the sample of five elements is performed. The minimal observation 

n211min ...,min x,x,x=xx  is the first one from the set of ordered observations: 
nxxxx ...321 . The result of a test measurement is not as usual the arith-

metic mean x  but the minimal (or maximal) value of observations. Then, the stand-
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ard and expanded uncertainties of test results cannot be calculated according to stand-
ard GUM procedures [5]. Another procedure should be used.  

It is obvious that minimal value is a random value, however its probability density 
function (PDF) is not equal to the PDF xp  of population.  

In the next sections of this paper the minimal observation 1x  is denoted by 1x . 
Theoretical distribution p(x1) of minimal value x1 for the normally distributed obser-

vations ( 0m , 1 , 2exp 2
2
1

1 xxp , dxxxF
x1

2exp 2
2
1

1 ) can be 

described [6] by formula: 

 1
1

2
2
1

1 12exp nxFxnxp .  (4) 

This distribution for n = 5 is presented on Fig. 2a. From (4) the expected value m01 
of 1x can be calculated as:  

 1111,0 dxxpxm   (5) 

and 1.0  standard deviation of the minimal observation: 

 2
1,011

2
11,0 mdxxpx .  (6) 
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Fig. 2.  Distribution of the minimal observation x1 a)  and normalized deviation z1 (n = 5) b) 

For n = 5 observations from (5) the expected value of normalized -1.162961.0m  
and from (6) the standard deviation 0.668981.0 . If 0m  and 1 then ex-
pected value m1 and standard deviation 1 of the minimal observation of 1x  are: 

 1.011.01 ;mmm .  (7) 

In practice the expected value m1 of minimal observation of 1x  is unknown, but 
after (7) the estimate 1x̂  of m1 can be calculated as 
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 xsmxx 1,01̂ ,  (8) 

where arithmetical mean and experimental standard deviation of observations are 

 
n

=i
ix

n
x

1

1 , 
n

=i
ix xx

n
s

1

2

1
1 .  (9) 

From (7) the experimental standard uncertainty of minimal value is calculated as  

 xA sxu 1.01 .  (10) 

The distribution 11 zpz  of the minimal observation x1 deviation from mean value 

x , normalized to xs  is  

 
xs

xxz 1
1 .  (11) 

This distribution does not depend on x  and xs . It depends only on population dis-
tribution xp  and number of observation n. It can be shown that the range of random 
value z1 is independent from population PDF and equals to 

 nznn 11 1 .  (12) 

The distribution 11 zpz  consists of n - 1 sections, with bounds zb,i (i = 1, 2,.. n - 1) 
that are determined by the formula:  

 1,...,2,1,1, niininnz ib .  (13) 

In test procedure the minimal observation 1x  is compared with the critical value 

criticx , then after determination 1x , the left side of expanded uncertainty 1, xU lowp  
must be calculated as  

 criticlowp xxUx 1,1 .  (14) 

For the very small number of observations (for example n = 5) the most important 
is the first part (left section) with bounds  

 nnnznnz bb 221,1 2,1, .  (15) 

If n = 5 then 7889.1541,bz , 0954.1562,bz , because at the 
end of the first part the cumulative function is 

 10.0
221

1
11111

nnn

nn
zz dzzpzF .  (16) 
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For normally distributed n =5 observations, the theoretical distribution 11 zpz  at 
the left side part can be described as  

 
5
6

5
4,

16
51

2
55

1
2
111 zzzpz .  (17) 

From (17) cumulative function in this part is: 

 1
4
5arcsin2

4
55

2
1

2
5

1

2

11
2

11111

1

zzzdzzpzF
z

zz .  (18) 

For 561z  the cumulative function is 0.6806561zF . Total distribu-
tion 11 zpz  of z1 is shown in Fig. 2b. The lower pklow  coverage factor for the con-
fidence level p can be calculated from equation 

 pzFdzzp z

pnk

z

low

111

,

2
111 .  (19) 

The values of pklow ,5  for p = 0.90; 0.95; 0.975 and 0.995 and for n =5 are pre-
sented in Tab. 2. 

Table 2. The numeric values of coverage factors 

p 0.90 0.95 0.975 0.99 0.995 
pklow ,5  -1.6016 -1.6714 -1.7156 -1.7489 -1.7637 

 
From (11) and Tab. 2 the lower limit 1,1 xU lowp of expanded uncertainties of 

minimal value is  

xlowp spnkxx ,,1 .  (20) 

4 Evaluation of uncertainties from experimental results 

Below the uncertainty uA(x1) is evaluated and analyzed. Using results of a measure-
ment presented in Tab. 1, the following parameters of minimal value of percent elon-
gation and tensile straight of each specimen were calculated (results of calculations 
are shown in Tab. 3): 

- minimal value xmin, arithmetic mean x  and standard deviation xs (9); 
- left limit min,1x  (11), (12) and the estimate 1x̂  of expected value (8); 
- estimated standard uncertainty 1xuA (10);  
- relative standard uncertainty 1, xu relA ;  
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- lower px 1,1  limit of expanded uncertainty (p = 0.95) (20),  
- relative combined standard uncertainty 1relc xu ,  (using previously relative 

standard uncertainty 1relB, xu , Tab. 3); 
- combined standard uncertainty 1c xu . 

From the last line of Tab. 3 one can see that these lower limits of expanded uncer-
tainties (p = 0.95) are very closed to experimental values (Tab. 1), i.e. for percent 
elongation calculated minimal values are: 563.72 % (specimen 1), 563.84 % (speci-
men 2) and both experimental minimal values are equal to 563.38% (Tab. 1), for ten-
sile strength calculated values for specimen 1 is 22.44 N/mm2 - experimental values is 
22.49 N/mm2 and for specimen 2 calculated value is 21.76 N/mm2, and experimental 
values is 21.85 N/mm2. 

Table 3. Results of uncertainty calculations of percent elongation and tensile strength 

Parameters 
Percent elongation Tensile strength  

Specimen 1 Specimen 2 Specimen 1 Specimen 2 
Minimal value: p1,   PT,1 563.38 % 563.38 % 22.49 N/mm2 21.85 N/mm2 

Arithmetic mean; p , PT  581.89 % 573.44 % 22.57 N/mm2 22.08 N/mm2 

Standard deviation: 
p

s , 
PT

s  10.87 % 5.87 % 0.081 N/mm2 1.19 N/mm2 

Relative combined uncertainties 
ucB, rel( p1),  ucB, rel( p1) calculated  

by method type B:  

0.41 % 0.20 % 0.61 % 0.58 % 

Relative standard uncertainty 
uA( p1), uc, rel( PT,1) calculated  

by method type A  
1.29 % 0.70 % 0.24 % 0.59 % 

Relative combined standard uncer-
tainty of a minimal value     

uc, rel( p1), uc, rel( PT,1) 
1.36 % 0.73 % 0.66 % 0.83 % 

Combined standard uncertainty of 
the minimal value: uc( p1), uc( PT,1) 

7.6 % 3.9 % 0.15 N/mm2 0.18 N/mm2 

The lower limit of expanded  
uncertainties (p = 0.95) of minimal 
% elongation: 05.0,1p , 05.0.1,PT  

563.72 % 
 563.7 % 

563.84 % 
 563.8 % 22.44 N/mm2 21.76 N/mm2 

5 Simulations by Monte Carlo method 

To verify the quality of determination of statistical parameters and type A uncertainty, 
the Monte-Carlo method was used [7]. The number of simulations is M = 105; number 
of observations n = 5; parameters of a test specimen 1 are from the population of 
normal distribution, the expected value %581.891=m p  and standard deviation 

%10.873=s
p

. The histogram (w p1) of the minimal value p1 of the percent 
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elongation is presented on Fig. 3a and histogram of standardized deviation the mini-

mal value from mean: 
p

s
z pp1

1  of the percent elongation is shown in Fig. 3b. 
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Fig. 3.  Histograms of minimal value p1 (a) and normalized deviation z1 (b) 

Three main statistical parameters of the minimal value of relative elongation p1 of 
the test specimen 1, obtained by Monte-Carlo simulations, and corresponding to them 
experimental values are presented in Table 4. 

Table 4.  The experimental results and results from Monte-Carlo simulation of parameters of 
       minimal value of relative elongation p1 of a test specimen 1 

Parameters Experimental 
results 

Monte-Carlo 
simulation  

Expected minimum value  569.26 % 569.24 % 
Standard deviation (uncertainty) of minimum value  7.274 % 7.275 % 

Left limit of minimal value, p = 0.99 563.72 % 563.30 % 
 

From comparison of histogram shapes (Fig. 2a, b) and theoretical distribution 
(Fig. 3a, b) and also from comparison of experimental and Monte-Carlo simulation 
results (in Tab. 4) we can see good convergence of experimental results with results 
of simulation. 

6 Conclusions 

A method of the uncertainty evaluation, which is based on properties of minimal or-
der statistic, is proposed. 

The standard uncertainties of the percent elongation and of the tensile strength of 
plastic tubes calculated from experimental measurements are very close to the results 
of simulations by the Monte-Carlo method. 

The PDF of maximal value is symmetrical to the PDF of minimal value. Then pa-
rameters of uncertainty of maximal value can be calculated in the same way as for 
uncertainty of minimal value [9]. Only the opposite sign of the deviation of maximal 
value from the expected value should be taken into account.  
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Proposed method can be used for evaluating uncertainties of results for the test 
measurements of other quantities, where informative parameter is the minimal (or 
maximal) value of the sample of several observations. 
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Abstract. Applying an auxiliary quantity, homogeneous with the measured one, 
is proposed in the quality control of an object made with the use of measuring 
channel and decision-making module. The result of processing this quantity in 
the measurement channel is applied for the additive and multiplicative correc-
tion of decision limits. This allows to reduce the impact of imperfect processing 
characteristics of measuring channel. The significant effectiveness of such cor-
rection, at different ratio of the components of processing error, is presented. 
The influence of errors of forming auxiliary quantity is also estimated. 

Keywords: quality control · reliability assessment · measurement inspection. 

1 Introduction 

The reliability of measurement inspection is a confidence measure in decision-
making. The inspection is characterized by its uncertainty [1], [4].  If the inspection is 
based on a measurement then quantity X  is measured and it contains information 
about the specific properties of a controlled object. The comparison procedure of the 
value x with limits xl , xh of the tolerance interval is preceded by the sequence of  
“measurement/processing” operations of this quantity in a measuring channel (MC). 
The real characteristics (x) of measuring channel differs from its nominal character-
istics 0(x) = x. The decision of the inspection can be taken only after processing x by 
the channel. The decision is described by inequality 0(xl)< (x)< (xh), which does not 
coincide with the required decision-making rule xl  x  xh.  

If the channel output  quantity is calibrated in units of the measured quantity then 
0(x) = x and (x)  (x+ )(1+ ) will be obtained. The function (x) can be expressed 

as a series expansion 
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The main systematic error, resulting from the non-ideal (real) MC characteristics, 
commonly contains in practice two components: additive = a/b  and multiplicative 
coefficient =(b-1), because a third term describing the nonlinearity of MC character-
istic is usually negligible.  Combinations of these components, both as absolute values 
and signs, result in the correctness of inspection to a different extent. This effect was 
analyzed in [2]. There were shown that the effect of non-ideal characteristics of the 
measurement channel might be included with the use of  additional  segments l  
and h . Their lengths are dependent on the combination of two error components. 
These segments cause the shift of x interval. If a decision-making rule is transformed 
to hhll xxx  then probability of the incorrect decision is defined by area 
under the curve of the probability distribution of controlled quantity. Type of wrong 
decisions, false refuse or unfounded refuse, depends on the position of segments l  
and h  in relation to the lower xl and upper xh limits of the tolerance interval of x 
values. 

 The traditional way to improve the reliability of measurement inspection involves 
the use of more accurate measuring instruments in the channel MC. Typically, this 
reduces the speed and increases the costs of control. Also not always, there is a suita-
ble measuring equipment available. An influence of deviation, between the real pro-
cessing characteristics and the nominal one, on the correctness of inspection can be 
reduced by other means. One of the methods is described below. 

2 Theoretical background of the method 

The purpose of this paper is to present the ways to increase reliability of decisions 
taken in an inspection process and to reduce incorrect decisions [3].  

It is proposed to achieve this without employment of more precise measuring 
equipment. This will be done by reducing the impact of errors in measuring channel 
MC. In the inspection, in contrast to the measurements, one cannot determine the 
precise value of a measured physical quantity x of controlled object. It is sufficient to 
determine whether it is within the tolerance interval xl  x  xh. Therefore, the ob-
tained result does not need to be corrected for reducing the resultant error of sequence 
operation “measurement/processing” in the measuring channel. Instead of that, a 
number of other equations, obtained in a structural or algorithmic way which contain 
information about the real characteristics (x) of the measuring channel, is possible to 
use. The calculations based on the results obtained from these equations are used for 
adjusting the limits of the acceptance interval of x values. This adjustment is made to 
bring the relationship between result of processing (x) and adjusted settings 0(xl), 

0(xh) into conformity with the relationship between x and predefined limit values xl 
and xh of the tolerance interval. If the correction associated with calculating the cor-
rection d, which is added to settings, then it is additive correction. And if it is  associ-
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ated with calculating the multiplier c, which is multiplied by settings, then it is multi-
plicative correction. 

An auxiliary quantity x0, homogeneous with the measured one, should be applied 
to implement the method for increasing the reliability of measurement inspection. If 
the value x0 is known then it will be also known the result of its ideal processing 

0(x0). Divergences between real (x0) and ideal result 0(x0) are considered in calcu-
lations of correction a, or in adjustment of b parameter. Thus, before the actual con-
trol procedure,  auxiliary quantity x0 should be given to input of the MC measuring 
channel. The result of its processing (x0) contains information about the actual chan-
nel characteristics (Fig. 1). 

 

 
Fig. 1. Method for increasing the reliability of measurement inspection: O – controlled object; 
AQS - auxiliary quantity x0 source; MC – measuring channel; PDM – processing and decision 

making module, R- result of inspection 

2.1 Additive correction 

As the result 0(x0) of ideal processing of x0 is known, on the basis of (x0) and 0(x0) 
one can determine the  proportional factor d= (x0) - 0(x0) of the multiplicative com-
ponent of measuring channel error. Value d is used for additive correction i.e. to shift 
the initial settings 

 dxx lla )()( 0 , dxx hha )()( 0 . (2a,b) 

In this way the additive correction was done. Without loss of generality it can be as-
sumed that the characteristics, real and nominal, are as follows 

 )1)(()( xx , xx )( 00 , (3a,b) 

where:  – additive component and  – multiplicative component of absolute pro-
cessing error. 

Decision rule “Update” for the input of measurement channel is as follows 

 
11

hl xxx
. (4) 

After adjusting the settings for value )1(0xd  one receives 

PDM O MC 

AQS 

R 

0(xl) 0(xh)

(x0) 

(x) x

x0 
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It results from (5) that the additive error does not affect the test results. To separate the 
ideal decision, the rule expression (5) is converted to the following 

 )-()-( 00 hhll xxxxxxx , (6) 

where
1

. 

The right parts from both sides of the equation (6) include, remaining after correction, 
partial impact of measuring channel errors. Substituting different values x0 in the ex-
pression (6), the tolerance interval can be changed. From the expression (6) it results 
that probability and type of incorrect decisions depend on the values hl xxx ,,0 . There 
are three cases of selecting the value x0: within the tolerance interval, and two out of 
its limits, i.e. 

 lxx <0 , hl xxx << , hxx0 . 

From the detailed analysis in [2] it results that the impact of measuring channel error 
on the reliability of measurement inspection will be minimal when x0 will be selected 
within the tolerance interval. Then the decision rule after correction of limits will be 

 )-(-)-( 00 xxxxxxx hhll  (7) 

or 
 hhll xxx -+ . (8) 

Equal intervals l  and h  capture the impact of measuring channel errors on accura-
cy of inspection. 

The area under the probability density function (pdf) for the value of controlled 
quantity is proportional to the probability of incorrect decisions (Fig. 2). 

 

Fig. 2. Location of the intervals of parameter x for the objects which met efficiency standards S 
(tolerance interval) and found as fit F (acceptance interval)   

llx +  
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The length of intervals l  and h has the positive sign. A sign in (8) gives infor-
mation about a type of incorrect decision. Thus, in the case of controlled objects 
whose value of information parameter is within the range l  or h , it can only take 
place a false refuse due to their uselessness although in fact they are efficient. The 
probability of a false refuse determines the expression 

 )()()()( 22
2
1

hllhllferr xfxf  (9) 

where: )( lxf - density distribution of  the possible values of controlled quantity for xl. 

For uniform distribution the second component on the right side of formula (9) disap-
pears. If the multiplicative component of measuring channel error is negative, there is 
only a decision: unfounded refuse. 

Let us consider the impact of error x0 on the effectiveness of additive correction 
setting limits decision. In this case the value 000 +=~ xx  is given to the input of 
measuring channel, with an error 0 . The result of ideal processing of this quantity 

will not be equal to 0(x0). Then, according to the algorithm b
~ is calculated instead of 

b. After the additive correction one receives 

 0000 )()( xxxxxxx hhll . (10) 

It results from equation (10) that on the one hand an error of auxiliary quantity in-
creases the replacement interval –  see right side of the equation and on the other hand 
it reduces the interval – see on the left side of the equation. The only one requirement 
is that the value 0

~x  should be within the initial tolerance interval. To fulfill this condi-
tion, assuming an uniform distribution of controlled size, the auxiliary quantity error 
will not affect the conformity of inspection. The optimal selection of  auxiliary quanti-
ty value is (xh+xl)/2 assuming the normal distribution of a controlled variable value 
and the positive multiplicative component of measuring channel error. However, for 
the negative multiplicative component of error, a reduction of the impact of remnant 
errors (remained after correction) occurs for x0=xl or x0=xh. In setting a final probabil-
ity of incorrect decisions there is need to consider the second component of right side 
of equation (6). It depends on the ratio of the standard deviation of the dispersion val-
ues in controlled amounts  and the interval duration (xh-xl) of limit values of con-
trolled variable x. In this case, as opposed to a dependence for uniform distribution, 
the auxiliary quantity error increases the probability of incorrect decision. However, 
an additional increase in the probability of incorrect decisions will be the second order 
of smallness. 

2.2 Multiplicative correction 

As it is apparent from the expressions (6) and (9), the probability of incorrect deci-
sions depends on the multiplicative component of MC error. If preliminary analysis 
shows that the effect is significant, there is a need to perform multiplicative correc-
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tion. With this correction the factor c of both real and ideal results of auxiliary quanti-

ty processing x0 is equal to .
)(
)(

00

0

x
xc  This factor is used to correct the limits of 

tolerance interval. If the real characteristic of the channel is 1)( xx , then 

0

0 1
x

xc . After correction a decision rule is as follows 

 .0
0

0
0

x
x
xxx

x
x hh  (11) 

From the last expression it results that the multiplicative error component does not 
affect the test result. Similarly, as in the previously discussed case, one stands out 
ideal (nominal) decision rule hl xxx << . Then one goes to inequality in which addi-
tional restrictions, on the right  side and the left side, take into account the impact of 
non-ideal processing characteristics of the MC 

 .0
0

0
0

xx
x

xxxx
x

x hhll  (12) 

Thus, the influence of multiplicative component of the measurement error on the reli-
ability of measurement inspection was eliminated.  

To minimize the remnant impact of constant value a of error, the auxiliary value x0 
within the permissible range should be also chosen. However, using a multiplicative 
correction, regardless of the probability distribution of a controlled quantity value x, 
the selected value x0 should be near to xh. Inequality (13) (decision rule) determines 
the reliability of decisions  

 0
0

0
0

--- xx
x

xxxx
x

x hhhl . (13) 

From a comparison of expressions (6) and (13) it results that a type of incorrect deci-
sions changes to opposite then for the additive correction (in this case a failure will be 
detected). 

Let us also consider the impact of error of creating the auxiliary quantity x0 on the 
effectiveness of the multiplicative correction. As a result of inaccuracy during the 
creation of this quantity, i.e. when 000 +=~ xx  then the real value of the correction 
factor is 

 
0

00 1~
x

xc . (14) 

If the decision rule is selected taking into account the error of creation x0 then  

 0
0

hl
h

lh
h

l xxx
x

xx
x

x , 10

hx
. (15) 
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From the expression (15), the effect of errors during creation the quantity x0 can be 
expressed as a relatively small reduction in the length of the smaller equivalent inter-
val, and equivalent increase the length of the upper replacement interval, proportional 
to the error of forming the auxiliary quantity. This may increase the probability of 
incorrect decisions and significantly reduces the effectiveness of the multiplicative 
correction. 

3 Numerical example 

The functionality of  a product is characterized by a certain output quantity x. Accord-
ing to the requirements of production technology this quantity can occur with equal 
probability in the range from 0 to 20 mV. These objects should be selected whose x 
value is within the interval (10 -14) mV, thus 0 (xl) = 10, and 0 (xh) = 14. The real 
characteristics of measuring channel is 

 ).1.01(1.0xx  

According to the equation (9) the probability of incorrect decisions with uniform 
probability density distribution of controlled quantity f(x) = 0.05, will be Perr = 0.13, 
i.e. the conformity of inspection is 0.87. Auxiliary quantity x0 was used, located with-
in the tolerance interval (10 - 14) mV. After appropriate corrections, the probability of 
incorrect decisions decreased to Perr = 0.02. So the conformity of inspection increased 
to 0.98. For x0 = 12 mV permissible error of auxiliary quantity cannot exceed ±2 mV 
(±17%). Error of auxiliary quantity creation does not affect the conformity of this 
inspection. 

When choosing x0 = 14 mV and an additive error  =0.1 mV, with a multiplicative 
correction, the probability of incorrect decisions will be Perr = 0.002. Thus, the proba-
bility is decreased by an order of magnitude. The impact of error in creating the auxil-
iary quantity x0 will be also considered. When 0 = ±2 mV, an additional component 
of probability of incorrect decisions is 0.025. This corresponds to the reliability of 
inspection D = 0.975 – by an order of magnitude in relation to the additive correction 
of settings. In Table 1 the reliability of inspection is shown. It is calculated for the 
case where the processing characteristics of the measuring channel MC has the form 
of )1.01(1.0xx . 

Table 1. The reliability of inspection and the types of incorrect decisions for different ways of 
limits correction 

Way of limits correction  
Reliability of inspection 

Types of incorrect decisions Error of 0 
negligible 10% 

Without correction 0.87 0.87 
for l – unfounded refuse 
for xh – false refuse   

Additive correction 0.98 0.98 for l and xh –false refuse  
Multiplicative correction 0.998 0.895 for l and xh – unfounded refuse 
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From Table 1 it results that by reducing the impact of measuring channel error, the 

correction allows to increase the reliability of inspection. In the presented example  

xi =10 mV, 999.0=
+1

=  and =0.1 mV, i.e. xl  > . 

Therefore, more appropriate is the use of a multiplicative correction. The data in Ta-
ble 1 confirm that the reliability of inspection will be greater then. It also results that 
the reliability of the multiplicative correction decreases as the auxiliary quantity x0 is 
formed with an error. This should be taken into account when choosing the type of 
correction. A type of incorrect decision is also significant. 

4 Summary 

Appropriate correction of the tolerance interval of measured quantity reduces the 
impact of the error components of the measurement channel on the reliability of in-
spection. An impact of additive error component is completely eliminated after apply-
ing the additive correction. At the same time accuracy requirements decreases con-
cerning the auxiliary quantity. However, if the multiplicative component of pro-
cessing error in measuring channel is dominant, the effectiveness of additive correc-
tion decreases. 

 Multiplicative correction of the tolerance interval of measured quantity eliminates 
the influence of multiplicative error component. At the same time the auxiliary quan-
tity error causes a proportional increase in the probability of incorrect decisions. Thus, 
the choice of correction depends on the ratio of both components: the measuring 
channel error and the accuracy in creating the auxiliary quantity. 

Taking into account the probability distribution of controlled quantity and properly 
selecting the value of auxiliary quantity, the impact of a multiplicative component of 
error in measuring channel can be minimized. Depending on the sign of this compo-
nent, the results of inspection may include falsely detected or undetected malfunc-
tions. 
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Abstract. This article deals with a problem of processing material for electrical 
machines. Magnetic properties of every material can be changed relatively easi-
ly for example after mechanical or thermal stress. Then it is suitable to measure 
material after processing and consider to provide measurements on samples 
with dimensions similar to real magnetic circuits. Edges of laminations, which 
are machined, affect the size of magnetic losses and when these edges are closer 
together then the value of losses is increasing. Value of losses given by manu-
facturer is often different from real application, because they use only standard-
ized method, which ignore the change of dimensions during the machining. 

Keywords: RemaCOMP; magnetic properties; losses; electrical steel 

1 Introduction 

It is difficult to design electrical machine according to parameters from manufac-
turer. Properties of magnetic material are changing almost every time, when the mate-
rial is processed. Magnetic domains can be influenced by heating close to Currie tem-
perature or it can be changed by mechanical stress. Stator or rotor laminations are 
usually punched by press and the shapes of this lamination are very various. There are 
some wide and some very narrow places, so the mechanical stress is not the same in 
all part of lamination. It is important to know the change of magnetic parameters after 
material processing. The knowledge of this change is an advantage and designer can 
calculate or simulate machine with greater accuracy. Also designer has to remember, 
that different methods for magnetic measurements do not give the same results.  

Manufacturer is usually measuring magnetic properties with device called Epstein 
frame. This device is easy to use but the shape of the measured sample is not perfect. 
Much more convenient is toroidal shape, field lines of magnetic flux pass uniformly 
through the whole cross section. When the Epstein frame is used, there are some plac-
es, where magnetic flux is not spread uniformly, so there can be some deviations in 
the measured magnetic properties. 
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2 Equations and figures 

2.1 Theory of standardized device for magnetic measurement 

Epstein frame is a standardized device for reproducible magnetic measurements of 
soft magnetic materials. It uses the square assembly of steel strips, which must over-
lapped in the corners. Number of strips have to be four or multiples of four. Each 
corner of overlapping sheets must be pressed by force of 1 N. The width of a strip is 
30 mm and length is variable from 280 mm to 305 mm. There are solenoids with de-
fined number of primary and secondary turns around each side of the square, which is 
made from sheets. Total number of turns is 700. Solenoids are connected in series and 
guarantee the same number and uniformly distributed turns. Coils are associated as 
non-detachable and connected with measuring devices. [1] In this work magnetic 
properties, which was measured by Epstein frame, are taken from catalogue of manu-
facturer. 

2.2 Dimensions of measured samples 

The test material was selected from company called Acroni. The chosen type of 
material is a common type of non-oriented cold rolled fully-processed electrical steel 
called M470-50A. The thickness of this material is 0.5 mm and it is used in many 
types of electrical machines. [2] 

The shape of measured samples is toroid and the test samples are assembled from 
single laminations, which are in shape of annulus. Three samples with different di-
mensions have been prepared for measurement. All three samples have outer diameter 
120 mm, but there are difference between inner diameter and size of thickness. 

 
Table 1 Parameters of the samples and dimensions of toroid 

 Sample 1: bundle of sheets with outer diameter 120 mm, inner diameter 96 mm 
and overall thickness 13 mm (26 laminations); Winding N1 = 227; N2 = 47 turns. 

 Sample 2: bundle of sheets with outer diameter 120 mm, inner diameter 106 mm 
and overall thickness 7 mm (14 laminations); Winding N1 = 251; N2 = 52 turns. 

 Sample 3: sheet with outer diameter 120 mm, inner diameter 106 mm and thick-
ness 0.5 mm (one lamination); Winding N1 = 268; N2 = 50 turns. 

2.3 Measured data 

Magnetic measurements were performed on devices RemaCOMP and Rema-
GRAPH, which can be used for AC and DC measurements. These devices are based 
on using inductive law. There were three samples with different cross-sections. These 
samples were measured at rated excitation 1.5 T and 1 T. Amount of losses in the first 
sample was initially smaller, than amount of losses, which are specified by manufac-
turer. This was probably caused by larger cross section than in rest of samples. The 
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first sample was the biggest one and had the smallest amount of losses at every excita-
tion. The worst sample with the biggest losses is Sample 3, because there was meas-
ured only one sheet. This sample probably is burdened by measuring error, because 
the cross section is very thin and it is not square or rectangle at all. Amount of losses 
is bigger than from manufacturer in the last case. 

 
Table 2: Comparison of measurement with catalogue data 

M470-50A Acroni [2] Sample 1 Sample 2 Sample 3   

Ps at 1.5T 4.7 3.948 4.152 5.286 W/kg 

Ps at 1T 2 1.778 1.933 2.077 W/kg 

Bmin at 2500A/m 1.54 1.513 1.512 1.463 T 
 
Very important input parameter for simulation is commutation curve. Even in this 

type of measurement it can be seen, that mechanical stress from processing this lami-
nation was significant and influenced value permeability and magnetic field strength 
in commutation curve. This measurement was provided with excitation 1.5 T and 
permeability is decreasing at samples with processed edge due to punching. 
 
Table 3 Parameters of commutation curve with excitation B = 1.5T 

  Sample 1 Sample 2 Sample 3 

max 5114 4059 3380 

max) 85.1 97.6 114 A/m 

Hmax 2191 2285 2360 A/m 
 
The effect of the mechanical stress can be seen even in measurement with zero fre-

quency. Magnetic field strength and loss of energy are increasing with greater damage 
of sheets. This effect appears and is rapidly increasing when the sample is near to 
saturation. 

The accuracy of the measurement was ensured by repeated measurement (six 
times) with the same excitation. Average value has been obtain from the repeated 
measurements and then relative deviation was calculated for each measurement. 
There can be seen that the biggest relative deviation appears in small or high excita-
tion in Table 3, where the deviation reached almost 5%. Uncertainty of measurements 
was not calculated and instead of it was determined relative deviation to illustrate 
dispersion values between several measurements. 
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Table 4 Size of measurement relative deviations in sample 3 

Sample 3 0.5T 1T 1.5T 

  

Maximum 
relative 

deviation 

Average 
relative 

deviation 

Maximum 
relative  

deviation 

Average 
relative 

deviation 

Maximum 
relative  

deviation 

Average 
relative 

deviation 
Bmax 3.18 % 1.42 % 0.29 % 0.19 % 0.47 % 0.38 % 
Hmax 1.78 % 0.73 % 0.72 % 0.38 % 3.94 % 3.65 % 

Ps 4.97 % 1.84 % 1.86 % 1.51 % 4.38 % 2.56 % 

a 1.51 % 1.24 % 0.4 % 0.32 % 3.57 % 3.25 % 
 
Prepared samples were measured in different frequencies with the same excitation 

0.1 T. Amount of losses is more increasing with frequencies and mechanical damage 
of samples. Higher deviation would be at higher excitation, but there were a limits of 
measuring device. 

 
Fig. 1. Dependence of magnitude of the losses at the frequency at excitation B = 0.1T 

Measurement at 50 Hz was provided with increasing excitation. As excitation of 
the sample was growing so the amount of losses was increasing exponentially. The 
worst results gave Sample 3 as in previous measurement, but with higher excitation 
there can be seen greater difference between individual samples. 

444 T. Bulín and . Ondr šek



 
Fig. 2. Dependence of magnitude of the losses on the size of excitation 

Same result as in Figure 2 can be found on Figure 3 because permeability is equal 
to amount of losses. The highest permeability has the Sample 1, because there are the 
smallest losses. The difference between samples is best seen on Figure 3. Where per-
meability is displayed. 

 
Fig. 3. Dependence of permeability on the size of excitation 

On the Figure 4. and Figure 5. there can be seen simulation and real lamination of 
rotor of synchronous reluctance motor. This shape of laminations is specific with very 
narrow sheets, where deviation of magnetic parameter could be quite large. 
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Fig. 4. Simulation of excitation in reluc-

tance motor [3] 

 
Fig. 5. Rotor of reluctance motor [3] 

3 Conclusion 

Magnetic properties of steel M470-50A, which was changed after machining, were 
investigated. Value of magnetic losses was increasing with narrower annulus, but it 
was still smaller than maximum losses indicating by manufacturer. Measured value of 
minimum magnetic polarization, at magnetic field strength 2500 A/m, was smaller 
than in catalogue and its value was decreasing with increasing losses. Irregular cross-
section in sample 3 caused significant deterioration of magnetic parameters and it 
proved that it is important to provide measurement on samples with square cross-
section. Dependence of magnetic losses on magnetic flux density was investigated, 
value of losses is exponentially increasing with magnetic flux density. The highest 
value of permeability was found at 0.5 T for all three samples and curve of magnetic 
losses value for different frequencies was measured. 
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Abstract. The inks and pastes with carbon nanoparticles, such as graphene na-
noplatelets and carbon nanotubes, for diverse printed electronics techniques 
were produced. These composite materials, dedicated for screen printing, inkjet 
printing, spray coating and gravure printing were tested in context of their rheo-
logical properties. After comparing the obtained values of viscosity with stand-
ard values found in literature, it was confirmed that the tested suspensions may 
meet rheological requirements of particular techniques and can be transferred 
correctly on the substrate in the form of good quality pattern. 

Keywords: printed electronics inks, graphene inks, rheology of inks 

1 Introduction 

Printed electronics techniques are a low-cost solution for obtaining layers of 
different electrical properties and thicknesses from thin, transparent spray coated 
films to thick, well conductive screen printed patterns. However, all of the printing 
and coating techniques require inks of different compositions and viscosities which 
are related to the essence of the deposition. 

The ink viscosity is one of the rheological properties, crucial to achieve high 
quality of printable films [1][2]. It affects the usability of the inks, good ink transfer 
[3], and the functionality of the resulting films [4]. Moreover, viscosity influences the 
resolution parameters of the printed patterns and the high aspect ratios [5]. That’s why 
a good layer quality can be achieved only, if the viscosity of the ink is adapted to the 
particular printing technique. 

The ink  will be printable and the correct film can be printed only if inks vis-
cosity is  appropriate for the selected technique range. For the particular printing 
techniques, different requirements, in terms of rheological properties, have to be met. 
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50000 mPas [3]. Good quality of spray coated films and good ink transfer can be 
achieved for low inks viscosity, in the range from 0.7 to 1.5 mPas, since these values 
allow the proper ink atomization. 

Carbon nanomaterials, such as graphene nanoplatelets and carbon nanotubes, 
became very popular due to its excellent and unique electrical, optical and mechanical 
properties [7]. These materials are more often used as the functional phase in hetero-
geneous suspensions precisely tuned for the printed electronics. [6] However, the 
suspensions dedicated for printed electronic, with mentioned earlier carbon nano-
materials, have not yet been thoroughly tested in the terms of rheology. The aim of 
this work was to test the viscosities of the carbon nanoparticle inks for screen-, gravi-
ure-, inkjet- printing and spray coating and to examine, whether they are adjusted to 
the selected techniques. 

2 Materials and methods 

A wide range of inks precisely tuned for diverse printing techniques, such as 
screen printing, spray coating, gravure printing and ink-jet printing were prepared. 
During our experiments, various carbon nanomaterials were used as the functional 
phases, including multiwalled and doublewalled carbon nanotubes and graphene na-
noplatelets. These materials are shown below (Fig 1a, b, c and d), on scanning elec-
tron microscope (SEM) images. Organic vehicles were based on different types of 
polymers, solvents and dispersing agents. For the spray coating technique, diethylene 
glycol n-butyl ether acetate (DBAC) was used as an evaporating solvent, for the 
screen printing – solution of polymethyl methacrylate (PMMA) dissolved in DBAC 
and for the ink-jet printing – ethyl alcohol or deionized water based suspensions. Or-
ganic vehicle for gravure printing was based on polyurethanes and nitrocellulose in 
mixture of ethyl acetate and ethyl alcohol. 
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Inhalainen Petri et al. [3] reported that for the inkjet printing layer process it is proper 
(there’s no nozzle clogging, no satellite or double droplet) when viscosity is in the 
range from 1 to 20 mPas. For the gravure printing, ink viscosity is usually higher than 
50 and less than 500 mPas. Typical screen printable inks viscosity is between 500 and 

The viscosity of the prepared low-viscosity suspensions was measured, using 
the BROOKFIELD DV2T cone plate viscosity meter. The rotational rheometer 
BROOKFIELD RS CPS+ designed to test high viscosity was used to examine rheolo-
gy of screen printing paste. The measurements were conducted at 25°C, set by the 
ultrathermostat Polyscience. 



 

3 Results and discussion 

3.1 Viscosity of the inks 

Rheological properties of the inks for the four various techniques are illustrat-
ed below  in the form of viscosity curves (Fig. 2). All of the suspensions exhibited 
shear thinning properties, which means that the viscosity value decreased with the 
increase of the shear rate value. However, the viscosity values over the range of the 
shear rates are significantly different for each technique.  

Fig. 1. Carbon nanomaterials: a. multiwalled carbon nanotubes, b. graphene nanoplatelets     
type C, c. and d. graphene nanoplatelets type SI 

 
a b 

d  
c 
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For the four different inks, the viscosity values are stabilized at the end of the meas-
urement range.  Therefore, the viscosity values shown in Table. 1.  ar e readings fo r
selected shear rate from the end of the measurement range of the viscometer. 
 

 Screen 
printing 

Gravure 
printing 

Inkjet 
printing 

Spray 
coating 

Measured viscosity 2070.8 71.3 5.4 0.9 
Range of viscosity 

from literature 
500-

50000 50-200 1-20 0.7-1.5 

 Table 1. Viscosity values for the four tested inks in [mPas] 



 

Fig. 2. Viscosity curves of the inks for: screen printing, gravure printing, inkjet printing and 
spray coating 

The screen printing ink has the highest viscosity value. It was nearly 30 times 
higher than the viscosity of the gravure printing ink and more than 2000 times higher 
than the lowest, spray coating ink viscosity. 

It can be concluded, that the measured values of carbon nanoparticle inks 
viscosity for screen-, gravure-, inkjet- printing and spray coating and the differences 
between the viscosities in these techniques are consistent with the guidelines for the 
inks viscosities, found in the literature, which were presented in the introduction. 

The differences in the inks viscosities are caused by the technical differences 
that occur in the process of applying inks in the particular techniques. For example, 
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pastes for the screen printing must have very high viscosity to stay on the sieve before 
printing, but the inkjet ink must be characterized by low viscosity. In this case, too 
high surface tension or ink viscosity value may result in clogging of the printing noz-
zle.

Of course, the viscosity can be modified by changing the composition of the 
ink: the type and quantity of the vehicle, content of the functional phase or by chang-
ing the temperature of the ink [8,9]. However, after all changes, the final viscosity 
value must be matched to the used printing technique. It is necessary to achieve a 
good ink printability and receive a correct layer without defects. 



4 Conclusion 

During the experiment, the rheological properties of the carbon nanoparticle 
inks dedicated for the four different printing techniques were tested. Despite all of the 
inks characterized shear thinning behavior, viscosity values were different for each 
technique.   

The highest viscosity had screen printing paste (2070 mPas), then successively 
inks for rotogravure (71 mPas), inkjet printing (5 mPas) and spray coating (0.9 mPas). 
For each technique, the measured viscosity values of the  inks with carbon nanoparti-
cles, such as graphene nanoplatelets and carbon nanotubes, are in the operational 
window in terms of rheological properties, which was found in the literature.  
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Abstract. This article is an attempt to describe design and verification process 
of the MEMS+IC (micro-electro-mechanical system assisted by an integrated 
readout circuit) structure designed in Institute of Electron Technology (ITE) 
dedicated for  specific industrial microphone application. Design tools and 
methods are presented in this paper along with results of numerical simulations 
compared with real measurements performed for the key steps of device 
development.  

 

Keywords: MEMS; ASIC; MEMS microphone; Readout electronics, 
Modelling and simulation; Electric measurements; MEMS+, Cadence, 
Experimental verification.  

1 Introduction 

Development of innovative smart systems incorporating micro-electro-mechanical 
part (MEMS) assisted by some sort of autonomous characteristics supported by 
dedicated, application specific integrated electronic modules (ASICs) does not fit to 
any standard design methodology, nor design verification flow. Effectiveness of this 
process is a measure for company competiveness embracing initial idea specification, 
design, modeling and simulation stages assisted by virtual fabrication [15], 
optimization, final verification of the design, device fabrication and measurements. 
For the device presented in this paper MEMS design and optimization have been 
performed using CoventorWare and MEMS+ simulation environments. The second 
one is fully compatible with IC design environment Cadence which supported 
multidomain simulation of the whole MEMS+IC system yet on the design stage. After 
the technology guide was set down a set of technological test were performed. Next 
the MEMS microphone structure was manufactured and its parameter were checked 
during multi  stage analysis.  
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2 Product Specification and the Design Concept 

People should not be exposed to the sound exceeding pain threshold level (120 dB) 
however it has to be measurable also over that level. One of available solutions is to 
apply smart microphone based on MEMS module to measure mean and peak values 
in acoustically harsh environments. Several approaches towards design of microphone 
are given in literature. There are two main types of MEMS microphones: capacitive 
[1-6] and piezoresistive [7-9] version. The sensitivity parameters of capacitive 
microphones are three orders of magnitude better than achieved one for piezoresistive 
structures. The design concept of the MEMS microphone (Fig.1.) is based on the 
design of the capacitive microphone and fabrication technologies owned by Institute 
of Electron Technology (ITE).  

 
Fig. 1. Schematics of MEMS microphone model 

3 Methodology of microphone design 

Whole the methodology (fig.2) being developed in frame of SMAC activities is 
focused on co-simulation profiting from an application of innovative tools developed 
in frame of the same project or already existing in the EDA market. One of them is 
MEMS+ environment by Coventor. Microphone incorporates two modules: single 

microphone (Fig.3a, b) has been created according to specification and technology 
requirements. A set of simulations have been performed to optimize [14] the 
microphone structure. Such a procedure led to automate generation of the electrical 
model (Fig.3 c) of the MEMS microphone module by MEM+ software by Coventor . 
In parallel with MEMS module design IC designers led readout design development  
The presented SiP design methodology is a key issue in a still missing efficient 
development chain for SiPs. The block diagram of the MEMS microphone system 
being developed in frame of the project (Fig. 4) incorporates: 
 The MEMS module supporting detection of dynamic pressure level,  
 The analog front-end developed by project partners supporting conversion 

between varying capacitance to voltage following acoustic wave pressure, 
 The Sigma-Delta Modulator supporting conversion from analog voltage to digital 

domain by means of high resolution Sigma Delta Analog-to-Digital Converter 
(ADC).  

 The digital block supporting conversion from the modulator output to the SPI 
serial output interface. 
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Fig. 2. Design flow 

 
Fig. 3. MEMS microphone model a), FEM model , b) model 

created in MEMS+, elements of the MEMS+ microphone model, c) electrical model: Rpoly  
resistance of the polysilicon membrane; Rdiff  resistance of the backplate; Rpoly-diff  resistance 

between membrane and backplate  

 
 

Fig. 4. MEMS microphone system block diagram 

4 Experiments 

After manufacturing process was finished a set of experiments were made in order 
to verify the most important parameters of MEMS microphone. 

4.1 Electrical experiments on wafer level 

For the MEMS microphone structures (Fig. 5) manufactured in ITE typical electrical 
measurements have been carried out by the Semi-Automatic Wafer Prober - Cascade 
Microtech Summit 12000 AP and Keithley 4200-SCS Analyzer with CV unit. 
The set of CV characteristics have been gathered for -backplate 
voltage under 100kHz for measurement signal frequency (Fig.6a). The membrane-
backplate capacitance in the applied voltage range was kept constant (Fig.6b). 
Characteristics capacitance change vs. time and phase vs. time have been aggregated 
estimated and show that the capacitance and phase to not change in time [14]. 
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c 
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Fig. 5. MEMS microphone: a) membrane topography, b) backplate topography, c) cross 
section of the structure, thickness of microphone elements presented on the right, d) readout 
ASIC final layout fabricated in AMSC035um technology. 

 

 
Fig. 6. Electrical measurements a) The schematics of measurement: 1  contact to backplate, 2 - 

contact to polysilicon membrane  during the measurements it was connected to ground;  
b) Distribution of measured capacities,  expected value, s - standard deviation, c) The change 

of the capacitance in time for chosen microphone, d) The change of the phase in time for 
chosen microphone 
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4.2 Single structure mechanical experiments  

Measurements of resonant frequency have been performed on single structures 
(Fig.7a). Measurements have been made with with Polytec Scanning Vibrometer 
MSA 500 within vibration spectrum (Fig. 7b, 7c) for resonance frequency from  
Table 1. 

 

 
Fig. 7. Resonant frequency of the single MEMS microphone structure a) single MEMS 

microphone structure; b) vibration spectrum; c) fitted resonance curve, resonance quality 
Q=127 

Table. 1. Resonant frequency of one of investigated structures 

Mod Resonant frequency [kHz] Displacement [ m] 
1 56.1 0.893 
2 51.6 0.107 
3 74.5 0.034 
4 89.7 0.049 

4.3 Electrical experiments on single structures 

MEMS microphone capacitance has been measured for particular pressure levels 
imposed to the membrane. The experiment was carried out for very small 
capacitances to verify the stability of the system as well. The study was conducted 
during 40000s time slot (Fig. 8a). The average value measured was 8.66pF, with a 
standard deviation of 0.002pF. It confirmed the proper configuration of the 
experimental setup. Two types of MEMS microphone structures have been observed 
(Fig. 9b): the "alpha" - with periodic time-dependent capacitance (green) and the all 
remaining structures marked as with electrical behavior similar (black) to the 
discrete element (red). It was caused by influence of laboratory vibration noise in the 
on the membrane under test, lowered stiffness of the microphone marked "alpha" 
resulting in amplified vibration. Concurrent reason could be reduced distance between 
the microphone covers of "beta" resulting in exaggerated capacitance changes.  
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Fig. 8. Dependance of the capacity as a function of time, a) reference capacity  

(capacity of a discrete element), b) the capacitance measured for the investigated MEMS 
microphone structures  

4.4 Preliminary experiments on the microphone sensitivity 

The lowest applied pressure was approx. 1500Pa ( equivalent to 158dB) for three 
series of measurements with pressure gradually increased and reduced down to initial 
state. Characteristics are coherent with small discrepancies exposed due to 
deformation of the membrane fixed during preceding series of measurements. For the 
pressure range considered, the capacity had a logarithmic character (Fig. 10a). It was 
coherent with the simulation results. The Fig. 10b shows the course of the microphone 
sensitivity as a function of applied pressure.  

 
Fig. 9. Dependence of the measured capacitance values vs. applied pressure (a) and dependence 

of the microphone sensitivity vs. applied pressure (b) 

5 Summary 

The MEMS microphone simulation results by CoventorWare have been coherent 
with theoretical analysis based on well-known physical phenomena. The coherence 
observed lead the designers to conclude that achieved results were satisfactory on the 

a) b) 

b) 
a) 

458 M.A. Ekwi ska et al.



early stage of system development process. Preliminary simulations of the mechanical 
part of the structure has been performed using MEMS+ environment as well as 
preliminary simulations of the dedicated readout electronics IC module. Than full co-
simulation process of the MEMS module along with dedicated readout circuitry was 
achievable. This validation process was performed in order to lower design costs and 
shortening device development time. Based on these results authors team successfully 
manufactured and characterized microphone structure. Integration of the system with 
ASIC measurements is scheduled for the close future after full MEMS 
characterization. 
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Abstract. An important role in the soft tissue thickness measurement plays the 
head template. Suggested parameter settings during template creation are: 
sampling 2:5 mm, no smoothing, use of single image or averaging of maximum 
4 images, use of inhomogeneity correction. The algorithm of template creation 
shows limited sensitivity to these parameters. Use of two templates for low and 
high Body Mass Index (BMI) is recommended. 

Keywords: head template, non-rigid matching, similarity measures, Body Mass 
Index, facial soft tissue thickness measurement. 

1 Introduction 

The most important issue for forensic facial reconstruction and soft tissue thickness 
measurement is the correct identification of craniometric landmarks, which strongly 
affects results of soft tissue thickness measurement. As a base for soft tissue thickness 
measurement a method based on coregistration of unknown skull to the reference 
head model was chosen [1]. It is based on non-rigid matching of individual Magnetic 
Resonance Imaging (MRI) data to a template and applying a transform to the set of 
landmarks defined on the template [2, 3]. The use of MRI data is advantageous, 
because of absence of ionizing radiation and better soft tissue imaging resolution. The 
important part of the algorithm is the creation of the head template from MRI data. 
The aim of this paper is to propose parameters for MRI template creation. Effect of 
smoothing, sampling rate, intensity inhomogeneity correction, number of averaged 
images and BMI on template quality was investigated. Image denoising is routinely 
used in preprocessing of MRI data [4] and for this reason we did not investigate its 
influence on the template. 

2 Materials and methods 

The template creation algorithm [2] consists of following steps: 
1) Creation of starting templates; 
2) Selection of number of MRI images from a database according to the BMI classes; 
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3) Data denoising using non local means algorithm [5]; 
4) Intensity inhomogeneity correction of data [6]; 
5) Elastic matching of the first MRI image to the starting template [3]; 
6) Elastic matching of the following image to the result of previous matching; 
7) Averaging of the first two matched images; saving the result to a temporary 
variable; 
8) Repeat points 6 and 7 for subsequent selected images (as template use temporary 
variable); 
9) Smoothing of the template (optional); 
10) Mask creation (segmentation and binarization). 
 
For each value of investigated parameters templates were created. During the 
investigation of one parameter other parameters did not change. Every following 
stage of experiment used values of parameters selected in previous stages. Each 
template was assessed using binary masks obtained from non-rigid matching of the 
set of MRI images to this template. Each mask was compared with template mask and 
similarity measures were calculated. To assess the matching quality the following 
measures were used: value difference (VD), signed value difference (SVD), 
specificity, sensitivity, Dice Similarity Coefficient (DSC) and Jaccard Similarity 
Coefficient (JSC) [8]. For masks with identical volume, VD and SVD have zero 
value, with increasing values indicating increasing volume difference between them. 
Specificity, sensitivity, DSC and JSC for identical masks have a value of 1, decreasing 
values indicate imperfect overlap.  
Three BMI classes were defined in this paper: BMI<25 (low BMI – class L; BMI 
units [kg/m2] will be omitted in the text), 25<=BMI<30 (medium BMI – class M) and 
30<=BMI<60 (high BMI – class H). T1-weighted images from MRI database IXI [7] 
recorded in Caucasian adults were used in this study. 15 MRI images obtained in 
females having BMI in the range 20-22 were used to validate the templates (see 
subsections 2.1 – 2.4).  
For statistic analysis ANOVA, Tukey HSD test and Student test were used and 
significance level  = 0.05 was chosen. 
The PMOD software (version 3.6, PMOD Technologies, Zurich, Switzerland) was 
used as the image processing tool to implement and to test the methodology and for 
statistical calculations [9]. 

2.1 Evaluation of the effect of template smoothing 

Four templates with different amount of smoothing were created using Gaussian 3D 
filter with full width at half maximum (FWHM): 0 mm (no smoothing), 1 mm, 2 mm 
and 3 mm. Higher levels of smoothing led to loss of important features of the MRI 
images. In each case four MRI images of females with BMI in the range 20-22 were 
averaged. The sampling rate was 2 mm. Inhomogeneity correction was not used. To 
validate these templates images from the test group were matched to each template 
and the similarity measures were computed. For all similarity measures the ANOVA 
was performed.  
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2.2 Effect of sampling rate 

Six templates using sampling rate 2, 3, 4, 5, 6 and 8 mm were created. All other 
parameters of template creation process were as in subsection 2.1. Templates were 
created without smoothing. Images from the test group were matched to each 
template. For each set of similarity measures the ANOVA, Tukey HSD test and 
Student test were performed. 

2.3 Effect of intensity inhomogeneity Bayesian correction 

Two templates with and without intensity inhomogeneity correction were created. All 
parameters of template creation process except sampling rate were as in subsection 
2.1. The sampling rate was 2 mm. Templates were created without smoothing.  
Images from the test group without inhomogeneity correction were matched to 
template without correction; corrected images from the test group were matched to 
corrected template; images without inhomogeneity correction were matched to 
corrected template; corrected images were matched to template without 
inhomogeneity correction. For each set of similarity measures the ANOVA was 
performed.  

2.4 Effect of number of averaged images 

Three templates were created with inhomogeneity correction. The first one is a single-
image template (without averaging), second template used 4 averaged images, third – 
9 averaged images (figure 1). Other parameters of the template creation were as in 
subsection 2.3. For each set of similarity measures the ANOVA was performed. 

2.5 Evaluation of the effect of body mass index 

Three templates according to BMI classes L, M and H were created, using a single 
image with inhomogeneity correction, no smoothing and sampling rate 2 mm.  
Three sets of 15 MRI images according to BMI ranges were chosen from the 
database. Pairs of data from L and M classes, M and H classes and L and H classes 
were matched to all templates. In each case pairs similarity measure sets were 
statistically tested. For all sets of similarity measures the ANOVA and Tukey HSD 
test were performed. 

3 Results 

All similarity measures show no statistically significant differences between group 
means obtained for different levels of smoothing. According to results of ANOVA the 
use of Gaussian smoothing with filter FWHM 1-2 mm is recommended only in the 
case of templates created using single image. 
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Only in the case of the SVD obtained for different sampling rates ANOVA shows 
significant differences between group means (p = 0.0382). The Tukey HSD test and 
Student test were performed on SVD sets to determine if there are two sets of data 
significantly different from each other. For chosen significance level there are 
differences between group means for templates created using sampling rate 3 mm and 
8 mm. The p-values decrease when differences of sampling rate increase. Student test 
shows no significant differences between group means for templates created with 
sampling rate in the range 2-5 mm. The p-values decrease when differences of 
sampling rate increase. 
The inhomogeneity correction does not have significant influence on quality of the 
templates, but an improvement in intensity inhomogeneity of templates can be 
observed.  

Figure 1. Templates with different number of averaged MRI images: a – single image, b – 4 
averaged images, c – 9 averaged images 

Only in the case of Sensitivity (p = 0.0173) there are significant differences between 
group means for templates with different number of averaged images. P-value for 
SVD measure is close to significance level. Excessive averaging leads to excessively 
smoothed and poorly matched templates. 
 
Table 1. ANOVA results for test groups with different BMI matched to L class template  

 VD SVD Specificity Sensitivity DSC JSC 
P-value 4.16e-05 8.01e-08 0.041 2.03e-09 3.92e-06 3.4e-06 

 
Table 2. Results of Tukey HSD test for the L class template 

BMI VD SVD Specificity Sensitivity DSC JSC 
L - H 0.00003 0 0.03214 0 2e-06 2e-06 
M - H 0.01563 0.00513 0.30324 0.00249 0.06277 0.06272 
M - L 0.0897 0.00174 0.50568 0.00012 0.00347 0.00309

 
All similarity measures show significant differences between group means for results 
of matching to the L class template (table 1). To investigate this further Tukey HSD 
test was performed (table 2). All similarity measures show significant differences 
between group means for results of matching of L and H class data to the L class 
template. Specificity, DSC and JSC show no significant differences between group 
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means for results of matching of M and H class data to the L class template. Four 
measures show significant differences between group means for results of matching 
of L and M class data to the L class template. 
 
Table 3. ANOVA results for test groups with different BMI matched to M class template  

 VD SVD Specificity Sensitivity DSC JSC 
P-value 0.0618 0.00497 0.034 3.59e-05 0.283 0.268 

 
Table 4. Results of Tukey HSD test for the M class template 

BMI VD SVD Specificity Sensitivity DSC JSC 
L - H 0.11537 0.00594 0.05024 0.00002 0.46576 0.45635 
M - H 0.98921 0.80714 0.98372 0.07598 0.93542 0.92702 
M - L 0.08651 0.02999 0.07368 0.01673 0.28379 0.26664 

 
Half of measures show no significant differences between group means for results of 
matching of test groups obtained for different BMI to the M class template (table 3). 
Results of Tukey HSD test show that only in the case of SVD and Sensitivity there are 
significant differences between group means for L-H and L-M class data (table 4). 
There are no significant differences between group means for matching results of M 
and H class data to the M class template. 
 
Table 5. ANOVA results for test groups with different BMI matched to H class template  

 VD SVD Specificity Sensitivity DSC JSC 
P-value 0.00012 6.23e-06 7.85e-07 0.386 0.00013 0.00011 

 
Table 6. Results of Tukey HSD test for the H class template 

BMI VD SVD Specificity Sensitivity DSC JSC 
L - H 0.00084 0.00002 0.000003 0.35843 0.00045 0.00038 
M - H 0.94062 0.77491 0.85345 0.8531 0.98957 0.98864 
M - L 0.00031 0.00013 0.00002 0.67699 0.00068 0.00059 

 
All similarity measures except Sensitivity show significant differences between group 
means for matching results of test groups with different BMI to the H class template 
(table 5). All similarity measures except Sensitivity show significant differences 
between group means for results of matching L and H class data and L and M class 
data to the H class template. There are no significant differences between group 
means for results of matching of M and H class data to the H class template (table 6).  

4 Discussion and conclusions 

There is no need to use smoothing for templates created from several MRI images. 
The averaging brings in some smoothing and additional smoothing could result in a 
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loss of important features of the templates and poor matching to these templates. 
Gaussian smoothing is recommended only in the case of single-image templates. The 
FWHM of the filter should be 1-2 mm.  
Low sampling rate causes deterioration of the result of non-rigid matching, which 
may result in incorrect position of the craniometric landmarks. High sampling rate 
slows down the algorithm. Sampling rate of 2-5 mm is recommended. 
There is no significant effect of inhomogeneity correction on quality of templates and 
non-rigid matching process. However, data from IXI database are strongly 
inhomogeneous what would affect face surface estimation and mask creation. Use of 
intensity inhomogeneity correction is therefore recommended. 
The averaging was expected to provide universal template and better results during 
matching to this template. However, increased amount of averaging led to excessively 
smoothed template and poorly matched structures. Use of single-image templates or 
templates with low number of averaged images is recommended. 
Summarizing, a set of parameters was proposed for template creation. However, the  
algorithm shows limited sensitivity to these parameters in terms of statistical 
difference of similarity measures. 
In a previous paper we stated that BMI is the most important parameter for the 
outcome of the non-rigid matching [2]. Current results indicate significant differences 
between group means when matching L-H and L-M class data to the L and H class 
templates. There are no significant differences when matching M and H class data to 
the M and H class templates. Therefore, use of the M class template is not necessary.  
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Abstract. In this paper, magnetoelastic evaluation method of stress assessment 
in constructional steel samples is presented.  For the investigation special test 
stand was designed and built, along witch the truss structure, which allowed for 
installation of sample members. Measurements of the hysteresis loops of the 
sample members were performed under varying mechanical load, resulting in 
magnetoelastic Bm( )Hm characteristics. The experimentally obtained character-
istics were consistent with the magnetoelastic effect theory, and allow for the 
on-line monitoring of the structure state. Presented results confirm the feasibil-
ity of the magnetoelastic effect based NDT stress assessment in the steel truss 
constructions.  

Keywords: magnetoelastic effects, stress assessment, constructional steel 

1 Introduction 

Modern steel structures require continuous monitoring of the forces and internal 
stresses. This is particularly important in the case of bridges, halls, electricity masts 
and pylons made as truss constructions. In such a case, there are critical components 
whose failure poses a threat to the entire structure. Current methods for assessment of 
such stresses, such as the strain gauge method or magnetostrictive method [1], have 
their major limitations. There is therefore a need to develop new methods for as-
sessing the state of stress in structural elements. Recent trends indicate the rapid de-
velopment of research in the field of magnetic methods. Currently, magnetic testing 
methods are widely developed: both for classic materials [2], as well as new methods 
are developed [3]. A physical phenomenon that creates opportunities for use in such 
studies is the magnetoelasticity, also known as Villari effect [4]. It involves change of 
the magnetic properties of the material under stress from external forces. It is current-
ly used in the construction of magnetoelastic force and stress sensors [5, 6, 7]. Due to 
the nondestructive nature of the measurement, and the possibility of continuous op-
eration, this effect is interesting to study because of its use for on-line monitoring of 
stresses in the given structure. 

The changes of microstructure of constructional steel significantly influence its mag-
netic properties. These effects were successfully utilized for pipelines monitoring 
previously [1]. On the other hand, the possibility to utilize the magnetoelastic Villari 
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effect for stress assessment and construction state monitoring in large steel structures 
(such as trusses) was not previously considered.  

In this paper the specially developed magnetoelastic method investigation of steel 
truss construction is presented. It allows for stress assessment in the preselected 
members of the truss under mechanical load. Steel trusses are widely used in medium 
and big scale constructions, such as electric grid power line distribution towers, 
bridges etc., but without proper maintenance they are prone to catastrophic failures 
[5,6], which is a significant risk for the local environment and economies. It is espe-
cially important for energetic and civil engineering structures. 

2 Materials and methods 

In the Figure 1a) the truss designed for magnetoelastic testing under varying mechan-
ical load is shown. Three central members of the truss, that is the central bottom chord 
and the central webs, were planned as the test samples. Their cross-sections are signif-
icantly lower than the other elements, in order to carry out tests without any plastic 
damage nor significant elastic deformation of the rest of the members. 

 
Fig. 1. a) Schematic of the experimental steel truss structure. A,B – support points; C – loading 
point; K01 – bottom chord, stretched sample; K02,K03 – webs, compressed samples. b) Draw-
ing of the sample member. Middle section consist of two separate columns, on which the meas-

uring and magnetizing windings are wound. 

To investigate the basic magnetic properties of the given sample, three requirements 
have to be fulfilled. Firstly, the closed magnetic circuit in the sample is to be made. 
Thus the demagnetizing field  influence on the measurements is greatly reduced, and 
the shape influence is nearly eliminated. Secondly, there should be uniform stress 
distribution along the magnetic circuit in the sample.  Acquiring this condition allows 
for elimination of the stress influences cancelling each other, which happens when 
there are positive stresses in one part of the sample, and negative in another. The 
third, important condition is ensuring the distribution of the effective stresses parallel 
or perpendicular to the magnetic patch direction in the sample. 

a) b)
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For the magnetoelastic tests, frame-shaped member sample was developed. The sam-
ple is presented on Figure 1 b). It is made of the 13CrMo4-5 constructional steel, 
widely used in the energetic industry. On the side columns in the middle section of 
the sample, both sensing and magnetizing windings were made. The magnetizing and 
sensing windings were wound on both columns. Additionally, to reduce demagnetiza-
tion effects, sensing winding have to be located under the magnetizing winding. In the 
presented investigation, each sample was wound by 260 turns of magnetizing winding 
(130 turns per column), and 100 turns of sensing winding (50 turns per column). 

3 Experimental 

The hysteresis loops measurements are done on the hysteresisgraph, which is the  
specially developed test stand for magnetic hysteresis loop measurements (Figure 2). 
The whole test stand is controlled by the PC equipped with NI USB 6525 data acqui-
sition card. The DAQ is controlled by NI LabView software, for real-time control as 
well as for the data processing. Voltage signal generated by the data acquisition card 
drives the Kepco BOP 36 voltage/current converter. The output of Kepco BOP 36 is 
connected to the magnetizing winding of the investigated member sample. Measuring 
winding is connected to the Lakeshore 480 fluxmeter, which measures flux density B 
in the sample. Voltage output of the fluxmeter is connected to the data acquisition 
card. As a result, the hysteresisgraph presents B(H) hysteresis loops under digitally 
controlled values of amplitude of magnetizing field, as well as for different frequen-
cies and shapes of magnetizing signals. 

 
Fig. 2. Schematic block diagram of the hysteresisgraph - magnetic hysteresis loop measurement 

system 

The truss was supported on the bottom edge nodes (Fig. 1.a, A,B). The mechanical 
force was vertically exerted on the upper central node of the truss (Fig 1.a, C) by the 
oil hydraulic press.      

During the magnetoelastic measurements, three frame-shaped member samples were 
installed into the truss. The truss was put under the mechanical load. The sample K01 
(bottom chord) was stretched with tensile stresses, while the samples K02, K03 
(webs) were loaded with compressive stresses (Fig. 1.a). The influence of the stresses 
on the shapes of the B(H) hysteresis loops was measured for amplitudes of magnetiz-
ing field Hm equal to 350 A/m, 435 A/m, 655 A/m, 870 A/m, 1310 A/m and 
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2180 A/m. The frequency of the magnetizing signal during the measurements was set 
to 0.1 Hz. 

The stresses in the member samples were calculated on the basis of load, truss geome-
try and sample members dimensions (Table 1). The load was incremented, and hyste-
resis loop measurements were done for the calculated stresses. Unfortunately, one of 
the compressed member samples buckled, preventing the further measurements for 
higher stress values. 

Table 1. Mechanical load applied to the truss. F – force exerted by the oil hydraulic press;  –  
calculated mechanical stresses in the samples. 

F (kN)  (MPa) F(kN)  (MPa) 
  tensile compressive  tensile compressive 

0,6 20 13 5,0 180 120 
1,1 40 27 5,5 200 133 
1,7 60 40 6,9 250 167 
2,2 80 53 8,3 300 200 
2,8 100 67 9,7 350 233 
3,3 120 80 11,1 400 267 
3,9 140 93 12,5 450 300 
4,4 160 107    

4 Results and discussion  

The experimental results of measurements of the magnetic characteristics stress de-
pendence of the bottom chord sample are presented in Figure 3. Stress dependence of 
the shape of magnetic hysteresis B(H) loops may be observed for different values of 
magnetizing field Hm amplitude. Changes of the basic magnetic parameters: flux den-
sity, remanence and coercivity are easily seen. From the technical point of view, 
changes of flux density are the most interesting. 

 

Fig. 3. Magnetic hysteresis loops of the K01 stretched member sample (bottom chord), under 
various mechanical loads. H - magnetizing field; B - flux density,  – tensile stress. 

Figure 4 presents the magnetoelastic Bm( )Hm characteristics for the K01stretched 
sample. Under the tensile stresses, value of the flux density B in the sample first in-
crease, and then, after reaching the Villari point, it starts to decrease. The characteris-
tics are incomplete, because of the compressed member sample buckling. Moreover, 
these changes are relatively higher for lower values of the amplitude of magnetizing 
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field Hm. This occurs due to the fact, that for lower values of magnetizing field Hm, 
participation of magnetoelastic energy in the total free energy in the sample’s material 
is significantly higher. 

 
Fig. 4. Influence of the tensile stresses on the flux density of the K01 sample under various 

magnetizing fields. H - magnetizing field; B - flux density,  – tensile stress. 

 
Fig. 5. Influence of the compressive stresses on the flux density of the K02 sample under vari-

ous magnetizing fields. H - magnetizing field; B - flux density,  – compressive stress. 

 
Fig. 6. Influence of the compressive stresses on the flux density of the K02 sample under vari-

ous magnetizing fields. H - magnetizing field; B - flux density,  – compressive stress. 

Figure 5 presents the results of measurements of stress dependence of magnetic hyste-
resis loops of the K02 compressed sample. Figure 6 presents the experimental results 
of the magnetoelastic Bm( )Hm characteristics for the compressed K02 sample. Under 
the compressive stresses, value of the flux density B in the sample nonlinearly de-
creases. These changes are relatively higher for lower values of the amplitude of 
magnetizing field Hm. The reason is the same as for the tensile stresses. The obtained 
characteristics are consistent with the theoretical expectations, both for the compres-
sive and tensile stresses. 
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5 Conclusions 

Test stand for the investigation was designed and built, along witch the special truss 
with interchangeable members, which allowed for installation of specially developed 
sample members. Magnetoelastic effect based method of stress assessment in con-
structional steel samples was presented. Measurements of the hysteresis loops of the 
sample members were performed under varying mechanical loads, which allowed to 
obtain magnetoelastic Bm( )Hm characteristics. The experimentally obtained character-
istics are consistent with the theory of  magnetoelastic effect. The results presented in 
the paper confirm the possibility of the magnetoelastic effect based measurements for 
NDT stress assessment in the steel truss structures. The development of new non-
destructive evaluation method for industrial applications is feasible. The measure-
ments can be performed continuously for on-line monitoring of the given structure 
state. Moreover, the method is relatively low-cost, and neutral to environment and 
operators. 
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Abstract. The paper presents unique measurement system and methodology for 
investigating magnetic characteristics of soft magnetic materials in Rayleigh re-
gion. Rayleigh region is the first part of the initial magnetization curve, where 
magnetizing fields with low amplitude are acting on the investigated material. 
As a part of the paper, the physical processes underlying the phenomenon of 
magnetization in Rayleigh region are discussed. Outline of the innovative 
measurement methodology involving elements of mathematical modeling and 
concept of the measurement system are presented. On the basis of the concept, 
measurement system was designed and developed with special measurement 
software included. Functional properties of the system were investigated with 
experimental sample of soft magnetic material. Finally, the conclusions were 
formulated, which are included in the last section of the paper.  

Keywords: magnetism, soft magnetic materials, Rayleigh region, magnetic 
characteristics, measurement system. 

1 Introduction 

Inductive components have wide range of applications in modern electronic including 
power supplies, resonant circuits, filters and many others. For this reason there is a 
great need to investigate properties of magnetic materials used for manufacturing 
magnetic cores of inductive components. Especially important are magnetic charac-
teristics of such materials: initial magnetic curve and hysteresis loop, which are the 
most comprehensive form of description of material’s magnetic properties. 

In modernly developed electronic devices one of the main purposes is to reduce the 
electric energy consumption. In devices designed in this way small electric currents 
are flowing, which results in small magnetizing fields acting on the magnetic cores of 
the inductive components. For low magnetizing fields, material exhibits different 
magnetic properties than for high magnetizing fields. So there is a need to investigate 
the magnetic properties of materials for low fields, in so-called Rayleigh region [1]. 
Previous attempts indicates that there is also a possibility of utilizing magnetic cores 
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working in Rayleigh region in many industrial applications, for example in low cur-
rent transformer [2].  

The main obstacle in investigating magnetic properties of the materials in Rayleigh 
region is the lack of measurement system allowing to investigate magnetic character-
istics in low magnetizing fields. Commercially available systems for measuring the 
magnetic characteristics are designed to work with high magnetizing fields in near 
saturation region [3, 4]. In this paper, new and innovative measurement system is 
presented utilizing elements of mathematical modeling, which allows to investigate 
magnetic materials in Rayleigh region. 

2 Rayleigh region 

Term Rayleigh region refers to the first part of the initial magnetization curve, where 
low magnetizing fields are acting on the investigated magnetic material [5]. In the 
Rayleigh region, initial magnetization curve is a parabolic curve described by second 
order polynomial equation called Rayleigh law [6]: 

  (1) 

where B is magnetics flux density, H is magnetizing field and 0 is a vacuum magnet-
ic permeability (physical constant). Symbols i and R refer to material parameters 
respectively initial relative magnetic permeability and so-called Rayleigh coefficient. 
Dominant mechanism of magnetization in Rayleigh region are reversible elastic de-
flections of the Bloch domain walls [7], which are described by first, linear part of the 
equation (1). Second order part of the equation refers to irreversible translations of the 
domain walls, which are also occurring in Rayleigh region allowing to observe mag-
netic hysteresis phenomenon. Hysteresis loop in Rayleigh region (so-called Rayleigh 
hysteresis loop) has lenticular shape, unlike loops in near saturation region. It is also 
described with second order equations. 

The main problem with measurements of magnetic characteristics in Rayleigh re-
gion are low values of measured signals, especially voltage induced under the influ-
ence of magnetizing field. This creates a need to apply special methodology of meas-
uring. 

3 Outline of the measurement methodology 

Proposed measurement methodology is based on the oscilloscope method of measur-
ing of magnetic characteristics [1], which is much less complex than other methods 
(like ballistic or differential). In classic oscilloscope method, magnetizing waveform 
and integrated measuring waveform are applied to the X and Y input of the oscillo-
scope working in X-Y mode and hysteresis loop is visualized on the screen. Integra-
tion of the measuring waveform is necessary due to the differential dependence be-
tween magnetic flux density B and voltage uB induced in sensing winding of the in-
vestigated sample. 
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To adapt oscilloscope method for measuring magnetic characteristics in Rayleigh 
region, some modifications are made. The most important change is elimination of the 
integrator circuit. It was possible due to the specifics of Rayleigh region. When inves-
tigated material is magnetized with sinusoidal waveform, induced voltage waveform 
is also sinusoidal, because reversible elastic deflections of the domain walls does not 
influence the deformation of the waveform. When material is magnetized with sinus-
oidal field: 

  (2) 

the magnetic flux density waveform in Rayleigh region is given with the equation: 

  (3) 

In the equations (2) and (3) Hm and Bm are amplitudes of the waveforms,  is fre-
quency of the waveforms, t is time and  is phase shift resulting from delay in irre-
versible translations of the domain walls, which causes magnetic hysteresis phenome-
non to occur.  

Measurement of the magnetic flux density B is indirect measurement, where the 
value measured directly is voltage uB induced in the sensing winding. The equation 
connecting these parameters has the form: 

  (4) 

where ns is number of sensing coils and Se is effective cross-sectional area of the sens-
ing coil. After substitution of the equation (3), uB is given as: 

  (5) 

The equation (5) contains cosine function, which can be treated as sine function with 
phase shift /2. So equation (5) can be written as: 

  (6) 

Due to equation (6), there is no need to integrate uB(t) waveform while measuring 
magnetic characteristics in Rayleigh region. The same effect will be obtained when 

/2 is added to the phase shift angle of sine function in equation (6). Obtained wave-
form shifted in phase uBps is given by the equation: 

  (7) 

and values of magnetic flux density B can be calculated as: 

  (8) 

Presented methodology allows to obtain much better results in Rayleigh region 
than using integrator circuit and eliminates zero drift error, which is important prob-
lem in most of the integrator circuits discussed in the literature [8]. 
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4 Conception of the measurement system 

The schematic block diagram illustrating the conception of designed measurement 
system is presented in Fig. 1. 

 
Fig. 1. Schematic block diagram of the conception of the designed measurement system, um(t) – 
magnetizing voltage waveform, im(t) – magnetizing current waveform, uB(t) – induced voltage 
waveform, nm – magnetizing coils, ns – sensing coils, le – effective magnetic path in the mag-
netic core, Se – effective cross-sectional area of the sensing coil, ku – gain of the amplifier 

As a source of magnetizing waveforms, voltage sinusoidal waveform generator is 
used. It should be analog RC generator to avoid distortions resulting from quantiza-
tion of the signal by digital generator. The magnetizing current waveform im(t)  is 
determined by resistor R and drives magnetizing winding of the magnetic core. The 
magnetizing field waveform is described with the formula: 

  (9) 

Induced voltage waveform uB(t) is amplified in voltage amplifier with gain ku. 
Magnetic flux density B is calculated as in equation (8). Taking into account the gain 
of the amplifier the equation describing B has the form: 

  (10) 

Both magnetizing and measuring waveforms are collected by the digital oscillo-
scope and sent to the PC via USB interface. Computer is processing measurement 
data: calculates the values of magnetizing field and magnetic flux density utilizing 
equations (9) and (10) and draw Rayleigh hysteresis loop. 
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5 Developed measurement system 

On the basis of presented outline of measurement methodology and conception, the 
measurement system for investigating magnetic characteristics in Rayleigh region was 
designed, including electronics, PCB and measurement software. The view of the 
entire developed system operating is shown in Fig. 2. 

 
Fig. 2. The view of the developed measurement system operating 

For generating magnetizing field, magnetizing current generator circuit was de-
signed utilizing ICL8038 analog RC generator integrated circuit. The electric scheme 
of the designed circuit is presented in Fig. 3. 

 
Fig. 3. Electric scheme of magnetizing current generator 
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Designed circuit allows to modulate amplitude and frequency of the magnetizing 
current waveform with potentiometers RV1 and RV5. It is also possible to reduce 
sinusoidal wave distortions with potentiometers RV3 and RV4. Operational amplifier 
BUF634P with high output current allows to generate current waveforms with ampli-
tudes high enough to obtain magnetizing fields corresponding to the Rayleigh region. 
Magnetizing current is forced by resistor R8 with nominal power of 1 W. The resistor 
is replaceable, so it is possible to choose the value of its resistance to the individual 
properties of each investigated material. 

Voltage waveform induced in the sensing winding is amplified with two-stage 
voltage amplifier. Each stage is non-inverting voltage amplifier with gain of 34, 
which results in total gain of the measuring signal amplifier of 1156. The output of 
the amplifier is connected to the Y channel of the digital oscilloscope. 

On the basis of developed electric schemes, the PCB (Printed Circuit Board) layout 
was designed with respect for the rules of electromagnetic compatibility. The PCB 
with all electronic components mounted was placed inside the aluminum shielding 
enclosure which protected the electronic circuits from the influence of external elec-
tromagnetic noises. 

For magnetizing and measuring data acquisition, dual channel digital oscilloscope 
Tektronix TDS 1002B was chosen. The device allows to collect the voltage wave-
forms and measure its basic parameters like amplitude, frequency, etc. Oscilloscope is 
equipped with USB interface and the manufacturer provides drivers for LabVIEW 
environment. This allows to easily connect the device to the PC and send measure-
ment data. 

To acquire and process measurement data, special software was developed in Na-
tional Instruments LabVIEW environment. The user interface of the application is 
presented in Fig. 4.  

 
Fig. 4. User interface of the developed measurement application 
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Both magnetizing and sensing waveforms are collected from the digital oscilloscope 
and then processed in the program. Each waveform is fitted with sinusoidal function 
of three parameters: amplitude, frequency and phase angle. Measuring waveform is 
also shifted in phase by /2 according to the equations (6) and (7). In the program, 
user defines the values of basic parameters of the investigated magnetic core: number 
of the coils and geometrical parameters. This parameters are used to calculate the 
waveforms of magnetizing field and magnetic flux density in the material, as present-
ed in equations (9) and (10). On the basis of obtained waveforms program draws the 
graph of the Rayleigh hysteresis loop and calculates its basic parameters. After pro-
cessing there is a possibility of saving data in the text file. 

6 Verification of functional properties of the developed system 

To verify if developed measurement system is working correctly, the measurement of 
the exemplary magnetic core was performed. Investigated magnetic core was made of 
manganese-zinc ferrite material of high magnetic permeability. During the investiga-
tion the family of Rayleigh hysteresis loops for the material was measured. The re-
sults are presented in Fig. 5. 

 
Fig. 5. Measurement results obtained for the exemplary magnetic core investigated with devel-

oped system: a) the family of Rayleigh hysteresis loops, b) initial magnetization curve 

Presented results indicates that developed measurement system is working correctly. 
Obtained Rayleigh hysteresis loops has lenticular shape described in the literature [5]. 
The points of maximum magnetic flux density forming initial magnetization curve are 
distributed with second-order dependence, as described by Rayleigh in equation (1). 
After fitting points with second order polynomial the R2 coefficient reaches the value 
of 0.9995, which indicates high second order determination of the characteristic.  
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7 Conclusion 

Developed measurement system is working properly and allows to measure magnetic 
characteristics of soft magnetic materials in Rayleigh region. New and original ap-
proach to the problem of magnetic measurements was necessary to elaborate to solve 
the problem of measurements in Rayleigh region. Unique measurement methodology 
with elements of mathematical modeling presented in the paper provides resistance 
for the electromagnetic interferences and allows to measure even low-amplitude sig-
nals for low magnetizing fields. During the designing of electronic circuits much ef-
fort was put into providing electromagnetic compatibility to obtain signals as little 
distorted as possible. The results obtained from the system complies with the theoreti-
cal description of Rayleigh hysteresis phenomenon available in the literature [5, 6]. 

Presented system allows not only to measure magnetic characteristics of the mate-
rials. It is also possible, utilizing additional equipment, to measure the influence of 
temperature and mechanical stresses on the magnetic properties of the materials. Es-
pecially measurements of magnetomechanical characteristics of magnetic materials in 
Rayleigh region are very interesting due to the possibility of utilizing this phenome-
non in magnetoelastic sensors of strength and mechanical stress working in Rayleigh 
region. 
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Fast alignment procedure for MEMS accelerometers  
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Abstract. A procedure of physical alignment of sensitive axes of various types 
of microelectromechanical accelerometers (mono-, bi- and tri-axial) is pro-
posed. Owing to the procedure it is possible to align the axes in a relatively 
short time with a satisfactory accuracy of even hundredths of degree arc. Re-
sults of an experimental application of the procedure are illustrated. Special 
precise instrument simplifying realization of the procedure is presented. The re-
lated limitations, advantages and disadvantages are discussed.  

 

Keywords: accelerometer · MEMS · tilt · alignment · sensitive axis 

1 Introduction 

Microelectromechanical (MEMS) accelerometers can be employed in measurements 
of both variable and constant accelerations. A special case of detecting a constant 
acceleration is tilt measurement, which is one of the most typical applications of ac-
celerometers [1]. Some common applications of MEMS accelerometers (photo cam-
eras, cellular phones, etc.) do not require a precise alignment of the embedded MEMS 
accelerometers, unlike in the case of more sophisticated devices, like e.g. mobile ro-
bots, including micro-robots: whether simple like in [2] or complicated like in [3]. 
The required accuracy of the acceleration measurements, depending on alignment 
precision, may be determined using e.g. real-time control prototyping [4].  

Another interesting field of applications are orthotic robots, proposed e.g. in [5]. 
Such robots may be considerably developed and comprise e.g. a dedicated safety 
module [6] employing various sensors for tilt measurements, e.g. accelerometers or 
gyroscopes [7], in order to control the actuators of the robot in emergency situations 
[8] according to a predefined scenario. Still another example are various kinds of 
vehicles, especially untypical solutions, like the screw-propelled vehicle proposed in 
[9], which can operate under a considerable tilt.  

Since acceleration is a vectorial quantity, no matter what the application, accel-
erometer must be aligned with direction of the detected acceleration. Precision of the 
alignment, whose required value is different in various applications, significantly 
affects accuracy of the future measurements [10]. Especially in the case of tilt meas-
urements, misalignments may be very detrimental, resulting in a significant decrease 
of the accuracy of measuring the component tilt angles (i.e. pitch and roll), as proved 
in [11].  
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2 Alignment methods  

There are two basic methods of dealing with the misalignment problem: 

 to estimate values of the existing misalignments related to particular sensitive axes 
of the accelerometer and then numerically compensate for them, 

 to physically align the sensitive axes with direction of the acting acceleration as 
precisely as necessary. 

The first method makes the mathematical transformations necessary for determina-
tion of accelerations, calculated on the basis of sensor indications, more complicated. 
First, the applied accelerometer must be subjected to initial calibration [12] or auto-
calibration [13-14] in order to estimate the existing misalignments. Then, various 
approaches are employed to compensate for them. The most typical one is introduc-
tion of matrixes containing values of the estimated misalignments [15-18]. Other 
ideas are based on affine coordinate systems [19] or even empirical formulas [20]. 
Each approach is characterized by a different accuracy, which sometimes is hard to be 
estimated due to a lack of data in the related publications. 

The second method, which involves a physical alignment, makes it possible to real-
ize precise and simple measurements. However, accelerometer must have been physi-
cally aligned beforehand, what is connected with a toilsome work of experimental 
nature. In order to make the work easier, the proposed alignment procedure was elab-
orated.  

As it is well known, one of the most stable reference sources of acceleration is the 
gravitational acceleration [21], so the proposed procedure employs this kind of refer-
ence. Necessary changes of the reference acceleration measured by the accelerometer 
to be aligned are obtained by rotating it with respect to the gravitational acceleration, 
i.e. applying its pitch or roll respectively. The rotations should be applied using some 
instrument. However, a manual handling is also possible (using e.g. appropriate ac-
celerometer casing), yet the result is a lower precision of the alignment. 

3 Experimental application of the alignment procedure 

In order to verify the proposed procedure, a test rig, presented in [22], based on two 
rotary stages powered by stepper motors, and a tri-axial MEMS accelerometer AXDL 
330 were used.  

To make the procedure more time-efficient and less laborious, an aligning instru-
ment presented in Fig. 1 was employed, which makes it possible to apply small angu-
lar displacements (in a range of few degrees arc) of the accelerometer PCB about x-, 
y- and z-axis with respect to the casing of the instrument, which is rigidly fixed to the 
test rig. 

The procedure basically consists in applying either roll or pitch angles of the accel-
erometer (with a step of e.g. 5 ) and recording series of its output voltages at each 
angular position. In the case of an ideal alignment, respective sensitive axis should 
generate almost constant value of the recorded output voltage, with some variations 
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resulting only from the accelerometer noise. A misalignment, having two angular 
components, results in a more or less sinusoidal course of the alignment characteris-
tics. A key idea of the proposed procedure is to observe such sinusoidal courses and 
diminish their amplitude as much as possible. 

 
Fig. 1. Top view of the aligning instrument in horizontal position  

With regard to spatial arrangement of the aligning instrument at the initial (hori-
zontal) position, the following were assumed: x-axis approximately overlaps roll axis, 
y-axis approximately overlaps pitch axis and z-axis approximately overlaps direction 
of the gravitational acceleration. 

First, the procedure was applied for aligning x-axis of the accelerometer. The rota-
ry stage responsible for application of roll angle was activated, setting successive 
values of pitch with a step of 5 . At each angular position series of 30 recordings of 
the output voltage assigned to x-axis was performed (variations within each series are 
represented by small vertical sections on each alignment characteristic presented in 
Fig. 2 and 3, which can be observed every 5 ). These steps had been repeated, until a 
full rotation (360 ) was realized. Course of the recorded voltage (Alignment #1) is 
illustrated in Fig. 2 and represents initial misalignment of the related sensitive axis. 

Then, the accelerometer was set at horizontal position (pitch and roll of 0 ) and 
physically aligned by means of the aligning instrument (as minutely described in sec. 
4). Successively, the accelerometer was set at vertical position (pitch of 0  and roll of 
90 ) and analogically aligned. Exceptionally, in order to demonstrate two components 
of the observed initial misalignment, additional rotation was performed after the first 
alignment at roll of 0  (Alignment #2). After the second alignment at roll of 90  the 
accelerometer was rotated again (Alignment #3). Courses Alignment #1, #2 and #3 
clearly prove that the misalignment had two components in perpendicular directions: 
maximal amplitude of Alignment #1 at roll of ca. -180 , 0  or 180  and in the case of 
Alignment #2 at roll of -90  or 90 .  

Prior to the 4th and 5th rotation, the accelerometer was aligned both at horizontal as 
well as vertical position. As can be seen in Fig. 2 (Alignment #5), repeating the pro-
cedure 3 times  (rotation related to course Alignment #2 was performed only for 
demonstration purposes and thus should not be counted) made it possible to obtain 
almost a perfect alignment, where variations of the recorded signal result almost only 
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from the accelerometer noise. However, a considerable improvement (see Alignment 
#3) can be observed already after two alignments, at roll of 0  and 90 , each corre-
sponding to another angular component of the initial misalignment. 

The above procedure can be applied to all kinds of accelerometers: mono-, bi- and 
tri-axial. One sensitive axis, dealt with as the first, can be aligned very precisely. In 
this case, the precision can be evaluated at few hundredths of degree arc.  

 
Fig. 2. Alignment of x-axis  

Analogical steps apply to alignment of y-axis. Yet, in this case pitch is applied in-
stead of roll. However, if x- and y-axes are not orthogonal (what is often true in the 
case of bi- and tri-axial MEMS accelerometers), the accelerometer can be aligned 
only at pitch of 0 , omitting the alignment at 90 . The results are illustrated in Fig. 3. 

As can be observed, the procedure should be apparently continued, until variations 
of the output voltage become as small as in the case of Alignment #5 (Fig. 2). How-
ever, in such case the x-sensitive axis would get misaligned (unless we use two sepa-
rate accelerometers), i.e. amplitude of variations of the respective output voltage 
would increase to the level corresponding to Alignment #2 (Fig. 3).  

So, at this point (in the case of bi- and tri-axial MEMS accelerometers) it must be 
decided which sensitive axis should be aligned more accurately, or divide the misa-
lignment equally between both axes. If the x-sensitive axis should not be misaligned, 
alignment precision of the y-sensitive axis would be lower. In this case it can be eval-
uated at few tenths of degree arc, what results from inherent misalignment (non- 
orthogonality) of the accelerometer sensitive axes. 

For the same reasons, the z-axis of a tri-axial accelerometer cannot be aligned, as 
its alignment results from alignment of x- and y-axis. However, in the case of using a 
separate accelerometer for measurements in z-axis, the axis can be aligned determin-
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ing appropriate angular phase shifts of a nonlinear regression models created on the 
basis of data recorded while aligning x- and y-axis. The idea is minutely discussed in 
[23]. 

 

Fig. 3. Alignment of y-axis  

4 A simplified procedure 

At the cost of a lower accuracy of the alignment, the procedure can be simplified. A 
test rig may be applied, but not necessary. Since only 4 specific values of pitch and 
roll angles must be applied, a cubical casing of the accelerometer is sufficient. Then, 
the following steps should be realized while aligning the x-axis: 

 (fixing the accelerometer in the test rig), 
 leveling the accelerometer: pitch and roll angle of ca. 0 , 
 successive applying roll angle of 0 , 90 , 180  and 270 , 
 recording series of output voltages (e.g. 30) assigned to x-axis at each roll angle, 
 calculating a total average value of all the recorded output voltages, 
 applying roll angle of 0  again, 
 aligning the accelerometer PCB (angular displacements around y-axis), 
 applying roll angle of 90  again, 
 aligning the accelerometer PCB (angular displacements around z-axis). 

Aligning the accelerometer PCB is realized by applying its small angular dis-
placements around respective sensitive axis (in this case y or z) until an average value 
of series of the output voltages recorded after each angular displacement equals the 
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calculated total average value. It is important not to compare a single indication of the 
accelerometer with the calculated total average value - an average value must be used 
instead. 

The same steps should be repeated in the case of y-axis, substituting roll angle with 
pitch angle and y-axis with x-axis respectively. It must not be overlooked, that realiz-
ing the last step will increase misalignment of the x-axis in the case of an inherent 
misalignment between x- and y-sensitive axes of the accelerometer. This kind of misa-
lignment, experimentally evaluated at few tenths of a degree arc [23], is typical for bi- 
and tri-axial MEMS accelerometers, especially the tri-axial, as in fact the fabrication 
techniques of MEMS devices are semi-three-dimensional [24]. 

5 Conclusions 

Physical alignment of accelerometers makes it possible to simplify the related compu-
tations. Therefore, two versions of a fast and simple procedure for aligning MEMS 
accelerometers are proposed: a more accurate one or a faster one. However, some 
equipment or a special casing of the aligned accelerometer must be used in order to 
realize the procedure. Besides, it must be taken into account that in the case of multi-
axial MEMS accelerometers a full alignment is impossible due to considerable per-
pendicularity errors (usually of few tenths of a degree arc) between their sensitive 
axes.  
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Abstract. This article focuses on the experimental contact area evaluation. Test 
rig is designed in order to investigate the piston/cylinder liner contact. The 
conducted experiment is based on the principle of electrical contact resistivity 
between two tested machinery parts. The measured results are compared with 
different contact model theories. The computational simulation uses 
precomputed database of contact pressure and contact area depending on 
separation distance of surfaces. This simulation is solved by Multibody System 
(MBS) enhanced by the user-written FORTRAN subroutine. The results of 
experiment and simulations are discussed.   

Keywords: Contact pressure·Multibody System·rough surface·contact 
resistivity 

1 Introduction 

Monitoring of the contact area of two surfaces during dynamic simulation is a 
relatively complicated task. Especially if it is case of piston/cylinder liner interaction. 
With respect to the crawl-walk-run approach the following procedure was executed. 

Authors of [5], [6], [7] and [8] describe the methodology for experimental 
estimation of the oil film thickness in a roller bearing. In all these sources the 
principle when the electrical current goes through the lubricated contact pair is used. 
The thickness of oil film layer is then given by electrical contact resistance. In this 
case the resistance becomes relatively high due to the oil insulating properties. When 
this principle is applied to a dry contact the electrical current goes through a high 
number of micro-contacts which can be represented by collaterally connected 
resistors. Thus, the total value of electrical resistance is very low. The aim of this 
paper is to apply the above mentioned experimental methodology on a dry contact, so 
the contact area can be estimated and compared with the different analytical contact 
models. 

2 Analytical contact models 

The first analytical model is Greenwood & Tripp [1]. It is  very effective and 
widely used, nowadays and also in the past. In this model, the parameter ( ) has the 

�� Springer International Publishing Switzerland 2016
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essential impact on the contact pressure values. This parameter represents the surface 
pattern information:  is the surface density of asperities [m-2],  is the average radius 
of asperity curvature [m] and  is the combined Root Mean Square (RMS) of both 
surfaces [m]. Next, probably the most well-known Hertz [2] contact model was 
implemented. The contact model published by Volker Lagemann in his dissertation 
thesis [3] was used to represent modified Hertz pressure formulae. Finally, the last 
simulated contact model is the one published by Passaribu & Shipper [4]. It takes into 
consideration all three possible states of material behaviour – fully elastic, elasto-
plastic, and fully plastic. Detailed information of each of the presented contact models 
can be found in the information sources. 

3 Resistivity prediction 

Following relations were used for design of measuring circuit [7]: 

 R
T

R

hR
A

, /R T Piston LinerI U R R R . (1) 

Where RT is resistivity of the contact [ ], RPiston is resistivity of the piston [ ], 
RLiner is resistivity of the cylinder liner [ ], AR is contact area [m2], hR is height of 
electrical contact [m],  is resistance of material [ m] and I is the electrical current 
[A]. 

The experimental device was designed according to Fig. 1. Crankshaft motion was 
constrained so the experiment could be performed as the simplest scenario. Set of 
weights was then gradually applied on the experimental piston as loads. 

 

 
Fig. 1. Test rig scheme: 1 – crankshaft powered by electric engine, 2 – connecting rod, 3 – 

piston liner,  4 – experimental engine, 5 – crankshaft mount, 6 – crankshaft bearing housing, 7 
– piston liner support, 8 – base, 9 – oil intake, 10 – cables for electric circuit connection. 
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4 MBS model 

From the computational algorithms described above a database of contact pressures 
and contact areas, depending on separation distance of analysed surfaces, was created 
for the MBS simulation. Trends of all contact curves are shown in Fig. 2. Because the 
values of contact pressure given by the Greenwood & Tripp model were too different 
(lower), this curve was plotted on the secondary axis of the graph. The reason is the 
deviation of the parameter ( ) which should be in a range between 0.03 and 0.05 
[1]. If the tested surfaces are not within this range, we can expect biased results. In 
this case measured parameter ( ) was 0.023. Volker Lagemann [3] also confirmed 
the lower contact pressure values of Greenwood & Tripp model. 

According to the low loads applied, the low elastic deformations of each body 
contact region are considered as negligible and the plastic deformations are not 
expected at all. Therefore, the MBS model with rigid bodies is sufficient.  
Commercially available MSC ADAMS enhanced by FORTRAN user-written 
subroutine was used as MBS software. MBS-subroutine solution loop is shown in Fig. 
3. 
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Fig. 2. Contact pressure dependence on surfaces separation 
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nominal suface distance
MBS Subroutine

contact force
(contact pressure, contact area)

 
Fig. 3. Flowchart of piston/cylinder liner simulation 

In order to increase solution accuracy and to speed-up the simulation the variable 
density of the mesh grid with respect to the expected location of contact is used. This 
approach provides acceptable speed of simulation with accurate results. To suppress 
the unwanted fluttering of the piston, the damping force is introduced. Overall contact 
force then takes the following form: 

 _c MBS c c MBS MBSF P A B v . (2) 

Where Fc_MBS is contact force [N], Pc is contact pressure [Pa], Ac is contact area 
[m2], BMBS is damping [N s m-1] and v is the relative speed of both surfaces [m s-1]. 
The computational model simulates a static equilibrium of the forces between the 
piston and the cylinder liner actuated by the gravity (no motion in the axis of the 
cylinder liner is applied). 

5 Results discussion 

5.1 Experiment 

Measurement was done by device Keithley 6221/2182A Delta mode system with 
AC and DC current source and nanovoltmeter. 

Measured values are very different from the ones predicted by equations listed in 
chapter 3. The main causes are: differences in resistance of both materials; impact of 
wires resistance; impact of transition resistance of contacts and connectors; different 
resistance of surface layer (oxidation, contamination), etc. See Fig. 4. 

5.2 Comparison 

Since the measurement was done for different weight loads applied, measured and 
calculated contact area values can be compared to the values of nominal load 53 N 
(5.440 kg), therefore the dimensionless ratios are available as depicted in Fig. 4. 

Test rig bore was 76 mm (Fig. 1), while the maximal load force applied was 255N 
(25.966 kg). These values are insufficient to cause any plastic deformations. In 
addition, only very low elastic deformations are present. All the implemented models 
provide under these conditions very similar results – surface separation above 3 m 
(Fig. 2). Therefore, the graph in Fig. 5 does not clearly state which of the observed 
contact models is the most accurate. 

492 O. Maršálek et al.



 

To highlight the differences between the contact models, the large elasto-plastic 
deformations would have to be tested. That means the use of the hydraulic press to 
cause higher loads applied. MBS model would have to be modified as well – the use 
of flexible bodies. 
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6 Conclusions 

 The designed test rig was, in this case, oriented at the dry contact of 
piston/cylinder liner. The change in electrical contact resistance was able to record the 
differences in the contact area due to various loads applied, even when only very low 
elastic deformations were present – the measuring principle using contact resistance 
was proven. 

Experimental and simulated data have similar trends, but the offset is significant. It 
is caused by the unknown resistance between the individual measuring circuit items. 
At this moment, the best from the selected analytical contact models cannot be 
determined. For this purpose, higher deformations would have to be introduced. 

Further development of the test rig leading to the successful continuation of the 
experiment is suggested. 
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Abstract. This paper discusses the selection of the most appropriate analytical 
approach for computational modelling of contact pressure using commercial 
software tool ANSYS. All the analytical relations, characterizing each computa-
tional model useful for detailed determination of the contact pressure between 
two rough surfaces, are presented here. Furthermore, the process of creation of 
the FEM model of rough surface along with the description and analysis of all 
the challenges associated with it are described in this paper. In the conclusion 
are listed results of simulations together with identification of the chosen ana-
lytical approach for fast and also accurate calculations. 

Keywords: Contact pressure·FEM·rough surface·surface deflection 

1 Introduction 

For the purpose of making fast and still sufficiently accurate computational soft-
ware tool for detailed analysis of contact pairs of modern combustion engines the 
most appropriate analytical model for determining the contact pressure between two 
rough surfaces had to be chosen. And because the experimental verification of contact 
pressure in the scale of surface roughness of real machinery parts is, even in these 
modern times, something unfeasible, one of the most sophisticated commercial FEM 
software tools ANSYS was used for this purpose. Introduction of each analytical rela-
tion, description of development process of FEM model of rough surfaces and all 
challenges associated with it, are described in the following sections.  

2 Analytical models 

2.1 Contact model Greenwood & Tripp 

This model was published in 1970 by authors Greenwood and Tripp [1]. The basic 
equation for the contact pressure calculation has the following form: 

 5/2
8( ) .
5c

hp h K F  (1) 
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Where: 
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Here  is the average surface density of asperity peaks [m-2],  is average radius of 
peak curvature [m],  is combined  RMS for both surfaces [m],  is Poisson constant 
[-], Rq is the RMS of each surface [m], E’ is the combined Young’s modulus [Pa], 
E1(2) is the Young’s modulus of each material [Pa] and F5/2 is the function of the con-
tact pressure increase [-]. 

Function F5/2(h/ ) is in the original information source [1] defined solely for values 
of ratio (h/ ) in the range between 0 and 4.  For values of the ratio (h/ ) higher than 4 
the situation is not so complicated. Function F5/2(h/ ) has here zero values (surfaces 
are separated enough from each other and the contact pressure does not occur), there-
fore also the contact pressure is zero. In the case that EHD approach is not considered, 
a situation where this ratio (h/ ) drops under zero value may occur (penetration of 
contact surfaces occurs). Thus, this situation also has to be covered in the numerical 
solution. Function F5/2(h/ ) in the value (h/ )=0 tangentially goes into linear function. 

2.2 Contact model Hertz 

In our case it is convenient to replace the real shape of asperities by the spherical 
shape and to solve the Hertz pressure as a contact of two spherical bodies.  

 
3 2

3 ,
1.0397

R E RW
1/33 ,WRa

E max 2 2

3 ,
2 av

W WP P
a a

 (3) 

Here the variable W represents contact force [N], R is the deflection (penetration) 
of surfaces [m], E’ is the combined Young’s modulus [Pa], R’ is the combined radius 
of curvature [m] and a [m] is radius of contact area, Pmax  is the relation for the maxi-
mal and Pav  is the relation for the average contact pressure [Pa]. 

Input values for this computational model are: the deflection (penetration) of con-
tact surfaces R [m], material characteristic Young’s module E’ [Pa], and combined 
radius of asperity curvature R’ [m].  

For all the contact models (except for model Greenwood and Tripp) the same way 
of calculation of the combined radius of asperity curvature is used. It is the determina-
tion of the osculation circle radius of the surface roughness curve in the given point.  
For each point of the surface roughness profile is this radius calculated for direction x 
and y. 

2.3 Contact model Lagemann 

Volker Lagemann has described in his dissertation thesis [3] slightly modified 
equations for the Hertz pressure calculation. For completeness that also the Hertzian 
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pressure equations can have few shapes and modifications are these equations also 
implemented as one of the possibilities to determine the contact pressure. 

 
3 216 ,
9

R E RW
1/33 ,

4
WRa
E

2

max 2

1 6 .E WP
R

 (4) 

Combined Young’s modulus and combined (reduced) radius of asperities curvature 
of contact bodies are given by the same equations as in the previous case (classic 
Hertzian pressure). 

It was necessary to implement also contact model which considers elasto-plastic 
behavior of contact bodies, while preserving the simplicity and calculation speed.  As 
turned out later, for this purpose it is possible to use the computational model de-
scribed below. 

2.4 Contact model Pasaribu & Shipper 

This computational model [4] takes into consideration all the three possible states 
of material behavior – fully elastic, elasto-plastic, and fully plastic behavior. When 
compared to all previous models, here one additional variable is added – hardness of 
the softer material. Transitions between the individual material behaviors are con-
trolled by depth of the penetration. Boundary values of penetration (deflection)  
( c [-]) are given by following equations: 

 1 0.89 ,c
HR
E 2 154 .c c  (5) 

If the condition that R < c1 is met, materials are in the area of elastic contact. In 
the case when c1 < R < c2, materials are in the elasto-plastic state. If c2  < R, ma-
terials behave fully plastically. 

In the case of fully plastic behaviour of materials is the calculation given by fol-
lowing equations: 

 ,el RA R  
0.5 1.54 .

3el RF E R  (6) 

If materials fulfil the second condition (are in the area of elasto-plastic behaviour), 
following equations are valid: 
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Lastly, equations for fully plastic behaviour of materials are: 

 2 ,p RA R .p pF HA  (9) 

Here Ael, Aep a Ap are contact areas [m2] for given material states, H is the hardness 
of softer material [Pa], and Fel, Fep a Fp are contact forces [N]. 

3 FEM modeling 

The only input for the finite element method (FEM) modelling were matrixes of 
values describing a roughness in one axis (height)  and value indicating the distance 
between the individual  points (step). In the final calculations the grids with the num-
ber of points 400 x 400 were used. 

3.1 Material model 

Different materials (material properties) were adjusted for each body with surface 
roughness, but the same material model was used for both: multilinear isotropic hard-
ening. Multilinear model was necessary for better capturing of the stress-strain curve, 
especially in areas with a larger deformation where the stress-strain curve is approxi-
mated by horizontal line. Isotropic model was chosen because of the better tendencies 
towards the convergence. 

3.2 Boundary conditions 

Pushing of surfaces to each other was simulated by moving the upper side of one 
body towards the other, see Fig. 1.  

For each computed surface were solved about twenty loading states with different 
distance of zero planes. It enabled a sufficiently accurate evaluation of the behaviour 
of the rough surfaces with different degrees of deformation of individual peaks of 
roughness. 

 
Fig. 1. Boundary conditions 

X

Z

uX, uY = 0uX, uY = 0

uX, uY, uZ= 0
rX, rY, rZ = 0

uX, uY= 0
uZ = loading state

Y
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3.3 Correction of model deformations 

The loading state for comparison with the analytical computational method was de-
fined as the distance between zero planes of rough surfaces. Zero plane is defined as a 
place where arithmetic mean of all heights of roughness’s inequality is zero. 

 
Fig. 2. Scheme of explanatory needs of model deformation corrections 

3.4 Convergence challenges 

Calculation of contact problem of real rough surfaces proved to be very problemat-
ic in terms of convergence. The reason is that the individual gradients of roughness’s 
raising are relatively steep and the contact with opposite surface is realized in a very 
small area. Load state is therefore composed from many “point load” states. This way 
of the loading is usually referred to as divergent without any further conditions. 

4 Results discussion 

For the results of computational models Lagemann and Hertz minor axis of the 
graph had to be selected. The results of various computational models correspond 
with the results published by the information source [3]. Computational models 
Lagemann and Hertz give relatively similar values of contact pressures. This is logical 
– both approaches are based on the Hertz theory. 

Computational model Greenwood & Tripp gives the lowest values of contact pres-
sures. For this reason, plotting the values had to be multiplied by 10. The reason is the 
deviation of the parameter ( ) which should be, based on information source [1], in 
a range between 0.03 and 0.05. If the tested surfaces are not within this range, we can 
expect biased results. 

Closest to the results of FEM analysis is the model according to the authors Pasa-
ribu & Shipper. This computational model considers all possible states of the material 
behaviour, as well as the FEM model in ANSYS. 

LS
ZP

ZP
' >
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Fig. 3. Computational methods comparison  

5 Conclusions 

The purpose of this analysis using FEM was, by all means, fulfilled. From the se-
lected computational models the best one that will be used for the fast solution of 
contact problems of real rough surfaces of machinery parts was determined. Detailed 
solution using FEM is not applicable to online contact task solutions, using the MBS, 
due to its high demands, and not only its time-inefficiency. 
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Distance determination from the magnetic dipole with 
magnetometry and Levenberg-Marquardt algorithm 
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Abstract. Paper presents the analysis of distance measurements from an un-
known magnetic dipole. Simulations of axial magnetic field distribution were 
performed in open-source software Elmer FEM based on finite element method. 
The results analysis was performed in Matlab, and possibility of distance de-
termination is presented. Moreover, validation of the results on the laboratory 
test stand was performed.  

 
Keywords: magnetovision, finite element method, magnetostatic simulations, 
hidden objects detection. 

1 Introduction 

The paper presents the measurements of influence of the high magnetic permeability 
objects (mostly ferromagnetic) on the natural Earth’s magnetic field. The ferromag-
netic objects influence surrounding magnetic field mainly because of their own rema-
nent magnetization, which in effect causes them to act like a magnetic dipole, which 
creates distortions in otherwise homogenous (in small scale) Earth’s natural magnetic 
field.  
There is an ongoing research to connect said distortions with hidden objects presence 
and localization [1]. Existing passive gradiometer systems  are designed for deep-
level search of relatively big targets, such as unexploded aircraft bombs. They are 
used for magnetic imaging, using data logging and GPS systems, but they have very 
low resolution [2, 3]. Therefore a high-resolution scanning system was designed for 
search of small targets from small distance, such as potentially dangerous objects in 
baggage.  
The ‘planar’ (XY coordinates) localization of the distortion on the measurement plane 
is quite obvious [1], giving us information about where to search for an object. There 
is an open question however, about the method of distance from the object determina-
tion, which would reveal the information how deep it is giving us full 3D localization 
of the object (coordinate Z). In this paper, one of the possible solutions is presented. 
Moreover, the paper presents an application of magnetostatic calculations based on 
the free open-source Elmer FEM software for the 3D modelling of the magnetic field 
distribution caused by small, ferromagnetic objects. The overall effect would be hard 
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to calculate using analytical methods, therefore finite element method was imple-
mented. The distance determination method was mainly developed basing on the 
numerous modelling results. Furthermore, validation of the method using laboratory 
measurements is shown. 

2 Modelling of the magnetic field distribution 

Analytically, the magnetic field of the magnetic dipole is given by the formula [4,5]: 
 

 (1) 

Where: 
B – magnetic induction value, 0 – magnetic vacuum permeability, M -  magnetic 
dipole moment per unit volume, r – distance from the object, m – angle between r and 
magnetic dipole (object) axis. 
For real world magnetized objects, the equation (1) is valid for distances r significant-
ly greater than the objects dimensions. The same can be observed for the modelled 
results. 
The magnetic field distribution of the small iron cylinder (Ø70 x 10 mm) was calcu-
lated in 3-dimensional space using the finite element method and Whitney elements. 
Figure 1 presents the results of simulation utilizing both NETGEN and ELMER FEM 
open source software [6,7,8,9]. As could be expected, the axial magnetic induction 
values distribution is inversely proportional to the cube of the distance from the ob-
ject. 

 
Fig. 1. Modelled axial magnetic field distribution of the homogenously magnetized iron     

cylinder 
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In order to utilize this known behaviour of magnetic field distribution in order to find 
the distance from the unknown magnetic dipole object, the following equation was 
derived from the (1) : 
 

 (2) 

  
Where a – replacement magnetic moment parameter, varying in value between M/5 
( m=0°) to M/10 ( m=90°), depending on the m angle; b –distance of the first meas-
urement point from the object; c – constant, background field value. 
 If we assume a, b and c parameters as unknowns, and : 

- know where (coordinates X and Y) is the hidden object, for example by 
magnetovision method [1], 

- measure the magnetic induction in vertical line pointed at the object, 
- measure the distances between the measurement points, 

Then, it is possible to determine the a, b and c parameters using the Leveberg-
Marquardt algorithm to fit the equation (2) to the measurement results. Of these, b is 
of utmost interest, as it determines the distance of the first measurement point from 
the hidden object, thus giving us missing Z coordinate of the object. 
In figure 2 the curve fitting of the (2) to the measurement results modelled with FEM 
method is shown. The distance of the first measurement point in the simulation was 
set to 100 mm ; the calculations returned the 103 mm value, which is a 3% relative 
error, probably due to the differences between simplified analytical equation valid for 
point objects, and 3D  object simulation with determined dimensions.  

 
Fig. 2. Curve fit of the modelled axial field distribution, with dipole magnetic moment, distance 

from the object and background field treated as unknowns. 
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3 Experimental results 

 
Fig. 3. Magnetovision images of the magnetic field distribution above iron cylinder sample. 

Distance between the measurement planes is 10 mm. 

 
Fig. 4. Magnetovision images of the magnetic field distribution above iron cylinder sample. 

First plane, used for the sample localization, is horizontal. Second, used for distance measure-
ment, is vertical above the magnetic distortion centre. 
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For the validation of the method, iron cylinder sample magnetic field distribution was 
measured on specialized magnetovision scanner, described in detail in [1]. The system 
utilized high accuracy HMR2300 magnetoresistive magnetometer [10,11].  In figure 3 
magnetic induction distribution on 200x200mm measurement planes above the sam-
ple can be seen. The planes are 10 mm apart, the first one is 80 mm above the sample. 
The angle m is 45°, thus the dual minimum and maximum distortions values can be 
seen. 

In Figure 4 the magnetic induction distribution on the horizontal and vertical planes 
above the sample can be seen. The angle m is 0°. The horizontal plane serves for the 
XY localization of the object, the vertical one allows for localization refinement, and 
determination of the object distance with the method described above, for the most 
distinctive vertical measurement line. 

Figure 5 shows the application of the developed method. The real distance of the 
magnetometer from the object was set to 80 mm, the calculated one was 79,5 mm, 
with about 1 mm uncertainty. Unfortunately, the uncertainty raises significantly with 
the distance from the object, because the measured induction B value decreases in-
versely proportional to the cube of the distance. The theoretical limit for this method 
is determined by the magnetometer accuracy, there are other effects to take into ac-
count however, such as AC noise, and local background field inhomogeneity.  

 

 
Fig. 5. Curve fit of the measured magnetic field distribution, in the axis of the iron cylinder 

sample. Miniature shows the vertical measurement lines values from the Fig.4 
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4 Conclusions 

Presented in the paper, method of measurement of distance from the unknown 
magnetic dipole using magnetometry and signal processing allows for more precise 
localization of hidden, ferromagnetic objects. The b parameter in the model equation 
is largely independent from the object m angle relative to the measurement line, as it 
affects mainly the a parameter and hinders the object’s magnetic moment value de-
termination. As long as the measurement line is pointed in the object centre (with 
about 5° accuracy), the presented method allows for the distance determination, from 
the unknown object, with unknown magnetic moment value, and with unknown mag-
netic background value (parameter c). Interestingly, additional measurement of the c 
parameter and apparent simplification of the (2) by removing one of the unknowns, 
hampers the method. One of the possible reasons of this behaviour is constraining of 
the curve fitting algorithm ‘flexibility’. 
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Magnetoelastic effect for three type magnetic materials 
under torque load  
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Abstract. The paper presents the comparison of magnetoelastic properties of  
three new magnetic materials under torque load. The results of investigation on 
the influence of a torsion on the magnetic properties of different amorphous Fe-
based ring cores is also presented. The results of tests on Fe78Si13B9 and 
Fe40Ni38Mo4B18 amorphous alloys in as quenched and annealed state as well as 
Fe73.5Nb3Cu1Si13.5B9 nanocrystalline alloy indicate, that torque sensitivity is 
connected with both alloy composition and state of the alloy. Moreover, results 
confirm that amorphous materials after annealing get better sensitivity than in 
as-quenched state.  

 

Keywords: : magnetoelastic effect,  torque sensors, amorphous alloys. 

1 Introduction 

New magnetic materials provide possibilities to use them to develop new sensors 
[1,2,3]. The results of compression and tensile forces impact on magnetoelastic effect 
for amorphous materials are commonly known [4,5]. Physical models have already 
been developed as well [6,7]. On this basis the new force sensors have been devel-
oped [8]. However, research on the impact of torque on the magnetic properties is not 
as well developed, despite the fact that both materials and research methodology are 
known. The main barrier in the methodology was the lack of possibility to apply a 
torque to the core of wound ring sample. This barrier has already been broken [9].  

2 Method of investigation 

The main problem connected with the development of magnetoelastic ring-
shaped torque sensors is lack of the method, which enable applying the uniform, tor-
sional axial shearing stress to the core.  

To overcome this problem, a new method of applying torsional axial shearing 
stress to the ring-shaped magnetoelastic sensing element was developed [9]. In this 
method the core under investigation is mounted to the base plates and the torque is 
applied in direction of axis of the ring core. Special nonmagnetic backings with radial 
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grooves are attached to the base plates of the ring shaped core. Due to these grooves 
the core can be wound and changes of its magnetic parameters under influence of 
torsion can be measured. The special backings (3) are necessary to obtain uniform 
torsional shearing stress in the ring-shaped core. The specialised mechanical system 
for application of this method is presented in figure 1. 

 
Fig. 1 Mechanical system for application of the uniform torsional axial shearing stress to 

the ring-shaped amorphous alloy. 1-ring-shaped core under investigation, 2-magnetaizing and 
measuring windings, 3-nonmagnetic backings with grooves. 

 
This method of applying torsion to the ribbon ring cores can be utilized in the 

new type of magnetoelastic torque sensors. 
During the investigation the ring-shaped cores were subjected to the torsion in the 
axis of the ring, and next were magnetized from + Hm to - Hm, and the B(TM)Hm char-
acteristics were determined. 

3 Results  

The results of investigation of the influences of a torque on the flux density of in-
vestigated cores (B(TM)Hm characteristics) are presented in figure 2 and figure 3. It 
should be indicated that investigated cores exhibit different values of coercive field 
Hc. Moreover, the most significant changes of value of flux density B was observed in 
the case of annealed Fe78Si13B9 amorphous alloy. In the case of this alloy, value of 
flux density have most significant changes for magnetic field Hm equal to coercive 
force. 

Figure 4, figure 5, figure 6 and figure 7 present the influence of torsion TM on the 
flux density Bm for three Fe based materials : Fe78Si13B9 and Fe40Ni38Mo4B18 amor-
phous alloys in as quenched and annealed state, as well as Fe73.5Nb3Cu1Si13.5B9 in as 
quenched state and nanocrystalline alloy state. Characteristics on figure 4 and figure 6 
are for magnetic field Hm equal to coercive field Hc, and characteristics on figure 5 
and figure 7 are for magnetic field Hm equal to one and a half of coercive field Hc. 
The core is subjected to influence of torque TM and then magnetized at constant value 
of magnetizing field Hm. It should be highlighted, that so big changes (over 80 per-
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cent) of the amplitude of magnetic permeability a can be easily converted to output 
signal from torque measuring transducer. As it was indicated in previous publications, 
for conversion of permeability to useful signal both resonant circuit and transformer 
configuration can be utilized.  

 
Fig. 2. Magnetoelastic Bm/Bm(TM=0)(TM) characteristics of Fe78Si13B9 amorphous alloy in as 

quenched state  

 
Fig. 3. Magnetoelastic Bm/Bm(TM=0)(TM) characteristic of Fe78Si13B9 amorphous alloy after 1h 

annealing in 365oC 
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Fig. 4. Magnetoelastic Bm/Bm(TM=0)(TM) characteristics of  Fe78Si13B9, Fe40Ni38Mo4B18 and 

Fe73.5Nb3Cu1Si13.5B9 amorphous alloys in as quenched state, Hm = Hc.  

 
Fig. 5. Magnetoelastic Bm/Bm(TM=0)(TM) characteristics of Fe78Si13B9, Fe40Ni38Mo4B18 and 

Fe73.5Nb3Cu1Si13.5B9 amorphous alloys in as quenched state, Hm = 1,5 Hc 
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Fig. 6. Magnetoelastic Bm/Bm(TM=0)(TM) characteristic of Fe78Si13B9, Fe40Ni38Mo4B18 and 

Fe73.5Nb3Cu1Si13.5B9  amorphous alloys after annealing, Hm = Hc.  

 
Fig. 7. Magnetoelastic Bm/Bm(TM=0)(TM) characteristics of  Fe78Si13B9, Fe40Ni38Mo4B18 and 

Fe73.5Nb3Cu1Si13.5B9  amorphous alloys after annealing, Hm = 1,5 Hc.  
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4 Conclusions  

The test results confirm that amorphous materials exhibit the magnetoelastic char-
acteristics with respect to torque TM. Impact of torque is greatest for cores made of 
amorphous materials after heat treatment. The most stable trend exhibits the  iron-
based material Fe78Si13B9. In both the as quenched state and after thermal relaxation a 
significant effect of the torque on the magnetoelastic characteristics is observed. Also, 
a large torque impact can be observed for the material based on iron-nickel 
Fe40Ni38Mo4B18, but only for the material after thermal relaxation. This material in as 
quenched state is practically not sensitive. The material of the lowest sensitivity is 
nanocrystalline iron-based Fe73.5Nb3Cu1Si13.5B9 alloy, despite the very high permea-
bility. Furthermore, it is brittle and has low mechanical strength. 

 
The experimental results show that the annealed material, especially Fe78Si13B9, are 

suitable for torque sensors, because of their high magnetoelastic sensitivity. However, 
the material in as-quenched state is well suited for the DC current transformer core 
construction, working under mechanical load.  . 
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Abstract. An impact of graphene coatings on tribological and wear properties of 
mechanical elements was evaluated. In the research, the graphene layer was de-
posited on two different base materials: electro- or cyanide copper. To quantita-
tively assess wear of the investigated surfaces, their microgeometry was meas-
ured both before and after tribological tests. Differences between surface rough-
ness parameters obtained this way are presented in the paper. Also, limitations of 
the graphene coatings usability, dependent on the applied base material, are out-
lined. 

 

Keywords:  

1 Introduction 

s properties are astonishing: in spite of being the thinnest material in the 
known universe, it remains the strongest one ever discovered, with an ultimate tensile 
strength exceeding one hundred gigapascals [1, 2]. Therefore, the proliferation of pa-
tents referring to potential applications of graphene [3] cannot be surprising. However, 
neither wide array of graphene applications suggested by the number of scientific pa-
pers referring to this material, nor its apparent interest to media, is reflected by use of 
graphene on industrial scale.  
In order to bridge the gap between potential and practical uses of graphene, the 
GRAPH-TECH research project was introduced. Its main aim is to devise graphene 
coatings that improve the mechanical properties of miniaturized industrial elements.  
Findings of the research, concerning an impact of graphene-deposition on wear, and, in 
effect, changes of the microgeometry of the mechanical elements, are presented in the 
paper. 
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2 Materials and methods 

2.1 Test Samples 

In order to assess an impact of graphene coatings on tribological and wear properties 
of mechanical objects, numerous specimens with the test surfaces of (20 x 20) mm, 
differing in the steel grade they were made of (MS45, 40H or 35HGS), have been used. 
Each of these three groups consisted of 36 samples that were milled and grinded. Then, 
half of them was covered with electrolytic copper and another half  with cyanide cop-
per. Nine specimens from the sets obtained this way were used as the reference samples, 
whereas the graphene layer was deposited on the test surfaces of remaining ones.  
The test surfaces of the specimens were measured three times with a use of Form 
Talysurf PGI 830 stylus profilometer before and after performing tribological tests. The 
measurement settings have already been listed in [4]. In order to quantitatively describe 
the changes of the surface microgeometry, Ra, Rz, Rp and Rv parameters were estimated 
for each of the c = 
0.8 mm). These parameters have been chosen due to their popularity and vulnerability 
to change value during wear of investigated surface. 

2.2 Tribological Tests 

The test stand for tribological investigations that is used in the research is presented in 
Fig. 1 [5]. This stand consists of the replaceable track (1) and three specimen holders 
(2). The investigated samples (3) are pressed to the track by shield (4), pin (5) and loads 
(6). Then, with a use of force sensor (7), force, which is an effect of friction between 
samples and track, is measured. Data given this way, as well as signal from rotation 
sensor (8) is used to obtain friction characteristics. In Table 1 there is a detailed infor-
mation concerning the test conditions presented. 

 
Fig. 1. Test stand used in the research [5] 
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Table 1. Testing conditions applied in the research 

Type of grease Lithium 
Kinematic viscosity of grease 100 mm2  
NLGI consistency number 2 
Load 0.54 MPa 
Speed 0.53 m/s 
Friction distance 40 000 m 
Track material 40H steel 

3 Results 

3.1 Electrocoppered Samples 

The Ra and Rz parameter values obtained in the research both before and after testing 
specimens are outlined in Fig. 2 and Fig. 3 respectively. The box-whiskers charts made 
for other samples and roughness parameters reveal the same tendencies, so they have 
not been presented. 

 
Fig. 2. Ra parameter values obtained in the research (electrocoppered MS45 specimens) 

Firstly, these pictures clearly indicate that there are some differences between surface 
microgeometry of the specimens that had been covered with graphene layer and the 
ones that had not. This phenomena has already been investigated and explained in [4]. 
Furthermore, the values of surface texture parameters significantly decrease after con-
ducting tribological tests. To prove so, Kruskal-  = 0.05) was used, when 
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necessary.  However, the relative differences between these values were visibly smaller, 
if performance of graphene-coated specimens was investigated. 

 
Fig. 3. Rz parameter values obtained in the research (Electrocoppered MS45 specimens) 

Also, material ratio curves and height distributions obtained for each specimen have 
been analyzed in order to assess an impact of friction wear on the functional character-
istics of mechanical elements. It was found out that neither graphene deposition, nor 
conducting tribological test changes the structure of surface. In each of these cases 
the height distributions of surface irregularities resemble normal ones.  

3.2 Cyanide Copper Plated Samples 

The values of surface roughness parameters have also been compared for cyanide cop-
per plated surfaces. Sample results obtained for specimens of the kind are presented in 
Fig. 4 and Fig. 5. The box-whiskers charts made for other samples and roughness pa-
rameters reveal the same tendencies, so they have not been presented. 
The results given for electrocoppered and cyanide copper plated specimens without 
graphene are similar. However, there are significant differences observed for the gra-
phene-covered samples. When samples with cyanide copper plating considered, the 
values of roughness parameters increase dramatically after performing tribological test, 
due to severe damage of the measured surfaces. In the extreme cases the graphene and 
copper coating may even be torn off, as it is shown in Fig. 6. It may be an effect of the 
specimen form deviations introduced during graphene deposition. 
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Fig. 4. Ra parameter values obtained in the research (cyanide copper plated 40H specimens) 

 

 
Fig. 5. Rz parameter values obtained in the research (cyanide copper plated 40H specimens) 
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Fig. 6. Image of the damaged surface obtained with the CCI SunStar white-light interferometer 

(field of view: 6.6 mm x 6.6 mm) 

4 Conclusion 

The research has demonstrated that graphene coatings can improve wear resistance of 
mechanical elements. However, in order to achieve these, it is necessary to use proper 
base material, as graphene cannot be deposited directly on steel surfaces. One of mate-
rials that can be used successfully is electrodeposited copper. However, a use of some 
other types of copper coatings, such as the ones of cyanide copper, may lead to exten-
sive damage of the surface.  
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Abstract. In this work we present the development of the tomographic phase 
microscopy system for 3D refractive index measurement with application for 
optical fibers and their accessories in workshop or factory conditions. The hol-
ographic projections are captured at the output of a compact shearing interfer-
ometer module with a significant shear of an object beam. The system can work 
in vertical and horizontal position. It is versatile and less sensitive to the exter-
nal conditions, maintaining similar accuracy as the conventional Mach-Zehnder 
interferometer based system.  

 

Keywords: interferometric tomography  tomographic phase microscopy  op-
tical diffraction tomography  refractive index 

1 Introduction 

With the expansion and development of the fiber optics communication and sens-
ing there appeared a big demand for accurate measurement devices for various pa-
rameters of optical fibers. One of the most crucial optical parameter is the 3D refrac-
tive index distribution. There are simple ways of determining the 1D refractive index 
profile of optical fibers [1]. It is valid only for axially-symmetrical structures like 
singlemode or multimode fibers. It is not enough for optical fibers with more complex 
internal structure such as polarization maintaining fibers or microstructured fibers and 
fiber optics accessories [2]. Recently this problem is solved by employing tomograph-
ic reconstruction to determine 3D refractive index distribution in arbitrary optical 
fibers [3-5]. Although the technology for tomographic measurements of phase mi-
croobjects is well established, it is not widely used in workshops or for quality control 
in optical fiber manufacturing process. Most of the interferometric based solutions 
provide measurements in laboratory conditions only. 

The main goal of this work was to provide a compact tomographic system for full 
tomographic investigations of 3D refractive index distributions of optical fibers in a 
workshop or factory environments. 
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2 Tomographic systems and measurement methodology 

2.1 Mach-Zehnder interferometer based tomographic system 

The first tomographic setup we had designed and used extensively [3,4] was based 
on the modified Mach-Zehnder interferometer with an accurate rotational stage  
(Fig. 1). The typically achieved accuracy of refractive index determination was 10-4, 
which was sufficient for most applications, however its biggest disadvantage was high 
sensitivity to vibrations and other environmental changes. 

 
Fig. 1. Tomographic system based on Mach-Zehnder interferometer scheme (a) and its photo 

(b); BE  beam expander, M  mirrors, BS  beam splitters, MO  microscope objectives, PZT-
M  mirror mounted on PZT drive, L  lens, IC  cuvette with immersion oil, RH  rotational 

holder, MS  measured sample, CCD  camera sensor, OB  object beam, RB  reference beam 

2.2 Shearing interferometer based tomographic system 

The most important modification of the above tomographic system was to change 
the configuration by adding the shearing interferometric module after the object. In 
the modified system (Fig. 2) the object was illuminated by a plane wavefront created 
by a collimator  the beam was radiated from an optical fiber placed at the focal 
length of a collimating lens (f = 100 mm). After passing through an object submerged 
in a cuvette with immersion liquid, the beam entered a telecentric imaging system 
composed of the microscopic objective (20x, NA 0.6) and lens (f = 200 mm), provid-
ing the magnification matched to the expected field of view (350 m) and size 

m pixel size). Next, the object beam entered compact 
Michelson interferometer. The reciprocal tilt of the mirrors M produced shear of the 
two object beams, which interfered and the interferogram was captured by the CCD 
camera. The amount of shear was significant, so that the area of the beam modified by 
a fiber interferes with the unmodified part of the beam. Similar solution was already 
implemented for biological cells investigations in holographic microscopes [6]. 

The new system was versatile and enabled to perform measurements in workshop 
conditions due to greatly improved mechanical stability. Additionally this system 
might work with two different cuvettes (Fig. 2c,d) in: vertical configuration enabling 
measurements of optical fibers without the need to cut them, and horizontal configu-
ration for investigations of fiber accessories such as optical fiber microtips [2]. 

(a) (b) 
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Fig. 2. Tomographic system based on shearing interferometry scheme (a) and its photo (b), 

also presented with the object module for vertical (c) and horizontal (d) configuration 

2.3 Tomographic measurement methodology 

Measurement methodology for tomographic reconstruction using Mach-Zehnder 
interferometer based system was already reported in [3,4]. Here, we present it with 
the modifications required for implementation of data obtained in the shearing inter-
ferometer configuration (Fig. 3). 

The set of interferograms was captured for several angular position of an optical 
fiber. The interferograms were analyzed by means of Fourier Transform algorithm. 
This solution sped up the data capture procedure and it was very efficient for work-
shop version of tomographic system. Later the was unwrapped using a 
fast two-dimensional phase-unwrapping algorithm based on sorting by reliability 
following a noncontinuous path (2D-SRNCP) [7]. 

These integrated phases might be corrupted by optical system aberrations due to in-
terference of an object wavefront with its replica at the regions in which we theoreti-
cally assumed to have an ideal plane wavefront. Therefore it was necessary to consid-
er subtraction of the integrated phase without any object in the optical path from the 
phases obtained for the sequential projections. Also background normalization algo-
rithm was used for each integrated phase image and from the finally corrected phases 
sinograms were calculated. Additional improvement of the data was achieved by ap-
plying run-out error correction, both for lateral shift and axial shift [8,9]. 

For the tomographic reconstruction of the refractive index distribution, 360 projec-
 were captured and used to create sinograms, which 

were later reconstructed by means of hybrid filtered backprojection, as reported in [8]. 
Finally, the phase difference values were scaled to the refractive index values n(x,y,z): 

02
,,

,, n
d
zyx

zyxn i
i     (1) 

where (x,y,z) is the phase difference calculated for layer zi, d is the thickness of the 
layer zi, which depends on the dimension of the  and magnification, and 
n0 is the refractive index of the immersion liquid. 

(b) (c) (a) 

(d) 
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Fig. 3. Tomographic process reconstruction scheme for shearing interferometer based setup 

2.4 Wavefront analysis 

As indicated in Section 2.3, it was necessary to measure the quality of the wave-
front W (beam without an object) entering the shearing module. This can be done 
using the shearing module present in the system. When a small shear S was intro-
duced in x and y directions [10], the two interferograms obtained sequentially provid-
ed the information about the first derivatives of the wavefront in those directions: 

nS
yorx
yxW ,     (2) 

After retrieving the first derivatives in x and y directions, the phase representing 
aberrations of the system can be determined through integration of the sum of the 
derivatives [10]. Usually, iterative least-square minimization or noniterative complex 
plane integration algorithms are used, but these methods, although fast, usually pro-
duce a boundary error [11]. Here, the finite difference method was used for numerical 
integration. It does not have the boundary error problem, but it is slower than Fourier 
Transform based methods. However, the data for the phase correction were taken 
once for the given setup, so the calculation speed should not pose a problem. 

3 Results 

The measurements of the wavefront W were performed in the shearing system by 
means of capturing x and y first derivatives of the wavefront and finally integrating 
them [10]. The procedure was performed for two cases: the system with and without 
the object cuvette with the immersion oil. The s s 
small enough to assume that interferograms represented the derivatives of wavefront, 
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but also to introduce sufficient spatial carrier fringes to allow implementation of the 
Fourier Transform method of the fringe pattern analysis. The reconstructed wave-
fronts presented in Fig. 4 are in parts of the wavelength. 

   
Fig. 4. The integrated wavefronts representing aberrations of the system without the cuvette (a), 

with a cuvette (b), and the wavefronts difference (c) 

The aberrations in the resulting wavefronts in both cases were approximately 1/20 
of the wavelength (Fig. 4a,b), which indicated good quality of the system. However in 
order to eliminate the wavefront systematic error, the phase map may be used for the 
integrated phase data correction. The aberrations introduced by the cuvette with the 
immersion oil are negligible, as can be seen in Fig. 4c. 

  
Fig. 5. Comparison of integrated phase (a) and refractive index (b) profiles together with inset 

of 2D refractive index distribution for different setups (the same scale of the size and the refrac-
tive index represented as color)  blue lines for shearing interferometer (left inset) and red lines 

for Mach-Zehnder interferometer (right inset) 

For comparison of the results obtained in the laboratory, Mach-Zehnder interfer-
ometer based setup and shearing interferometer based setup, a single-mode fiber 
G.652 was chosen. The presented results (Fig. 5) show the example integrated phase 

 
As can be clearly seen, the profiles of the refractive index for optical fiber meas-

ured in both setups are in a good agreement with each other. The only significant 
difference, specifically observed for the integrated phase values (Fig.5a), was due to 
the change of the refractive index value of the immersion oil. The outside temperature 
during both experiments was different and it caused the change of n0 = 0.0012 (see 
Eq.1). This fact indicates strong requirement to monitor the actual temperature during 
workshop measurements and provide the appropriate corrections for the final results. 

(a) (b) (c) 

(a) (b) 
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4 Conclusions 

We have developed and tested the integrated system for tomographic investigations 
of the 3D refractive index of optical fibers. The system, based on phase projections 
captured in the shearing interferometer configuration, can work both in horizontal and 
vertical directions and it is resistant to external conditions, thus enabling its applica-
tion in workshop or factory environments. The results obtained with modified system 
are comparable in quality and values to the ones obtained with the laboratory system 
working in stabilized environment. The output wavefront analysis suggests negligible 
influence of the cuvette with immersion oil on the results, however special attention 
have to be paid to monitor the temperature in which measurements are performed. 

This work was realized within the program TEAM/2011-7/7 of Foundation for 
Polish Science, co-financed from the European Regional Development Fund, also by 
statutory funds of Warsaw University of Technology and within the project financed 
by the Dean of the Faculty of Mechatronics, Warsaw University of Technology. 
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Abstract. In this paper the new approach towards 3D holographic data capture 
systems is presented. An active holocamera configurations designed for imag-
ing and characterization of engineering objects are discussed. Two designs of 
holocameras with extended imaging and measurement capabilities are present-
ed. The first one includes a spatial light modulator allowing for active forming 
of a reference beam. The second configuration is based on simultaneous captur-
ing of an object beam by 2 cameras in order to extend the captured field of 
view. The performance of those configurations is illustrated with exemplary re-
sults. 

Keywords: digital holography· holocamera · spatial light modulator· extended 
field of view 

1 Introduction 

The imaging and metrology based on the digital holography (DH) has been develop-
ing together with the development of CCD and CMOS detectors. DH allows to regis-
ter in digital form the full-field three-dimensional (3D) amplitude and phase infor-
mation of the object. Registered digital hologram can be numerically reconstructed on 
the computer or optoelectronically in the holographic display. The measured phase 
contains the information about the shape of the object under test or its deformation 
after application of load. DH as robust measurement technique offers new possibili-
ties for optical metrology especially in the material science, bioengineering or MEMS 
technology [1]. During last decade the different approaches to develop DH systems 
have been proposed [2,3]. Part of those solutions, simple opto-mechanical setups 
named holocameras, are of highest interest for mechanical elements testing. The main 
requirements for holocamera are: simple and low cost design, compact construction 
with low sensitivity to vibrations and temperature changes, robustness and portability, 
quick preparation for measurement, usage in various applications with the high quali-
ty of output data. However, due to limited size and resolution of matrix detector 
(when compared with classical holography) the angular field of view of an object is 
significantly limited. To enhance this feature in recording system the synthetic aper-
ture technique was implemented [4]. In other hand, for holographic display the multi-
SLM display designs have been proposed [5]. Such ideas can also be implemented in 
holocamera construction. This paper describes two holocamera configurations de-
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signed for characterization of engineering objects. The possible working modes and 
exemplary results are discussed. 

2 Registration and reconstruction process in DH 

The hologram is created due to the interference of the object and reference waves. 
The reference wavefront can be plane (Fig. 1a) or spherical. When the point source of 
the spherical reference wave is located in the plane of the object, then the setup is 
known as lensless Fourier holography (Fig. 1b). Another existing configurations with 
asymmetrical position of the object towards detector and the tilted reference beam 
illumination were not considered. 
 

 
Fig. 1. Configurations of the registration setups: a) Fresnel and b) Fourier holograms 

For recording of a hologram by a digital camera, the sampling theorem states, that 
every interference fringe must be recorded at least by two pixels of the camera. The 
camera registers an intensity distribution of the interference pattern I(x,y) converted 
into a two-dimensional array of discrete signals. Resulting image IDH is modified by 
the parameters of camera and both - sampling and quantization process: 
 

tyxI
y
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x
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xcomb
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yx ,,*,1,I CDH ,  (1) 

 
where C is a characteristic parameter of camera, a,b – camera resolution in x,y direc-
tion, x, y – dimension of a pixel, t – acquisition time. 
The sampling criteria and illumination wavelength  determine the acceptance angle  
for a camera sensor used in registration process:  
 

xx 2
  or 

yy 2
.     (2) 

 
This allow to calculate the maximal dimension of the object Dmax in the function of 
distance d from detector: 
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y
dDy max .             (3) 

In DH method the reconstruction of the wavefield is performed by numerical meth-
ods. The numerical reconstruction depends on the capture configuration and can be 
achieved by different methods (Fourier or Fresnel transformation, convolution ap-
proach) [4]. The amplitude and phase of an object wave can be reconstructed from a 
single hologram or from a set of holograms with phase-shifting algorithm [5]. The 
advantage of phase-shifting digital holography is that the reconstructed image is free 
from a zero-order and a conjugate image terms. 

3 Configurations of holocamera  

The laboratory version of holocamera is set on the vibration isolated table to assure 
mechanical stability. The beam radiated from the pigtailed Nd-YAG laser (  = 532 
nm) is collimated by lens (f = 100 mm). A plane wave is polarized by a polarizer P, 
adjusted by a half-wavelength plate HP and divided by a beam splitter BS into a ref-
erence and an object beam.  
 

 
Fig. 2. The scheme of holocamera with active modification of reference wavefront: (a) flat 

reference wavefront, (b) spherical reference wavefront.  

In the system presented in Fig. 2 the reference wavefront is created by reflection from 
the spatial light modulator SLM (HOLOEYE Photonics AG, model Pluto, reflective 
phase only Liquid Crystal on Silicon microdisplay resolution 1920 x 1080, 8 m pixel 
size). The use of an active SLM allows for electronic control of the phase shifting and 
active manipulation of the radius of the reference wavefront. In order to capture Fres-
nel holograms (Fig. 2a) SLM acts as a flat mirror, reflecting the incoming plane 
wavefront and introducing required phase shifts. The system can be easily trans-
formed to capture Fourier holograms (Fig. 2b) by creating a point source S. Here 
SLM is programmed to change the incoming plane wavefront into a spherical one. 
This creates very compact and versatile tool for capturing holograms of different 
types of objects. After reflections/scattering from reference and object surface both 
beams are directed to the detector (CMOS camera, Pixelink B781, resolution: 2208 x 
3000, pixel size: 3.5 m x 3.5 m). The acceptance angle  for this detector is 4.35º. 
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Fig. 3. The holocamera with two detectors: (a) schematic of system for Fresnel holography, 

(b) dimensions of sensors, (c) object with an indication of areas measured by detectors. 
 
In the system shown in Fig. 3 the plane reference wavefront is created by reflection 
from the mirror M. The M is mounted on PZT translator allowing to introduce the 
discrete displacements dm for the phase shifting technique. The interfering beams are 
registered by the module including two CMOS cameras D1, D2 (Pixelink B781) and 
polarizers P1,P2. As CMOS are board level type they can be mounted on the same 
platform with minimal distance between imager sensors of 22 mm (Fig. 3b). In fact 
D1 and D2 register the data from areas A1 and A2 with an overlap region (Fig. 3c). 
Actually the processing of captured data is performed separately. However the two 
captured individual wavefields can be used to calculate an object wavefield coherent-
ly assembled from the captured data. Reconstruction of such synthetic aperture holo-
gram will enable to measure objects with extended size. In contrast to classically cap-
tured synthetic holograms [4], the hologram does not need numerical stitching and 
can be captured in a simple setup of holocamera.  

4 Experimental results 

Figures 4 and 5 show the initial results of numerical reconstruction of the intensity 
from holograms recorded with systems described in the previous section. The recon-
structions were obtained by means of commercial software Fringe Processor. The 
first object was a coin with a diameter of 19.5 mm, which results in minimal distance 
between object and camera of 77.45 mm (see Eq. 3). In holographic camera with 
SLM (see Fig. 2a) the holograms of the object were recorded at a distance 275 mm. 
The object was fully illuminated and in the reconstruction process the image of the 
whole object was obtained (Fig. 4a). Due to the precise phase shift introduced by 
SLM the zero order has been nearly completely eliminated and a good quality image 
was obtained. In case of Fourier holography setup (see Fig. 2b) the spherical reference 
wavefront was created by introducing mod(2 ) phase distribution simulating Fresnel 
lens with a focal distance 254.56 mm. This distance was matched actively to virtually 
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place the reference source in the object plane. During the reconstruction the image of 
an object, the conjugate image and zero order beams are placed in the same plane 
(Fig. 4b). In order to properly reconstruct object intensity and phase, the object posi-
tion have to be slightly offset from the optical axis of the camera system.  
 

 
Fig. 4. The results obtained from the holocamera with SLM: intensity images of the coin recon-

structed from: (a) Fresnel hologram, and (b) Fourier hologram.  

 
Fig. 5. Results from holocamera with two detectors registered by: (a) D1, (b) D2. 

The interpretation of results is more complicated in the case of holographic camera 
with two detectors. The object under test was a metal pen cap. The intensity recon-
structions at the first photo of Fig. 5a and b show that the object is observed from 
detectors under different angles. For the reconstruction distance of 445 mm the differ-
ence of angles was equal of 7º. These angles can be modified by adjustment of dis-
tance between the cameras and by change of an object position. However, with modi-
fication of that distances the overlap region of data will be changed as well. To prove 
the system functionality in the digital holographic interferometry mode the object was 
heated by hot air from right side. The fringes visible on reconstructions at the second 
and third photo of Fig. 5a and b indicate the changes in the object shape due to heat-
ing. Observed differences in images quality of Fig. 5a and b are connected with dif-
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ferent inclination of cameras D1, D2 and polarizers P1, P2. The quality of registered 
holograms is acceptable, but for the metrological tasks need to be improved. Different 
artifacts appearing in reconstructions will be limited by better adjustment of the ratio 
between object and reference beams and elimination of unwanted reflections. The 
future works will focus on testing system settings and the development of shape and 
out-of-plane displacement measurement methodology for technical objects. 

5 Conclusions 

A new configurations of holocamera have been introduced that offer improved per-
formance and flexibility in the registration scheme. The use of an active SLM device 
that controls and modifies the reference wavefront will dramatically increase the sys-
tem utility in different imaging and metrology tasks. Future experiments with holo-
camera will prove possibility of measurements for different types of objects. The 
holocamera with two detectors can deliver a bigger hologram, what results in possibil-
ity of testing of bigger objects and increased viewing angle. After solution of the 
problem with the quality of reconstructions the algorithms that allow assembly of 
separated object wavefields will be tested. The future plan is to combine functionality 
of an active reference beam modification by SLM and multi-detector registration in 
one system of an active, multifunctional holocamera.  
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Accurate DHM method for topography characterization of 
reflective microoptics 

1, Tomasz Kozacki1 

1 Warsaw University of Technology, Institute of Micromechanics and Photonics 

8 St., 02-525 Warsaw, Poland 

Abstract: In this paper the new measurement method for topography characterization 
of reflective microoptics is presented. The proposed measurement method is based on 
digital holographic microscope (DHM) system utilizing spherical wave illumination. 
The method permits to obtain full characterization of shape parameters of high 
numerical aperture (NA) microstructures such as micromolds [1]. For numerical 
reconstruction of topography of high NA micromolds modified Spherical Local Ray 
Approximation (SLRA) algorithm has been employed. We present results of 
topography reconstruction of triangular reflective micromolds.  

Keywords: digital holographic microscopy, topography reconstruction, microoptics 

1 Introduction 
Nowadays, microlenses have a wide range of applications, for instance: in optical 

sensors, medicine and communication systems. Due to the application of focusing 
microoptics in many fields of technology, accurate control of their topography is 
extremely important. For noncontact quality control the interferometric and Digital 
Holographic Microscopy (DHM) techniques are used, because of the ability to capture 
full field phase distribution of measuring microelements. On the other hand, in many 
cases the numerical aperture (NA) of measured microobjects is larger than the NA of 
DHM system, hence the full characterization of high NA microoptics cannot be 
performed.  

In DHM configuration for quantitative measurements two different types of 
illumination are usually employed: plane wave [2-3] or spherical wave [4-6]. When the 
high NA microobject is illuminated by the normal plane wave and the measurement 
setup has insufficient NA, the total topography characterization cannot be obtained. 
Recently, new approaches with inclined plane wave have been developed [7,8], which 
theoretically permit to obtain the accurate topography of microoptics. However, to 
obtain full topography several measurements are necessary. Furthermore, the numerical 
propagation and shape merging procedures is needed for merging and conversion of 
wavefronts into the final shape [8]. Moreover, the micromolds are very demanding 
sample to measure, due to the fact that they are the objects with high frequency spatial 
phase, and there is no clear position of sharp imaging reference plane (IRP). 

To overcome the problem of insufficient NA of the optical system, we apply the 
most optimal configuration with a spherical wave illumination in Twyman-Green 
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interferometer. When the point source is placed in the center of curvature of the object 
surface, it is possible to capture the wavefront corresponding to the highest NA of 
microelement. This method permits to increase the total NA of the DHM system, due 
to spherical illumination and it allows to use an accurate non-paraxial Spherical Local 
Ray Approximation (SLRA) algorithm for shape calculation [9]. The capabilities of 
SLRA algorithm provide accurate reconstruction and characterization of focusing 
reflective microoptics with a condition of precise knowledge about location of IRP and 
point source. Calibration process presented in [9] allows obtaining accurate 
determination of IRP only in the case when investigated microelements possess highly 
distinctive substrate. However, for many microobjects (such as microelements with 
high fill factor) substrate surface is indistinguishable and inaccessible. Hence, such 
calibration method and SLRA algorithm [9] cannot be applied. 

In this paper, for the first time to the best of our knowledge, we present the 
measurement method for accurate topography characterization of reflective 
microstructures with point source object illumination. In our work we apply modified 
SLRA algorithm, which for accurate results of shape reconstruction requires accurate 
calibration of the position of the IRP and illuminating point source. In this article we 
develop method, which allows for accurate determination of the IRP position and point 
source without need for a substrate surface. Developed calibration method is based on 
the mutual control of the position of the focal point of the sample, the bottom of the 
sample and position of CCD camera.  

This work is organized as follows: Section 2 presents the experimental DHM system 
in reflective configuration with a point source illumination; Section 3 presents 
developed measurement method for obtaining parameters for topography 
reconstruction; Section 4 presents experimental results of measured triangular 
micromold.  

2 Measurement setup  

Fig. 1. presents the experimental system of DHM utilizing the Twyman-Green 
configuration. He-
linearly polarized beam. The beam is filtered by a spatial filter (SP) and collimated by 
lens (C). Then a plane wave passes through a polarizing beam splitter (PBS1) and is 
divided into an object and a reference beam. The reference beam is reflected from a 
mirror (M1) mounted on piezoelectric transducer (PZT). Then, it passes PBS1 again, 
PBS2, polarizer (P) and is captured by CCD camera. The object beam is reflected from 
mirrors M2 and M3 then passes through the microscope objective (MO1), mounted on 
a 100 mm range motorized linear stage. The application of the linear stage allows to 
accurate determination of the position of the point source illumination. The spherical 
wave is passing through the second polarizing beam splitter (PBS2) and an afocal 
imaging system consisting of a lens (S200) and a microscope objective (MO2, 
Mitutoyo, NA = 0.42, 20x). The object beam is reflected from the tested micromold 
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and comes back to the PBS2. Then, the reference beam and the object beam are 
interfering. The interferogram is acquired by the CCD camera.  

The magnification of our afocal system, which conjugates the CCD camera with 
IRP, is 22x. The CCD detector (resolution 2456 x 2058, pixel size 3.45) is mounted on 
a precise motorized linear stage, which provides accurate determination of the object 
plane. This setup can work in two configurations: with plane wave illumination and 
spherical wave illumination.  

 
Fig. 1. Optical scheme of DHM system. 

3 Measurement method  

SLRA algorithm allows to calculate topography reconstruction of microelements 
using equation [9]:  

                                                             (1) 

where coefficients: 
 the  is the location of the point source, the 

radius of the illumination wave  and . 
The transverse shift of the ray , where  is calculated from the phase of 
the hologram, which is captured on the IRP position, , where  is 
a transverse derivative of the measured phase.  

Accurate topography measurement is possible only when the position of the IRP 
and point source are known. In this Section method for calibration of these parameters 
is showed. The calibration method is based on the determination of the position of the 
sample in relation to the generated point source. Moreover the microelements with the 
highest NA can be measured when the point source coincides with the center of 
curvature of the measured surfaces. Thus the calibration method provides such 
conditions. The next steps of the calibration method are presented in the table on the 
Fig. 2.  
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Fig. 2. Steps of the calibration method of DHM system required for SLRA algorithm. 

 Step 1   acquisition of the amplitude (Fig. 3) and interference images with plane 
wave illumination. Plane wave illumination allows to obtain the sharp and clear 
edges of the measured microelements.  

 Step 2  movement of the camera until the focal point of the testing objects is 
found. In order to determine the focal point of the microobject we use the algorithm 
based on the full width at half maximum (FWHM) parameter. The image and 
cross-section is presented on Fig. 5 and Fig. 6. 

 Step 3  the point source is placed in the focal point of microobject; the microscope 
objective (MO1), which is used to generate a point source illumination, is inserted 
into the object beam. When the interference image is nulled, it means that we are 
in the focal point of the tested object. 

 Step 4  the point source is imaged at the bottom of the sample. For this purpose, 
an axial movement of the object is performed; the distance, by which the test object 
has to be moved to the position of the point source is a focal length (f). In this 
arrangement the CCD camera and IRP are conjugated in focal point of the sample. 

 Step 5  the point source is placed at the double focus (2f) distance from measured 
micromold. In this arrangement the CCD camera and IRP are conjugated in on the 
bottom of the microobject. The final amplitude (Fig. 4) and interference images 
with spherical wave illumination are acquired. 

 
Fig. 3. (a) Amplitude image of the sample illuminated by plane wave, (b) amplitude image  

of the sample illuminated by spherical wave, (c) focus point of the sample. 

544 M. Miku a and T. Kozacki



4 Experimental results 
To obtain topography reconstruction the SLRA algorithm has been used. The 

reflective triangular micromold, with  was measured. In Fig. 
7 the measurement results of high NA microobject are illustrated. Fig. 7a presents 
interference pattern, Fig. 7b the results of topography reconstruction of the sample. 
Cross-sections are presented on Fig. 7c and Fig. 7d. Maximum height of the 
reconstructed topography of the micromold is , NA 
= 0.39. According to the calibration method focal length is 24 . The obtained edge 
length varies from the value supplied by the micromold matrix manufacturer. This may 
be due to the chemical etching process of monocrystalline silicon [9].  

 
Fig. 4. (a) Interferogram, (b) topography reconstruction of the measured micromolds  

(edge length c) cross-section A-A, (d) cross-section B-B. 

5 Conclusion  

In this article, the new measurement method, based upon a DHM system in 
reflective configuration with spherical wave illumination arrangement, has been used 
to obtain topography reconstruction of reflective microstructures. Through 
configuration with spherical wave illumination the phase of the entire area of measured 
high NA microobject can be captured. We have measured and presented results of 
topography reconstruction of reflective microobject with NA up to 0.4. The 
measurements were possible due to application of developed here calibration method, 
which allows to obtain accurate position of IRP, which is crucial in obtaining accurate 
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results of topography reconstruction. Moreover the calibration method sets  
the illuminating point source in the center of curvature of the measured surface 
optimizing measurement system NA; only with such a setting it is possible to obtain 
measurement of entire topography. Presented results confirm that developed 
measurement method in DHM system and application of SLRA algorithm provide 
topography reconstruction of reflective micromolds with a very high precision.  
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Capture 
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Abstract. This paper is focused on the design, development and testing 
complex human-robotic arm interaction system. This system should offer an in-
tuitive control of the end effector of the robot arm to the operator. The designed 
solution allows to perform several main tasks, especially grasp, move and place 
objects in the working space of the manipulator. Used approach consists of 

DOF using an algorithm of inverse kinematics and performing high level com-
mands through graphical user interface. 

Keywords: manipulator control end effector motion capture robotic arm 

1 Introduction 

The main aim of this issue is to design and implement complex human-robotic arm 
interaction system. This system should offer an intuitive control of the end effector of 
the robot arm to the operator. It is assumed that the manipulator and the manipulated 
objects are in the field of view of the human operator. The designed solution allows to 
perform several main tasks, especially grasp, move and place objects in the working 
space of the manipulator. A lot of attention was also paid to the design of the graph-
ical user interface (GUI) of the control application. The GUI was redesign several 
times based on the user experience of the different human operators, with or without 
previous experiences with the control of the robotic arm.  

Using the human motion and gestures for the control of robotic arm is still in the 
forefront of the scientific research in the fields of Human-robot interaction and Ro-
bots teleoperation. Various problems have to be solved to achieve stated goal of con-
trolling the position of the end effector via tracking human motions: tracking move-
ments of the whole body or upper limbs, mapping the movements of the selected parts 
or joints of the body to the movements of the drives, detecting selected gestures to 
perform special tasks (e.g. pause of operating or emergency stop) and implement high 
level optimization of the resulting trajectory. These issues where solved in different 
ways in last few years. 

Authors of the paper [1] are focused on the design of the gesture based control sys-
tem intended for the ad-hoc robotic arm. The movement of the human arm is captured 
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in 3D space, processed and replicated by the robotic arm. In fact, only two different 
angles are calculated using the tracked positions of three joints (hand, elbow, shoul-
der) of the right hand. It means, that the robotic arm with three degrees of 
freedom (DOF) is controlled using two calculated values. The human arm has much 
more DOF, but these degrees are not fully independent. Therefore it is assumed, that 
the direct mapping of the joints to servo drives positions cannot be used for robotic 
arm with five or more DOF. The implementation of suitable method of inverse kine-
matics is inevitable. 

Such approach is shown in [2]. In this case, the human-hand movement was used 
to control the electro-hydraulic manipulator with servo drives. The human posture 
recognition is also implemented using the Kinect sensor. The necessary positions of 
joints (shoulder, elbow and hand) are used to scale and compute inverse kinematic of 
the manipulator. The analytical calculation of the inverse problem is performed, be-
cause the robotic arm has only two DOF. Authors of this paper stated that the biggest 

freeze while the recognized skeleton points 
were still changing in time. 

Entirely different approach is shown in [3]. The full-body inertial motion capture 
suit Xsens MVN is used for the design of a complex human-robot interaction system. 
The Xsens MVN suit consists of seventeen inertial motion trackers attached to the 
body capable of providing real-time full body kinematic data (position, velocity, ac-
celeration). The body center of mass and the right hand kinematic data of the operator 
are used to generate position and orientation references for the robot base and ma-
nipulator with five DOF, respectively. The left arm is employed to provide high-level 
user commands such as "Manipulator On/Off", "Base On/Off" and "Manipulator 
Pause/Resume". 

2 Used Approach 

2.1 Overall concept of the Solution 

In our approach we have focused on the design of the intuitive control system of the 
robotic arm Katana HD300s with five DOF equipped with the standard gripper. The 
robot is placed into the protective cage [4] with controllable lighting to avoid any 
injuries. The human operator should be able to use the designed solution to perform 
pick and place tasks with objects placed inside the protective cage. The Kinect sensor 
is used for tracking the position of the operator. However, in opposite to the solutions 
mentioned in the previous chapter, we do not track the whole body of the operator but 
only the palm of the hand. Therefore, it is possible to replace the low cost Kinect 
sensor with any professional vibration resistant tracker with MEMS based gyro-
scopes, e.g. Xsens MTi-100, and thus achieve higher accuracy, if required. The 
tracked position of the palm is used as an input of the calculation of the inverse kine-
matics problem. The whole concept is shown on Fig. 1 and Fig. 3. The operator stands 
in front of the protective cage equipped with the robotic arm and Kinect sensor. 
The movement of the palm should be mirrored by the end effector of the robotic arm 

548 V. Ondroušek



in the real time. It is also necessary to find appropriate way, how to process high level 
commands from the operator, e.g. open the gripper, grasp the object, pause or stop 

 

 
Fig. 1. Overall view of the designed concept 

The manipulator and Kinect sensor are connected to the control PC, which runs the 
main designed software with special graphical user interface. This software reads data 
from the sensor and controls movements of the robotic arm. Whole program is im-
plemented in the C# language. Only the low level routines, which provide control of 
five drives of the robotic arm, are implemented in C++ language. These routines are 
wrapped by the Visual C++ methods and deployed using the dynamic linked library. 
This approach allowed to develop complex solution, which uses sensory data and 
controls movements of the manipulator, in the C# language.  

2.2 The Designed Method 

The designed method reproduces movements of the operator by the robotic arm in the 
real time. This issue consists of several partial problems: 

  
 calculating desired position of the gripper 
 calculating target positions of five drives 
 processing high level commands 

The position of the palm )(kH  in the coordinate system k is obtained using the Ki-

nect sensor and standard software developing kit. The information on position is up-
dated thirty times per second. The obtained position of the operator s hand is used as 
an input for calculation of the desired position of the gripper.  denote )(

0
kH as the 

known starting position of the operators hand in the coordination system k , and )(
0

rG
as the known starting position of the gripper in the coordination system r . The posi-
tion of the operator s hand and the position of the gripper are linked together only 
once, when the operator selects the start command. All following positions of the 
gripper )(r

iG , are calculated using equation (1). 
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iH denotes new position of the operator s hand, RotXM is well known ro-
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Once the new desired position of the gripper is obtained, it is possible to calculate 
new configuration of the robotic arm. It is necessary to implement an algorithm of the 
inverse kinematics problem for positions. The iterative calculation of the numerical 
inversion of the Jacobian was selected, [5]. Joint velocities q can be obtained using 
the inversion of the Jacobian matrix J , see equation (4). Joint positions can be com-
puted by integrating velocities over time. Analytical integration can be avoid using 
numerical integration method. Once the joint positions and velocities at time kt  are 

known, the joint positions at time 1kt can be computed according equation (5).  

 evqJq )(1  (4) 

 ttqtqtq kkk )()( 1  (5) 
Consider that the initial joint position and velocity are known in the described ap-

proach. Moreover, in the numerical implementation of (5) computation of joint ve-
locities are obtained using the inverse of the Jacobian evaluated with the joint varia-
bles at the previous instant of time: 
 ttvtqJtqtq kekkk

1
1 )()(  (6) 

Using this calculation leads to the difference between the computed joint variables 
and the desired one. However, practical experience showed, that this error is negligi-
bly small against the disturbances caused by the Kinect sensor, even after a small 
number of iterations of the algorithm. 

The last resolved problem is processing of the high level commands by the opera-
tor.  position of the manipulator, 
the left hand can be used for performing special high level commands. Four different 
commands were implemented so far: open the gripper, grasp the object, pause and 
stop tracking of the  These commands are integrated into special cir-
cular menu, see Fig. 2. The graphical user interface is shown to the operator through-
out performing the manipulation tasks. The center of this menu is placed into the el-
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the time. Moreover, the size of the circle is set up dynamically according to the size of 
forearm. This solution enables using the menu by different operators standing in the 
different distances from the manipulator. It also enables moving of the operator dur-
ing the pick and place tasks. The selected high level command is performed whenever 
the operator places his hand over the colored circle, see Fig. 2c. 

 
Fig. 2. Graphical user interface of the designed software 

3 Achievements and Discussion 

The described method of the end effector control was successfully implemented and 
dozens of experiments with twelve different human operators were performed. These 
experiments proofed, that the used approach is correct and the designed method can 
be used for performing pick and place tasks by tracking only  
However, the real experiments showed several usability issues, which had to be 
solved. 

At first place, insuffi
solved applying the low pass filter to the data obtained from the Kinect sensor. Using 

freeze. However, it is necessary to use another type of tracking system, to obtain 
higher accuracy required in industrial solutions. Another problem was caused by sev-
eral operators, when they lost their concentration and put their hands down during the 
tracking. This led to the collision between the end effector and the ground. Therefore 
the working area of the manipulator was restricted by incorporating the boundary 
conditions into the numeric calculations to prevent damage of the end effector. 

hand and the position of the gripper are linked to-
gether, when the start command is performed by left hand. So that, it is necessary to 
prepare right hand into an appropriate position before selecting the start command. 
Especially untrained operators had problems with this requirement. This problem was 
solved incorporating restriction on right hand position at the start of tracking, see Fig. 
2a. The tracking is paused, when the operator selects the pause command. It is also 

reaches working envelop or another 
operator steps in front of the working one. Operator has to place his palm in the last 
known position to enable further tracking, see yellow point on Fig. 2d.  
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4 Conclusion 

The design and implementation of the complex human-robotic arm interaction system 
is discussed in this paper. Described solution 
calculating configuration of the robotic arm with five DOF and performing high level 
commands through graphical user interface. Dozens of experiments with different 
operators proofed suitability and correctness of the used approach.  

 
Fig. 3. Real-time experiment 
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3D white light interference microscope with 
specialized illumination for better sample imaging and 

observation 
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Abstract.  3D microscopes based on white light interferometry, in addition to 
great precision topography measurement of small objects, can now provide 
great sample color or grayscale imaging capabilities. In addition to topography, 
image representation of the sample allows for additional ways of feature or de-
fect characterization of the sample. A simple but very powerful additional illu-
mination source on interference microscope allows for excellent imaging espe-
cially of low reflective and diffusive surfaces. The additional illumination ena-
bles ease of use features like finding focus and location of area of interest on 
sample, which are so important in commercial products nowadays. The paper 
industry may be one area that would significantly benefit from this modification 
of the white light interferometer. 

Keywords: 
scale imaging 

1 Introduction 

3D microscopy based on white light interferometry (WLI) [1] is commonly used 
as a metrology tool for surface roughness and small-structure measurements because it 
delivers high resolution and precision topography measurements. It also comes with 
the convenience of full-field, non-contact and fast measurements. Some system modi-
fications or special algorithms for white light fringes allow also for film thickness 
measurement, through a protective cover glass or in liquid measurement, large area 
measurement via a stitching procedure, or measurement of samples in different types 
of motion.  The measured topography is conventionally presented in a color-coded 
scale; however,  true color image of the sample is ex-
pected. These images may provide additional information for the sample measurement 
like automatic defect or special area identification. This article will explain how a color 
or grayscale image can be obtained as a result of the interferometric measurement and 

tion can be improved. 
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2 3D microscope based on white light interferometry 

3D microscopes based on white light interference [1] use  specialized interfero-
metric objectives to create fringes that represent  with a nanometer 
vertical resolution under any system magnification. Fringes are collected during the 
vertical scan and then analyzed for their vertical position. Interferometric objectives 
deliver excellent 3D topography, but good quality color determination is not straight 
forward. A live image via an interferometric objective as compared to image via a 
bright field objective is obscured by the light beam from the reference mirror and cre-
ated fringes. 

The sample viewed with interferometric objective is observed in the presence of 
Aadditional background light reflected from the reference mirror and the ratio of 
sample and mirror reflectivity determine the clarity of a sample s image. For samples 

, the image clarity may 
be very poor. In Fig. 1 examples are shown of low and high reflective samples as 
observed with color camera via bright field and via interferometric objective. Fig. 2 
shows a schematic of interferometric objective. 

 

                     

 

                                                  

 

 

 

 

 

                 

 

a)                                                             b) 

Fig. 1. Live image of low reflectivity print and a high reflectivity coin as observed with 
a) 20X NA=0.4 bright field objective and b) 2X NA=0.3 interferometric Mirau objective. 
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Fig. 2. Interferometric objective  Michelson type with a beamsplitter cube  
and a reference mirror. 

3  Color imaging with white light interferometry 

In order to digitally observe a sample in its natural color, white light illumina-
tion and a color camera are needed, or a combination of (three) cameras with color 
filters (red green blue RGB or other combination) and a white light or RGB source; 
RGB illumination and a B&W camera also can be used. Some considerations need to 
be done when choosing the illumination-camera combination as different options may 
somewhat reduce the lateral or vertical system resolution, making the system more 
expensive or larger in size, or significantly slow down the measurement if, for exam-
ple, RGB illumination is sequential.  

As mentioned, interferometric objectives do not provide the same image of a 
sample as regular bright-field objectives. Thus, one method to obtain a 3D color im-
age is to do a two-scan measurement: one scan with an interferometric objective de-
livering 3D data based on finding a best focus position for each pixel, and a second 
scan with a bright-field objective during which color information is collected only at 
the previously predetermined best-focus positions and then overlaying the information 
on the 3D interferometric data.  

Because this solution requires two scans, which extends the measurement time, 
it was worth looking into obtaining a true color image of an object using only inter-
ferometric objectives [3,4,5]. There are a few issues that need to be overcome in an 
image provided using an interferometric objective: presence of fringes and sometimes 
poor colors and poor object-features visibility. First issue is that fringes present at the 
best focus obscure the sample and need to be removed by, for example, frames aver-
aging around the best focus. The second issue is that interferometric objectives intro-
duce additional background intensity from the reference mirror causing the image of 
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low reflective samples to have low saturation and low contrast colors. These two is-
sues can be dealt with by image processing, but samples such as paper, foam or shiny 
surfaces, may benefit from higher numerical aperture illumination or special illumina-
tion. 

3.1 Side illumination for imaging of low reflective and diffusive samples 

In Figure 3a is an example of a paper image as observed by a color camera with 
a 5X Michelson interferometric objective under regular illumination through the ob-
jective conditions using white light LED illumination. Due to the low reflectivity of 
the sample and the small numerical aperture of the objective, the colors and sample 
itself are difficult to see making it difficult to find focus and the area needed to be 
measured in addition to extracting color. Figure 3b shows the live image of the same 
sample but with additional side illumination. Scattered light from side illumination 
clearly brings out colors and features of sample. 

 

 

 

 

a)                                                                      b) 

Fig. 3  Live image of print as observed with 5X interferometric objective a) without and 
b) with side illumination. 

 The intensity (correctly irradiance) of each color (red green and blue: RGB) on 
the camera can be described, as a function of scanner position z, by the following 
equation: 

           (1) ,             

where represents the red, green or blue interference wavefront intensity re-
turned by the sample,  represents the red, green or blue interference wavefront 
intensity returned by the reference mirror,  is the signal modulation function 
associated with the objective and light source used by the white-light interferometer,  
is corresponding wavelength and  is phase. 
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  The value of z varies linearly with the physical separation between the sample 
and the reference mirror (i.e., scanner motion), while the phase  is introduced by the 
relative height of each sample pixel with respect to the reference plane and represents 
the  additional DC term (z) is the contribution received 
from the object as a result of side illumination.  Side illumination has been found to 
contribute advantageously to color detection based on the DC component interfero-
metric irradiance when low-reflectivity samples are involved. Side illumination is 
used in machine vision to help obtain a desired look of the sample. 

Figure 4 shows an example of a different print observation without and with side 
illumination and the final color image of the print overlaid on the measured topogra-
phy representing texture of the print.  

 

 

 

                      

a)                                                             b) 

 

 

 

 

c)                                                            d) 

Fig. 4. Paper sample a) as observed with 5X interferometric objective, b) with additional side 
illumination c) resulting height map in color coded scale, d) height map with overlaid color 
image. 

The most stunning colors are interference colors created and easily obtained 
with interference or bright-field objectives for thin (0.1-1.4 micron) film layers on 
samples. Simple sample color visualization is sufficient to determine if there is a large 
film-thickness variation across the film or just a thin film (less than 1.5 micrometers) 
present. 
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Fig. 5. Color fringe image of varying thickness thin film 

In addition to precise measurements and great image display there is also an im-
portant additional aspect of metrology tools for industrial applications: they provide a 
high level of automation that excludes manual labor for more efficient and more re-
peatable results [6].  

4  Summary 

3D microscopes based on white light interferometry can have color imaging ca-
pabilities similar to an ordinary microscope. A simple addition of side illumination 
significantly aids in observation via interferometric objective of low reflective and 
diffusive samples. Side illumination helps in finding focus and area of interest in addi-
tion to retrieval  image. Imaging of low reflective and diffusive 
samples also significantly benefits interferometric imaging with a monochrome cam-
era. Color imaging and precise surface topography measurement capabilities make 3D 
microscopes that are based on WLI a very attractive metrology tool for the paper in-
dustry. 
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Abstract. The article presents ready-to-use database containing a set of objec-
tive measures and Mean Opinion Scores (MOS) for the set of 40 video se-
quences. The format of published data enables to use a wide range of software. 
Additionally scripts for R (a programming language and software environment 
for statistical computing and graphics) are published, to use the database in that 
environment. 

Keywords: DVD-Video, modeling, R (programming language), subjective test-
ing, video quality assessment. 

1 Introduction 

Modern coding standards, widely used in the film industry for full-length movies 
distribution on optical discs, include: MPEG-2 – used in the production of DVD-
Video and Blu-ray, H.264/MPEG-4 (AVC) and SMPTE 421M (VC-1) – used in case 
of Blu-ray and MVC – for Blu-ray 3D. One of the stages of the production of such 
discs [1, 2, 3] is video coding, when the source signal is subjected to a lossy compres-
sion. Compression parameters are set up earlier, during bit budgeting [1-4] and they 
establish both the volume of the data file and the probability of compression artefacts. 
It is an important element in the process of preparing optical discs, as visual infor-
mation takes the largest part of the disc space and the visual quality is an important 
element in assessing the final product. Discs, unlike the signals transmitted live, can 
be played repeatedly, so in case of a poor quality they can be disqualified from the 
market. Therefore, preventing such failures is important both for producers and cus-
tomers. Advanced encoders, required in this process, use complex techniques of au-
tomatic selection of compression parameters [1, 4] and to improve quality, a coding 
system enables for segment-based re-encoding [1, 4, 5]. The omnipresence of these 
standards together with a big and still growing market of DVD-Video and Blu-ray 
disc implies the improvement of quality control tools, which automatically flag the 
fragments of video which probably need to be re-encoded.  

To develop an algorithm that is able to find low-quality segments in accordance 
with human visual perception, an appropriate hardware and software facilities as well 
as deep knowledge in many fields of science and technology are essential. Researcher 
taking on this task should have a set of test scenes that would be processed in a coding 
system first. Then, for a set of sequences thus obtained, mean of scores (MOS) from a 
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chosen subjective test should be calculated as well as a set of objective measures 
(metrics) characterizing the video before the compression process and after its recon-
struction. It should be noted that preparing such a set of data for modeling is compli-
cated and time-consuming. For that reason, numerous organizations and research 
centers built and published video databases, to make researches on objective quality 
assessment easier. Winkler S. [6, 7] analyzed the available video databases, that are 
publicly available, and relevant to quality assessment. Unfortunately, available data-
bases contain only test scenes in a source format (e.g. [8]), compressed video se-
quences and reference test scenes (e.g. [9]), or video sequences with MOS (e.g. [10]). 
There are no reports on the ready-to-use databases containing aggregated data for test 
sequences with objective metrics and MOS from subjective experiment. Thus authors 
decided to prepare and publish such a complete database in a general format, which 
would enable using any software tools and techniques for modeling purpose. 

2 Test scenes 

As a source material, a set of video sequences extracted from DVD-Video during 
production process and scenes published by research centers were used. Collected 
materials were processed by using measurement station in the Institute of Metrology 
and Biomedical Engineering at the Faculty of Mechatronics, Warsaw University of 
Technology (WUT). All of them were in PAL format with the standard resolution of 
720  576 pixels. When choosing material for the database its content and character 
was taken into consideration. To describe the character of the video sequences, two 
parameters SI and TI (defined in ITU Recommendations [11, 12]) were used (fig. 1). 

ITU-T P.910 [11] recommends that the calculations should be performed on a sub-
image of the video to avoid unwanted edge effects, and because the extreme edges of 
a video frame are usually invisible to CRT users. Thus the analyzed area of the frame 
was 672  528 pixels (24 pixels from each side of the frame were discarded). This 
area was used to calculate the rest of the objective measures.  

Scenes with the prefix ID come from DVD-Video production process and with src 
– from VQEG1 resources. The rest of the sequences derive from Tektronix2.  
The analysis revealed a huge variety of film material (fig. 1). In the lower left of the 
chart there are scenes with very low dynamic and low complexity of the image. In the 
right upper part of the plot there are scenes with high dynamics and a large number of 
details in the image. 

SI and TI help to choose sequences for subjective quality tests optimally, which 
enables to reduce the length of a test material. It is crucially important because of high 
costs of such experiments. To build the mentioned database, four scenes were chosen: 
ID02, ID04, ID09 and ID16, representing a wide range of TI and SI variability (fig. 
1).  

 
                                                           

1 ftp://vqeg.its.bldrdoc.gov/SDTV/VQEG_PhaseI/TestSequences/Reference/ 
2 ftp://ftp.tek.com/tv/test/streams/Element/MPEG-Video/625/ 
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Fig. 1. Characteristics of scenes collected in the library 

Scene ID02 is a part of the show and presents a musician playing a violin. Only the 
violinist’s head and shoulders are visible. The background is dark. In the final part of 
the sequence there is a frame change with a dissolve effect. This scene contains a lot 
of details and is quite static. Changes of TI(Fn) from the beginning to the frame no. 
190 are associated with the movement of the music inside the frame (fig. 2 a). From 
the frame no. 191 there are TI(Fn) fluctuations visible. This is where the dissolve 
effect starts. The effect ends with the image of a musician with a harp. TI(Fn) fluctua-
tions can be assigned to the harp strings vibrations. It can be seen that the SI(Fn) is 
also increasing in the final interval (fig. 2 b). It is associated with strings of the in-
strument gradually appearing in the foreground. The scene was named viol.  

 
Fig. 2. TI(Fn) and SI(Fn) values for consecutive frames of viol scene: a) TI(Fn), b) SI(Fn) 
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Scene ID04 is a GSM network operator advertisement. It consists of several shots. 
Players run on the pitch – it’s a rainy night, stadium lights blind the camera. Hence, 
there are a large number of details (high SI value) and a high dynamic (indicated by 
the value of TI). The scene consists of eight shots - there are peak values of TI(Fn) 
clearly visible (fig. 3 a). Each shot is more dynamic in comparison with the rest of the 
test sequences chosen (fig. 2 a and fig. 4 a). The change of shots is sometimes accom-
panied by a significant change in the amount of details in the picture. The smallest 
values of SI(Fn) can be observed in the range of frames 76 - 120 and 190 - 203 (fig. 3 
b), when a player is filmed in a medium shot. The scene was named comm. 

 
Fig. 3. TI(Fn) and SI(Fn) values for consecutive frames of comm scene: a) TI(Fn), b) SI(Fn) 

ID09 scene is a computer animation. It is full of colors wit high dynamic and the 
low number of details. It contains a large number of objects moving in various direc-
tions on a colorful background. Characteristic peaks on a TI(Fn) plot (fig. 4 a) are the 
result of straight cuts in animation – the sequence consists of five different shots. 
Shots have a similar number of details (fig. 4 b). The scene was named pold. 

 
Fig. 4. TI(Fn) and SI(Fn) values for consecutive frames of pold scene: a) TI(Fn), b) SI(Fn) 
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ground there are paintings hanging on the wall and a lampshade of a bedside lamp. 
This scene is an example of a movie with a very small number of details and a very 
low dynamic range. SI(Fn) and TI(Fn) values are almost constant (fig. 5 a, b). Some-
times this type of audiovisual material is referred to as a "talking head". The scene 
was named shot. 

 
Fig. 5. TI(Fn) and SI(Fn) values for consecutive frames of shot scene: a) TI(Fn), b) SI(Fn) 

The analysis conducted above shows, that the chosen sequences are highly diversi-
fied. It can be expected that those scenes will be prone to compression artifacts in 
different ways. The described set of four scenes was named build. 

3 Database 

3.1 Encoding parameters and calculated metrics 

Selected videos have been encoded with hardware encoder MPEG-2 (ISO-13818-
2) MP@ML. The encoding process was performed with specialized tool Encode, 
which is a part of a DVD premastering system – Sonic DVD Creator™ [4].  

The studies used single-pass encoding with constant bitrate (CBR) and the follow-
ing set of parameters for group of pictures (GOP): 13 frames long, with two B frames. 
This configuration is considered to be optimal for encoding most of the footage [4]. 

Scenes from the build set were coded with seven levels of bitrate S = {1,14; 2,0; 
3,0; 4,0; 5,0; 7,0; 9,0} Mb/s, which covers all the useful (for the chosen format) range 
of this parameter. This way authors got 28 test sequences, which were processed with 
VImaQ software [13] to get the values of metrics. Among them there are both metrics 
which use the model of human visual system (HVS) like SSIM and the simplest ones, 
which can even be calculated in real time such as PSNR. Among selected metrics, 
there are also others based on uncomplicated algorithms like MAE and metrics for 
detecting some specific types of impairments, like blurring (BLUR) or blocking arti-
facts (BLOCK). Other metrics describe the video content: its temporal (TI(Fn)) and 
spatial (SI(Fn)) features. Tab. 1 displays calculated values for extreme values of bi-
trate S for each scene. It may be noted that the ratios for individual scenes are signifi-
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cantly different from each other, and also scenes have different sensitivity to com-
pression artifacts. 

Table 1. Metrics for sequences selected from a build set  
with the lowest and the highest values of bitrate S.  

scene comm pold shot viol 
bitrate 

S (Mb/s) 1,14 9,00 1,14 9,00 1,14 9,00 1,14 9,00 

me
tric

 

AD -2,321 -2,950 -2,061 -2,175 -3,180 -2,864 -3,376 -3,764 
BLOCK 0,602 0,206 0,625 0,236 0,195 0,152 0,323 0,168 
BLUR 0,281 0,293 0,316 0,461 0,332 0,260 0,329 0,284 
MAE 10,918 6,056 7,990 4,254 3,669 3,258 7,906 5,686 
MSE 339,328 81,653 163,115 42,690 20,384 15,857 191,048 75,730 
MSSSIM 0,645 0,887 0,762 0,938 0,914 0,938 0,713 0,863 
PSNR-HVS-M 19,011 28,625 22,622 32,110 32,003 33,613 24,046 28,430 
PSNR 23,256 29,308 26,652 34,005 35,047 36,136 26,995 30,235 
SI(Fn) 73,497 95,178 49,926 44,711 33,463 34,176 51,413 74,832 
SSIM 0,556 0,795 0,746 0,916 0,872 0,881 0,742 0,859 
TI(Fn) 32,039 37,255 28,604 30,692 2,318 3,148 16,801 19,907 
MIN.TI(Fn)* 9,743 12,791 5,804 6,342 1,190 2,197 7,829 9,065 
TI** 89,925 94,111 95,112 95,986 4,624 5,485 29,789 39,694 
Q3.TI*** 34,943 40,941 34,991 37,666 2,763 3,508 21,103 24,254 
MIN.SI(Fn)* 38,270 56,876 31,138 29,921 32,192 32,912 36,149 43,867 
SI** 112,962 126,709 79,128 71,186 34,354 34,980 71,973 157,898 
Q3.SI*** 80,380 115,234 55,421 50,007 33,733 34,390 55,727 73,094 

* – value of this metric was calculated as minimum of TI(Fn) or SI(Fn) from all frames 
** – value of this metric was calculated as maximum of TI(Fn) or SI(Fn) from all frames [11] 
*** – value of this metric was calculated as upper quartile of TI(Fn) or SI(Fn) from all frames [14] 

3.2 Subjective experiment 

In order to obtain the reliable information on the quality of chosen sequences pro-
cessed with the set of encoding parameters, the DCR (Degradation Category Rating) 
method was used in accordance with ITU-T P.910 [11]. The DCR method presents 
test sequences in pairs, where the first of them is a source one and the second (pre-
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The whole experiment with each observer lasted nearly an hour and was divided 
into initial step, training session and two test sessions. At the initial step the observer 
got instructions on the plan of the experiment, the way of quality evaluation of com-
pressed video and the way lossy compression may distort a picture. In accordance 
with ITU-T P.910 Recomendation [11], the visual acuity of observers was tested with 
Snellen charts and their normal color perception was checked with Ishihara plates. A 
success in both tests qualified the observer to the rest of the experiment.  

The training session was performed to check whether observers cope with video 
quality assessment process and are able to grade the existing distortions. ID01 and 
ID23 sequences (fig. 1) were used in this part. These additional scenes were encoded 
with the same encoder settings and processed in the same way as in case of a build 
set. The only difference was that for the training sequences only six values of bitrate 
were used S = {1,5; 2,0; 2,5; 5,0; 7,0; 9,0} Mbps. This way 12 test sequences were 
obtained. Scenes were named musi and fish, and the whole set of 12 got the name 
verify. 

After the training session the final experiment was conducted. The test material 
was prepared with the use of build set. The order of sequences in each test session 
was different and there was a short break after each session. 

The group of observers which take part in the experiment, according to ITU 
Recomendations [11, 12] should consist of 4 – 40 people. The final number of ob-
servers was a compromise between costs of the time-consuming experiment and the 
acceptable confidence intervals for computed mean of scores.  

In this experiment 52 scores were obtained for each of test and training sequence. 
The observers watched the video from the distance of four the display heights (4H). In 
the experiment the 21” CRT SONY PVM-20M4E display was used. 

The following plots display mean opinion score (MOS) in a function of bitrate S 
for each sequence from the build set (fig. 6).  

All curves increase monotonically, but differ from each other in shape. The highest 
scores got the shot scene (fig. 6 c). It was characterized by the lowest TI and SI val-
ues. The lowest scores got pold scene (fig. 6 b). In general, each scene has two sec-
tions in the plot. The first (1  S  4 Mb/s) is a fast monotonic increase in quality. The 
second (S > 4 Mb/s) is the interval where the scores stabilize, which is a result in ac-
cordance with previously obtained by the authors [15,16]. 
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sented after 2-seconds break) – the same video subjected to lossy compression. After 
watching each set of two, the impairment of the second stimulus in relation to the 
reference is rated. The five-level scale for rating the impairment is used: 5 – imper-
ceptible, 4 – perceptible but not annoying, 3 – slightly annoying, 2 – annoying, 1 – 
very annoying. 



 
Fig. 6. Average scores and their confidence intervals for scenes from the build set  

3.3 Download and usage 

The WUT database with aggregated datasets build and verify and scripts are 
available for download at http://adam.mchtr.pw.edu.pl/~kloda/wut/. 
Datasets can be directly accessed from R statistical environment from this location. 
Authors also provided R scripts for described database management, which could be 
helpful for researchers in further analysis. Moreover authors provided all raw data 
from subjective experiment and computed objective metrics (displayed in Tab. 1). 
The WUT database contains the following folders: 

 datasets – aggregated data for build and verify sets with calculated av-
erages for MOS and 11 objective metrics (values of 6 metrics were calculat-
ed in different way – see comment in tab. 1),  

 scripts – set of R functions useful to manage WUT database, 
 exp_DCR – raw data from subjective experiments (test and training ses-

sions). For test session the first section of data (rows from 1 to 26) comes 
from the first repetition. Second part (rows from 27 to 52) - from second rep-
etition, 
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 metrics – collection of 11 objective metrics computed for each frames 
for all sequences used in database, 

 VQA – detailed information about all sequences used in database obtained 
by using VISUALmpeg analyser. These kind of data could be helpful for 
testing and comparison of algorithms. 

4 Conclusion 

The published WUT database includes 17 objective measures and MOS obtained 
with DCR method for 40 video sequences. It is particularly useful in case of DVD-
Video premastering process optimization involving detection of segments with visible 
compression artifacts. Conclusions and results can be generalized to other standards.  

 
Fig. 7. Correlation analyses for main metrics in the dataset build 
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Correlation analysis of the build dataset (fig. 7) presents a practical example of the 
use of the WUT database to answer the question, how to select the best explanatory 
variables that predict the assessment of observers. A strong correlation between ex-
planatory variables entering the regression equation and the dependent variable is 
expected. In that case predictor variables show more power to predict the value of the 
response variable. The same time the explanatory variables shouldn’t be highly corre-
lated with each other to not deprive each other explanatory power [17]. 
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Abstract. A movie, by its nature, is a combination of two stimuli simultaneous-
ly given: video and sound. Although multimodal perception phenomenon is 
widely known [1, 2, 3], in the area of subjective quality evaluation of com-
pressed video there is still a lack of a coherent opinion on the mutual influence 
of picture and sound on the final impression of the observer. The aim of this 
study was to perform an experiment to check the influence of sound on percep-
tual evaluation of compressed video. Results of the experiment show that both 
the presence and the type of sound simultaneously given changes the video 
quality perception. 

Keywords: lossy compression, Single Stimulus Continuous Quality Evaluation, 
multimodal perception  

1 Introduction 

As the number of digital videos which are created, saved and transmitted each day 
constantly increases and despite of a growing internet connection speed and the ca-
pacity of computer drives, lossy compression still plays an important role. Multimedia 
companies are constantly working on more efficient algorithms, which would result in 
getting the smaller files of a better quality video. To accomplish that goal, in some 
point it is necessary to assess the quality of the final product with a group of observ-
ers. There are numerous methods recommended by International Telecommunication 
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2 The experiment 

The experiment was conducted on a test station which was designed and set up in 
the Institute of Metrology and Biomedical Engineering at the Faculty of Mechatron-
ics, Warsaw University of Technology (Fig. 1). 

 

Fig. 1. The scheme of the experimental station 

The playback process is started by selecting the appropriate material from DVD-
Video. This automatically begins the process of data acquisition from the slider. A 
microprocessor responsible for synchronizing communicates with the PC via a USB 
interface. Its configuration and measurement data acquisition from the slider is per-
formed with the use of HyperTerminal application. The test material is displayed on 
the broadcasting monitor SONY.  

Four 15-seconds MPEG-2 video scenes, coded with 13-frame group of pictures 
(GOP) were prepared both in good (bitrate of 4 Mbps) and poor (bitrate of 2 Mbps) 
quality. Then each sequence was presented to the human audience in three versions – 
without sound, with pleasant sound and annoying sound. The accompanying sounds 
were chosen by sound engineering specialists relying on the effects described in [8, 
9], (Tab. 1).  

The experiment was conducted in accordance with Single Stimulus Continuous 
Quality Evaluation method recommended by International Telecommunication Union 
[10]. A group of 15 people participated in tests. Every configuration was displayed 
twice, in random sequence. Data acquisition was carried out with a frequency of 5 Hz. 
The data obtained was processed with dedicated software created in C++. 
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Union (ITU), which explain in details the way of planning and conducting the exper-
iment. Despite those methods are broadly used, there is still a question if the video 
should be evaluated with or without a sound. There have been many studies on the 
effects of sound on the assessment of image quality, but they approach the issue in 
different ways and produce different conclusions [4, 5, 6, 7]. Hence the authors decid-
ed to perform an experiment to check the actual influence of sound on the perceived 
quality of compressed video in subjective methods.  



Table 1. Sequences chosen to build the test material with two types of the acompanying sound 
(pleasant and annoying):   a) bbc3 b) mobl c) cact d) susie 

 Scene Pleasant sound Annoying 

sound 

a) 

 

G. Rossini wind quartet in 
F major - Theme & varia-
tions 

white noise 

b) 

 

Tomohito Nishiura „Puz-
zle” 

crying baby 

c) 

 

W. A. Mozart Concerto for 
Flute and Harp in C major, 
II. Andantino 

buzz at the 
festival 

d) 

 

Norah Jones „Painter song” annoying 
alien buzzer 
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3 Results 

The first observation was that in general the global mean of scores for 4 Mbps was 
higher than for 2 Mbps (54, 3 vs. 40,7), which is obvious in case of chosen values and 
the format of the video. Besides the lowest mean of all grades given characterized the 
scene ‘mobl’ (42, 0) and ‘bbc3’ (44,7), which were the most prone to compression 
artifacts due to the great amount of details and the high dynamic of the scene. The 
‘cact’ scene (global mean of 49,6) used to get scores close to the easiest to decode – 
‘susi’(global mean of 53,8), which was in accordance with the results obtained previ-
ously [11]. Fig. 1 and Fig. 2 display the mean of scores given to each scene with all 
three combinations of sound.  
 

 
 

Fig. 2. Mean of scores for a set of four video sequences coded with the bitrate of 2 Mbps with 
three combinations of sound 
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Fig. 3. Mean of scores for a set of four video sequences coded with the bitrate of 4 Mbps with 
three combinations of sound 

In order to check whether there is a statistically significant difference between the 
average score of videos according to the scene and the type of audio, two-way analy-
sis of variance was performed. Separate analyzes were performed for two values of a 
binary stream 2 Mbps and 4 Mbps. The factors were: the video sequence and type of 
the accompanying audio. For both analyzes (significance level  = 0,05) p-value is: 
0,075 for 2 Mbps and 0,084 for 4 Mbps, which means that there was no significant 
influence of the sound on the mean score.  

Then, a two factorial analysis of variance of all data (for both bitrates taken togeth-
er) was performed. In this case, the p – value is 0,016 (  = 0,05), which proves the 
influence of the sound on the mean score. Significant differences between the results 
of the analysis result from the different number of data (which is twice as high as in 
the case of the analysis for bitrates analyzed separately). 

 In the next step the two-way analysis of variance, where the factors are the bitrate 
and the sound was carried out. In this case, the influence of sound has also proved to 
be significant (p – value is 0,011;  = 0,05). 

Additionally the three-way analysis of variance for such factors as: the video se-
quence, the bitrate and the sound was performed. It showed the significance of all 
three factors. For the sound the p-value is 0,007 (  = 0,05),  which shows it is strongly 
significant. However, no significant interaction of sound with the video sequence or 
with the bitrate was shown. 
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4 Conclusions 

Results of the experiment show that both the presence and the type of sound simulta-
neously given changes the video quality perception. Therefore, in the area of subjec-
tive quality evaluation of compressed video, sound should be considered as an addi-
tional factor, which has an influence on the measurement.  
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Abstract. A novel 3D Wiimote localization scheme with no channel constraints 
has been proposed for smart living or computer animation applications. This 
scheme utilizes two Wiimotes for performing stereo range finding and an Ar-
duino-based IR LED switching for breaking the constraint on available chan-
nels. By controlling the switching of IR LED units sequentially, the equivalent 
available channels can be extended with a trade off in system bandwidth.  This 
Wiimote-based 3D localization system can detect more IR LEDs than the num-
ber of original channels and each IR LED can be identified correctly even if it 
passes through a shelter. A testing system is also setup for evaluating the per-
formance on the 3D localization and IR LED switching control. The prelimi-
nary results indicate that the position of IR LEDs can be accurately detected and 
the system can identify IR LEDs without channel constraints. This novel locali-
zation system is expected to have a great potential on applications such as mo-
bile robots monitoring or human motion capture for animations. 

Keywords: Wiimote, 3D localization, Arduino-based IR LED control 

1 Introduction 

Position sensing is critical for indoor mobile robot navigation [1]. With accurate 
positioning information, navigation, control, coordinated motion, and task planning 
can be realized. Typical localization techniques, such as inertial navigations [2], ultra-
sonics [3], and vision [4], have been used.  However, due to integrated consideration 
in terms of cost, resolution, and signal reliability, a flawless positioning technique has 
not yet been achieved. IR localization is another possible choice [5]. Particularly, IR-
based Wiimotes have been proposed for many applications beyond its original TV 
game design [6]. Due to simple relationship between the displayed pixel and the sens-
ing distance, it has been used as an alternative choice for indoor localization sensors. 
In our previous studies, Gu and Chen utilized Wiimotes to develop an accurate 2D 
localization system for indoor mobile robot control [6]. Fu and Chen proposed a 
Wiimote 2D localization system with a controllable IR LED array [7]. By the con-
trolled input of the IR LED array, it is possible to extend the sensing area to cover the 
entire living space and the target can be identified correctly.  
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Recently, 3D indoor localization becomes important for robot control and for com-
puter animation applications.  In this work, based on our previous experiences in 2D 
localization, the 3D Wiimote localization technique is proposed and validated. The 
system utilizes two parallel Wiimotes for performing stereo range finding. However, 
Wiimote has a constraint on the number of detectable IR LEDs and this considerably 
restricts the usage of the scheme. Therefore, similar to the method proposed earlier 
[7], this work develops a novel IR LED switching technique to extend the detectable 
IR LEDs from four to virtually no limit. By such an effort, the proposed scheme 
should be useful in applications such as mobile robots monitoring or motion captures. 

2 Wiimote 3D Localization System 

As shown in Fig. 1(a), Wiimote is originally designed for TV games. It contains 
Bluetooth communication and a built-in CMOS image sensor (i.e., Wiimote camera), 
which is able to detect up to four IR LEDs with visual angles of approximately 45  
(X) and 35  (Y) to form a sensing zone with a resolution of 1024  pixels. It also 
has tracking ability with a sampling rate of 100 Hz. Fig. 1(b) shows the concept of the 
Wiimote 3D localization scheme. When the IR LED is in the overlapped zone, both 
Wiimotes detect the pixel coordinate of the IR LED and then transmit it to computer 
for calculating the position of the IR LED. Specifically, the goal is to find the position 
of the IR LED (i.e., DX, DY, and DZ) from the readout of these Wiimotes. Here, we 
define the central position of the front end of two Wiimotes for the origin of coordi-
nate. The distance between Wiimotes (DW) also needs to be determined in advance. A 
DW of 10 cm is chosen for the subsequent development. From Fig. 2, it can be seen 
that these two Wiimotes and the IR LED form a triangle. By calculating the three side 
lengths and the angles, the horizontal position (DX), vertical position (DY), as well as 
the distance between Wiimotes and the IR LED (DZ), can be determined.  

      11 cos
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X L

D
D                                     (1) 
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As shown in Fig. 3, based on the detected pixel coordinate (X, Y) of the IR LED 
and the geometric setting, it is possible to calculate the visual angles WX1, WX2, and 

WY from geometry as 
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where (X1, Y1) and (X2, Y2) are the pixel coordinates detected by the Wiimotes. Re-
ferring to Fig. 3, it can obtain that 5.6711 WXX , 5.6722 WXX , and 

WYY . Once X1, X2, and Y are calculated and substituted into Eq.1 to Eq.4, it is 
able to determine the position of the IR LED (i.e., DX, DY, and DZ). 

    
Fig. 1 (a) The Nintendo Wiimote and (b) the schematic plot of the 3D localization scheme 

 
Fig. 2 The coordinated relation between Wiimotes and IR LED (a) top view (b) side view 

 
Fig. 3 Geometric relationship between pixel coordinate and visual angles 

3 IR LED Switching Technique 

Here we develop IR LED switching technique to extend the number of the detecta-
ble IR LEDs from 4. Fig. 4(a) shows the schematic concept of the technique. An Ar-
duino is used for rapidly switching the IR LED units. With sufficient switching speed, 
all LEDs can be treated as being simultaneously detected by the Wiimote. Fig. 4(b) 
shows the original condition of the Bluetooth channel occupation during localization. 
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Each channel can only detect one IR LED at one time and four IR LEDs in total for a 
single Wiimote.  On the other hand, by carefully controlling the switching sequence, 
each channel can detect two IR LEDs and all 8 IR LEDs can be detected in this case. 
The number can be further extended with a trade off on the equivalent bandwidth. 

Meanwhile, for LEDs in the same IR LED unit, how to keep the same channel 
alignments in each time is also a problem. To keep the desired sequence, we also 
control the switches for these LEDs in the same unit. Consequently, these IR LEDs 
will sequentially enter the sensing zone and the channels are aligned correctly in each 
sampling. This action also avoids misalignment when the IR LEDs pass through a 
shelter, which cause temporary vanishing of the IR LEDs.  Fig. 5 shows the schemat-
ics of IR LED switching sequence with two IR LED units. To keep the desired se-
quence for the same IR LED unit, we need to find both of the time interval, TON (al-
lowing IR LEDs being identified), and TOFF (providing sufficient reset time for re-
cording the next IR LED unit), correctly. 

 
Fig. 4 Schematic of IR LED switching scheme (a) setup and (b) channel sequencing 

 
Fig. 5 Schematic plot of IR LED switching time interval 

4 System Integration and Experiments 

Here we integrate the 3D localization scheme with the switching technique to show 
the feasibility of detecting more IR LEDs in the localization task. First, we utilize two 
Wiimotes to monitor an IR LED for examining the feasibility of the 3D localization 
scheme. Experimental setup for evaluating the performance is shown in Fig. 6(a). 
Two Wiimotes are placed to monitor the motion of an IR LED mounted on a two-axis 
servo motor, which is programmed to perform 2D motions with various paths and 
speeds.  It is possible to compare the paths localized by Wiimote versus their actual 
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moving paths. Fig. 6(b) shows the results with speeds of 10cm/s and 20cm/s in a saw 
tooth path. The maximum position errors in X and Z directions are 0.37cm and 

4cm, respectively. They correspond to only 3.7% and 3.3% of the nominal distance. 
This demonstrates the ability of the 3D localization scheme in object tracking. How-
ever, we also found that the positioning errors in Z direction become larger as the 
sensing distance farther increases and this is due to larger pixel length in larger Z. 

Meanwhile, experimental setup for evaluating the IR LED switching performance 
is shown in Fig. 7(a). We utilize two Wiimotes to detect the two IR LED units (4 
LEDs/unit) and to find the relationship between switching rate and data integrity. 
Suitable TON and TOFF must be determined for keeping correct channel sequence. By 
extensive testing, as shown in Fig. 7(b), TON and TOFF are determined as 5 ms and 13 
ms and the equivalent bandwidth is restricted by these two parameters. In this case, 
the switching rate is approximately 16Hz. The time interval between each sampling is 
approximately 62ms. Half of the interval is due to Bluetooth communication. For two 
units, the sampling frequency of each unit is cut by a factor of 2 (i.e., 8Hz). We are 
currently improving the switching technique to enhance the bandwidth by both hard-
ware and software approaches. 

Experimental setup of Wiimote 3D localization with two IR LED units is shown in 
Fig. 8(a) with a 16Hz switching rate. Two Wiimotes are mounted on the motor to 
monitor the motion relative to the two IRLED units (4 LEDs/unit). The motor is pro-
grammed to perform rectangular looping. Fig. 8(b) shows the result with speed of 
20cm/s and the relative trajectory of these two units can be monitored excellently. 
However, if we use a TON and TOFF pair of 5ms and 8ms, the channel sequence could 
be wrong and mistaken locations will be reported (shown in Fig. 8(c)).  

 
Fig. 6 (a) The experimental setup for 3D localization and (b) results for a saw tooth path 

 
Fig. 7 (a) The setup for IR LED switching and (b) the experimental result for TON and TOFF 
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Fig. 8 (a) The experimental setup for Wiimote 3D localization (b) results with perfect chan-

nel integrity and (c) poor channel integrity due to unsuitable TOFF. 

5 Conclusion 

A novel 3D Wiimote localization scheme with no channel constraints is proposed 
for smart living or computer animation applications. We develop the Wiimote 3D 
localization system and IR LED switching technique for 3D positioning and breaking 
the channel constraints. A testing system is setup for evaluating the performance on 
the 3D localization and IR LED switching. The preliminary results indicate that the 
position of IR LEDs can be accurately detected and the system can identify IR LEDs 
without channel constraints. This simple but effective 3D localization scheme is ex-
pected to have potential on applications such as robots monitoring or motion captures. 
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Comparative Analysis of Posture Controllers  
for Tracking Control of a Four-Wheeled Skid-Steered 

Mobile Robot  Part 1. Theoretical Considerations. 
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Abstract. The paper is concerned with the problem of trajectory tracking con-
trol of a four-wheeled PIAP GRANITE mobile robot. All wheels of the robot 
are non-steered and the servomotors are used for driving the robot. Kinematic 
structure of the robot and its kinematics are described. Structure of robot motion 
control system containing posture controller and drive controller is presented. 
Various solutions of the posture controller which allow realization of tracking 
control are discussed. Because of limitations of the analyzed solutions their 
modifications are proposed. Methodology of posture controller tuning is pro-
posed. According to it the controller parameters for particular solutions are de-
termined from conditions for maximum velocities of robot motion and maxi-
mum posture errors. 

Keywords: wheeled mobile robot, tracking control, posture controller, drive 
controller, controller tuning. 

1 Introduction 

Tracking control, which is the kind of control where chosen point of a robot has to 
move on certain desired motion trajectory, belongs to important problems of control 
theory and robotics. From the point of view of synthesis of control systems, wheeled 
mobile robots can be divided in two groups: robots for which in typical operating 
conditions there is almost no wheel sliding on the ground during motion, and robots 
with all wheels non-steered for which wheel sliding is an inherent feature of motion 
(skid-steered robots). 

Robots with steered or caster wheels belong to the first group. They are usually in-
tended for use inside buildings (indoor robots). An example of such a design is the 
popular Pioneer 2-DX robot shown in Fig. 1a. Robots of this kind usually move with 
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minor wheel slips, so their tracking control often takes place based on wheel control 
only. This approach was applied to the Pioneer 2DX robot in the work [3]. 

 

 
Fig. 1. Examples of wheeled mobile robots: a  Pioneer 2-DX, b  IBIS [17] 

The second group is comprised of robots with all wheels non-steered. Usually ro-
bots like that are intended for use in open terrain (outdoor robots). Example of this 
kind of design is the IBIS robot shown in Fig. 1b [17], developed by the Industrial 
Research Institute for Automation and Measurements PIAP. In case of this kind of 
robots, wheel slip is inherent property of their motion and occurs especially during 
robot turning thus having significant influence on its motion. For this reason, control of 
this kind of robots cannot be done based only on wheel control, which was also pointed 
out in the work [14] dedicated to dynamics of this class of robots. Knowledge of actual 
robot motion parameters and control based on those known parameters are necessary. 

In the present article the problem of trajectory tracking control of a four-wheeled 
mobile robot with non-steered wheels using posture controller is considered. By robot 
posture its position and course are meant. Therefore, the task of this kind of controller 
is determination of robot motion velocities so as to minimize position and course 
errors, that is the robot posture errors. 

As far as mobile robot posture controllers are concerned, the following solutions 
are usually used: back-stepping method [6], [7], sliding mode method [9] or switching 
control approach [13], robust control [10], adaptive control [12], using artificial neu-
ral networks [1] or fuzzy logic [8] and various hybrid strategies.  

Stability of the control systems is usually studied using Lyapunov method whose ad-
vantage is that as one of few methods it can be applied in case of non-linear systems. 

Within the present work, selected existing position and course (posture) controller 
solutions are analyzed and their modifications aimed at removing certain limitations 
are proposed. Additionally, methodology of controller tuning for each solution is 
proposed for assumed robot boundary velocities and maximum posture errors. 

2 Four-Wheeled Skid-Steered Mobile Robot 

The object of the research is a small four-wheeled mobile robot called PIAP GRANITE 
(Ground Robot for ANalyzes of wheels Interaction with various TErrain). The robot has 
all wheels driven independently by DC servomotors with gear units and encoders. 
A visualization of the robot is shown in Fig. 2a, and its kinematic structure is present-
ed in Fig. 2b.  

a) b) 
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Fig. 2. Four-wheeled mobile robot: a  visualization of the robot,  

b  kinematic structure of the robot 

It is possible to distinguish the following main components of the robot: 0  body 
with frame for installation of the research equipment, 1-4  wheels with toothed belt 
pulleys, 5-6  toothed belts. 

The drive transmission in each drive unit can be decoupled which permits obtain-
ing the following three configurations of the robot chassis: 

 driving of front or rear wheels only, 
 driving of front or rear wheels and transmission of the drive to the remaining 

wheels using the toothed belts, 
 independent driving of all wheels. 

The following designations for the ith wheel have been introduced in the robot 
model: Ai  geometrical center, ri  i  rotation angle (i = {1, ..., 4}). 

The robot is equipped with: 
 a laptop computer for control and data acquisition purposes, 
 iNEMO sensors module with 3-axis MEMS accelerometer, gyro and magnetometer 

for determination of motion parameters of the robot [15],  
 a GNSS receiver and antenna for robot navigation [11], 
 a 2D laser scanner for localization in known environment [4], 
 bumper switches for obstacles detection by means of direct contact, 
 router and USB modem for Internet connection, 
 video cameras and lights for robot teleoperation. 

The robot drives are DC servomechanisms. The mechanical power from the motor 
is transmitted to the axle of the wheel by means of the gear unit, which is illustrated in 
Fig. 3.  

It is assumed that configuration of the robot with independent driving of all 4 
wheels is analyzed in this paper.  

 

a) b) 
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Fig. 3. Schematic diagram of the robot drive unit and wheel 

3 Robot Kinematics 

It is assumed that robot motion is realized in Oxy plane of the fixed coordinate system 
{O}. The moving coordinate system, considered as rigidly connected to the robot, is 
denoted with symbol {R}. Position and orientation of the mobile platform are described 
by the vector of generalized coordinates: 

 

T
z

O
R

O
R

OO yx ],,[ 0q , (1) 

where: OxR, OyR are coordinates of point R belonging to the mobile platform, and O
0z 

denotes angle of spin of mobile platform about z axis with respect to fixed coor-
dinate system {O}, which is also named the course angle.  

In turn, vectors of generalized velocities respectively in {O} and {R} coordinate 
systems can be written as: 

 
T

z
O

R
O

R
OO yx 0,,q , 

T
z

R
Ry

R
Rx

RR vv 0,,q , (2) 

where: ,R
O

Rx
O xv  ,R

O
Ry

O yv  .00 z
O

z
O  

Those two vectors satisfy the relationship: 

 qJq RROO , (3) 

where matrix OJR has the following form: 

 100
0cossin
0sincos

00

00

z
O

z
O

z
O

z
O

RO J . (4) 

If one makes assumption that 0Ry
Rv  and motion is realized in Oxy plane then vec-

tor of generalized velocities qO  can be defined on the basis of kinematic equations of 
motion in the form:  
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where vector Rv = [ Rx
Rv , z

R
0 ]T contains respectively component of velocity of the 

point R of the robot on the x direction of {R} coordinate system and yaw rate of the 
mobile platform. 

In case of plane motion of the mobile platform, velocity of the point R depends on an-
gular velocity z

R
0  and radius of curvature Rz of the path according to the formula: 

 zz
R

R
R Rv 0 , (6) 

where R
Rv  is the velocity of the point R motion with respect to the stationary coordi-

nate system {O}, expressed in the coordinates of the reference frame{R} associated 
with the robot. 

In addition, in a general case the acceleration vector R
R a  of the point R, expressed 

in the robot coordinate system {R}, has both tangential and normal components, that 
is, the following dependencies are valid: 

 Rn
R

R
R

R
R aaa    =>   Rn

R
R

R
R

R aaa , (7) 

where R
R a  and Rn

R a  denote respectively vectors of tangential and normal accelera-
tions of the point R.  

Thus, for determination of velocity components of the point R, based on the known 
acceleration vector R

R a , the following equations resulting from projecting acceleration 
vectors on axes of {R} coordinate system should be used: 

 z
R

Ry
R

Rx
R

Rx
R vav 0 ,   z

R
Rx

R
Ry

R
Ry

R vav 0 . (8) 

Moreover, projections of velocity of the point Ai, which is the center of the i-th 
wheel, on Rx and Ry axes of {R} coordinate system depend on angular velocity of spin 
of the wheel i and the velocity of slip, that is, the following equations are satisfied: 

 Six
R

iiAix
R vrv , Siy

R
Aiy

R vv , (9) 

where Six
Rv , Siy

Rv  are components of slip velocity, that is, velocity of motion of points 
of wheel which are in contact with the ground with respect to the ground.  

Coordinates of the instantaneous center of rotation C (Fig. 2b) can be calculated 
from dependencies: 

 z
R

Ry
R

B
R

C
R vxx 0 ,   z

R
Rx

R
C

R vy 0 . (10) 

Comparative Analysis of Posture Controllers for Tracking Control … 587



4 Posture Controller 

4.1 Desired motion and errors 

In the control of posture of the robot, one assumes that motion of the robot is realized 
based on the desired vector of its posture (i.e. position and course), which has the form: 

 T
zd

O
Rd

O
Rd

O
d

O yx 0,,q , (11) 

where: OxRd, OyRd  desired coordinates of characteristic point R of the robot in the 
{O} coordinate system in (m), O

0zd d  desired course of the mobile platform with 
respect to z-axis of {O} coordinate system in (rad). 

Desired trajectory of robot motion can be also represented in the form of vector of 
desired generalized velocities 

T
zd

O
Rd

O
d

O v ],[ 0v ,  which corresponds to the vector of 

desired generalized coordinates d
O q , where: OvRd, O

0d = zd
O

0   respectively desired 
linear velocity of the characteristic point R of the robot in (m/s) and desired angular 
velocity of its mobile platform in (rad/s), in the stationary coordinate system {O}.  

Moreover, it is assumed that OvRd = Rd
Rv  = Rxd

Rv  and zd
R

zd
O

00 , that is as a re-
sult of the fact that the robot moves on a horizontal plane, values of the linear velocity 
and angular yaw velocity are independent of the chosen reference frame and that the 
lateral component of the desired linear velocity vector 0Ryd

Rv . 

In order to define the problem of tracking control, let us define desired parameters 
of motion of the robot in the form of equation: 

 .
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In the problem of tracking control one should determine vector of control of posi-
tion and course of the robot us = [Rvs, R s]T , such that O Oqd  for t .  

The errors of robot position and course in the coordinate system associated with 
the robot {R} and in the stationary system {O} can be determined from the relation-
ship: 
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where O
R

L
R

F
R eee ,,  are respectively longitudinal position error in (m), lateral posi-

tion error in (m), and course error in (rad). 
In Fig. 4, desired and actual postures and robot posture errors are illustrated. 
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Fig. 4. Desired and actual postures and errors of posture of a robot 

Vector of robot velocity errors is defined after [2], [7], [9] and [16] in the form: 
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Moreover, it is assumed that OvR = R
Rv   Rx

Rv , that is motion in the Ry axis direc-

tion with velocity Ry
Rv  can occur, but || Ry

Rv || Rx
Rv . 

In turn, the distance of the characteristic point R of the robot from the desired posi-
tion of this point is described by the relationship: 

 2222|||||||| L
R

F
R

Ry
O

Rx
O

R
R

R
O

R eeeeed ee , (15) 

where OeR = [OeRx, OeRy]T, ReR = [ReF, ReL]T. 
It should be noted that because of kinematic constraints: z

O
0  = zmin0 = 0 for 

|OvR| = vRmax and OvR = vRmin = 0 for | z
O

0 | = zmax0 . 

4.2 Structure of analyzed control system 

A schematic diagram of the robot tracking control system containing posture control-
ler is shown in Fig. 5. 
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Fig. 5. Schematic diagram of control system of robot motion 

The following blocks are distinguished in the diagram: 

 Desired posture of a robot  responsible for generation of a vector of desired gen-
eralized coordinates T

zd
O

Rd
O

Rd
O

d
O yx ],,[ 0q  and corresponding vector of de-

sired generalized velocities 
T

zd
O

Rd
O

d
O v ],[ 0v . 

 Posture controller  on the basis of desired and actual vectors of generalized coor-
dinates, i.e., vectors T

zd
O

Rd
O

Rd
O

d
O yx ],,[ 0q  and T

z
O

R
O

R
OO yx ],,[ 0q  respec-

tively, it determines control signals us = [ s
Rv , s

R ]T, using one of the solutions 
discussed below. 

 Drive controller  determines a vector of control signals for motors of driven 
wheels u = [ul, ur]T

 
on the basis of vector of control signals from posture controller. 

 Mobile robot  dynamics model, including the drive model, of the investigated 
skid-steered four-wheeled PIAP GRANITE mobile robot with measurement and 
control equipment described in section 2. 

The control signal vector us = [ s
Rv , s

R ]T contains generalized velocities of motion 
of the mobile platform expressed in the robot coordinate system {R}, that is, linear 
velocity of characteristic point R in (m/s) and angular velocity of the mobile platform in 
(rad/s), which minimize posture errors. In a sense, it is a modification of the desired 
generalized velocities vector as a result of the occurrence of posture errors.  

4.3 Velocity limits for posture controllers 

It is assumed that each posture controller should generate maximum velocities respec-
tively equal to vsmax = max r / 2, and smax = vsmax / W. The assumed velocity vsmax corre-
sponds to half of the maximum velocity of longitudinal motion of the robot, which in 
the analyzed case is equal to vRmax = 1.525 m/s. As far as zmax0  and smax are concerned, 
in the case when the wheel slips were absent during robot turning, it would be possible 
to assume zmax0  = 2 vRmax / W and smax = 2 vsmax / W.  

Maximum angular velocity of turning of the robot is chosen on assumption that 
longitudinal slips of wheels can be as high as 50%, which follows from the fact that in 
the analyzed case robot wheels are not steered. The chosen maximum velocities vsmax 
and smax generated by the controller guarantee possibility of realization of those ve-
locities for their arbitrary combination, which is illustrated in Fig. 6, on assumption 

Oqd Desired 
posture and 

velocity 
of a robot 

 

Drive  
controller 

 
Mobile 
robot 

 

Posture 
controller 

us 

Oq 

u 

Ovd 

 

Posture 
errors 

Rqe 

M. Trojnacki et al.590



that zmax0  = max r / W (rad/s). In other words, in the "velocity space" is included "con-
trol space", in which in turn should be included the "space of desired trajectory of robot 
motion". 
 

 
 

 
 

Fig. 6. Boundary velocities resulting from robot kinematic constraints and boundary velocities 
limiting the control signals of the posture controller 

In the process of designing a posture controller, it is also necessary to make deci-
sions as to the following questions: 

 Is the robot body allowed to go backwards, that is, if the OvRd and Rvs velocities can 
have negative values? 

 Are the robot wheels allowed to rotate both forwards and backwards, that is if the 
angular velocities i  can have negative values? 

Answers to those questions have important influence on the chosen law of control. 
For instance, if the robot cannot move backwards, the sat(Rvs, 0, vsmax) function 

should be introduced for the Rvs velocity which additionally bounds the "control 
space", and if it can, then sat(Rvs, vsmax, vsmax). 

By analogy, in case of control of the angular velocities of spin of wheels, the sat() 
function with appropriate limits should be introduced. 

4.4 Selected solutions of posture controllers 

In the present work the selected solutions of posture controller are considered and 
their modifications aimed at solving problems occurring in case of nonzero initial and 
final errors and in case of errors associated with large course error are proposed.  

Finite values of errors of longitudinal position, lateral position and course are as-
sumed. Also it is assumed that the course error is in the range of . 

),( s smaxmax v  ),( s smaxmax v  

),( s smaxmax v  ),( s smaxmax v  

      control space 

      velocity space 

m/s 

rad/s 

),( 0 Rminzmax v  ),( 0 Rminzmax v  
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Solution no. 1 
The control signal of posture controller can be determined based on the following 
relationship [7]: 
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where: kF (s 1), kL (m 2), kO (m 1)  chosen positive parameters.  
For the values of the above parameters of the controller, authors of the work [7] pro-

pose the following relations: 

 )2/( LO kk    and   LRd
O kv  (17) 

and condition for critical damping (i.e. for  = 1) in the following form: 

 LO kk 2 . (18) 

They suggest choice of gains kL and kO for critical damping, because the convergence 
is the fastest under non-oscillatory condition. In turn, in case of the  parameter, alt-
hough its larger value makes convergence faster, too large a-
tional velocity from the robot. 

The proposed control law of posture controller can be modified in a certain way, so 
as to enforce robot stopping when the desired OvRd velocity is equal to zero despite the 
ReF error being different than zero. 

To this end the following formula can be used: 
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in which the expression |sgn(OvRd)| was added to enforce robot stopping. 
It can be noticed that in case of occurrence of the course error with the absolute value 

larger than /2 rad, the proposed controller will misbehave, because in this case the 
sin(ReO) function returns value of opposite sign with respect to ReO which results in robot 
turning in wrong direction and further increase of the course error. Therefore, instead of 
the sin(ReO) function, for instance the sin(ka ReO) with positive nondimensional parame-
ter 0 < ka kb ReO) with kb > 0 parameter can be introduced. In the latter 
case, in particular kb = 1 can be chosen, which will remove the mentioned problem. 

Similarly, for the course error of absolute value greater than /2 and smaller than , 
the cos(ReO) function will return a negative value, thus changing the sign of the desired 
velocity Rvs, so it can be replaced for instance by cos(ka ReO) or sech(kb ReO) = 1/cosh(kb 
ReO) functions. 

To sum up, the control vector of the posture controller can be calculated from the 
relationship: 
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where: )cos( O
R

av ekf  or )sech( O
R

bv ekf , and )sin( O
R

a ekf  or )tanh( O
R

b ekf . 

In Fig. 7 plots of particular fv(ReO) and f (ReO) functions are compared for ka = 0.5 and 
kb = 1. In the further considerations )sech( O

R
bv ekf  and )tanh( O

R
b ekf  are as-

sumed. 
 
a) b) 
 

-3 -2 -1 0 1 2 3
-1

-0.8

-0.6

-0.4

-0.2

0

0.2

0.4

0.6

0.8

1

 
-3 -2 -1 0 1 2 3

-1

-0.8

-0.6

-0.4

-0.2

0

0.2

0.4

0.6

0.8

1

 
Fig. 7. Comparison of plots of various functions: a  fv(ReO), b  f (ReO) 

Solution no. 2  
In the work [2] the control law for posture controller is proposed in the form: 
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where kF (s 1), k  > 0 (s 1), 0 < a < 1 ( )  chosen positive parameters. 
As far as the k  parameter is concerned, authors of the work [2] notice that the larger 

k is, the sooner ReO converges, but larger kO can lead to controller saturation. Therefore, 
k  should be chosen properly so as to satisfy the relationship: 
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where max
O

0  is maximum angular velocity of the robot. 
Moreover, they bring attention to the fact that the angular velocity control law will 

be singular when ReO = 0, therefore, when ReO tends to zero the following control law 
can be used: 
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The above controller in comparison to the solution proposed in the work [7] contains 
identical control law for the linear velocity vs, but it is different in terms of the control 
law for the angular velocity R s. As a result, it has analogous limitation in the case when 
the desired velocity OvRd is equal to zero and the ReF error is different than zero. In this 
case the problem of loss of controller stability occurs for the course error of absolute 

 . cos(ReO),  cos(ka ReO), .. sech(kb ReO) ( )  . sin(ReO),  sin(ka ReO), .. tanh(kb ReO) ( ) 
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value greater than . One may try to solve this problem by choosing appropriate param-
eter k . Moreover, this controller does not directly remove the lateral position error ReL. 

Taking the above considerations into account, for further studies the following modi-
fied version of this controller is proposed: 
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where, similarly as in the previous solution, the expression |sgn(OvRd)| aimed at enforcing 
robot stopping and fv(ReO) function instead of cos(ReO) function which eliminates prob-
lems for the course error of absolute value greater than /2 are added. Additionally, 
instead of sgn(ReO) expression the tanh(k  ReO) function is introduced with k  > 0, which 
leads to less oscillations generated by the controller in case of the ReO error close to zero. 

Solution no. 3  
In turn in the work [9] authors propose the sliding-mode controller. For the switching 
function the expression )atan( L

R
Rd

O
O

R eve  is chosen, and then the following 
switching surface is proposed: 
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s . (25) 

Eventually, using a reaching law approach, they assumed the control law in the fol-
lowing form: 
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where 2)(1 L
R

Rd
O

L
R

Rd
O ev

e
v  after rescaling is in (s/m), 2)(1 L

R
Rd

O
Rd

O

L
R ev

v
e  after 

rescaling is in (m 1), kS (s 1), k  (s 1) are chosen positive parameters and sat() is a satu-
ration function. 

Unfortunately, the authors do not give any guidance concerning selection of con-
troller parameters. 

The present controller contains more complex expressions in comparison to the 
previously described solutions and additionally it is relatively demanding when it 
comes to required knowledge of robot motion parameters.  

In particular, it requires knowledge of acceleration Rd
O v  and angular velocity 

z
O

0 , but in case of the latter, one may notice that: 

 O
R

zd
O

z
O e00 . (27) 
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With the above control law are associated similar problems as described previous-
ly. Moreover, instead of the sat(sx) function it is beneficial to introduce tanh(kx sx) 
function with appropriately chosen positive parameter kx, where x = {v, }. 

One may also notice that use of this controller is troublesome in case of large ReL 
error, large value of acceleration Rd

O v , and large value of velocity Rd
O v  as compared 

to the angular velocity z
O

0 . Then the terms z
O

L
R e 0  and Rd

O v  and )sin( O
R

Rd
O ev for 

respective control signals Rvs and R
s can dominate the control law leading to algo-

rithm instability, therefore limitation of their influence on the total control signal 
should be considered by means of introduction of additional controller parameters. 

After assuming that: 

 Rd
O

z
O

L
R

F vek || 0 , zd
O

Rd
O

Rd
OL v
v

k 0||  and zd
O

Rd
O

L
RO v
e

k 0|| , (28) 

where kF ( ), kL (m 2) and kO (m 2) are chosen positive parameters, ultimately the fol-
lowing modified version of the control law is proposed: 
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Solution no. 4  
In the work [16] a controller of the following form proposed in [6] is used: 
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u , (30) 

where kF > 0 (s 1), k  > 0 (s 1), and authors focused on the problems associated with 
estimation of position errors. 

Unfortunately authors do not give any guidance concerning choice of the controller 
parameters. 

In the analyzed case, during simulation numerical problems can occur for ReO = 0. 
For this reason, one may assume a small allowable course error ReOmin, and then in-
stead of O

R
O

R ee )/sin( introduce )|/(||)sin(| Omin
R

O
R

O
R eee . 

One may also notice that in the case of the analyzed controller, for large errors ReL 
and ReO and for large value of velocity OvRd as compared to the angular velocity z

O
0 , 

the expression O
R

O
R

L
R

Rd
O eeev )/sin(  can dominate the control signal R

s leading to 
algorithm instability. 
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As a result, introduction of additional kO parameter, modification of this expression 
to the form )|/(||)(| Omin

R
O

R
O

R
L

R
Rd

O
O eeefevk  and acceptance of the following as-

sumption are proposed: 

 zd
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O eeefevk 0)|/(||)(| . (31) 

After introducing similar as previously modifications resulting from analogous as 
previously limitations, one may eventually assume the following control law: 

 

)|/(||)(|

|)sgn(|

)(|)sgn(|

0
4

4
4

Omin
R

O
R

O
R

L
R

Rd
O

O

Rd
O

O
R

zd
O

O
R

vRd
O

Rd
O

F
R

F

s
R

s
R

s

eeefevk

vek

efvvek
v

u , (32) 

where kO > 0 (m 2). 
It can be noticed that the discussed solution does not eliminate the ReL error when 

ReO = 0, because f (0) = 0. 

Solution no. 5 
In the work [5] the following control law of the posture controller is proposed: 

 
)1(/)sin()tanh(

)cos()tanh(
22

0 L
R

F
R

O
R

O
R

L
R

Rd
O

O
R

zd
O

O
R

Rd
O

F
R

S

s
R

s
R

s eeeeevek
evekv

u , (33) 

which for the reasons discussed earlier (problems for large values of ReO errors and for 
ReO = 0, necessity of limitation of the OvRd 

ReL value, etc.) may be modified to the 
form: 
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where kS (m/s), k  (s 1), kO ( )  chosen positive parameters. 
In the proposed solution, by analogy to the solution no. 3, also kv (m 1) and k  ( ) 

parameters are introduced. 
Unfortunately authors do not give guidance for choice of controller parameters. 

It can be also noticed that the presented solution does not eliminate ReL error, when 
ReO = 0. 

Solution no. 6  
In the work [13] a bit different approach is applied in comparison to previously de-
scribed controllers, because of the proposed definition of the position and course er-
rors. The position error is defined not as two separate longitudinal and lateral position 
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errors but as a single error in the form of a distance from the actual to desired posi-
tion. In this case, the posture error vector has the following form: 

 .)()()()(
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R eeee
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q  (35) 

Then, the control law for the posture controller has the form: 
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Unfortunately, in their work authors use identical symbols v in completely different 
contexts, so it is difficult to tell if in the analyzed case for the course controller the 
correct meaning is Rd

O v  or R
O v  or s

R v . Moreover, in the work there is no guidance 
concerning choice of the parameters. 

One disadvantage of the proposed approach is the occurrence of division by d, and 
as a result, as the authors also point out, the robot has to stop in the desired position 
with assumed inaccuracy dmin. Moreover, because of the previously discussed prob-
lems instead of the cos(ReO) and sin(ReO) functions the fv(ReO) and f (ReO) functions are 
introduced. 

Additionally, in the law of control of the longitudinal velocity in the denominator 
the value 1 is present, which can result in excessive limitation of the linear velocity 
and consequently larger error of robot position, therefore it is beneficial to introduce 
certain value dmin in place of 1. 

Finally, the control law may have the following form: 
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where kF ( ), k  (s 1)  chosen positive parameters. 
It can be noticed that described solution does not eliminate the ReL error when 

ReO = 0. 

4.5 Drive controller 

Having control signal us = [Rvs, R
s]T containing generalized velocities in (m/s) and 

(rad/s) respectively, the control signal for motors of driven wheels in (V) can be de-
termined using the relationship which results from robot kinematics: 
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sat , (38) 
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where ul and ur are control signals for respectively left-hand side and right-hand side 
wheels of the robot, the parameter ku = 1 Vs, and us = {us1, us2, us3, us4, us5, us6} is a 
control vector from one of the earlier described solutions of the posture controller, 
usmax = [vsmax, smax]T, usmin = [vsmin, – smax]T, umax = [umax, umax]T, umin = [umin, umin]T, the 
sat() function is saturation function aimed at bounding the signal, and umin = umax or 
umin = 0 and  vsmin = vsmax or vsmin = 0, depending on chosen assumptions. 

In real implementation, to the hardware drive controller are passed integer control val-
u-

lation technique (PWM), where the amplitude of this control is equal to umax. 
One should also notice that the expression 

 
sW

W
r

u
2/1
2/11  (39) 

has dimension of (rad/s), that is of angular velocity of spin of wheels, which due to 
the properties of drive units cannot rotate with velocities higher than max . 

4.6 Posture controller tuning methodology 

During posture controller tuning it is assumed that for any time instant t, the following 
conditions are satisfied: 

 |OvRd vsmax vRmax and | zd
O

0 | = |O 0d smax zmax0 , (40) 

 |OvR vsmax and | z
O

0 | = |O 0 smax. (41) 

In case of using fv = cos(ka
 ReO) and f  = sin(ka

 ReO) functions the parameter ka = 1/2 
is assumed, which eliminates the problems described earlier associated with change of 
sin(ReO) and cos(ReO) functions for arguments of absolute values greater than /2, 
which leads to losing the controller stability. In turn, for the tanh() function occurring 
in solutions no. 3, 5 and 6 it is assumed that it should saturate for the ar  
value. After assuming that maximum absolute values of longitudinal position error 
and course error are respectively equal to ReFmax = 1 m and ReOmax = /2 rad, the gains 
kv and k  for the analyzed solutions of controllers should be respectively equal to  
and 2. 

Values of the critical errors should be chosen for a given object in such way that 
the controller does not generate errors larger than critical. Therefore, they should not 
be too small, to avoid exceeding the limits easily. 

During choice of the remaining parameters for posture controller it is assumed that 
the controller should generate maximum velocities of vsmax or smax for minimum or 
critical posture errors respectively equal to ReFmin = 0, ReLmin = 0, ReOmin = 0 and ReFmax = 
1 m, ReLmax = 1 m, ReOmax = /2 rad. Moreover, it is assumed that in case of their surpas-
sing, the controller should still generate maximum velocities vsmax or smax thanks to 
use of the saturation function. The case when maximum errors are assumed too large 
leads to situation where controller gains are relatively small, and as a result the con-
troller is less effective, that is larger tracking errors are generated. 
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After taking into account the above considerations, values of parameters for the ana-
lyzed solutions of the posture controller can be assumed as initial approximation accord-
ing to the rules described below. 

Solution no. 1 
From the condition for maximum linear velocity: 

 smaxOmin
R

vRdmax
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Fmax
R

F vefvvek )(|)sgn(|  (42) 

the following constraint for the kF parameter is obtained: 
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whereas from the condition for maximum angular velocity: 
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it is possible to define constraints for kL and kO parameters. 
After assuming, following in this respect the work [7], that values of those parame-

ters should be chosen for critical damping, that is, that the relationship below is satis-
fied: 

 2)2/( OL kk . (45) 

Then, based on the condition: 
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one of two possible solutions, that is for kO > 0, has the form: 
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Solution no. 2 
As previously, from the condition for maximum linear velocity one obtains: 
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whereas from the condition for maximum angular velocity: 
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one gets: 
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where 0 < a < 1 ( ), e.g. a = 0.5 ( ). 
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Solution no. 3 
In case of the present solution for the controller, determination of boundary parameter 
values is more complex. 

From the condition: 

 smaxvmaxvSOmin
R

vRdmax
O

smaxLmax
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F vskkefvek )tanh()( , (51) 

assuming that smax
R

zmax
O

0 , it is possible to determine parameters kF and kS by 

introducing additional assumptions. 
After assuming that expression smaxLmax

R
F ek  should have smaller influence on the 

control of robot longitudinal velocity relatively to other expressions, and assuming 
maximum value of this expression equal to Rdmax

Ov , where  is a parameter such that 
0    1, it is possible to determine kF parameter: 
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and next the parameter kS depending on the parameter kF: 

 Rdmax
O

smaxLmax
R

FsmaxS vekvk , (53) 

where in the further studies  = 0.1 ( ) will be assumed. 
Similarly, it is possible to choose boundary values of parameters for control of an-

gular velocity of robot turning.  
Then, based on the condition: 
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after assuming, similarly as previously, that maximum values of expressions contain-
ing parameters kL and kO should be equal to zdmax

O
0 , one obtains: 
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based on which, the last missing parameter k  can be determined, as a function of kL 
and kO parameters, in the form: 
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Solution no. 4 
Because of analogous form of the control law for the linear velocity as in solutions 
no. 1 and 2, the same constraint for the kF parameter is obtained: 

 Fmax
R

Rdmax
O

smaxF evvk )/( . (58) 

In turn, boundary values of parameters for the control of angular velocity of robot 
turning can be determined for the assumed maximum angular velocity of robot turn-
ing, from the following condition: 
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Assuming that the expression Lmax
R

Rdmax
O

O evk  should have smaller influence on 
robot angular velocity control as compared to the other expressions, and then after 
assuming the maximum value of this expression equal to zdmax

O
0  (by analogy to 

the previous solution), it is possible to determine the kO parameter: 
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and then the k  parameter as a function of the kO parameter: 
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Solution no. 5 
From the condition of maximum linear velocity of the robot for linear velocity control: 
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the constraint for the kS parameter is obtained: 
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In the case of the angular velocity of robot turning, boundary values of controller 
parameters are determined based on the relationship: 
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As previously, it is possible to assume the maximum value of the expression con-
taining the kO parameter, for example: 
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hence: 
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and next for this value, determine the critical value of the second parameter, that is: 
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Solution no. 6 
In case of the last analyzed solution of the posture controller, from the condition for 
maximum linear velocity: 
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the boundary value of the kF parameter is obtained in the following form: 
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In turn, for the control of angular velocity of robot turning, from the condition: 
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boundary value of the second parameter is obtained: 
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where dmin should not be too small, for the term )/( minmaxRdmax
O ddv  not to dominate 

the control of robot turning. 
Therefore, dmin should be chosen so that the following condition is satisfied: 
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on the assumption that 00dmax
O . 

5 Summary and Future Works 

In the present work, selected solutions of posture controller from the literature were 
presented and their modifications were proposed aimed at eliminating problems asso-
ciated with nonzero initial and final errors as well as with large values of the course 
error. 
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The structure of the robot tracking control system was presented and methodology 
of choosing parameters of particular posture controller solutions was proposed, as-
suming maximum robot posture errors and limits of the control signals following 
from robot kinematic constraints. 

The second part of the work will be concerned with comparative analysis of the de-
scribed solutions of posture controller by means of simulation studies using the robot 
dynamics model. Effectiveness of particular solutions will be evaluated using the 
introduced quality indexes. 

Moreover, experimental investigations of robot tracking control using posture con-
troller of different forms are planned to support the theoretical analysis. 

Directions of future works will also include development of solutions of the pos-
ture controller where: 

 artificial intelligence techniques like artificial neural networks or systems with 
fuzzy logic will be used, 

 change of controller parameters will be possible depending on the actual robot 
motion parameters and posture errors, 

 "control space" will be extended to cover the whole "velocity space" and intelligent 
saturation will be used. 
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for Tracking Control of a Four-Wheeled Skid-Steered 
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Abstract. The paper is the second part of the work concerned with the problem 
of trajectory tracking control of a four-wheeled PIAP GRANITE mobile robot. 
The first part of the work was devoted to theoretical considerations. Research 
object and its kinematics were described. Robot motion control system structure 
comprising posture controller and drive unit controller was presented. Various 
solutions for posture controller were discussed and their modifications pro-
posed. A methodology of posture controller tuning was introduced in which 
controller parameters for particular solutions are determined from conditions for 
maximum velocities of robot motion and maximum posture errors. In the pre-
sent work dynamics model of the robot is described. It takes into account tire-
ground contact conditions and wheel slips. The tire-ground contact conditions 
are characterized by coefficients of friction and rolling resistance. A simple 
form of the tire model, which includes only the most important effects of tire-
ground interaction, is used. The robot dynamics model also contains the elec-
tromechanical model of a servomotor drive unit. The developed model of robot 
dynamics is used in the simulation studies in which the effectiveness of particular 
solutions of posture controller is benchmarked. Evaluation of the analyzed solu-
tions is carried out using the introduced quality indexes. 

Keywords: wheeled mobile robot, tracking control, posture controller, dynam-
ics model, drive model, wheel slips, comparative analysis, simulation research. 

1 Dynamics Model of the Robot 

Within the first part of the work, that is [4], the PIAP GRANITE robot which is the 
object of the study is presented and its kinematics is described. In this work model of 
that robot, including wheel slips and developed within work [3] will be used. This 
model will be employed in simulation-based research of posture controllers. 
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It is assumed that the robot is under action of the following external forces:  

 ground reaction forces RFAi = [RFAix, RFAiy, RFAiz]T acting on each wheel, 
 gravity force RG = mR Rg, where mR denotes total mass of the robot. 

Components of ground reaction forces RFAix and RFAiy, i = {1, 2, 3, 4} acting in plane 
of wheel-ground contact are shown in Fig. 1. For simplicity, in further considerations 
the subscript A in designations of reaction forces and reaction moments of force will be 
omitted. 

 

 
Fig. 1. Reaction forces acting on the PIAP GRANITE robot  

in the plane of wheel-ground contact 

As mentioned in the first part of the paper, the robot configuration with independ-
ent drive of all 4 wheels is analyzed. In this configuration, the toothed belts 5 and 6 
connecting front and rear wheels on either side of the robot are not present. 

The gravity force vector RG is a function of gravitational acceleration vector 
Rg = [Rgx, Rgy, Rgz]T and it is applied at the robot mass center, whose position is described 
by the vector RrCM = [RxCM, RyCM, RzCM]T.  

nd law, the robot 
moves with acceleration T

CMz
R

CMy
R

CMx
R

CM
R aaa ],,[a  and the following dynamic 

equations of motion of the robot mass centre are valid:  

 
 w

R
R

i
iw

R
CMw

R
R gmFam

4

1

, (1) 

where w = {x, y, z}. 
Taking into account the assumptions that: 

 the robot mobile platform is a rigid body, 
 the ground surface is rigid, horizontal and even, 
 all wheels have contact with this surface, 
 points of wheel-ground contact lie in one plane, 
 wheel tires deflect directly proportional to reaction forces acting along direction 

normal to the ground, 
 the robot does not rotate about Rx and Ry axes,  
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 the gravitational acceleration vector expressed in the robot coordinate system {R} is 
equal to Rg = [0, 0, g]T, where g = 9.81 (m/s2), 

it is possible to determine normal components of ground reactions (on the assumption 
that accelerations of the robot mass center are known and 0CMz

Ra ) in the form: 

 ))2/(4/1()))(2/()2/((1 LxgzrWaLamF CM
R

CM
R

CMy
R

CMx
R

Rz
R , (2) 
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R
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R
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In the calculations of those components, values of motion parameters of the robot 
mass center CM and of geometric centers of wheels Ai from the previous calculation 
step are used, that is, from time instant t  t t is the adopted time step. In the 
first calculation step, some known initial conditions are taken into account.  

On the assumption that the robot wheels neither move nor rotate backwards, the cur-
rent value of longitudinal slip ratio for the i-th wheel is determined from the formula: 

 
,andother for),max(/)(

,0and0for0

oix
Ai

oix
Ai

oix
Ai

oix
Ai

i vvvvvv

vv  (6) 

where iioi rv  and Aix
R

x
Ai vv  are respectively velocity at the wheel circumference 

and longitudinal component of velocity of wheel geometric center. 
Current value of the tire adhesion coefficient on longitudinal direction for this wheel 

is calculated using Kiencke tire model [2] modified within work [3] to the form: 

 

,||for)sgn(

,||for
2

22

piixix

pi
ip

ipp

ix

ba

  (7) 

p denotes the value of longitudinal slip corresponding to the value of maxi-
p and sgn() is a signum function. 

In the classical approach to dynamics modeling of wheeled mobile robots, compo-
nents of ground reaction forces are unknown quantities and their determination is prob-
lematic, because there are more unknown quantities than available equations. In the pro-
posed approach, thanks to knowledge of normal components of ground reactions, the 
longitudinal component of ground reaction force for the i-th wheel can be calculated 
based on determined current value of the adhesion coefficient on longitudinal direction, 
according to relationship: 

 iz
R

ixix
R FF . (8) 
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In turn, the current value of the lateral slip angle for i-th wheel is determined from 
the formula: 

 
,0||for|),|(atan2
,0for0

O
y

AiO
x

AiO
y

Ai

O
y

Ai

i vvv
v  (9) 

where Aix
R

x
Ai vv  and 

Aiy
R

y
Ai vv  are respectively longitudinal and transversal velocity 

of the geometric center of the i-th wheel. 
Knowing the lateral slip angle it is possible to calculate current value of the adhe-

sion coefficient on lateral direction for i-th wheel. To this end the following approxi-
mate relationship (as compared to H.B. Pacejka model [1, 5]) is introduced:  

 ),sin( iymaxiy   (10) 

ymax denotes maximum value of adhesion coefficient on lateral direction (it is 
p ymax k). 

Hence, lateral component of the ground reaction force for i-th wheel is calculated 
from the formula: 

 iz
R

iyiy
R FF . (11) 

For the known components of longitudinal and lateral components of ground reaction 
forces for particular wheels, it is possible to calculate values of accelerations on longitu-
dinal and lateral direction using equations: 
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For the robot mobile platform, it is also possible to write the dynamic equation of 
motion resulting from its rotation about Rz axis with angular acceleration z

R
0 : 
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where IRz is mass moment of inertia of the robot about the Rz axis. 
Then one can calculate, by integration, the value of angular velocity of the robot 

mobile platform about this axis, that is z
R

0 .  

Next, it is possible to calculate values of velocities Rx
R v  and Ry

Rv  and then values 
of velocities of characteristic points Ai. For simplicity, one may assume that RxC = RxB 
= 0, that is the x coordinate describing position of the instantaneous centre of rotation 
for the mobile platform in the robot coordinate system {R} is equal to 0. 

For each of the robot wheels it is then possible to write dynamic equation of mo-
tion associated with wheel spin: 

 )sgn( iriz
R

ix
R

iiWy frFrFI , (14) 

where: IWy  mass moment of inertia of the wheel about its spin axi i  a driving torque, 
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fr  coefficient of rolling resistance, i  and i   angular velocity and acceleration of 
spin of that wheel, respectively. 

In place of the signum function )sgn( i , one may introduce a )tanh( ik  function, 
which is better from the point of view of simulation, where the coefficient 0k  
should be the larger, the more the function should be similar to )sgn( i . 

After taking into account the above relationships, it is possible to determine angu-
lar parameters of wheel spin, i.e., i  and i  for i acting on the driven 
wheels (forward dynamics problem) based on the equation:  

 Wyiriz
R

ix
R

ii IfrFrF /)sgn( . (15) 

The described simplified model of robot dynamics can be also enhanced with the 
model of its drive units. It is particularly important, when one wants to connect the 
model of robot dynamics (treated as a multi-body system) with a control system. In 
such case the drive unit model is an intermediate link between the control system and 
the robot dynamics model. 

It is assumed that: 

 each of the robot drive units consists of identical DC motor, encoder, and transmis-
sion system (according to the scheme in Fig. 3 in [4]), 

 robot drive units are not self-locking,  
 mass moments of inertia of the rotating elements of the servomechanisms (DC 

motor, encoder and gear unit) are small in comparison to mass moments of inertia 
of the driven parts of the robot (wheels), that is why they are neglected. 

The DC motor model of the i-th drive unit is described by the following dependenc-
es: 

 
dididei

i LiRnku
t
i

d
d , (16) 

 imddi ikn , (17) 

where: ui  motor voltage input, ii  rotor current, Ld, Rd  respectively inductance and 
resistance of the rotor, ke  electromotive force constant, km  motor torque coeffi-
cient, nd  gear ratio of the transmission system d  efficiency factor of the transmis-
sion system. 

2 Simulation Research 

The main part of the present work are simulation studies aimed at evaluation of sever-
al solutions of the posture controller described in the first part of the work, for the 
controller parameters chosen according to the methodology proposed there. 
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2.1 Desired trajectory and robot parameters 

It is assumed that robot motion consists of three phases: accelerating with maximum 
acceleration aRmax on the distance of lr, steady motion with constant velocity OvRd = vRu 
and braking with maximum acceleration (deceleration) aRmax on the distance of lh. In 
turn, the desired path of motion contains straight line segment of length Lp, circular 
arc of radius Rz and the second straight line segment of length 2 Lp. As a result of 
turning with maximum angular velocity equal to 0zu = vRu/Rz, the robot should turn 
through the angle of zmax. 

For the simulation, the maximum values of desired linear and angular velocities are 
assumed respectively equal to vRu = 0.3 m/s and 0zu = vRu/Rz, maximum acceleration 
during accelerating and braking phases aRmax = 0.7 m/s2, maximum angular accelera-
tion 0zmax = /4 rad/s2 and length Lp = 1 m. 

In the simulation the following two cases of robot motion are considered: 

1. soft turning to the right with radius Rz = 1 m and angle of rotation 0zmax = 2/3  rad, 
with zero initial conditions, that is, position, course and velocities of the robot, 

2. rapid turning to the right with radius Rz = 0.5 m and angle of rotation 0zmax =  rad, 
with zero initial conditions. 

Lengths of acceleration and braking distances, lr and lh respectively, are determined 
for the given velocity profile based on vRu velocity and maximum acceleration aRmax. 

Next, based on the knowledge of vRu and 0zu velocities, aRmax and 0zmax accelera-
tions and the Lp length, characteristic time instants are determined. 

For the simulation studies the following values of the basic design parameters of 
the PIAP GRANITE robot are assumed: 

 dimensions: L = 0.425 m, W = 0.553 m (where: L = A1A3 = A2A4, W = A1A2 = A3A4, 
see Fig. 1), ri = r = 0.0965 m, 

 masses of the components: m0 = 40 kg, mi = 1 kg, m5 = m6 = 0.18 kg, 
 robot mass center coordinates: RxCM = 0.04 m, RyCM RzCM = 0.14 m, 
 mass moments of inertia: IWy = 0.01 kg m2, IRz = 2.8 kg m2, 
 parameters of drive units: Ld = 0.0823 mH, Rd = 0.317 ke = 0.0301 Vs/rad, 

km = 0.0302 Nm/A, nd = 53 d = 0.8, max  = 15.807 rad/s, min  = 0, umax = 32 V, 
umin = 0. 

Moreover, the following environment and tire-ground contact parameters are as-
sumed: g = 9.81 m/s2

p s = 0.75, fr p = 16.5%. 
The desired motion path and time histories of desired velocities and accelerations 

of robot motion are illustrated in Fig. 2. 
It should be noted that the transition from the rectilinear motion to motion along an 

arc and vice-versa is associated with change of the angular velocity of robot turning 
(yaw rate) from zero to 0zu, and then from 0zu to zero, which takes place in a finite 
time and results in appearance of transition curves. 
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Fig. 2. Desired path of robot motion and time histories of desired velocities and accelerations: 

a  soft turning to the right with radius Rz = 1 m and angle of turn 0zmax = 2/3  rad,  
b  rapid turning to the right with radius Rz = 0.5 m and angle of turn 0zmax =  rad 
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2.2 Quality indexes 

In order to compare in a comprehensive way accuracy of realization of motion by the 
robot for the analyzed posture control systems, the following quality indexes were 
introduced during the simulation studies: 

 maximum posture errors of the robot: 
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 square root of integral of the squared error for each robot posture error: 
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 integral of absolute error multiplied by time for each robot posture error:  
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where T is the analyzed time period of robot motion. 
All above quality indexes have units analogous to the posture errors. The first qual-

ity index enables finding the maximum posture errors. In case of the second index, 
average errors in the assumed time interval are obtained. The third quality index is 
designed so as to determine the average errors as well, but this time in the averaging 
process the time plays a key role, that is the errors occurring closer to the final phase 
of motion are more important than initial errors, which allows for assessment of how 
the analyzed controller solution deals with reduction of errors with time. 

2.3 Values of controller parameters 

For simulation studies, maximum (boundary) values of controller parameters calculat-
ed according to the methodology discussed earlier are adopted. Values of those param-
eters are summarized in Tab. 1 for the first desired motion trajectory and in Tab. 2 for 
the second trajectory. 

Table 1. Assumed values of posture controller parameters for the first motion trajectory 

Posture 
controller kF kL kO kS k  

No. 1 0.4627 1.3090 2.2883   
No. 2 0.4627    0.8611 
No. 3 0.0218 0.0467 0.3633 0.2163 1.0192 
No. 4 0.4627  0.1000  0.6750 
No. 5   0.4729 0.4627 1.0492 
No. 6 2.7221    1.1811 
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Table 2. Assumed values of posture controller parameters for the second motion trajectory 

Posture 
controller kF kL kO kS k  

No. 1 0.4627 0.8040 1.7933   
No. 2 0.4627    0.6217 
No. 3 0.0218 0.0934 0.7267 0.2163 0.6592 
No. 4 0.4627  0.2000  0.4720 
No. 5   0.9529 0.4627 0.7192 
No. 6 2.7221    1.1811 

It can be noticed that in case of the posture controller solution no. 6, for the con-
stant OvRdmax value and various O

0dmax values, the controller parameters do not change 
for the analyzed desired motion trajectories. 

Unless it is explicitly stated otherwise, fv = sech(kb ReO) and f  = tanh(kb ReO) functions 
with parameter kb = 1 are adopted. Moreover, for the solutions no. 3, 4 and 5 parameter 

 = 0.1 is assumed, for the solution no. 2, a = 0.5, and finally in the case of solution no. 
6, dmin = 0.1 m. 

2.4 Illustration of problem with non-zero final errors 

In the further part of the work, the earlier mentioned problem associated with non-
zero final errors will be discussed on example. This problem is connected with occur-
rence of non-zero control signals in the case when desired velocities of robot motion 
are equal to zero, but non-zero final errors are present. In the described solutions this 
problem exists mainly in the case of robot linear velocity control law and is solved by 
introduction of additional |sgn(OvRd)| expression aimed at generation of zero control 
signals, and as a result at enforcing the robot stopping. The problem will be illustrated 
on example of the solution no. 1 in which the term |sgn(OvRd)| is not included.  

In Figs. 3-4, the considered problem is illustrated for the first of the earlier dis-
cussed motion trajectories, for fv = cos(ka ReO), f  = sin(ka ReO) functions with ka = 0.5 
parameter. From the obtained time histories (Fig. 4) it is clearly visible that unwanted 
motion of the robot takes place after desired motion is finished, because the Rvs con-
trol signal has non-zero value. 

 -2 -1 0 1 2 3
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y (m) OrRd
OrR

 
Fig. 3. Illustration of the problem connected with non-zero final errors (original solution no. 1, 
fv = cos(ka ReO), f  = sin(ka ReO), ka = 0.5)   motion paths of the characteristic point R of the robot 
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Fig. 4. Illustration of the problem connected with non-zero final errors (original solution no. 1, 
fv = cos(ka ReO), f  = sin(ka ReO), ka = 0.5): a  linear velocity, b  angular velocity,  

c  posture errors, d  control signals  

2.5 Comparative analysis of posture controllers 

For the earlier discussed controller solutions and the adopted robot motion trajectories, 
simulation studied were carried out. Quality indexes obtained for particular simulation 
cases are shown in Tables 3-5. 

In the case of the first desired motion trajectory and zero initial conditions (Tab. 3), 
the best results were obtained for the solution no. 5 of the posture controller. Quite good 
results were also obtained for the solution no. 6. The worst results are for solutions no. 4 
and 1. 

Table 3. Quality indexes obtained in simulation studies for particular controllers,  
for the first desired motion trajectory and zero initial conditions 

Posture 
controller 

Fmax
R e   

(m) 
Lmax

R e   
(m) 

Omax
R e   
(rad) 

FE   

(m) 
LE   

(m) 
OE   

(rad) 
FQ   

(m) 
LQ   

(m) 
OQ   

(rad) 
No. 1 0.4180 0.1490 0.4307 0.3327 0.0813 0.2248 0.3708 0.0872 0.1679 
No. 2 0.3963   0.1131   0.3551   0.3176 0.0529 0.1949 0.3520 0.0574 0.1562 
No. 3 0.3315   0.1550   0.1991   0.2476 0.0970 0.1072 0.2718 0.1040 0.0808 
No. 4 0.4146 0.1971 0.4281   0.3300 0.1077 0.2254 0.3676 0.1152 0.1794 
No. 5 0.1391   0.0318   0.1536   0.1248 0.0200 0.0867 0.1311 0.0220 0.0514 
No. 6 0.1585 0.0489   0.1798   0.1371 0.0348 0.1040 0.1386 0.0392 0.0584 
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Table 4. Quality indexes obtained in simulation studies for particular controllers,  
for the second desired motion trajectory and zero initial conditions 

Posture 
controller 

Fmax
R e   

(m) 
Lmax

R e   
(m) 

Omax
R e   
(rad) 

FE   

(m) 
LE   

(m) 
OE   

(rad) 
FQ   

(m) 
LQ   

(m) 
OQ   

(rad) 
No. 1 0.5688 0.5651   0.9960   0.3765 0.3348 0.4915 0.4308   0.3629   0.3871 
No. 2 0.4649   0.5001   0.8384   0.3327 0.2693 0.4195 0.3772 0.2897   0.3519 
No. 3 0.3649   0.1172   0.5933   0.2610 0.0696 0.2772 0.2935 0.0760 0.1798 
No. 4 0.5568   0.7318   0.9872   0.3667 0.4068 0.5074 0.4195   0.4396   0.4485 
No. 5 0.2032   0.2423   0.5080   0.1457 0.1616 0.2404 0.1539   0.1796   0.1438 
No. 6 0.1981 0.0868   0.4283   0.1431 0.0627 0.2113 0.1404 0.0699 0.1111 

In order to choose the optimal solution of the controller for desired motion trajecto-
ries and zero initial conditions, a total score for each solution was calculated as total 
sum of the individual quality indexes for particular controller solution divided by the 
number of performed simulations (Tab. 5). According to this measure, the solution no. 6 
is optimal. The second best one is the solution no. 5. The third best solution is the solu-
tion no. 3. The worst alternatives are the solutions no. 4, 1 and 2 (in this order). 

Table 5. Total scores for each controller solution calculated based on all simulations 

Posture 
controller No. 1 No. 2 No. 3 No. 4 No. 5 No. 6 

TOTAL 
SCORE 3.39 2.92 1.91 3.61 1.37 1.18 

Motion paths of the characteristic point R of the robot for all analyzed solutions 
and cases of robot motion are shown in Fig. 5. Conclusions from their analysis are 
similar to those from the analysis of the obtained quality indexes. 

At the end, as the results of the simulation studies of the analyzed solutions of the 
posture controller for the considered robot motion cases, in Figs. 6-11 are presented 
time histories of velocities, posture errors and control signals for selected solutions. 
The results for presentations were selected according to the rule that for each motion 
case, at first two best solutions are presented and then the worst one. 
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For the second desired motion trajectory and zero initial conditions unquestionably 
best results were obtained for the solution no. 6 of the posture controller, which is 
clearly visible in Tab. 4. As far as the ReF and ReO errors are concerned, good results 
are obtained for solution no. 5, and considering the ReL error, for solution no. 3. The 
worst results were obtained again for solutions no. 4 and 1. 
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Fig. 5. Motion paths of the characteristic point R of the robot for particular solutions: 

a, b  for the first desired motion trajectory and zero initial conditions, 
c, d  for the second desired motion trajectory and zero initial conditions. 

In Fig. 6 are shown results for the first desired motion trajectory and zero initial 
conditions and the posture controller solution no. 5. The robot moves with nearly 
constant linear velocity (Fig 6a), non-zero angular velocity occurs only during turning 
(Fig. 6b). 
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Fig. 6. Time histories of velocities, errors and control signals for the first desired motion  
trajectory and zero initial conditions and the posture controller solution no. 5 

a) b) 

c) d) 
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The course error ReO is reduced to zero, and the remaining posture errors eventually 
attain non-zero values. Control signals Rvs and R s change softly and do not exceed the 
assumed boundary values. 

In turn, in Fig. 7 are shown analogous results for solution no. 6 of the posture con-
troller. The obtained time histories of quantities are similar to results for the solution 
no. 5. 
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Fig. 7. Time histories of velocities, errors and control signals for the first desired motion  

trajectory and zero initial conditions and the posture controller solution no. 6 

In the case of the posture controller solution no. 4 and analogous case of motion, the 
robot moves with slightly too small linear velocity (Fig. 8a), which results in increas-
ing ReF error (Fig. 8c). Moreover, after turning begins a large value of ReL error ap-
pears (Fig. 8c). 
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Fig. 8. Time histories of velocities, errors and control signals for the first desired motion  

trajectory and zero initial conditions and the posture controller solution no. 4 

617Comparative Analysis of Posture Controllers for Tracking Control …



In the next three figures are shown results of simulation studies for the second de-
sired trajectory of motion and zero initial conditions. In Fig. 9 results for solution no. 
6 of the posture controller are presented. This time during robot motion small changes 
in linear velocity can be noticed (Fig. 9a). As previously, the course error ReO is re-
duced to zero, whereas the ReL error is not eliminated. The control signals Rvs and R

s 
do not exceed the assumed boundary values. 
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Fig. 9. Time histories of velocities, errors and control signals for the second desired motion 

trajectory and zero initial conditions and the posture controller solution no. 6 

In the case of posture controller solution no. 5, the problem with too low value of 
the robot linear velocity occurs (Fig. 10a), which results in increasing ReF error (Fig. 
10c). Additionally, quite large ReL error is present (Fig. 10c). 
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Fig. 10. Time histories of velocities, errors and control signals for the second desired motion 

trajectory and zero initial conditions and the posture controller solution no. 5 
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Also this time, the worst results for the solution no. 4 were obtained (Fig. 11). This 
controller eliminates mainly the course error ReO (Fig. 11c), but poorly deals with the 
other types of errors. 
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Fig. 11. Time histories of velocities, errors and control signals for the second desired motion 

trajectory and zero initial conditions and the posture controller solution no. 4 

3 Conclusions and Future Works 

Within the present, second part of the work, the model of robot dynamics including 
occurrence of wheel slips and model of drive units were described. This model was 
adopted in the conducted simulation studies of robot motion for several solutions of 
posture controller described in the first part of the article and for various cases of 
desired robot motion. Motion paths obtained from simulations for all analyzed cases 
as well as time histories of velocities, posture errors and control signals for selected 
cases were presented. Control quality indexes were introduced and calculated based 
on results of the simulations.  

The conducted simulation studies demonstrated that the proposed methodology of 
posture controller tuning allows choosing the parameters which guarantee stable and 
correct operation of the analyzed solutions of controller. 

The simulation studies also allowed evaluation and comparison of particular solu-
tions of posture controller and yielded the following conclusions: 

 The best performance was observed for solutions no. 6 and 5 of the posture con-
troller in terms of the values of quality indexes. 

 The solution no. 3 of the posture controller is the most complex and requires the 
largest number of both input quantities and parameters. Its performance is satisfac-
tory and can be classified third best according to the proposed evaluation scheme. 
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 In the analyzed cases of motion and considering the adopted methodology of 
choosing the controller parameters, the worst solutions are the following: no. 4, 1 
and 2 (in this order). 

It should be emphasized that the obtained results of robot tracking control with the 
analyzed solutions of posture controller depend on the introduced modifications and 
the adopted values of parameters, therefore the presented results should be deemed 
preliminary results. Further investigations involving more advanced tuning of control-
lers, possibly using some alternative approach, are necessary and may lead to differ-
ent quantitative results of comparative analysis of the controller solutions than pre-
sented in the present work. 

As continuation of the present work are planned:  

 simulation studies concerning robot tracking control for analyzed solutions of pos-
ture controller in case of non-zero initial conditions, 

 experimental investigations of robot tracking control with posture controller aimed 
at conducting analogous comparative analysis, including the same solutions of the 
posture controllers as in the present work. 
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Abstract. 
For control of strongly nonlinear electromechanical actuator, it is useful to use 
composite regulator consisting of a PID and feedforward and/or feedback non-
linearities compensator. In this article, we show the application of Receptive 
Field Weighted Regression for approximation of reduced inverse dynamic model 
of the actuator. This model neglects the effect of inertia in the model of the actu-
ator, which solves the problem of difficulty related to practical measurement/es-
timation of the acceleration from the measured positions. The resulting controller 
is able to self-tune and further adapt to the changes of parameters due to wear, 
temperature and other environmental conditions. 

Keywords: nonlinear control  adaptive control  electromechanical actuator  
receptive field weighted regression 

1 Introduction 

One of the typical mechatronic applications is the position control of electromechanical 
actuator (EMA), which are used in the aerospace, automotive and military. 
These actuators are often strongly nonlinear due to dry friction, return spring and other 
factors and for their management, a simple PID controller would not suffice. It is nec-
essary to use feedforward and/or feedback compensation based on a knowledge model. 
Another important factor is the change of properties (parameters) of EMA during op-
eration due to temperature, wear, lubrication quality, etc. - usable controller must there-
fore be at least somewhat adaptive. 
In this article, we describe the application of local linear models (Receptive Field 
Weighted Regression - RFWR) on the problem of composite feedforward controller 
design. We show, that the results of the controller give very good results even when 
using a quasi-static approximation of the system dynamics and that the RFWR structure 
is able to adapt to the change of the parameters. 

1.1 Modelling and nonlinear control of an EMA 

A typical EMA consists of a DC or BLDC motor, gearbox and nonlinear spring. 
Model after reduction can usually be formulated as follows:  
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   (1) 

where I is system inertia, b is reduced linear damping (includes also motor EMF), Fu  
is dry friction and Su  is nonlinear spring model [7][6].  
For such a model, it is possible to estimate the parameters using experimental data and 
propose a feedback and / or compensation of nonlinearities. Example of regulator is in 
Fig. 1. Dry friction is compensated by the feedback based on position deviation meas-
urement, the spring nonlinearity is compensated in feedforward. PID regulator com-
pensates for the linear part of the model (1) and also the deviation of nonlinear models 
parts and the real system. 

 

1.2 Local linear models and RFWR 

The purpose of this article is to show that feedforward and feedback compensators 
shown in Fig. 1 can be created automatically and also further adapted using local linear 
approximators and online measured data. 

Local linear models are a very interesting alternative to conventional global approx-
imators eg. multilayer ANN. The advantage is that during the learning only the local 
portion of the approximated function adapts, which guarantees a considerably higher 
reliability and stability of approximation. 

RFWR [1] is memory free method with possibility of incremental learning. It adap-
tively creates / modifies a set of receptive fields with a linear model. First results in this 
area were published in [8, 9]. This article provides further simulation experiments and 
demonstrated adaptivity of RFWR network during the change of the parameters. 

2 Implementation of feedforward compensator using RFWR 

2.1 Approximation of the model discontinuity due to dry friction 

In the model (1) occurs dry friction which is inherently discontinuous function which 
is difficult to approximate accurately. Elegant solution to this problem is to use two 
independent structures RFWR. The principle can be demonstrated on a simple task of 
1D approximation function: 

3sign( ) 0,3 0,8y x x x    (2) 
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Result for 1 structure and a 2 independent structures can be seen in Fig. 2.  
 

 

2.2 Feedforward compensator using full inverse dynamic model 

Inverse dynamic model of the system (1) can be formulated as a nonlinear problem 
of static approximation function [5,12]:   

   (3) 
Application of this full inverse model is depicted in Fig. 3. The objective of first 

simulation experiments was to verify the design concept and the learning rate of RFWR. 
However, in practical terms, it is difficult to obtain acceleration from the measured 
position for learning/adaptivity phase. 

In Fig. 4 are the simulation results of the experiment, when RFWR learning was 
under way for 10 seconds and system was controlled using only the PID. Subsequently, 
the feedforward compensator was turned on. Looking at the input into the system u it 
can be seen, that after the learning practically all action interference of compensator 
component is carried out, the PID is active only during the step changes of the reference 
value. 

2.3 Feedforward compensator using reduced dynamic model 

Practical implementation of the previous concept gets into the problem of finding 
out acceleration from noisy position data measurements. Direct use of numerical deri-
vation is not possible, the filtration always brings undesirable delays into the system 
and the use of additional sensors is not generally possible due to economical reasons 
and often also due to the limited building space. However, micro-machined devices, 
e.g. accelerometers, can be an exception, as they are miniature [10] and inexpensive at 
the same time [11]. The solution may be the neglecting of the influence of the drive 
inertia, problem of approximation is then formulated as follows: 

    (4) 
Fig. 5 are shows the results of approximation of the reduced dynamic model. Two 

RFWR network are used for the reasons described in 2.1 Fig. 6 shows the result of 
position control simulation with the use of approximator. 
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2.4 Adaptivity of RFWR approximator 

To demonstrate the possibilities of RFWR network adaptability, experiment was 
conducted: 

Two RFWR structures were trained for 240 sec. by data generated in a closed loop. 
The result is a network with 84 resp. 82 receptive fields. 

 Subsequently, friction value was changed abruptly. During the 60 sec. approxi-
mated function was adjusted shown in Fig. 7 

 

 

3 Conclusion 

This article shows the automatic design of feedforward compensator for a specific 
class of nonlinear system (EMA) using the local linear models. Two separate RFWR 
structures are used for separated approximation of two parts of reduced inverse dynamic 
model EMA. 
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PID controller as part of the composite controller is set for a relatively small increase, 
and its task is to compensate for the linear part of the system model, as well as devia-
tions of approximated model from reality. 

During the system control, input values are measured and the position. By the nu-
merical derivation with filtration speed is calculated. These values are used online for 
the adaptation of receptive fields. On simulation examples we demonstrated that the 
proportion of PID regulator action with respect to the overall steering intervention is 
relatively small and the ability to adapt is very fast. 
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Abstract. During testing of a certain activity of a KUKA industrial robot 
equipped with some tool, the operator many times deletes or modifies an exist-
ing motion statement or adds a new statement into the relevant robot program 
for various reasons. All modifications in robot programs carried out through the 
KCP (KUKA Control Panel) teach pendant are irreversible. If the operator from 
some reason wants to return to the deleted motion statement or to the original 
version of modified motion statement, for example, the precision of the TCP 
(Tool Center Point) of a robot tool motion along the prescribed path gets worse 
after carrying out a program modification, it is not possible. We have created a 
.NET search application that can find deleted, modified and added statements in 
control programs of a robot during its testing in the Logbuch.txt file. It allows 
for the operator, among other things, to restore/reverse carried out modifica-
tions in robot programs. 

Keywords: Tool Center Point; robot program, log file; testing and retesting ro-
bot; motion statement 

1 Introduction 

KUKA industrial robots are the part of a robotic workstation which mostly, beside 
them, consists of manipulators and of a control of whole robotic workstation. The 
design and creation of the robotic workstation is a relatively a large-scaled and com-
plicated process. A very important and necessary part of it is testing of particular ro-
bots in the designed and assembled robotic workstation in the developers company 
and their testing in the assembled workstation at a customer. This fundamentally af-
fects the work quality of particular robots in a serial production in robotic work-
station. We have created the .NET search application that makes retesting of certain 
activities of the KUKA industrial welding robot more efficient and makes this process 
faster. This robot is the part of robotic workstation welding a cooling system radiator 
bracket of a passenger car. The paper deals with the functioning of our .NET search 
application and outputs that this application provides to the robot operator during 
retesting of certain activities of this robot. 
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2 Testing a robot, motion programming a robot 

As we mentioned above, during testing of a certain activity of a robot the operator 
many times deletes or modifies an existing statement or adds a new statement into the 
corresponding robot program for various reasons. In the case of motion statements 
this is mostly carried out to improve the precision of the TCP motion along the pre-
scribed path. However by carrying out motion statement modifications he does not 
always achieve this goal. 
For this reason, searching for deleted statements, modified statements, their original 
versions and added statements has a great meaning to the robot operator testing the 
robot in the test operation mode. For example, if the operator modifies a motion 
statement in some robot program and the precision of the TCP motion gets worse 
after this modification, than the operator wants to return to the original statement. 
However, this statement is stored nowhere, because any modifications made in SRC 
files of the robot program by the operator through the KCP (KUKA Control Panel) 
teach pendant are irreversible. The same situation occurs when the operator deletes a 
motion statement in some robot program and the precision of the TCP motion along 
the prescribed path gets worse after deletion of this statement. The operator wants to 
recover the deleted motion statement, but it is not possible, because it is stored no-
where for the same reason as the original version of the modified statement is stored 
nowhere. 
Such modifications of statements, deleting statements and also adding statements are 
recorded only by the KUKA System Software (KSS) and can be stored in the robot 
log file Logbuch.txt. The only way to find the original version of the modified state-
ment, a deleted statement or an added statement, is to search the robot log file Log-
buch.txt that was created by the operator. However, if the file has e.g. 5281 logs, 
which are written in 27531 lines, it is very time consuming work which is prone to 
errors. In this case can help our .NET search application that is able to find logs of 
modified, but also deleted and added non-motion and motion statements in the robot 
log file Logbuch.txt according to the user requirements. For modified statements it is 
also able to find and display their original versions, as well as find and display a full 
deleted statement and a full added statement. Besides that, our .NET search applica-
tion stores particular results of searches into disk files with a time stamp. 
Because our .NET search application searching especially for a detailed information 
about the motion statements PTP and LIN, we shortly describe these statements. 
Control programs of KUKA industrial robots are created in the KUKA Robot Lan-
guage (KRL). Its syntax allows developers motion programming (e.g. PTP, LIN 
statements), a program execution control, programming inputs/outputs (e.g. OUT, 
ANOUT statements), programming subprograms and functions, etc. A KRL motion 
program generally consists of an SRC file and a DAT file of the same name [1]. An 
SRC file contains the program code and a DAT file contains permanent data and point 
coordinates [1]. 
PTP statement executes a point-to-point motion to the end point. The coordinates of 
the end point are absolute [1].  
Syntax [1]: PTP End_Point <C_PTP <Approximate_Positioning>> 
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LIN statement executes a linear motion to the end point. The coordinates of the end 
point are absolute [1]. 
Syntax [1]: LIN End_Point <Approximate_Positioning> 

3 A .NET application searching for deleted, modified and 
added statements into control programs of the KUKA 
industrial welding robot during its testing 

Our .NET search application was developed in the C# language in the development 
environment Microsoft Visual Studio 2013 for the Microsoft .NET Framework ver-
sion 4. This .NET application searches for deleted, modified and added non-motion 
and motion statements into three KRL programs with names servisna_pozicia (ser-
vice_position), frezovanie_capic (milling_caps) and vymena_capic (replace-
ment_caps) in the log file Logbuch.txt. These KRL programs are part of the KUKA 
industrial welding robot control program. Using these programs the robot carries out 
activities related to the programs names. It means, if the cover caps of robot welding 
pliers spikes are worn, the TCP of the robot moves to the specified position, where 
these cover caps are milled (the program frezovanie_capic (milling_caps)). If these 
cover caps are worn more than the permissible value, they are exchanged for new 
ones (the program vymena_capic (replacement_caps)) in the TCP service position 
(the program servisna_pozicia (service_position)). 
Immediately after the start-up our .NET search application attempts to connect 
through the Intranet to the robot control PC and searches for the directory with the 
Logbuch.txt file and the directory with DAT and SRC files of above mentioned pro-
grams on its hard drive. If the .NET search application does not find these directories 
for some reasons, then it calls the user to search for them through a dialog box. When 
the .NET search application is connected to the correct directories on the robot control 
PC hard drive, it will create items of both its combo boxes dynamically. The left 
combo box will contain items with SRC and DAT files names from the found directo-
ry. The .NET application is ready to full use now. 
For each group of founded statements independently, for deleted non-motion and 
motion statements, for modified non-motion and motion statements and for added
non-motion and motion statements our .NET search application provides the follow-
ing two kind of independent outputs to the user: 

• Basic statistics about founded statements of a given group in the SRC files of all 3 
programs, which the .NET search application found in the Logbuch.txt file: the to-
tal number of all logs in the Logbuch.txt file, the number of founded statements of 
a given group in the SRC files of all 3 programs, the number of founded statements 
of a given group in the particular SRC files of all 3 programs. The .NET search ap-
plication displays these statistics in a text box. 
It displays as items in a control checked list box all found complete logs about 
founded statements of a given group in the SRC files of relevant programs and in 
the case of searching for deleted or added statements it also displays above men-
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tioned information together with full notations of these deleted or added state-
ments. 
Besides that the .NET application displays its search results in the form of basic 
statistics and complete found requested logs in its two controls, it also creates 6 
disk files with the names, for example,  
ALL_DELETED_nonmotion_stat_in_ALL_SRC_20150503_114522.DTX, 
ALL_DELETED_motion_stat_in_ALL_SRC_20150503_113551.DTX (Fig. 1), 
ALL_MODIFIED_nonmotion_stat_in_ALL_SRC_20150503_103925.DTX (Fig. 2),  
ALL_MODIFIED_motion_stat_in_ALL_SRC_20150503_102209.DTX, 
ALL_nonmotion_stat_ADDED_into_ALL_SRC_20150503_114234.DTX or 
ALL_motion_stat_ADDED_into_ALL_SRC_20150502_093450.DTX containing 
the date and time when the files were created (2015-05-03 11:45:22, 2015-05-03 
11:35:51, 2015-05-03 10:39:25, 2015-05-03 10:22:09, 2015-05-03 11:42:34, or 
2015-05-02 09:34:50). These files will contain the complete search results. 

The results of searching for ALL DELETED motion statements in ALL programs 

(SERVISNA_POZICIA.SRC, FREZOVANIE_CAPIC.SRC, VYMENA_CAPIC.SRC) 

(from 2015-05-03 11:35:51Z) 

The TOTAL number of ALL logs in the 'Logbuch.txt' file   : 5281 

The number of DELETED motion statements in ALL SRC files   : 6 

The numbers of DELETED motion statements in particular SRC files : 

SERVISNA_POZICIA.SRC : 0        FREZOVANIE_CAPIC.SRC : 2 

VYMENA_CAPIC.SRC  : 4 

---------------------------------------------------------------------------------------------------------------------- 

The list of ALL full logs with DELETED motion statements in ALL SRC files: 

Log 5224 (User action, Error) 

2014-01-17 11:47:12'129 

Delete statement: SN 174: PTP SG0000032 Vel= 100 % PDAT10 TipDress  ProgNr= 31   

ServoGun= 1  Part= 0 mm  Force= 2 kN  Comp= 1  Trigger= 0 mm Tool[1]:SpotGun  

Base[0] (KRC:\R1\PROGRAM\FREZOVANIE_CAPIC.SRC) 

Module: TPBASIS   MsgNo: 0 

 [full statement PTP SG0000032] 

;FOLD PTP SG0000032 CONT Vel=100 % PDAT0000032 Tool[1]:SpotGun Base[0]; 

%{PE}%R 8.2.24,%MKUKATPBASIS,%CMOVE,%VPTP,%P 1:PTP,  

2:SG0000032, 3:C_DIS, 5:100, 7:PDAT0000032 

$BWDSTART=FALSE 

PDAT_ACT=PPDAT0000032 

FDAT_ACT=FSG0000032 

BAS(#PTP_PARAMS,100) 

PTP XSG0000032 C_DIS 

;ENDFOLD 

Fig. 1. The part of the file ALL_DELETED_motion_stat_in_ALL_SRC_20150503_113551.DTX
with search results (the .NET search application displays the same outputs in its two controls) 
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The results of searching for ALL MODIFIED non-motion statements in ALL programs 

(SERVISNA_POZICIA.SRC, FREZOVANIE_CAPIC.SRC, VYMENA_CAPIC.SRC) 

(from 2015-05-03 10:39:25Z) 

The TOTAL number of ALL logs in the 'Logbuch.txt' file      : 5281 

The number of MODIFIED non-motion statements in ALL SRC files      : 8 

The numbers of MODIFIED non-motion statements in particular SRC files : 

SERVISNA_POZICIA.SRC : 4 

FREZOVANIE_CAPIC.SRC : 0 

VYMENA_CAPIC.SRC  : 4 

---------------------------------------------------------------------------------------------------------------------- 

The list of ALL full logs with MODIFIED non-motion statements in ALL SRC files: 

Log 5267 (User action, Error) 

2014-01-17 12:09:18'120 

Modify: SN 132: From:  OUT 27 'OUT027_EL_CHANGE_REQUEST' State= TRUE  ,   

To: OUT 26 'OUT026_DRESSING_REQUEST' State= TRUE  (KRC:\R1\PROGRAM\ 

VYMENA_CAPIC.SRC) 

Module: TPBASIS   MsgNo: 0 

Log 3934 (User action, Error) 

2014-01-16 11:58:11'360 

Modify: SN 49: From:  ; servisna_pozicia ,  To: ; PTP_servisna_pozicia  (KRC:\R1\ 

PROGRAM\SERVISNA_POZICIA.SRC) 

Module: TPBASIS   MsgNo: 0 

Fig. 2. The part of the file 
ALL_MODIFIED_nonmotion_stat_in_ALL_SRC_20150503_103925.DTX with search re-

sults (the .NET search application displays the same outputs in its two controls) 

• Basic statistics about founded statements of a given group in the SRC file of each 
particular program, which the .NET search application found in the Logbuch.txt
file: the total number of all logs in the Logbuch.txt file, the number of founded 
statements of a given group in the SRC file of every particular program. The .NET 
search application displays these statistics in a text box.  
It displays as items in a checked list box control all found complete logs about 
founded statements of a given group in the SRC file of every particular program 
and in the case of searching for deleted or added statements it also displays above 
mentioned information together with full notations of these deleted or added 
statements. 
Besides that the .NET application displays its search results in the form of basic 
statistics and complete found requested logs in its two controls, it also creates 12 
disk files with the names, for example,  
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DELETEnonmotion_stat_inFREZOVANIE_CAPIC_SRC_20150503_082238.DTX, 
DELETEDmotion_stat_inFREZOVANIE_CAPIC_SRC_20150503_082549.DTX,  
MODIFIEDnonmotion_stat_inSERVISNAPOZICIA_SRC_20150503_104022.DTX  
(Fig. 3), MODIFmotion_statinFREZOVANIECAPIC_SRC20150503_083128.DTX,  
nonmotion_statADDEDintoSERVISNA_POZICIA_SRC_20150503_083206.DTX or 
motion_statADDEDintoVYMENACAPIC_SRC_20150503_113511.DTX (Fig. 4) 
containing the date and time when files were created (2015-05-03 08:22:38, 2015-
05-03 08:25:49, 2015-05-03 10:40:22, 2015-05-03 08:31:28, 2015-05-03 08:32:06, 
or 2015-05-03 11:35:11). These files will contain the complete search results. The 
.NET search application will not create a DTX file for SRC files, in which it did 
not find statements of a given group. 

The results of searching for MODIFIED non-motion statements in 

the SERVISNA_POZICIA.SRC file (from 2015-05-03 10:40:22Z) 

The TOTAL number of ALL logs in the 'Logbuch.txt' file    : 5281 

The numb. of MODIFIED non-motion statemen. in the SERVISNA_POZICIA.SRC file : 4 

---------------------------------------------------------------------------------------------------------------------- 

The list of ALL full logs with MODIFIED non-motion statements in 

the SERVISNA_POZICIA.SRC file: 

Log 3934 (User action, Error) 

2014-01-16 11:58:11'360 

Modify: SN 49: From:  ; servisna_pozicia ,  To: ; PTP_servisna_pozicia (KRC:\R1\ 

PROGRAM\SERVISNA_POZICIA.SRC) 

Module: TPBASIS   MsgNo: 0 

Log 3290 (User action, Error) 

2014-01-16 09:16:18'102 

Modify: SN 65: From:  OUT 17 'OUT017_SERVICE_POS' State= FALSE CONT ,  To: 

OUT 17 'OUT017_SERVICE_POS' State= FALSE (KRC:\R1\PROGRAM\ 

SERVISNA_POZICIA.SRC) 

Module: TPBASIS   MsgNo: 0 

Log 3288 (User action, Error) 

2014-01-16 09:16:11'132 

Modify: SN 59: From:  OUT 17 'OUT017_SERVICE_POS' State= TRUE CONT ,  To: 

OUT 17 'OUT017_SERVICE_POS' State= TRUE  (KRC:\R1\PROGRAM\ 

SERVISNA_POZICIA.SRC 

Module: TPBASIS   MsgNo: 0 

Fig. 3. The part of the file MODIFIEDnonmotion_stat_inSERVISNAPOZICIA_SRC_ 
20150503_104022.DTX with search results (the .NET search application displays the same 

outputs in its two controls) 
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The results of searching for motion statements ADDED into 

the VYMENA_CAPIC.SRC file (from 2015-05-03 11:35:11Z) 

The TOTAL number of ALL logs in the 'Logbuch.txt' file    : 5281 

The number of motion statements ADDED into the VYMENA_CAPIC.SRC file  : 2 

(added statements: PTP P13, PTP P12) 

The motion statements were ADDED into the VYMENA_CAPIC.SRC file for 

2 NEW-FOUNDED points in VYMENA_CAPIC.DAT : XP12, XP13 

The list of ALL points in VYMENA_CAPIC.DAT    : XP1, XP2, XP3, XP4, XP5, XP6, XP7, 

XP8, XP9, XP10, XP11, XP12, XP13, XP14, XP15, XP16, XP17, XP18, XP19, XP20 

---------------------------------------------------------------------------------------------------------------------- 

The list of ALL full logs and related full motion statements ADDED into 

the VYMENA_CAPIC.SRC files: 

Log 329 (User action, Error) 

2014-01-15 05:45:32'128 

Lines 16 to 23 inserted   into file /R1/VYMENA_CAPIC.SRC [statement PTP P13] 

Module: XEdit   MsgNo: 3 

 [full statement PTP P13] 

;FOLD PTP P13 CONT Vel=100 % PDAT13 Tool[1]:SpotGun Base[0];%{PE}%R 8.2.24, 

%MKUKATPBASIS,%CMOVE,%VPTP,%P 1:PTP, 2:P13, 3:C_DIS, 5:100, 7:PDAT13 

$BWDSTART=FALSE 

PDAT_ACT=PPDAT13 

FDAT_ACT=FP13 

BAS(#PTP_PARAMS,100) 

PTP XP13 C_DIS 

;ENDFOLD 

Log 303 (User action, Error) 

2014-01-15 05:43:23'235 

Lines 10 to 17 inserted   into file /R1/VYMENA_CAPIC.SRC [statement PTP P12] 

Module: XEdit   MsgNo: 3 

 [full statement PTP P12] 

;FOLD PTP P12 CONT Vel=100 % PDAT12 Tool[1]:SpotGun Base[0];%{PE}%R 8.2.24, 

%MKUKATPBASIS,%CMOVE,%VPTP,%P 1:PTP, 2:P12, 3:C_DIS, 5:100, 7:PDAT12 

$BWDSTART=FALSE 

PDAT_ACT=PPDAT12 

FDAT_ACT=FP12 

BAS(#PTP_PARAMS,100) 

PTP XP12 C_DIS 

;ENDFOLD 

Fig. 4. The file motion_statADDEDintoVYMENACAPIC_SRC_20150503_113511.DTX with 
search results (the .NET search application displays the same outputs in its two controls) 
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The .NET search application provides 18 different outputs in total to the user. It dis-
plays these outputs into its two controls and stores each one from these outputs into a 
DTX disc file with a time stamp. By means of it is possible to chronologically restore 
all modifications of non-motion and motion statements made in SRC files of robot 
programs by the operator during testing of a robot in a given time period. 
The output displayed in Fig. 1 provides an useful information about deleted motion 
statements in all 3 robot programs during testing of a robot to the operator. It displays 
clearly in which program and when the operator deleted a given motion statement 
together with a full notation of deleted statement. The output displayed in Fig. 1 con-
taining full notations of all deleted motion statements is the part of a DTX file, which 
was created by the .NET search application. From this DTX file the operator can get 
anytime a chronologically ordered list of all deleted motion statements and if he 
would like to restore whichever deleted motion statement then he has its full notation 
in this DTX file at disposal. 
The output displayed in Fig. 4 provides an useful information about the points XP12 
and XP13, which were added to the motion path of TCP of a robot tool through mo-
tion statements PTP P13 and PTP P12 the robot program vymena_capic (replace-
ment_caps). 
These supplemented points provide important information about the TCP path sec-
tions for the operator, on which were problems during testing of the precision of the 
motion of the TCP along the prescribed path. During retesting of this activity of the 
robot it is therefore necessary to focus specially on these sections of the path, i.e. on 
the points XP12 and XP13 and their close vicinity. This is very important infor-
mation, which the operator will use during retesting of this activity of the robot. He 
will test the precision of the motion of the TCP of a robot tool along the prescribed 
path only on its parts formed by the points XP12 and XP13 and their close vicinity. 
Such procedure of retesting makes it more efficient. 

4 Conclusion 

The most valuable outputs that our .NET search application provides to the robot 
operator are: 

• the lists of deleted and added non-motion and motion statements into all 3 pro-
grams and into each one individually, together with full notations of deleted and 
added statements, 

• the lists of modified non-motion and motion statements into all 3 programs and 
into each one individually, 

• additional information to the lists of added motion statements into all 3 programs 
and into each one individually about new points created to added motion state-
ments. 

The first mentioned list provides very important information about all deleted state-
ments in given robot programs to the operator with the possibility to return deleted 
statements, because he has full notations of deleted statements at disposal. 
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Additional information to the lists of added motion statements about new points cre-
ated to these statements enable the operator to quickly identify problematic spots of a 
motion path of the robot TCP. He then focuses on these spots during retesting the 
precision of the robot TCP motion along the prescribed path. 
The results of all searches stored in the corresponding disk files make it easier for the 
operator to archive and a time recapitulate all changes done in the SRC files of rele-
vant programs during testing of a robot particular activities. Thus, our .NET search 
application can be a very effective software support for the operator during testing 
and retesting of robot particular activities. 
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Abstract. Autonomous mobile robots movement in shared indoor environment, 
where are people, needs to have natural communication interface. Presented pa-
per describes a formal representation of robots environment by semantic net-
work. Such representation allows us to communicate with autonomous robot 
with terms defined in semantic network. This kind of human-machine interface 
is highly necessary in areas of health-care mobile robots or rapidly growing 
field of social robotics. Presented semantic network can handle relations of po-
sitions between places in the map, objects placed in defined places, interaction 
with objects, etc. 

Keywords: Autonomous mobile robot, Semantic network, Map tagging prob-
lem, Task planning, Indoor robots, Human-machine interface. 

1 Introduction 

The rapidly growing field of social robotics brings a new kind of issues into mapping 
representation problem together with advanced human-machine interface for mobile 
robots. The field of social robotics addresses problems, which arises from the close 
cooperation of mobile robots with people. Especially the indoor autonomous mobile 
robots which shares the environment with people, moreover when cooperate with 
people. Such kind of robot needs to have advanced human-machine interface for natu-
ral communication. Typical application is health-care robots, which interact with 
patients or seniors. This kind of robots needs to have speech based human-machine 
interface.  

Human-machine interface is not novelty. Many speech recognition engines exist.  
These engines are able to recognize voice commands or convert text to speech [1, 2].  
The two most popular voice recognition engines are Google API and Microsoft SAPI. 

Presented human-machine interface is focused to improvement of recognition ac-
curacy. The robot has to precisely recognize to the natural commands [3, 4]. 
The basic level of understand , 6] 
which adds a semantic information into the environment map. In this case the robot 
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is not just a set of x, y coordinates which can be reached. [7]  

semantic map or semantic network which brings semantic information into the map as 
described above and furthermore it can address the relation between known objects 

knowledge improvement of the environment can be defined by the possible actions, 
which can be executed with the presented objects in environment e.

 
The Fig. 1 below demonstrates communication of presented human machine inter-

face, which uses semantic network. The human utters some command and robot re-
turns voice response back to human. The robot is equipped by specialized software, 
which contains semantic network engine, syntax and context module, which are able 
to recognize human command context and return voice feedback to human operator.  

This paper is organized as follows. The section 2 deals with semantic network rep-
resentation. The section 3 contains description of semantic network implementation. 
The last section contains conclusions and future work. 

 

Fig. 1. Basic function  

2 Semantic network representation 

We use different kinds of mobile robots for real-world experiments. The most ad-
vance autonomous mobile robot Advee [12, 13] is already equipped by human-
machine interface for intuitive interaction with bystanders. This mobile robot is de-
signed for movement in dynamic environment, where are many people. The Advee is 
ideal robot for experiments with advanced human-machine interface. [3] 

The part of semantic network, which was designed for autonomous mobile robot 
Advee is shown on figure 1 [10, 11]. It represents all three levels of abstraction, 
which are described above: 

 map tagging, 
 object relations, 
 possible actions. 
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The semantic network is created by user before the mobile robot is placed into the 
environment. There are a few rules which are used to create a semantic network and 
also which keeps the semantic network consistent: 

 The semantic network is represented as oriented graph structure. 
 This semantic network makes no difference between classes and objects. 
 We assume that everything is the Tag (Object) [14].  
 The relation between Tags is given by oriented edges. 
 The possible actions are properties of given Tag and can be recognized as a leafs of 

the network. 
 

 

Fig. 2. Example of semantic network 

The semantic network is formed via different kinds of links between objects which 
can be used for knowledge inference (see figure 2). This links are follows: 

 The is_a link means that the connected object share the same properties/actions. 
This link can be used for sharing proper-ties/action over the network. 

 The can link means that the object (or with the object) can be performed some 
action (eg. move the object, take or drop it). 

 The has links means simple properties of given objects. 
 The is_in links means position of given objects. 
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 The path_to link indicates that objects connected via these links are connected and 
path can be planned from one location to each other [6]. 

 The ask link means calling authorized person. 
 The is_part_of link means that the object is part of another object. 

3 Semantic network usage 

The semantic network from figure 2 is bounded to the map from figure 3, both are 
simplified for the purposes of this paper. The presented map and semantic network 
are based on real application for service robot inside of an office building. The robots 
main task is to travel from starting point to the goal [5]. In our experiments the goal is 
not defined by exact coordinates x, y, but by simple natural language sentence. Such 

 

 
Fig. 3. Map of office environment 

640 P. Mašek and M. R ži ka



 
The map is divided into several sections. This section was tagged by four tags [6, 

7] ( ,  ,  and ). These environments 
are represented by open space except transition between the  and 

where is . This transition is solved as follows: The robot has to go to 
ob object is reached, then the robot has to 
This activity tries to call gateway operator. If a  is expired, 
the robot tries to call gateway operator again.  

The semantic network can be used to check whether the command is correct and 
the solution is feasible. This could be done by searching in the graph structure of se-
mantic network via commonly known searching methods e.g. depth first search. In 
case that user calls wrong command (e.
result is false due to the room has no property move. In the case, that user calls inac-
curate command such   finds four pos-
sible rooms and asks human operator for more specification. 

4 Conclusion 

The semantic network can bring more intuitive interaction with autonomous mobile 
robots. Those robots can have semantic information related to the commonly used 
data structures for map representation and path planning. This can be used in many 
cases from laboratory experiments to health-care robots, etc. 

Current experiments are focused to effective implementation of semantic network, 
which is directly connected to planning engine of the robot. The robot can perform 
simple tasks as path planning to given places. The commands are entered via voice 
commands e. Entry Hall  

Current state of relation between places and map raw representation is defined by 
ranges of dimensions. If the semantic network includes a tag  the connection 
into the map representation is defined by geometric primitives as rectangles (x=<0, 
10>[m], y=<0, 10>[m]). This exacts definition could be improved in the future works 
e.g. by fuzzy sets, where the location will be defined smoother. 

Even such simple semantic network was described in this paper. Semantic network 
contains wide range of knowledge about environment, thus the actual research is fo-
cused to the effective representation and fitting of the semantics into the robots inter-
nal model of the world. 
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Abstract. This paper presents method, which can be used for localization of au-
tonomous mobile robots inside of buildings. The method is able to map envi-
ronment, where the mobile robot operates. For this purpose was used phase cor-
relation and image stitching method. Presented method uses continuously creat-
ed map of environment for localization. Localization uses particle filters for 
mobile robot position estimation.  

Keywords: Phase correlation, particle filters, localization, mapping, stitching, 
computer vision, image processing, mobile robot, discrete Fourier transform, 
inverse discrete Fourier transform and Hanning window. 

1 Introduction 

This paper presents method for environment mapping to create map of environment, 
where mobile robot operates. This map of environment is used for mobile robot local-
ization purpose. Localization is realized by probability approach, specifically by par-
ticle filters. Continuous mapping runs parallel with location estimation. Image data 
are grabbed by one camera, which is located perpendicular to the ceiling.  
The state of the art solution for environment mapping is Project Tango from Google. 
It is software and hardware solution, which is able to map the environment in 3D 
space. Disadvantage of this solution is low invariance to sun lightening of the scene. 
This solution is based on sterovision and infrared projector. Presented solution is fo-
cused to 2D problem mapping by single camera only. 2D map representation is com-
pletely sufficient for indoor mobile robot mapping and localization. Specialized 
hardware cannot be used for mapping tasks.     
This paper is organized as follows. The section 2 contains description of environment 
mapping and localization.  Practical experiment is described in the section 3. Section 
4 is reserved for conclusions and future works.   
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2 Mapping and localization 

This section deals with design of mapping and localization system for mobile robot. 
This system was designed for environment inside of buildings, where the mobile ro-
bot operates. The ceiling represents map of environment. Presented system uses single 
camera with low frame resolution 320x240. Image data are sequentially grabbed and 
processed by phase correlation method. After that the image data are stitched to one 
frame, which represents map of environment. Localization estimation uses environ-
ment map and runs parallel with mapping of environment. 
The next subsection explains the concept of phase correlation. The image stitching 
method is described in subsection 2.2. The subsection 2.3 describes probabilistic lo-
calization method. 

2.1 Phase correlation 

Phase correlation is image processing method, which is able to register affine 
transformation between two similar images. Affine transformations are translation, 
rotation and scale of the image. The base of phase correlation is mainly composed 
from three methods. The first one is two dimensional discrete Fourier transformations 
(1) [6, 7, 11]. The second one is two dimensional inverse discrete Fourier transfor-
mations (2) [6, 7, 11]. The last one is correlation formula (3) [1, 2, 3, 4, 11].   
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Hanning window function has to be applied to image dada from camera to remove 

edges around the perimeter of image.  
Two dimensional discrete Fourier transformation compute magnitude-frequency 

spectrum ( , )F   from original image, which is defined by image function (x, y)f   
Correlation formula operates with logarithmic magnitude-frequency image spectrums 
F1 and F2. If the rotation and scale will be registered, then logarithmic magnitude-
frequency image spectrums have to be converted to logarithmic polar coordinate sys-
tem. This transformation converts image rotation character to translation character on 
the vertical axis. The scale is defined on horizontal axis. Logarithmic polar conver-
sion is not applied for translation estimation. Correlation formula contains constants p 
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and q, which define type of correlation and thus the character of correlation formula 
result (3). If variables p and q converge to zero, than we are talking about phase corre-
lation. On the other side when variables p and q converge to one, we are talking about 
cross correlation.  

The main advantage of phase correlation, against to cross correlation, is sharpen 
global peak. This means the global peak is easier to locate against to peak of cross 
correlation. Ideal case for phase correlation would be, than variable p and q equal 
zero, but convergence to zero arranges invariance against to division by zero. 

Two dimensional inverse discrete Fourier transformation converts spectrum 
P( , ) , which was computed by correlation formula back to image p(x, y) . 

This algorithm is able to compute translation with sub-pixel accuracy in hun-
dredths of pixel. The estimation of rotation accuracy is approximately in tenths of 
degree. The estimation accuracy of scale is in hundredths pixels. This is valid for high 
resolution frames. The accuracy for low resolution frames, which presented method 
uses, is worse but it still acceptable. Two images, that will be registered, have to be 
overlapped to each other. The higher the image resolution can thus be smaller overlap.  

2.2 Map stitching 

Phase correlation outputs are affine transformation, between previously and cur-
rently grabbed images, which have to be applied to currently grabbed image frame. 
Firstly is applied rotation, after that is applied change scale by scale factor. Finally is 
applied translation to stitch rotated and scaled currently grabbed image into map of 
environment, where was stitched previously grabbed image as well.        

2.3 Localization 

Localization process uses continuously stitched map of environment and probabil-
istic method, specifically particle filters, which contain mobile robot motion model 
(4) (5) [8, 9, 10].  

 
cos( )x d     (4) 
sin( )y d     (5) 

 
The motion model variable  represents mobile robot orientation; d is travelled dis-

tance and variables x, y represents mobile robot location. Particle generator is de-
scribed by expressions (6) and (7) [10]. 

 
cos( )i N Nx d     (6) 
sin( )i N Ny d     (7) 

 
Where dN was randomly generated with parameters:  = d, d = 10 and N for  = 

,  = 5. Index i represents particle index. N particles on the algorithm start and after 
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re-sampling, which uses weight for each particle. Weights evaluation is based on the 
phase correlation for translation registration only. Idea is as follows. What would be 
seen on camera frame if the robot was located at the place where this particle is locat-
ed? We create image by this idea from the map. Basically cut of part the map image, 
where a new image centre represents particles location. This image is compared with 
real camera image to get shift between both of them. The smaller the Euclidean dis-
tance between these images, the higher the weight of particles will be evaluated. After 
re-sampling are left just 25 particles. The robot location is evaluated as weighted 
mean of re-sampled particles locations. 

3 Practical experiment 

This section contains practical experiment, which proves correct functionality pre-
sented system.  

Source video was captured by non calibrated low resolution camera with high 
noise level. The resolution is 320x240. Presented system is very compute intensive 
and therefore all experiments run in offline mode yet. System was written in C++ 
language with support OpenCV libraries. Software runs on computer configuration 
with Intel i7 processor, supported by 4 GB ram.  

This practical experiment demonstrates result the stitched map from many frames. 
There are evident a very significant boundary between stitched images in the map. 
This was caused by non-homogenous light condition by fluorescent bulb during mo-
bile robots movement. Despite this fact mapping works well. Phase correlation is 
robust image processing method, which is suitable for application, where lighting 
conditions are variable. For example, optical flow method would fail in this case. 
Blue circle represents mobile robots start position. Green circles equal estimated mo-
bile robots locations. Red points mean particles, which were rejected from calculation 
during re-sampling process. Finally green points serve particles, which were selected 
for next computation during re-sampling process. Result is shown in Fig. 1. During 
experiment mobile robot did not go completely flat. At one point slightly change di-
rection to the left and after that robot returns to origin direction. This fact is reflected 
also in determining the mobile robot position by presented localization method.   
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Fig. 1. Mapping and localization practical experiment  

4 Conclusions 

This paper deals with design suitable method for mapping of environment and lo-
calization. Mapping is based on phase correlation. Localization uses continuously 
created map and probability approach, specifically particle filters, which contain mo-
bile robot motion model. Re-sampling rules are based on phase correlation for transla-
tion registration only. 

The mapping and localization methods were described in the section 2. Practical 
experiment, which confirms function of proposal system, was described in section 3.  

Phase correlation robustness can be increased by using low pass filter before apply-
ing two dimensional inverse discrete Fourier transformation. Low pass filter parame-
ters setting determining is very problematic in this case due to dynamic changes in the 
context of scene mapping. Adaptive low pass filter is solution of this problem. Low 
pass filter was not used in presented mapping method. Despite this solution works 
very well.  

This solution improves commonly used mapping methods, which are based on us-
ing only parts of the image for the registration of an affine transformation. Presented 
solution works with all frequencies in the image data. Used method is highly invariant 
to high speed changes in lightening of scene compared to conventionally used meth-
ods for environment mapping.   

The next development steps will be mainly focused to reduce the demand for com-
puter power. The reduction can be solved by converting calculations to multiple pro-
cessor cores.  

The next development step will solve loop enclosure problem. During mapping 
process the mobile robot holds the movements, such as a circular trajectory, must 
return to the starting position. The same applies for creating maps of the environment. 
First and last frames shall be continuous. If not, then we are talking about open loop. 
Then map of environment have to be transformed to get closed loop. 
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The next problem that has to be solved is rotation estimation range by phase corre-
lation. Rotation can be estimated in interval from 0 to . Estimation will be possible 
for interval from 0 to 2  in the future. 

One of essential advantage of presented system is possibility to apply this system 
to any type of mobile robot chassis. Just change the mobile robot motion model, 
which is part of particle filters algorithm. 

In the present system, there are still many problematic issues that will be resolved 
in the further development.  This is a new method for mobile robot localization and 
environment mapping and development still continues.  
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Abstract. In this study, human rescue robot arm was designed using an inte-
grated application on both Computer Aided Design (CAD) and Computer Aid-
ed Engineering (CAE) methods. The components and assembly model of the 
system were created using solid state modelling technique with CAD that ena-
bles the structural and Multi Body System (MBS) analysis with CAE methods. 
The strength of the design was performed by Finite Element Analysis (FEA). 
The maximum stress value in initial static case was calculated about 8 MPa. 
Then, MBS analysis consisted of kinematic and transient structural was con-
ducted to find the torque requirements, velocity and acceleration and to check 
the mechanical safety of the system under dynamic conditions. Transient struc-
tural analysis showed that the yield strength of the selected material (Aluminum 
6061) higher than maximum stress. The results indicated that designed robot 
arm is mechanically safe (safety factor=15) to execute to human rescue opera-
tion. 

Keywords: CAD and CAE methods  FEA  MBS analysis  Robot arm  

1 Introduction 

Robots are really mechatronic devices. Their performance can be managed with inter-
action of mechanics, electronics, control and software [1]. Designing and developing 
robotic system is required taking a holistic approach that covers the disciplines men-
tioned above. A type of today’s robotic research robot manipulator also known as 
robot arm is serial chain of rigid parts [2]. Robot arms are designed and manufactured 
to perform special tasks such as welding, palletizing, painting etc.  with end effector 
due to their power, speed and accuracy. 
In the design process of the robot arm several parameters and stages are taken into 
consideration: (1) Specifications (payload, dimensions, material for body, etc.), (2) 
CAD, (3) Determination of driving system, (4) FEA of the components and assembly, 
(5) Simulation and analysis of the robot as multibody system (6) Power management, 
(7) Creation of the prototype using Computer Aided Manufacturing Methods (CAM) 
[3, 4]. 
Today, many computer-based tools have been available to help design and analysis 
cycle of the robot arm [5]. Solid modelling using CAD methods assists the robot de-
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signers to define the parts and assembly of the system and to utilize the geometry in 
applications such as simulation, analysis and prototyping. Virtual prototype simula-
tions, static, kinematic and dynamic analysis can be conducted with CAE methods 
[6]. 
In this article we focused on the design and FEA analysis of human rescue robot arm. 
The design parameters that ensure the mechanical safety of robot under given condi-
tions were determined. MBS analysis was also conducted to estimate the behavior of 
the robot in dynamic conditions and to determine the required torque at each joint, 
total velocity and acceleration of the system.  

2 Geometry and 3D Model 

In the mechanical design process of the human rescue robot arm, several issues were 
considered such as compact size, sufficient stiffness and toughness, management of 
time and cost. Components of the robot arm were drawn using parametric solid mod-
elling technique. Subsequently, created parts were assembled to build up the 3D mod-
el. Design details are summarized in Table 1. Although MBS analysis was carried out 
using Ansys Workbench, the 3D model was created in Autodesk Inventor because of 
the Ansys’s poor modelling performance [7]. The robot arm designed for the purpose 
of human rescue operation is shown in Fig. 1. 
 

Table 1. Details of the human rescue robot arm design 

Number Part Length (mm) Weight (kg) 
1 Base 650 275 
2 Upper Arm 1000 100 
3 Lower Arm 850 75 
4 Servo Motor x 5 - 75 
5 Lifting Arm 2000 200 
 Total 4175 725 

 

 
Fig. 1. Human rescue robot arm 
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3 Static Analysis 

In order to determine the structural behavior of the robot arm on the model character-
istic static analysis was carried out for the initial position using FEA. This approach 
increased the design process progress and efficiency [8, 9]. The area of the lifting arm 
was 1.5 m2 and the maximum lifting capacity of the robot was assumed as 150 kg. 
Therefore, the calculated pressure force 1000 Pa was applied to lifting arm surface.  
FEA was done with Autodesk Inventor. The parameters obtained from design envi-
ronment such as dimensions, component weights etc. were used as input for analysis. 
The material of the components was defined as Aluminum 6061. The mechanical 
properties of Aluminum 6061 are given in Table 2. Before the calculations the model 
was simplified to increase the analysis speed and computation precision. The finite 
element model of the robot arm was composed of 50,357 nodes and 29,112 elements. 
FEA are shown in Fig. 2. 

Table 2. Mechanical properties of Aluminum 6061 

Property Content 
Yield Strength (MPa) 276 MPa 

Elastic Modulus (GPa) 68.9 GPa 
Poisson's Ratio 0.33 
Density (g/cm3) 2.71 

 

 
Fig. 2. FEA with Autodesk Inventor  

4 Multi Body System Analysis 

MBS analysis was carried out in two steps: (1) Kinematic (2) Transient Structural. In 
the kinematic analysis, all of the components were assumed as rigid to decrease the 
number and time of computations [10]. The required torque, total velocity and accel-
eration values were calculated. Equivalent (von Mises) and Maximum Principal 
Stresses were computed by means of transient structural analysis to predict the behav-
ior of the system under dynamic conditions.  
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4.1 Kinematic  

Kinematic analysis was conducted using Ansys Workbench Rigid Dynamic Module. 
The connections in the model were defined. According to the rescue scenario, rotary 
joints that had relative motion assigned as the revolute connection. In this research 
kinematic analysis was divided into two stages: (1) Initial to rescue position, (2) Res-
cue operation. The supposed scenario includes rescue arm motion from initial to res-
cue position in 20 seconds firstly and the arm lifts the patient in 10 seconds subse-
quently. The defined rotation angles to fulfill the operation are shown in Fig. 3. 

 
(a) 

 
(b) 

Fig. 3. Joint motion definition in kinematic analysis (a) initial to rescue position (b) rescue 
operation 

4.2 Transient Structural  

Components of the robot were defined as flexible bodies in transient structural analy-
sis. The values for rotational angles given in kinematic study were applied to joints. In 
the first part of the scenario system was driven from initial to rescue position and then 
weight (patient) was lifted and held. The strength of the robot under dynamic loads 
was checked.  

5 Results and Discussion 

5.1 Static Analysis 

The total calculated displacements were about 3 mm and maximum von Mises stress 
was 8.213MPa in initial static case. According to Mott’s recommendation for machine 
member’s deflection ranges (from 0.0005 to 0.003 m/m) [11] displacements are with-
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in allowable limits. Maximum stress doesn’t have high value that could affect the 
operation of the robot. The factor of safety also indicates that system is 15 times 
stronger for the intended loads. 

5.2 Kinematic Analysis 

Fig. 4 plots the variation of torque values for the A, B, C and D joints. Joint A which 
is the most distant from the center of gravity and has the maximum joint load requires 
the largest torque as much as 8726 Nm. Maximum velocity and acceleration values of 
the robot were found as 400 mm/s and 67 mm/s2, respectively. 
 

 
Fig. 4. Calculated torque values at joints 

5.3 Transient Structural Analysis 

Fig. 5 shows the variation of the von Mises stress. The maximum von Mises and Prin-
cipal stresses were about 153 MPa and 156 MPa, respectively. Although values are 
much higher than those in the static analysis, stresses are almost twice lower than 
yield strength. Transient structural analysis showed that the design of the robot could 
ensure the safety under dynamic loads. 
 

 
Fig. 5. Variation of von Mises stress  
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6 Conclusions and Future Works 

In this study, robot arm for human rescue operation was proposed. An integrated ap-
plication of CAD and CAE was systematically performed at the design and analysis 
stages. Design of the human rescue robot arm was accomplished. FEA and MBS 
analysis were conducted to check the mechanic safety of the system and to find 
torque, velocity and acceleration values. The selected results obtained from analysis 
were presented. The results from the static analysis showed that maximum stress was 
about 8 MPa. The safety factor was found 15 for the whole robot’s body.  The 
strength of the robot under intended dynamic conditions was checked by means of 
transient structural analysis. It can be concluded that the robot is compact and strong 
enough for human rescue operation. In the future, a conveyor belt mechanism will be 
developed and integrated into robot arm. 
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Abstract. Sensor Failure Detection and Identification (FDI) is a standard meth-
od in many technical applications. Presented paper describes the usage of such 
approach in autonomous mobile robot navigation tasks. The FDI method uses 
pattern matching principle based on Markov chain theory. Such approach is ca-
pable to avoid any miss-readings or sensor failures during navigation task. This 
method significantly improves the robustness of mobile robot navigation in 
crowded environment shared with people. Practical verification experiments 
were performed on autonomous mobile robot Advee, which is designed to safe-
ly move among people. 

 

Keywords: Autonomous mobile robots navigation. Sensor failure detection and 
identification. Pattern matching. First order Markov chain.  

1 Introduction 

Autonomous mobile robots are more and more commonly used in environment shared 
with people. This brings new kind of problems to mobile robotics. Moving machines 
which are not directly controlled by human operator has to be extremely safe in case 
they are operated in crowded places such as exhibition halls or shopping malls. 

During last five years we have developed an autonomous mobile robot Advee [1] 
which is suitable for safe operation among moving people in exhibition halls [2]. An 
example of a typical environment can be seen on figure 1. It is clear that such envi-
ronment is full of moving obstacles/people and they cannot be harmed by moving 
robot.  

Once the navigation methods were solved (localization, path planning, reaching the 
goal position, etc.), the problem of safety arises. The problem of robust navigation 
task cannot be solved completely without having additional information about the 
relevance of sensor readings [3]. The robot can move through nearby bystanders only 
if the sensor readings are valid, which means that the navigation method works with 
correct data. If the sensor readings are incorrect or untrustworthy the robot should 
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immediately stop or run in emergency mode [4]. Such methodology can be seen in 
real-time failure detection of autonomous helicopters [5] or large scale distributed 
systems [6]. The most common approach uses the probability calculation or histogram 
methods described in [7]. 

Presented paper describes a method which uses a calculation of join probability via 
Markov chain method for time-series data. The principle of this method is described 
in chapter 2. The join probability is used as input to log odds ratio calculation, which 
is used as final result of presented method to decide whether the sensor measurement 
is correct or not. The verification of the method by practical experiments is described 
in chapter 3. 
 

 
Fig. 1. Autonomous mobile robot Advee in its typical environment surrounded by bystanders. 

2 Time series data monitoring method 

order Markov chain. Markov chain allows us to calculate the join probability of time 
series data which is consequently used for decision if such data are trustworthy or not. 

The first order Markov chain is given by equation 1: 

1 1
2

|
n

t t
t

P X P X P X X     (1) 

which takes into account two consequent measurements, the actual Xt, and previous 
Xt-1. The 

1|t tP X X  is transition probability (the probability of transition from state 

Xt-1 to subsequent state Xt) and can be used repeatedly for calculation of join probabil-
ity of given measurements in process history. The number of measurement samples in 
history which is used for calculation is given by number n. 
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The second order Markov chain calculates the join probability based on the current 
and two previous measurem  

1 2 1 1 2
3

| | ,
n

t t t
t

P X P X P X X P X X X    (2) 

where the join probability is calculated based on two previous measurement Xt-1 and 
Xt-2. The higher order Markov chain can be used, however the increased computation-

bring adequate benefit in more reliable results.  
In further text we compare described first and second order Markov chain on real 

data measured by autonomous mobile robot Advee. 

3 Practical experiments 

The real world experiments were performed on autonomous mobile robot Advee 
which is equipped with ultrasonic sensors for navigation purposes. Presented method 
uses measured data for training and separates all measurements to two groups: Cor-
rect and Incorrect. These pre-trained data are lately used for evaluation of measure-
ment in real time and for making the decision whether the navigation can continue or 
emergency navigation procedures must be called. Typical measurements from ultra-
sonic sensors during navigation are shown on figure 2 and 3. 

 

 
Fig. 2. Typical correct ultrasonic measurements from sensors used for navigation 
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Figure 2 shows two correctly working sensors and figure 3 incorrect measurements. 
Presented measurements shown on figures 2 and 3 were measured on different sen-
sors placed in mobile robots chassis. This data shows actual sensor readings from 
ultrasonic sensors during navigation task. The erroneous measurement was caused by 
malfunction of one from used sensor. Such malfunction does not allow reliable navi-
gation. The data differs from correct measurement (compare to figure 2) in two ways: 
there is many zero distances measured, the zero distance is measured frequently. 
However the difference is obvious for human operator the detection method for usage 
during navigation is needed.  
 

 
Fig. 3. Typical erroneous ultrasonic measurements from sensors used for navigation: 

The measured data are discretized to ten discrete values, where each value represents 
10 cm range. The maximum measured distance is one meter, which means that the 
values on all figures are in range 0 to 9.  

These data are used for learning the transition probabilities which are used for 
measurement evaluation. The first order transition probabilities can be represented as 
table or 2D colored plot. Such representation is shown on figure 4.  

 
Fig. 4. Transition probabilities represented as 2D color map for correct measurement (left) and 

erroneous (right) 
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The left graph represents the correct measurement patterns and the right the errone-
ous. The colors represent the transition probabilities as described on side color bar. 
The erroneous probabilities shown on figure 4 (right) exhibit the lack of measurement 
above 0.6m which was caused by the fac
to detect higher distances, as is can be also seen on figure 3. 

Such pre-learned transition probabilities are used for data evaluation. In the verifi-
cation phase, the measurement was initially taken from the valid sensor and at sample 
9000 the signal was switched to invalid sensor. When a measurement is taken, the log 
odds ratio (see equation 3) is calculated from probabilities of incorrect to correct 
measurement. The resulted log odds ratios are shown on figure 5.  

|
log

|
P X Correct

L X
P X Erroneous

    (3) 

where, X is the calculated join probability via equation 2 from Correct and Erroneous 
transition probabilities (figure 4), the logarithm of resulted quotient L(X) represents 
the log odds ratio shown on figure 5. The positive value of log odds means the meas-
urement is correct, the negative value indicates erroneous one. The higher the number 
is, the more reliable the detection is. 

Figure 5 shows the comparison of first and second order Markov chain. The com-
parison shows that the first order Markov chain is more certain about the measure-
ment in absolute values, however in disputable parts (e.g. around steps 10300 and 
10600) the performance is similar. 

 
Fig. 5. Log odds ratios for first and second order Markov chain as a result of online measuring 

time series data from ultrasonic sensors 
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4 Conclusions 

The practical experiments showed that the Second order Markov model has better 
performance in typical operational conditions; however in disputable cases the per-
formance of both models is similar. The figure 5 clearly shows that the method quick-
ly identifies the change from the correct measurements to erroneous one, as can be 
seen around measurement step 9000 where the log odds ration drops to negative num-
bers.  

The drawback of this method can be seen in local misdetections (around steps 
10300, 10600) where the method identified the erroneous measurement as correct 
one. On the other hand, the overall trend in data shows that the method is able to de-
cide whether the measurement is correct or not. 

The difference between first and second order Markov chain is minor and due to 
the fact that the first order method is faster and easier to implement it will be used for 
further experiments in the future. 
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Abstract. This paper is focused on the development of the autonomous wheeled 
indoor robot of a small size. The autonomous robot K3 is designed as a universal 
platform for developing new algorithms of path planning, localization and map-
ping. Detailed description of the hardware, sensory system and high level control 
software is given. The design of the image processing method intended for solv-
ing the Bear Rescue discipline of the autonomous robot competition is discussed 
in detailed to prove correctness and suitability of the introduced solution. 

Keywords: autonomous robot  indoor robot  machine vision  bear rescue 

1 Introduction 

Mobile indoor robots are used in a wide range of applications in today's world. Com-
panies can utilize mobile robots for public relations activity. Also, much effort has been 
devoted to build security indoor robots or healthcare robots, e.g. assistant robot for the 
elderly [1]. The most challenging problems of the indoor mobile robotics are still nav-
igation and mapping of the unmanaged dynamic environment [2, 3 and 4] as well as the 
object recognition based on image processing [5]. 

Authors of this paper are focused on developing new algorithms for solving selected 
problems of the SLAM and computer vision in the indoor environment. For that reason, 
we have decided to build our own universal mobile robot, which can be used as a testing 
platform of the mentioned algorithms. 

The main aim of this paper is introducing our own design of the autonomous mobile 
indoor robot K3. The second chapter describes the designed construction and integrated 
hardware, including the sensory system. Next chapter describes the design of the con-
trol software unit of the robot. We participated with the described robot in the compe-
tition of autonomous indoor robots held in the city of Prague in 2015. Our solution of 
the Bear Rescue discipline is described in the last chapter as a proof of concept. 

2 The Construction Design and Sensory System 

The K3 robot is designed for testing various algorithms of path planning, localization 
and mapping of the inner space of office buildings. The development team also intend 
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to use this robot in various disciplines of autonomous robots competitions, e.g. the Bear 
Rescue discipline. These requirements define the resulting dimensions of the robot, 
namely, 260 x 260 x 320 mm. The configuration with two actively driven wheels and 
one passive wheel was chosen. Such holonomic type of construction is convenient es-
pecially in the limited areas of various robotic playgrounds. The robot has a square 
shape and the base frame is manufactured from aluminum. Several auxiliary parts and 
both main wheels are printed on the 3D printer, see Fig. 1. The wheels are driven using 
the Microcon SX stepper motors. The outer part of the wheel is connected to the shaft 
of the motor through the wheel hub. The motor is mounted to the side plate of the chas-
sis using a flange with a bearing inside. As you can see, the third motor of the same 
type is used for opening and for closing of the gripper mechanism as well.  

 
Fig. 1. The CAD model of the developed robot K3 

The tablet PC HP ElitePad 900 with Windows 8 operating system is used as a main 
control unit of the robot. We assume that the battery-powered device with sufficient 
computing power and well documented platform would be beneficial for robot software 
development. This tablet is placed on the top of the robot using a frame bed, which is 
made of aluminum bars. The operator can easily execute commands using the control 
tablet, because it has a touch screen and the front side is not covered by any other com-
ponents. The bed is adjustable by long screws placed on both sides. Unfortunately, the 
integrated camera of the control tablet faces almost directly into the ground. This issue 
is solved using the special bracket with a mirror, which is placed under the camera to 
change the field of view. 

The K3 robot is also equipped with the special gripper that enables robot to pick and 
carry various objects. The figures Fig. 1 and Fig. 7 show the second improved genera-
tion of the gripper construction, which consists of two movable claws, system of gears 
and shafts. The propelled shaft is placed inside the robot body and the stepper drive is 
placed on the outer side. This shaft is mounted with gears that transmit the movement 
to the pivots using the worm gears. The gear transmission enables synchronous opening 
and closing using one stepper drive only. All gears were fabricated using a 3D printer. 

The low level control unit consists of two Arduino boards, see Fig. 2. These boards 
provide sufficient performance for the stepper drives control and for reading data from 
the IR proximity sensors. The information from IR sensors and stepper drives is sent to 
the control computer on demand only. Main control unit sends the message over the 
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interface and waits for the response of the microcontroller. The custom communication 
protocol between tablet and both Arduino microcontrollers was designed. For example, 
only one byte of message is used for storing information about distance during the com-
munication with proximity sensors. In this case, the data byte contains the address of 
the sensor, which value is requested by the main control unit. The stepper motors are 
connected to the Arduino microcontroller through the custom boards with four inputs 
that serve for bipolar control of the motors. 

 
Fig. 2. Diagram of the low level communication 

3 Main Control Software 

Main control software ensures the autonomous movements of the robot, i.e. it solves 
problems of path planning, localization and mapping. Moreover the program has to 
perform sensory data acquisition, image processing and stepper motors control at the 
same time. Therefore it is necessary to use the multithreaded architecture. The control 
software is implemented using the C# language and .Net framework, since this high 
level programming language enables easy and rapid prototyping of new algorithms. 
Moreover the standard .Net Task Parallel Library (TPL) is used for parallel processing 
of required tasks. The simplified schema of the control software of the robot is shown 
on Fig. 3. 

 
Fig. 3. Simplified schema of the control software 

The designed architecture consists of three main layers. The highest layer is repre-
sented by the graphical user interface, which informs operator about actual state of the 
robot and enables to perform some basic operations, e.g. starting operations, setting up 
parameters of the tested algorithms, emergency shutdown, etc. The XAML language 

The Development of the Autonomous Indoor Robot 665



and windows presentation foundation (WPF) was used for developing the user inter-
face. The designed and developed algorithms of image processing, path planning or 
localization are implemented in the middle layer of the architecture, e.g. the method of 

, that the AForge .Net library 
is used in our approach for the design of methods of computer vision. The lowest layer 
of the architecture consists of communication routines, which transform and send mid-
dle layer commands over the communication protocol to the subordinate hardware. 

4 Achievements 

The described concept of the indoor mobile robot K3 was successfully produced and 
tested. This robot is fully functional, and is currently used for developing various algo-
rithms of path planning, mapping, localization and computer vision. It is possible to 
mention the Bear Rescue competition as an example of successful deployment of the 
designed robot. 

The autonomous robot is placed into the known structured area that is divided into 
two sections. The teddy bear is placed into the second section. The main aim for the 
control unit of the robot is to navigate through the first section and to find and pick the 
teddy bear in the second section. Consequently, it is necessary to return back to the 
starting position. The problem of path planning through the known first section is 
solved using the predefined checkpoints in the inner representation of the map. The 
localization of the robot is managed using the odometry information only. This simple 
approach is permitted, because the length of the path through the first section is very 
short and thus the cumulative error does not take effect. 

The biggest challenge of the whole task is to find the teddy bear in the second sec-
tion. Consider that the teddy bear is of an unknown color, size and shape. Experimental 
tests showed, that the use of common proximity sensors, e.g. sonic sensors or IR sen-
sors, do not produce satisfactory results. The best results were achieved using the image 
processing methods. The whole method of detecting the teddy bear in the image can be 
divided into three main steps: border detection, inner area detection and the goal object 
detection. 

 
Fig. 4. Border detection using edge detection and Hough transformation 

The image obtained from the robot  camera is transformed to the binary image and 
the Canny edge detection algorithm is applied in the first step. After that, the Hough 
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transformation is performed to find straight lines in the image, see Fig. 4. If the detected 
straight line is corrupted by the goal object, then the approximation of the edge of the 
border is performed. Resulting line leads from the left side of the image to the right side 
without any disruption, see Fig. 5. 

 
Fig. 5. Approximation of the border (green) and outer space detection (red) 

The outer area and the border are successfully detected. Consequently, the inner area 
is detected in the second step. The inner area is found using the subtraction of pixels in 
the original image (Fig. 4a) and the image with known outer area (Fig. 5c). Resulting 
values, that are smaller then allowed minimum, are truncated to that minimum value, 
see Fig. 6a. Once are the border, the outer and inner areas detected, teddy bear object 
is detected as well. The center of gravity of the object is found in the next step, see the 
yellow point in the Fig. 6c. This information is used by the control unit to move the 
robot to the suitable position, see the pink point in the Fig. 6c, and the object is picked 
up. For more information on the designed algorithm see [6]. 

 
Fig. 6. Inner space and object detection, center of gravity (yellow), desired position (pink) 

5 Conclusion 

The complex development of an autonomous indoor robot K3, see Fig. 7 is described 
in this paper. The design of the construction, low level control hardware and sensory 
system was under discussion. The implementation of the software control unit was de-
scribed as well. Successful participation in the competition, see chapter four, of the 
autonomous indoor robots proved the correctness of the whole concept. 
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Fig. 7. The developed autonomous indoor robot K3 
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