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Foreword

The concept of the quasispecies will soon be 50 years old. This term I introduced in
the late 1960s in my considerations on self-organization of matter and the evolution
of biological macromolecules.

The idea of heterogeneous populations has been quite uncommon in biology.
Population biology considered mutation as a rare event and even in the absence of
selective differences Kimura’s theory of neutral evolution predicted a very low
fraction of mutants. Molecular biology, on the other hand, was showing that correct
reproduction and mutation are parallel reaction channels, which inevitably result in
a distribution of genotypes. Heterogeneity in populations of bacteriophages has
been verified experimentally in the laboratory of Charles Weissmann at about the
same time. Chemical kinetics of replication and mutation built a firm bridge from
molecular biology to evolutionary theory and provided the basis for the design of
evolution experiments in the test tube. These included the work of Sol Spiegelman
and his group as well as that of Christof Biebricher, who conducted research on
replication of RNA from the bacteriophage Qβ in my laboratory. Biebricher’s
fundamental experiments on exploring the chemical kinetics of in vitro evolution
laid the foundation for the forthcoming applications of the theory in evolutionary
biotechnology and antiviral pharmacology. Without his careful and detailed work
on Qβ-phage RNA, we would not now be able to understand Darwinian evolution
in the test tube.

The dedication of the volume to the memory of Christof Biebricher recognizes
his pioneering research on quasispecies. Esteban Domingo and Peter Schuster
present fourteen selected chapters written by experts who revisit the concept of
quasispecies, review the current status in theory and experiment, and provide an
overview of its application to virus evolution. This book should find a place in
every Life Science collection.

Göttingen Manfred Eigen
July 2015
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Preface

Quasispecies theory has come of age, and regular updates of the concept of
mutation-caused diversity of populations are appropriate in order to provide
straightforward access to information on recent progress in theory and applications
to the real-world problems. Among a great variety of other applications, the concept
of viral quasispecies, the limitation of sustainable mutation rates through error
thresholds, and its usage in the development of antiviral therapies are most
prominent. Indeed viral infection of hosts, epidemic spread of viral diseases as well
as evolution of virus species can hardly be understood in depth without the notion
of quasispecies and sufficient knowledge on their evolutionary dynamics.

Within the last decade, progress in the theory of quasispecies came mainly from
two developments: (i) the accessibility of real fitness landscapes due to the enor-
mous technical improvements in sequencing and high-throughput techniques and
(ii) the exploitation of the formal mathematical analogy of quasispecies dynamics
and statistical mechanics of classical and quantum spin systems. In the latter case,
Eigen’s quasispecies concept and Crow and Kimura’s mutation-selection model
give rise to identical mathematical problems, and therefore, the distinction between
the two approaches is often not made with sufficient clarity: Mutation in the qua-
sispecies theory is a parallel process to correct replication and happens during
reproduction, whereas mutation and replication are entirely two separate processes
in the Crow–Kimura model and occur at different instants. In virus reproduction,
the former case applies and, accordingly, only the quasispecies concept is the
appropriate model. Another important issue concerns the mechanism of
mutagen-induced extinction of viral populations. A change in the mutation rate
through certain pharmaceutical compounds, notably nucleotide analogues, is con-
sidered as the causing principle. This antiviral mechanism has been popularized
under the name “lethal mutagenesis.” Quasispecies theory predicts a maximal error
rate that is compatible with a stable virus population. The antiviral strategy is to
destabilize and extinguish the virus population by a drug-induced increase of the
mutation rate that generates defective genomes that drive the virus population
through the error threshold. There is also a second mechanism of extinction which
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consists in increasing the fraction of lethal variants in the population above the
maximum required for survival. As shown in several chapters of this book, both
mechanisms are in operation and by now the interplay of error threshold phe-
nomena and lethal mutagenesis is well established.

Since the CTMI volume 299 on Quasispecies published in 2006, major progress
has been based in developments on the scope of applicability of quasispecies
theory, the implementation of ultra-deep sequencing to analyze mutant spectra of
viral populations, and the confirmation of the profound biological effects that
changes in replication fidelity have on virus behavior. John Holland wrote in the
2006 volume the closing chapter on a historical perspective of major transitions in
the understanding of RNA viruses. He emphasized the recognition of viral qua-
sispecies dynamics as a major development in RNA virology. Sadly, John passed
away on October 11, 2013. As people convinced of the role of viral dynamics to
understand viral disease, we were very fortunate that John’s laboratory became
involved in this area of research, after a long and productive career that resulted in
fundamental contributions in virology. Indeed, John Holland established the con-
cept of cellular receptors as determinants of tissue tropism and did pioneering work
on viral polyprotein synthesis and processing, and in the characterization and
biological activities of defective interfering (DI) RNAs and particles (see the “In
Memoriam” note by K.R. Spindler and B.L. Semler in Journal of Virology 88:
5903–5905, 2014). He recognized high mutation rates as key to the understanding
of competition dynamics between vesicular stomatitis virus and its DIs. Expanding
on this, his laboratory made key contributions to measurements of viral mutation
rates, to the understanding of viral quasispecies, and to establish connections
between quasispecies and several concepts from classic population genetics. His
work permeates most of the chapters on experimental quasispecies in the present
volume, with a number of topics which are now pursued with the new experimental,
theoretical, and bioinformatic tools that have become available over the last years.

The present volume consists of fourteen chapters. Chapter “What Is a
Quasispecies? Historical Origins and Current Scope” provides an introduction into
the concept of quasispecies and its applications. The next chapter “The Nucleation of
Semantic Information in Prebiotic Matter” deals with the concept of semantic
information and its origin in biology. The simplest systems that can be studied by
both extensive computation and in vitro experiments showing adaptation and evo-
lution are small RNA molecules that are described in chapter “Evolution of RNA-
Based Networks.” The interplay of fitness landscapes and mutation-selection
dynamics in particular with respect to quasispecies formation and the existence of
error thresholds is treated in chapter “Quasispecies on Fitness Landscapes.” Chapter
“Mathematical Models of Quasispecies Theory and Exact Results for the Dynamics”
deals with the application of methods from quantum statistical mechanics to derive
solutions for the quasispecies concept and the Crow–Kimura mutation-selection
model. The quasispecies concept can be extended to much more complex repro-
duction mechanisms than asexual reproduction and mutation as is shown in chapter
“Theoretical Models of Generalized Quasispecies.” Chapter “Theories of Lethal
Mutagenesis: From Error Catastrophe to Lethal Defection” reviews models of lethal
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mutagenesis, with a critical assessment of their relevance to experimental
observations. Chapter “Estimating Fitness of Viral Quasispecies from Next-
Generation Sequencing Data” reveals how new developments in deep sequencing
can provide an increasingly accurate picture of viral population structure, and fitness
landscapes based on the quasispecies model. Chapter “Getting to Know Viral
Evolutionary Strategies: Towards the Next Generation of Quasispecies Models”
discusses the difficulties of capturing the implications of complex mutant spectra,
and the need to integrate theoretical and experimental approaches. In chapter
“Cooperative Interaction Within RNA Virus Mutant Spectra,” the fundamental issue
of biological implications of interactions among components of a mutant spectrum is
addressed. In chapter “Arenavirus Quasispecies and Their Biological Implications,”
replication of the important group of arenavirus pathogens is dissected at the
molecular level to reveal the impact of genome variation; this chapter is a paradigm
of the multiple facets of genome variation in viral pathogenesis and how to approach
the problem experimentally. Chapter “Models of Viral Population Dynamics”
connects theory and observation in the important area of dynamics of drug resistance
in viral populations, centered on research on HIV-1. Chapter “Fidelity Variants and
RNA Quasispecies” reviews the increasingly important field of copying fidelity
mutants in viruses, and the book closes with chapter “Antiviral Strategies Based on
Lethal Mutagenesis and Error Threshold” which is a review of recent developments
on antiviral treatment designs based on lethal mutagenesis. We have tried to bring to
the reader an updated account of quasispecies theory and experiment, and to reduce
the gap between these two branches of research.

Madrid Esteban Domingo
Vienna Peter Schuster
March 2016
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What Is a Quasispecies? Historical Origins
and Current Scope

Esteban Domingo and Peter Schuster

Abstract The quasispecies concept is introduced by means of a simple theoretical
model that uses as little chemical kinetics and mathematics as possible but fully in
the spirit of Albert Einstein who said: “Things should be made as simple as possible
but not simpler.”More elaborate treatments follow in the forthcoming chapters. It is
shown that the most important results of the theory, in particular the existence of
error thresholds, are not dependent on simplifying assumptions concerning the
distribution of fitness values. Error thresholds are regularly found on landscapes
with large and irregular scatter of fitness. After the introduction to theory, it will be
shown how experimental data on the evolution of molecules or viruses may be fit to
the theoretical model.
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1 Evolution on the Cross-Road of Chemistry and Biology

A theory of evolution at the molecular level was conceived by Manfred Eigen
(Eigen 1971; Eigen and Schuster 1977, 1978a, 1978b) through merging population
dynamics with the knowledge of molecular biology. In this way, evolution could be
integrated into chemical kinetics without losing the characteristic features of biol-
ogy, in particular the role of genetic information stored in nucleic acid molecules
and the nature of mutations were fully preserved. The key to evolution is repro-
duction, and at the level of DNA or RNA, reproduction is replication, which can be
simply understood as copying of genetic information, which is error prone in
general but can be error free or correct in a particular replication event. Modeling
the basic property of molecular copying mechanisms, correct replication and
mutation are parallel chemical reaction channels (Fig. 1) and accordingly, the same
model assumptions hold for low and high mutation rates. The assumption that
mutation is a byproduct of replication is straightforward for virus populations. One
important consequence of this assumption is the factorization of fitness and muta-
tion effects that is indispensable for the fitness landscape concept, which turned out
to be very useful in understanding viral infection (see, e.g., Kouyos et al. 2012). In
population genetics, for particular in the Crow–Kimura model of asexual evolution
(Crow and Kimura 1970, p. 265), replication and mutation are considered as
independent events, but there an entirely different mechanism is assumed: Mutation
is not related to reproduction and occurs by external action during the whole
lifetime of the organism. In order to be able to study evolution of molecules,
environmental conditions may be kept constant in the model, but the extension to
changing condition is straightforward.

General results derived from the theory of molecular evolution in constant
environment are as follows:

(i) In error-free replication,

Aþ Xk ! 2Xk; k ¼ 1; 2; . . .n; ð1Þ

selection in the sense of Charles Darwin’s survival of the fittest results from
chemical reactions approaching a stable stationary state, and is a straightfor-
ward consequence of the reaction mechanism. The approach toward stationa-
rity is accompanied by optimization of the mean fitness of the population.
Accordingly, the mean fitness of the population �f is steadily increasing during
the selection process, the selected molecular species Xm is the one with the
highest fitness value: fm = max(f1, f2, …, fn), and survival of the fittest is

2 E. Domingo and P. Schuster



tantamount to optimization of the fitness of the entire population. The final
result of selection is unique, a stationary homogeneous population containing
only the fittest molecular species Xm, no matter what the initial sequence
distribution in the population was (provided it contained Xm at some, maybe
very small amount).

(ii) Errors occurring during the replication process,

Aþ Xk ! Xj þ Xk; j; k ¼ 1; 2; . . .n; j 6¼ k; ð2Þ

produce mutations (Fig. 1) and change the features of correct replication
kinetics discussed in (i). After sufficiently long time, the replication–mutation
process approaches a stationary state, which does not consist of not a single
fittest species Xm only but is a collective of replicating variants, symbolized by
γ. The name “quasispecies” has been coined for this longtime sequence
distribution in order to point at the fact that asexual reproduction like sexual
reproduction forms genetic reservoirs, which provide pools of variants for
future evolution. For a given parameter set, the quasispecies is unique: No
matter what the population looked like initially the same longtime sequence
distribution will result. The question of fitness optimization is more subtle than
in the previous case (i): For most initial conditions, fitness will increase during
the replication–mutation process and selection of the quasispecies γ is

Fig. 1 A molecular view of replication and mutation. The replication device E (violet), commonly
a single replicase molecule—as in polymerase chain reaction (PCR) or in many examples of
simple viruses—or a multienzyme complex binds the template DNA or RNA molecule (Xj,
orange) in order to form a replication complex E · Xj and replicates with a rate parameter fj.
During the template-copying process, reaction channels leading to mutations are opened through
replication errors. The reaction leads to a correct copy with frequency Qjj and to a mutant Xk with
frequency Qkj. Commonly, we have Qjj ≫ Qkj for all k ≠ j. In other words, correct replication
dominates mutant formation. Stoichiometry of replication requires

Pn
i¼1 Qij ¼ 1, since the product

has to be either correct or incorrect. The reaction is terminated by full dissociation of the
replication complex. The sum of all activated monomers is denoted by A. A consequence of the
model is factorization of the contributions from fitness and mutation: wkj = Qkj · fj

What Is a Quasispecies? Historical Origins and Current Scope 3



accompanied by an increase of the mean fitness �f like in the mutation-free
selection process. Nevertheless, situations are possible where this is not the
case. Consider, for example, a homogeneous initial population consisting of
the fittest genotype Xm only; then replication and mutation will create the
quasispecies that contains other sequences too; these sequences have lower
fitness; and mean fitness of the population is doomed to decrease during
quasispecies formation: The paradigm of fitness optimization is invalidated.
More complex cases can be constructed by choosing appropriate initial
conditions, and then, the mean fitness may even change non-monotonously
and go through a maximum or minimum during the approach toward the
quasispecies γ. Optimization of mean fitness is not a global property in
replication–mutation systems, but it is confined to a certain region of initial
conditions. This region, the optimization region, is by far the largest part of the
space of all possible initial conditions, and accordingly, optimization is
observed in the majority of all replication–mutation experiments, artificial or
in nature. Consequently, the Darwinian principle is a very powerful heuristic
in the replication–mutation system, despite not being a universal law.

(iii) The population structure of quasispecies shows some regularities that turn out
to be important for applications. The distribution of mutants is centered around
a most frequent sequence called the “master sequence” Xm, which commonly
but not always is the sequence with largest fitness. The frequency of a mutant
Xk in the stationary distribution is determined by two quantities: (a) the
minimum number of point mutations or the Hamming distance dkm separating
Xk from the master Xm, and (b) the difference in the fitness values of the two
sequences, fm − fk. Quasispecies theory explains also an empirical fact: The
mean sequence of a population called the consensus sequence coincides with
the master sequence unless the mutation rate is very high.

(iv) Considering the quasispecies as a function of the mutation rate p, a threshold
phenomenon is predicted by the theory: Error-free replication leads to a
quasispecies that contains the master sequence exclusively; the relative
amount of the master sequence decreases gradually with increasing mutation
rate p until a maximum mutation rate pmax is reached above which no sta-
tionary population exists; and no stable transfer of genetic information from
generation to generation is possible (Fig. 2).

Chemical kinetics of RNA replication by means of virus-specific replicases is a
rather complicated multistep process, but as Christof Biebricher (Biebricher 1983;
Biebricher et al. 1983) has shown, conditions can be found under which the
mechanism follows to a good approximation the simple autocatalytic overall
kinetics mentioned above (Eq. 2). The conditions for the occurrence of the simple
kinetics are excess material for RNA synthesis, here denoted by A, and replicating
enzyme an RNA-specific RNA polymerase in excess to the template polynucleotide
Xk. Few enzymes can support synthesis of infectious viral genomic RNA in the test
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tube in the way Qβ replicase does (Biebricher 1983). Important advances in the
enzymology of viral RNA replication have been made by Craig Cameron and his
colleagues working with poliovirus polymerase. They devised simplified
template-primer molecules that have allowed calculation of basic kinetic parameters
for nucleotide incorporation, and the quantification of polymerase fidelity, an
extremely important development, that will be discussed in several chapters of this
book [(Castro et al. 2005) and references therein].

DNA replication involving some twenty or more proteins and enzymes is much
more complex than RNA replication, but again suitable conditions can be found
where the process can be approximated by simple autocatalysis (Eq. 2). Life cycles
of viruses follow a complex multistep process with the overall stoichiometry
A + X→ n X with n being the number of virions produced in one life cycle through
the infection of a single cell. This process obeys the same laws as simple autoca-
talysis with the only difference that n reaction channels corresponding to n virions
are chosen simultaneously rather than a single one (Fig. 1). Bacteria and more
complex organisms adopt highly complex and perfectly controlled mechanisms of
cell division that allow for modeling by simple autocatalysis since reproduction
occurs at the level of cells rather than at the level of molecules. Simple autocatalysis
(Eq. 2), direct or as overall kinetics, is the basis for the applicability of replication–
mutation kinetics (Fig. 1) to the analysis of evolutionary phenomena sketched in the

Fig. 2 The error threshold. The stationary frequency of the master sequence Xm is shown as a
function of the local mutation rate p. In the approximation neglecting mutational backflow, the
function xmðpÞ is almost linear in the particular example shown here. In the insert, the
approximation (black) is shown together with the exact solution (red). The error rate p has two
natural limitations: (i) The physical accuracy limit of the replication process provides a lower
bound for the mutation rate, and (ii) the error threshold defines a minimum accuracy of replication
that is required to sustain inheritance and sets an upper bound for the mutation rate. Parameters
used in the calculations: binary sequences, l = 6, σ = 1.4131

What Is a Quasispecies? Historical Origins and Current Scope 5



next section. It is not unimportant to verify the overall mechanism of reproduction
in order to make sure that quasispecies theory in the form presented here is
applicable, particularly in the case of cell-free evolution of molecules.

2 A Few Quantitative Relations

The replication–mutation mechanism sketched in Fig. 1 can be cast into ordinary
differential equations as used in conventional chemical kinetics:

dxj
dt

¼
Xn
k¼1

Qjkfkxk � xj�f ; j ¼ 1; . . .; n with �f ¼
Xn
i¼1

fixi

,Xn
i¼1

xi ð3Þ

The symbols used in this equation are as follows: The extensive variable
xj = [Xj] is the amount of species Xj present in the system expressed as concen-
tration, but sometimes the usage of particle numbers Xj = [Xj] is of advantage, fk is
the fitness of species Xk,

�f is the mean fitness of the population, and Qjk finally is the
frequency with which species Xj is produced as an error copy of Xk (Fig. 1).
Considering the population as a whole, we introduce a total concentration or

population size c ¼ Pn
i¼1 xi and

dc
dt ¼

Pn
i¼1

dxi
dt . Since all replication products are

either correct or incorrect, we have a conservation relation
Pn

j¼1 Qjk ¼ 1, the term

�P
xj�f ¼ �c�f compensates exactly the population growth

Pn
j¼1

Pn
k¼1 Qjkfkxk,

and the total concentration or population size is constant.
Exact solutions of Eq. (3) can be derived via an eigenvalue problem, and this

implies that they are available in numerical form only (Jones et al. 1976; Eigen
et al. 1989; Thompson and McBride 1974). For many purposes, however,
approximations are perfect when they can be obtained in analytical form. We shall
present here simple and illustrative expressions that are accurate enough for almost
all practical purposes.

The most efficient approximation in this context is based on the assumption of
“zero mutational backflow” (Eigen 1971): If the mutational flow from species Xk to
species Xj is denoted by Φk→j, we can symbolize the flow from the master to the
mutation cloud by Φm→(j) where (j) stands for j = 1, …, n; j ≠ m. Then, mutational
backflow from the cloud to the master is written Φm←(j). In other words, only
mutations from the master sequence to the various mutants are allowed and all back
mutations, Xj → Xm, are forbidden. To be consistent, all mutations within the
mutant cloud are neglected too. Equation (3) implies constant population size, and
the modification of the mutation term requires a compensation in the flow term
�xj�f , which when introduced leads to a useful approximation for small mutation
rates (see Chap. 4). Eigen leaves the flow term unchanged, and accordingly, the
population size is no longer a constant. We shall denote this procedure that will turn
out a posteriori as extremely successful as “phenomenological approach.”
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The mutation rate for single nucleotides, denoted by p, is assumed to be inde-
pendent of the position on the sequence or, in other words, mutations are assumed
to occur with the same frequency at each site. This approximation has been char-
acterized as “uniform error rate” assumption, and it simplifies substantially the
calculation of the mutation rates Qjk. The probability to be copied correctly is the
same for all sequences Xk and has the form

Qkk ¼ Q ¼ ð1� pÞl for all k ¼ 1; . . .; n; ð4aÞ

where l is the chain length of the polynucleotide. This equation comprises the trivial
fact that for error-free replication, p = 0, all copies are correct. Then, the fraction of
correct replicas decreases monotonously with increasing mutation rate p (Fig. 2).
The error containing copies Xj are obtained with the frequency

Qjk ¼ ð1� pÞl�djk pdjk ¼ Qedjk with e ¼ p=1� p ð4bÞ

The exponent djk is the Hamming distance between the two sequences Xj and Xk.
The Hamming distance is the (minimal) number of positions in which the two
sequences differ. With these approximations and notations, it is straightforward to
calculate the stationary concentration of the master sequence Xm that we denote

by x̂ð0Þm :

x̂ð0Þm ¼ Q� r�1
m

1� r�1
m

ĉ with rm ¼ fm
�f�m

and �f�m ¼
Pn

i¼1;i 6¼m fix̂
ð0Þ
i

ĉ� x̂ð0Þm

; ð5aÞ

where ĉ ¼ Pn
i¼1 x̂

ð0Þ
i and where we indicate stationary concentrations by a hat and

the zero mutational backflow approximation by the superscript “(0)”. The mean
fitness of all sequences except the master or, in other words, the mean fitness of the
mutants is denoted by �f�m, and finally, σm is the superiority of the master expressing
the ratio of the fitness of the master and the mean fitness of the rest of the popu-
lation. For the mutants Xj, we obtain by the same token

x̂ð0Þj ¼ edjm
fm

fm � fj
x̂ð0Þm ¼ edjm

f 2mðQ� r�1
m Þ

ðfm � fjÞðfm � �f�mÞ
ĉ: ð5bÞ

In essence, the frequency at which a mutant is present in the quasispecies
depends on two quantities: (i) the Hamming distance djm between sequence Xj and
the master Xm—the closer related to the master a sequence is the higher is its share
in the stationary distribution—and (ii) the fitness difference between Xm and Xj—
the higher the fitness of the mutant, the higher is its frequency in the quasispecies.
Accordingly, a quasispecies is not some arbitrary collective of variants but a highly
ordered distribution with a master sequence in the center and mutant cloud sur-
rounding it in sequence space.
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Within the phenomenological approach, the stationary concentration of the
master sequence as well as the concentrations of the mutations contains a factor
ðQ� r�1

m Þ, which expresses the dependence of the concentrations on the mutation
rate p, and vanishes if the condition Q ¼ r�1

m is fulfilled. The mutation rate pmax at
which this happens is easily calculated:

Q ¼ 1� pmaxð Þl¼ r�1
m leading to pmax � ln r

l
or lmax � ln r

p
: ð6Þ

The notation pmax points already at the fact that a conventional quasispecies
exists only in the range 0� p\pmax. As discussed in the next paragraph, at
mutation rates higher than the threshold value, we get no information on the nature
of the longtime solution of the replication–mutation system from the phenomeno-
logical approach. The phenomenon of a maximal mutation rate as described by
Eq. (6) has been called the “error threshold”: In order to guarantee evolutionary
stability of the genetic information stored in nucleic acid sequences, the inaccuracy
of replication must not exceed some critical value, which is defined by the sequence
length l and the superiority of the master sequence σm. Alternatively, when the
replication accuracy is given by some replication machinery, the error threshold
defines some polynucleotide chain length lmax that cannot be exceeded without
jeopardizing inheritance of genetic information. A comparison of the genome
lengths of organisms from viroids to higher eukaryotes with replication machineries
of largely different copying fidelity (Gago et al. 2009) yields a clear cut inverse
relation between mutation rates and genome sizes. The error threshold concept has
inspired an active field of antiviral research termed “virus transition into error
catastrophe” or “lethal mutagenesis”, consisting in virus extinction through
defective viral gene products induced by excess of mutations (Chaps. 7 and 14).

It is important to stress that the existence of error thresholds is not restricted to a
few model landscapes of fitness values. On the contrary, and as outlined in Chap. 5,
all fitness distributions with strong scatter of the individual values show the
threshold phenomenon and the width of the transition depends on the broadness of
the dispersion of fitness values.

3 What Happens Beyond Error Threshold?

Since almost all analytical expressions of the quasispecies theory that are used in
applications were derived within the frame provided by the phenomenological
approach, we shall have a closer look on this assumption here. In particular, the
error threshold in Eq. (6) has been derived from the application of the zero
mutational backflow approximation to the mutation term, and therefore, it is
legitimate to ask whether this result is a real phenomenon or an artifact of the
approximation. First, we compare with the exact solution of Eq. (3) and consider
the correct stationary concentration of the master sequence, �xm, and its
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approximation, x̂ð0Þm . In order to facilitate the comparison, we assume that all
sequences in a given error class have the same fitness. As illustrated in Fig. 3, there
is little difference in the curves for master sequence and for the class of single point
mutations. We remark that for sequences with two or more errors, this is not the
case and the reasons for agreement and disagreement can be readily analyzed
(Chap. 4 and Schuster 2012). Here, we use a plausibility argument: The dominant
contribution to the mutational flow to one-error mutants comes from the master
sequence, and it is taken into account correctly by the zero mutational backflow
approximation. For mutants with two and more errors, the largest mutation flow
comes from the mutants with one error less and mutations coming from other
mutants are neglected. The take home lesson is that the phenomenological approach
(5a) provides an excellent approximation for the master (5a) and the class of
mutants carrying a single point mutation but only for them.

Whereas the stationary solution of the phenomenological approach is zero at the
error threshold and becomes negative for p > pmax and thus no acceptable solution is
available above threshold, the exact stationary solution becomes almost indistin-
guishable from the uniform distribution, which contains all variants—master
sequence and mutants—at the same concentrations: �xm ¼ �x1 ¼ � � � ¼ �xn ¼ �c

�
jl,

where κ denotes the size of the nucleotide alphabet. Numbers κl are

Fig. 3 The phenomenological approach. In the plot, the (exact) stationary solutions (full lines) are
compared with the results derived from the phenomenological equations (dashed lines). The violet
dashed line is the total relative concentration or population size in the phenomenological approach.
The relative concentration of the master sequence (black) and the one-error class (�y1ðpÞ; red) agree
well with the exact curves, whereas in case of all other error classes, the agreement is very poor
(see, for example, �y2ðpÞ, yellow). The error threshold derived from the (exact) computation is
pcr = 0.00507 (dashed blue line obtained from level-crossing and from class-merging as outlined in
Chap. 5) and compares well to the value pcr = 0.00475 (gray dashed line) of the phenomenological
approach. Choice of parameters: l = 20, single peak landscape with fm = 1.1 and f = 1.0
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“hyperastronomical,” for example, there are 3 × 10120 different sequences for the
smallest viroid genome with the size l ≈ 200 in the natural alphabet (κ = 4).
Population sizes in evolution experiments with replicating molecules are the largest
that can be achieved, they may be as large as 1015, and this implies that in a sample
with uniform concentrations, we would be dealing with values in the range
�x � 10�105. This result simply tells that uniform concentrations cannot exist, the
only conceivable alternative are clonal populations migrating in the huge space of
all sequences (Derrida and Peliti 1991; Huynen et al. 1996), and indeed no sta-
tionary population can exist for p > pmax. The enormous size of sequence space has
another consequence that will be important in several other contributions in this
book: In practice, all realistic populations of viruses, viroids, or polynucleotide
molecules are local in sequence space and no global solutions exist in reality. Under
favorable circumstances like in case of the quasispecies, the global solutions
coincide with some local solutions for all practical purposes. In other words, we can
use the results of the quasispecies concepts up to a certain Hamming distance, and
for mutants being further away from the master sequence, the results have no
practical meaning. As described in several chapters of this book, many important
phenotypic changes in viruses depend on one or few mutations. That is, the tran-
sitions between different phenotypes depend on short distance migrations (small
Hamming distances) within the locally occupied sequence space.

4 Origin of the Experimental Quasispecies Concept

When the development of quasispecies theory and hypercyclic organization was
well advanced (Eigen 1971; Eigen and Schuster 1979), Charles Weissmann and his
colleagues were in the process of founding “reverse genetics”, a term first proposed
by Weissmann four decades ago (Weissmann et al. 1977). The principles of reverse
genetics were established using the RNA Escherichia coli bacteriophage Qβ as
model system. Sol Spiegelman had achieved replication of Qβ RNA in the test tube
(in the absence of cells or cells extracts) by using Qβ RNA as template, purified Qβ
replicase and a host factor protein as the replicative machinery, and nucleoside
triphosphates under adequate ionic conditions (particulary the presence of Mg2+).
This reaction mixture supported efficient synthesis and many-fold amplification of
genomic Qβ RNA (Mills et al. 1967). The experimental system allowed in vitro
RNA evolution experiments by introducing selective pressures (intercalating dyes,
ribonuclease, etc.) during RNA synthesis. The in vitro evolution experiments of
Spiegelman were one of the incentives of Eigen to develop his first mathematical
treatment of error-prone replication (Eigen 1971).

Weissmann and colleagues applied the in vitro Qβ RNA synthesis with the
purpose of producing specific, site-directed mutants in bacteriophage Qβ and to
analyze the biological consequences of the mutation introduced. Until then, the
standard procedure in genetics was to generate mutations at random by chemical
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mutagenesis and then select and study viruses (or cells) with a desired phenotypic
trait. Hence, the term “reverse genetics” refers to the opposite strategy, to generate a
precisely known mutation at a genomic site and to study its consequences.

One of the Qβ RNA genomic regions of interest at the time was the 3′-extra-
cistronic (untranslated) region (3′-UTR) because of its conservation among related
bacteriophages. Weissmann’s team developed the procedure to generate specific 3′-
UTR mutations taking advantage of a unique property of Qβ replicase that allowed
a stepwise Qβ RNA synthesis (by limiting the types of nucleoside triphosphates
made available to the replicase at each synthesis step) until a desired position at the
growing minus (complementary) strand was reached. Then, a mutagenic nucleotide
analogue was incorporated at the selected position, and the complementary strand
synthesis completed by allowing the reaction to proceed with the four standard
nucleotides (Flavell et al. 1974). While a first mutation introduced at 3′-UTR
position 16 was not viable despite the RNA being efficiently replicated by Qβ
replicase (Flavell et al. 1974), a mutant RNA with an A → G transition at position
40 (termed mutant 40) from the 3′-end yielded progeny virus upon transfection on
E. coli spheroplasts (Domingo et al. 1976). However, the mutant reverted to the
wild type with a kinetics sufficiently slow to permit quantifying the proportion of
mutant 40 and true wild-type revertants as a function of passage number.
Competition between wild type and mutant 40 Qβ phages in E. coli, and reversion
of the mutant to wild type in the course of serial passages, allowed Eduard
Batschelet to calculate a mutation rate for the G → A reversion of 10−4 substitu-
tions per genome doubling (Batschelet et al. 1976). Despite the calculation referring
to a single genomic site, the value obtained is quite representative of mutation rates
for RNA viruses that were subsequently estimated by other procedures (Steinhauer
and Holland 1986; Eigen and Biebricher 1988; Ward and Flanegan 1992; Drake
1993; Drake and Holland 1999; Sanjuan et al. 2010).

In the course of the experiments on site-directed mutagenesis, the RNA of many
biological clones of bacteriophage Qβ was analyzed by T1-oligonucleotide fin-
gerprinting, a method of nucleotide sequence sampling used at the time because
cDNA synthesis, molecular cloning, and rapid sequencing were not available.
Martin Billeter had sequenced and mapped in the Qβ genome the large T1-oligo-
nucleotides so that changes in the fingerprints could be interpreted by the occur-
rence of point mutations in the RNA (Billeter 1978). The result of the survey of
biological clones was astonishing: Virtually, the RNA of each biological clone from
a multiply passaged phage population differed in one to two nucleotide positions
from the average sequence of the corresponding parental population. Experiments
in which individual biological clones were passaged to generate heterogeneous
populations led to the following conclusion “A Qβ phage population is in a
dynamic equilibrium, with viable mutants arising at a high rate on the one hand, and
being strongly selected against on the other. The genome of Qβ phage cannot be
described as a defined unique structure, but rather as a weighted average of a large
number of individual sequences ” (Domingo et al. 1978).

We know now that this statement applies to RNA viruses in general, as evidenced
by work by many authors, initiated with foot-and-mouth disease virus (FMDV) by
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Esteban Domingo and colleagues (Domingo et al. 1980; Sobrino et al. 1983) and
vesicular stomatitis virus (VSV) by John Holland and colleagues (Holland et al.
1979, 1982). The early work on experimental quasispecies with bacterial, animal,
and plant RNA viruses, as well as its impact for RNA genetics, was reviewed during
the decade that followed the initial Qβ work (Domingo et al. 1985, 1988).

5 Quasispecies Theory and Experimental RNA Virus
Quasispecies

During the 1970s, transdisciplinarity in science was less intense than today prob-
ably because of limited means of information exchange among practitioners of
different scientific disciplines. Also, while theoretical physicists often asked general
and fundamental issues of broad significance, experimental biologists focused on
more detailed questions. Molecular biologists approached basic (but specific)
problems of genome organization and expression, while virologists aimed at
understanding viruses as disease agents. In the prevalent view at the time, disease
mechanisms were unrelated to evolutionary concepts, a situation which is no longer
tenable at present. Despite science compartmentalization, Manfred Eigen held a
highly multidisciplinary Max Planck Winter Seminar at the Swiss village of
Klosters, a stimulating scientific forum that continues until nowadays. In Winter
1978, Weissmann presented the experimental results on Qβ genome heterogeneity,
and Eigen was thrilled to see the principles of quasispecies theory at work with a
real virus. This key Klosters encounter and its impact have been described
(Domingo et al. 1995, 2001; Holland 2006; Domingo et al. 2012), and it was the
beginning of a stimulating collaboration between theoreticians and experimentalists
that is partly responsible for the writing of the present book.

There is general agreement among theoretical biologists and experimental
virologists that the Qβ population dynamics is directly connected with the gener-
ation of mutant distributions inherent to quasispecies theory. Nevertheless, a few
population geneticists questioned the relevance of quasispecies theory for RNA
viruses and some are still questioning it today. The main point in their argument
goes as follows: RNA viruses are steadily evolving and cannot form stationary
mutant distributions as required by quasispecies theory because there is not enough
time for reaching a mutational equilibrium, and therefore, RNA virus populations
cannot be seriously approached within the framework of quasispecies theory.
Instead, the claim is raised that RNA virus heterogeneity is an extension of the
classical concept of genetic polymorphism known in population biology since the
1960s, the only distinctive feature being that mutation rates of RNA viruses are
orders of magnitude higher than standard mutation rates of cells. It is worth noting
that classical population genetics is based on the assumption of small mutation
rates, and in the classical concept of polymorphism, alleles that were not present in
at least 10 % of individuals of a biological species were not counted as polymorphic
sites (Spiess 1977). Deep sequencing applied to analyses of mutant spectra is
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presently revealing the presence of many minority genomes at much lower levels
(for example, at the 0.1–1 % level that is the current range of cutoff values for
reliable mutant frequencies), which are relevant players in the continuous dynamics
of replacement of some minority subpopulations by others. This dynamics can
certainly not be identified with genetic polymorphism in the classical sense.

Two points must be added here regarding the suitability of quasispecies as a
theoretical framework for viral population dynamics. First, quasispecies theory is an
extension of populations dynamics in order to make it fit for the incorporations of
molecular data, and therefore, it is not incompatible with the classical Wright–
Fisher models of mutation–selection balance (Wilke 2005). In fact, quasispecies
theory enables going one step further due to the internal interactions within a
mutant spectrum that converts the entire viral quasispecies into a unit of selection.
Intra-mutant spectrum interactions can be of complementation (individuals display
lower replicative fitness than the ensemble) or interference (infectivity of fully
infectious individuals can be suppressed by the mutant ensemble). Several chapters
of this book deal with intra-mutant spectrum interactions that frequently occur
through trans-acting proteins expressed from viral genomes (see Chaps. 10 and 14).
In the mutant distributions of quasispecies theory, the critical element that permits
the quasispecies to behave as a unit of selection is the connectivity among closely
related genomes established through frequent mutation. Cross talk among genomes
is very intense when genomes are close neighbors in sequence space although more
distant interactions may be also established thanks to the high connectivity of
sequence space (Eigen and Biebricher 1988) (Chap. 4). Selection does not pull an
individual but a connected set of individuals.

The equilibrium argument is worth being considered in more detail. It is com-
monplace stating that nothing on the Earth is at thermodynamic equilibrium
because our planet as such is exposed to a steady flow of energy and entropy that
goes from sun into outer space but nevertheless, there exists a plentitude of phe-
nomena that are perfectly described by quasi-equilibrium theories. The notion
quasi-equilibrium expresses the fact that a system looks as if it were in an equi-
librium state within a certain time span but is changing on longer time scales. What
matters here is not the fact of change in the long run, but the validity of timescale
separation. In rigorous mathematical terms, the problem is characterized as center
manifold reduction (Carr et al. 1981). In a nutshell, it says that the final state is
approached in two phases (i) a fast process leading from the initial conditions to the
center manifold, and (ii) a slow process during which the population moves along
the center manifold to some final state. The question whether or not a
quasi-equilibrium hypothesis can be justified, boils down to the existence or non
existence of a center manifold (see Chap. 4). Here, we illustrate the concept of
center manifold reduction by addressing its meaning for viruses and virus evolu-
tion: (i) The fast process is the formation of a mutation-balanced clan of sequences
consisting of the master sequence and its most frequent mutants that are, in essence,
derived from single or at maximum double nucleotide exchange mutations, and
(ii) the selection-based and neutral drift of the population through the appearance of
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rare mutations and the occurrence of environmental changes. A necessary condition
for the existence of center manifold and the meaningfulness of the quasispecies
concept as well as any other quasi-equilibrium model is the formation of frequent
mutants that occurs faster than the environment changes or, in other words, the
environment is essentially constant during the formation of the mutation-balanced
clans. In case of viroids and almost all RNA viruses, the postulation of a
quasi-equilibrium seems to be on the safe side because the mutation rate is in the
order of one per replication event (Gago et al. 2009). One remark about the fre-
quency of mutations is important here: According to Eq. (4b), this frequency is
proportional to the mutation rate raised to a power being the Hamming distance
between the mutant sequence Xj and the master sequence Xm, edjm . Since the
mutation rate p—or ε = p/(1 − p)—is small and the Hamming distance between to
virus genomes can vary enormously, we shall be always dealing with a core of
frequent mutants being at quasi-equilibrium with the master sequence and a
plethora of rare variants whose appearance are a stochastic events. Neutrality with
respect to fitness is another biological phenomenon that requires notions of sta-
tionarity, which are more sophisticated than simple quasi-equilibria (see Chap. 4).

Extensions of quasispecies theory to finite populations and variable fitness
landscapes have been developed by many authors, including Eigen himself (Nowak
and Schuster 1989; Alves and Fontanari 1998; Eigen 2000; Wilke et al. 2001;
Nowak 2006; Ochoa 2006; Saakian and Hu 2006; Saakian et al. 2006; Takeuchi
and Hogeweg 2007; Saakian et al. 2009; Park et al. 2010; Schuster 2010a, 2010b).
Finite quasispecies populations in variable fitness landscapes are further treated in
Chaps. 3 and 4 of this book. In theoretical biology, it is quite frequent to develop a
deterministic model in mathematically solvable terms and then to extend it to real
situations by introducing stochastic components in the model formulation. The
same schools that initially opposed quasispecies suggested also that the heteroge-
neity of mutant spectra had been overestimated due to misincorporations during the
enzymatic procedures involved in the preparation of molecular clones for nucleo-
tide sequencing. As discussed elsewhere (Arias et al. 2001; Domingo et al. 2004),
these arguments have proven incorrect since the impact of artifactual mutations can
be controlled, and they have not affected significantly the heterogeneity measure-
ments. Application of deep sequencing methodologies has amply confirmed the
extensive genomic heterogeneity of RNA virus populations (Chap. 8), in agreement
with the results obtained by classic biological or molecular cloning and Sanger
sequencing.

Thus, quasispecies theory (despite its limitations, see last section) has provided
the theoretical framework to interpret key characteristics of RNA viral populations:
extreme genetic heterogeneity, mutant ensembles acting as a unit of selection,
evolution (both short-term or intra-host and long-term or inter-host) understood
fundamentally as replacement of genome subpopulations by others, and movements
in sequence space as the basis to generate new phenotypes which are extremely
relevant to virus biology. These aspects are amply discussed in different chapters of
the present volume.
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Despite the overwhelming evidence of quasispecies dynamics for RNA viruses
in their natural environment, a few geneticists still advocate using undefined terms
such as “variation” (or similar) rather than quasispecies. Avoidance of the term
quasispecies may be acceptable provided scientists are aware of the nature of viral
populations. However, unexpected side effects can derive from ambiguous terms.
Millions of dollars and euros have gone into projects on antiviral and vaccine
strategies doomed to failure because quasispecies dynamics was not incorporated as
a relevant feature prior to the designs. Thus, there are pressing scientific (and even
economic!) arguments to incorporate the term quasispecies in the fields of exper-
imental and clinical virology. Several chapters of this book cover relevant aspects.

Different definitions of quasispecies have been used in physics, chemistry, and
biology. In physics, quasispecies has been defined as a cloud in sequence space. To
chemists, quasispecies are mutant swarms composed of related, nonidentical
genomic sequences, the definition most familiar to virologists. To biologists,
quasispecies is the target of selection, without the term implying a modification of
the species concept in biology. In connection with the present volume, the most
widely used quasispecies definition in virology is as follows: “a collection of related
viral genomes subjected to a continuous process of genetic variation, competition,
and selection that act as a unit of selection” (Domingo et al. 2012). Interesting new
developments outside virology may require some more general definition of
quasispecies that render it applicable to non-replicative systems. Some such
developments are summarized next.

6 Extensions of Quasispecies to Non-viral Systems

Replication with a regular production of error copies is not privative of viruses, but
it is a feature shared by cellular and subcellular systems endowed with replicative
machineries that display limited template-copying fidelity. Connections have been
made between viral quasispecies and cellular collectivities in two aspects:
(i) error-prone replication with its ensuing competition dynamics among cells and
(ii) collective behavior arising from interacting cell ensembles [for review see (Mas
et al. 2010; Ojosnegros et al. 2011; Domingo et al. 2012; Solé et al. 2014)].

Concerning the first aspect, error-prone replication is prominent in mutator
bacteria (which are characterized by mutation rates which are 102- to 103-fold larger
than standard bacterial mutation rates) as well as in cancer cells. In both cases,
enhanced mutation rates provide a selective advantage to the cells, either to expand
the range of phenotypes for increased adaptability or to enhance cellular prolifer-
ation. A difference with viral quasispecies is in place here. The capacity of
exploration of the sequence space available to viruses is far greater than the capacity
exhibited by cells. The main reason is the difference in genome size between cells
and viruses in relation to the usual population size of viruses and cellular organisms
in nature. As an example, a viral genome of 10,000 nucleotides has a maximum of
3 × 104 single mutants, a number which is lower than the population size of many
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viruses, that can attain 1010 to 1012 particles per infected individual. All single
mutants and many multiple mutants are potentially present (excluding fitness
effects) in a viral population infecting a single host. In contrast, the potential
number of single mutants in a mammalian genome will approach 1010, a far larger
value than the population size of mammalian species. These and other parameters
[population heterogeneity, number of mutations needed for a biological change, and
fecundity or the capacity to generate progeny; see further discussion in (Domingo
et al. 2012)] render quasispecies a far more effective adaptive strategy for viruses
than for cells, even if their population dynamics follow similar principles.

Cancer cell dynamics has been extensively studied both theoretically and from a
clinical perspective. Martin Nowak reviewed the conceptual origins of cancer
viewed as a genetic disease, the types of genetic lesions that render cancer cells an
error-prone system that favors tumor progression, and the basic mathematics of
tumor cell proliferation (Nowak 2006). Very early work emphasized the relevance
of cancer cell heterogeneity, clonal evolution, and the consideration of tumor
metastasis as an adaptive process (Nowell 1976; Nicolson 1987). Recent models
view cancer as cell collectivities that have restricted their functional genetic
information to that required for cell integrity and proliferation, but free of the
constraints inherent to cellular differentiation (Gatenby and Frieden 2002; Solé et al.
2014). This is reminiscent of the result of evolution of Qβ RNA in the test tube (the
classic Spiegelman–Weissmann passage experiments discussed earlier) in which
maintenance of RNA infectivity was no longer needed, and the only remaining
requirement to the RNA was to replicate. In the words of the authors: “What will
happen to the RNA molecules if the only demand made is the Biblical injunction,
multiply, with the biological proviso that they do so as rapidly as possible?” (Mills
et al. 1967). The result was selection of RNAs with extensive deletions than were
adapted to bind efficiently to the replicase and to undergo rapid replication;
infectivity was rapidly lost.

The search for the minimum requirements for cancer cell proliferation may help
providing the basis to produce an error catastrophe in cancer (Solé and Deisboeck
2004; Fox and Loeb 2010), following the strategy under investigation for viruses
(Chaps. 7 and 14). Tumor cell heterogeneity is a determinant of adaptability and
limits the efficacy of anticancer drugs, because of the ease of selection of
drug-escape mutant cells through several molecular mechanisms. The problem of
treatment failure due to selection of drug resistance within a tumor cell population is
very similar to that faced in the case of viral infections (Chaps. 12 and 14), and
strategies alternative to the standard anticancer chemotherapeutic protocols have
been suggested (Gatenby et al. 2009; Luo et al. 2009). In the course of adaptive
RNA virus evolution in natural environments, in particular during intra-host
expansions of viral populations, mutation rates are expected to remain constant,
except in rare cases in which a specific fidelity mutation may be incorporated in the
viral polymerase gene and become dominant. In contrast, the cascade of molecular
events during cancer progression, mainly mutations that increase the cell division
rate and mutations that increase the cellular mutation rate (that include tumor
suppressor genes, oncogenes and genetic instability genes), is more complex. As a
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consequence, and interestingly, mutation rates are unlikely to remain constant
through tumor progression. Evolutionary dynamics under constant versus increas-
ing mutation rates deserves further theoretical and experimental investigation.

Concerning collective behavior due to cell to cell interactions, they have been
also recognized within tumors, in particular regarding competition between fitter
chemosensitive cells and less fit, drug-resistant cells during therapy (Gatenby
et al. 2009). A parallel with the internal interactions among components of mutant
spectra in viruses (Chaps. 10 and 14) has been also found in the behavior of
bacterial collectivities [(Ojosnegros et al. 2011) and references therein]. In partic-
ular, quorum sensing in bacteria has been proposed as a factor to modulate viru-
lence, so that an important biological trait is the result of cooperative interactions
among individuals.

Recently, a striking conceptual parallelism has been established between the
conformational heterogeneity of prions and viral quasispecies (Li et al. 2010;
Weissmann et al. 2011; Weissmann 2012). Prions are infectious agents composed
only of protein, without a nucleic acid. They are propagated through transmission of
a misfolded form of a cell-coded protein (Castilla et al. 2008; Barria et al. 2009).
Despite having the same amino acid sequence, distinguishable prion “strains” are
characterized by different conformations. A “mutation” in a prion represents a
change in conformation that may occur through environmental changes and confer
altered pathogenic potential and drug sensitivity (Ghaemmaghami et al. 2009;
Mahal et al. 2010). As in the case of viruses, both drug-resistant and
drug-dependent prions can be selected (Oelschlegel and Weissmann 2013). Prion
populations are heterogeneous in the sense that they include subsets of protein
molecules with minority conformations, a parallel with the minority components of
mutant spectra of viral quasispecies (Weissmann et al. 2011; Bateman and
Wickner 2013; Vanni et al. 2014). Conformational variants can be either positively
selected or remain in equilibrium with other variants (conformomers). In remark-
able parallelism with viral quasispecies, the population size of a prion subjected to
amplification can be a determinant of its evolution, and bottleneck transfers lead to
reduced “replicative fitness” of prions (Vanni et al. 2014). How can such a parallel
Darwinian behavior of a replicative and a non-replicative system originate?
Mutations in genetic systems are the result of elementary molecular fluctuations
events that determine base mispairings. Similar fluctuations may influence amino
acid–amino acid interactions that determine protein conformation. A specific con-
formation may act as a nucleation point for the conversion of neighbor proteins into
a similar conformation (Bernacki and Murphy 2009). Certainly, it would be
extremely interesting to develop a theory for Darwinian evolution in non-genetic
systems, search for protein transitional states and Darwinian behavior in proteins
other than prions, and define the molecular basis of collective conformational
transitions in protein ensembles. Such research may open new avenues for the
control of neurological disease. Thus, the basic concepts emanating from quasi-
species are permeating many domains of biological sciences, a demonstration of the
experiment-provoking power of quasispecies theory.

What Is a Quasispecies? Historical Origins and Current Scope 17



7 Limitations and Strengths of the Quasispecies Concept

The concept of quasispecies refers to the level of populations in a homogeneous or
mostly homogeneous environment, and this need not be realistic in case of real
virus infections in heterogeneous host populations. In a sufficiently diverse popu-
lation, for example, the master sequence in one host need not coincide with the
master sequence in another host. Heterogeneity of environments may be important
for many other reasons, but these are not quasispecies specific problems.
Theoretical epidemiology is struggling with the effects of complex environments as
well, and this for rather long time already.

In its current form, quasispecies theory does not account for stochastic effects.
Small particle numbers up to several hundred infectious units can be important
because of the autocatalytic nature of the replication process, and special stochastic
effects such as incomplete packaging of genome segments in viruses with a seg-
mented genome such as influenza A or early extinction due to replication accidents
may need to be taken into account by virus-specific modeling. The major problem
with stochastic modeling is not of principal nature. It concerns the numerical
simulation techniques that are extremely time consuming even for medium-size
systems and the unavailability of analytical methods for many component systems.
The current best way to overcome this problem is to sacrifice generality and to
construct virus group-specific stochastic models.

Although conceptually rooted in the same grounds as population genetics, the
theory of the quasispecies has several advantages and can be more easily extended:

(i) The model is constructed at the molecular level, and this provides a frame that
can be readily adapted to the desired level of details. The replication–mutation
reaction (2) comprises the simplest conceivable mechanism. Provided one
does not spare the effort, a detailed viral mechanism, for example, the RNA
bacteriophage replication kinetics (Biebricher et al. 1983), could be introduced
into the kinetic differential equations, and numerical analysis based on kinetic
differential equations would be possible. By the same token, entirely different
forms of reproduction can be incorporated, for example, the proliferation of
prions (Weissmann et al. 2011) or mitosis of cancer cells (Gatenby and
Frieden 2002; Gatenby et al. 2009). In the future, it will be desirable and
possible to integrate complex regulation of gene expression into molecular
models. Important examples are RNA-based epigenetic mechanisms.

(ii) Inherent in the molecular replication–mutation mechanism that understands
mutation as a parallel reaction channel to correct copying is the possibility to
factorize the selective value into one factor coming from the spectrum of
fitness values and a second factor containing mutation frequencies. This
handle on separability is not only an important tool for theoretical work but it
also suggests to adopt two different strategies in the development of antiviral
agents: reduction of fitness through interfering, for example, with the binding
of the virus to the replication machinery or increase in mutation rate in order to
drive the replicating virus beyond the error threshold.
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(iii) The conventional quasispecies concept is based on the assumption that pop-
ulations have reached a stationary or a quasi-stationary state. Although the
validity of this assumption may be questionable, replication–mutation
dynamics provides an appropriate tool for rigorous tests based on the center
manifold theorem. The time a population system requires for a close approach
to quasi-stationarity is well defined as a first passage time in the stochastic
model and has been studied in the past [for an example with more references
on this topic see the publication by Marin et al. (2012)]. Nevertheless, more
detailed investigations are required to adapt the quasispecies theory questions
concerning appropriate times, for example, the optimal duration of patient
treatments.

(iv) Virus evolution is determined by the fitness landscape, which may be dynamic
in a changing environment. Given a high degree of ruggedness as follows
form empirical data, e.g., Kouyos et al. (2012) or the experience with bio-
polymer landscapes (Schuster 2006) quasispecies will commonly be unstable
against changes in mutation rates. Quasispecies theory makes the prediction
that migration into other regions in sequence space where “strong quasispe-
cies” can be formed makes the population evolutionary stable (Chap. 4).

The application of quasispecies theory to the understanding of virus dynamics in
infected organisms has opened the way to a rational design of antiviral interventions
which until now have been basically an empirical endeavor. The increasing
applicability of next generation, deep sequencing of viral populations as they
replicate in their hosts, has unveiled the complexity of natural mutant spectra and
estimates of relative fitness levels of minority genomes (Chap. 8). These analyses
should permit personalized treatments with selected standard inhibitors and
virus-specific mutagenic agents, used sequentially or in combination (Chap. 14).
These are important practical consequences derived from the new understanding of
viral populations that became clear when populations were examined under the
focus of quasispecies theory.
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The Nucleation of Semantic Information
in Prebiotic Matter

Bernd-Olaf Küppers

Abstract The analysis of the inherent context-dependence of genetic information
suggests that there are evolutionary mechanisms which are independent of the
processes of environmental adaptation and yet are able to push prebiotic matter
towards functional complexity. In this regard, the extension of information space,
by random prolongation of the primary structure of biological macromolecules,
must have played a decisive role in the origin of life. On the one hand, the extension
of information space is tantamount to an increase in the syntactic complexity of
potential information carriers, which in turn is a prerequisite for the nucleation and
evolution of semantic information. On the other hand, the increase in the dimen-
sionality of information space expands the number of possible pathways of evo-
lutionary optimisation and thereby improves the possible choices that can be made
by progressive evolution. Alongside the optimisation of evolutionary optimisation
itself, there are principles of evolutionary dynamics that direct the formation of
functional order in prebiotic matter. Since these principles are constitutive for the
proto-semantics of genetic information, they may be regarded as the elements of the
semantic code of evolution.
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1 Life = Matter + Information

The present-day understanding of living matter is based essentially on two fun-
damental assumptions, which are the epistemic guidelines of modern biology:

1. Living matter differs from non-living matter by its high degree of functional
order. The transition from non-living to living matter is assumed to be a con-
tinuous one. This implies that there is no intrinsic difference between these two
forms of matter.

2. The overarching concept for the understanding of living matter is the Darwinian
theory of natural selection and evolution.

The claim that there is a continuous transition from non-living to living matter
requires closer specification. First of all, we must think of it as a quasi-continuous
transition, since matter itself is not a continuous substance. However, more impor-
tant: Even if the transition is a quasi-continuous one, we still cannot draw a sharp
borderline between non-living and living matter. For purely logical reasons, it is
impossible to find a definition that expresses an intrinsic difference between the
living and the non-living and which at the same time is free of tautology, i.e. of
life-specific notions. Instead, the problem of defining life becomes a normative one;
that is, the definition will always depend upon the particular paradigm that we regard
as appropriate for an understanding of the phenomena of life (Küppers 2000).

The working hypothesis that the transition from non-living to living matter is a
continuous one has also an important consequence for the methodology of modern
biology. This is because it implies that in living matter the physical and chemical
laws are valid, without any exceptions. Moreover, it follows that no additional laws
are necessary for a deeper understanding of the phenomena of life. This, however,
does not exclude the possibility that the laws of physics and chemistry operate in
living matter as a special case—like for example Ohm’s famous law, which is
adhered to in an electrical circuit as a special case of the general laws of electro-
dynamics. “Special case” laws operate owing to the special organisation of matter,
but they are not an inherent characteristic of matter itself. An important example
from biology is the principle of natural selection (see below).

The consistent application of the idea that all life phenomena can in principle be
reduced to the basic processes of physics and chemistry is known as the “reduc-
tionistic” research program of biology. Although this research program has been
exceptionally successful in the past, it has been criticised again and again. Yet
behind all the criticism hides a fundamental misunderstanding: the allegation that
physics and chemistry still retain the naïve mechanistic view of Nature that was
held at the end of the eighteenth century. However, this allegation is wrong. During
the last two centuries, physics and chemistry have undergone perpetual change and
have extended their theoretical concepts beyond a simple mechanistic under-
standing of matter.

One of the most important changes took place during the past decades during the
development of the so-called structural sciences (Küppers 2000). This new branch
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of science has arisen within the framework of the analysis of complex systems in
Nature and society. The structural sciences pursue the goal of studying the abstract
and overarching structures of reality, independently of the question of whether they
are found in natural or artificial systems, in non-living or living matter. The
best-known examples of this type of science are cybernetics, information theory,
systems theory and game theory. Other disciplines—such as network theory, syn-
ergetics, complexity theory and the theory of fractals, to mention but a few—enrich
the classical reservoir of structural sciences and are increasingly permeating the
basic concepts of physics and chemistry as well.

Among all the structural sciences, the theory of information is of central
importance for the theoretical understanding of biology, since all basic processes of
life are instructed by information. Even the classical concept of Darwinian evolu-
tion received a firmer foundation under the influence of modern information theory,
which makes the origin of life appear in a new light (Küppers 1990).

With regard to the all-encompassing role of information in living matter, it seems
to be justified to rephrase the famous evolutionary dictum

“Nothing in biology makes sense except in the light of evolution” (Dobzhansky 1973)

in the apodictic assertion

“Nothing in biology makes sense except in the light of information” (Küppers 2000).

Although the concept of information has become the most important and suc-
cessful concept for the theoretical understanding of living matter, it is very often
called into question. Information, so the criticism, is a notion taken from our
cultural world. It has its origin in human communication and can by no means be
applied to natural objects. This is to say: matter and information are incommen-
surable notions and are essentially alien to each other.

However, the criticism does not hold. Information can perfectly well be reduced
to physical terms and be applied to natural objects such as genes (Küppers 1992).
To shed some light on this, we have to focus on the organisation of living matter.
This organisation consists of a hierarchy of material boundaries at all levels of
biological complexity (Küppers 1990). The notion of “boundaries” is borrowed
from physics. In physics, the term “boundaries” normally denotes the constraints
upon the system, like the walls of a gas container or the movement of a bead on a
wire. In traditional physics, those boundaries are considered to be “contingent”, i.e.
they are neither random nor determined by laws. They can be as they are, but they
could also have another form. If we change, for example, the walls of a gas
container within moderate limits, this will not have any serious influence on the
physical processes going on in the system. In contrast to systems of that kind, the
boundaries of “functional” systems are exceptional in the sense that they are
“non-contingent” properties of the system (Küppers 1992). This means that such
systems are very critically dependent upon their boundaries, so that even a marginal
change in the boundaries may lead to the collapse of the system’s functional
properties.
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In other words, non-contingent boundaries are highly selective constraints upon
the action of natural laws. They restrict all conceivable natural processes to those
that are actually operating in the system. This is exactly the physical meaning of the
notion of information in biology. It expresses the fact that all essential processes of
a living system are instructed by specific physical boundaries, which are encoded in
the detailed molecular structure of the genome.

From this point of view, a physical theory of the origin of life has to explain how
under prebiotic conditions non-contingent physical boundaries could originate from
contingent ones. Since the expectation value of a specific boundary condition—i.e.
of the appearance of a macromolecule that carries biological information—is
extremely small, specific boundary conditions could not originate by pure chance.
However, the statistical analysis of this problem shows that such boundary con-
ditions may appear through the selective self-organisation of matter (Küppers
1987). This suggests that the key for a physical understanding of the origin of
genetic information may be sought in the physical foundation of the principle of
natural selection.

2 Natural Selection of Information

For a long time, the Darwinian principle of natural selection seemed to be a
physical riddle. Natural selection was considered either to be a tautology (“survival
of the survivor”) or to be a specific property of living matter that could not be
reduced to the known principles of physics and chemistry. In fact, until the middle
of the last century, the reproductive self-maintenance of living matter—obviously a
necessary prerequisite for natural selection—was an unknown property in physics.
The breakthrough came only with the epoch-making discovery of the molecular
structure of DNA, which demonstrated that the capability of living beings to
reproduce themselves is not an irreducible property of living matter, but rather a
direct consequence of the physical and chemical properties of the genetic material.
Two decades later, it was also demonstrated that Darwinian selection and evolution
among molecules is in fact possible, and that such processes can even be simulated
in the test tube under cell-free conditions (Mills et al. 1967).

These discoveries opened the door to a physical foundation of the principle of
natural selection (Eigen 1971). Here, the first important step was to set up a model
system, one that provides reproducible physical conditions for the investigation of
the elementary processes of molecular evolution. Such a system has been termed an
“evolution reactor”. This is an experimental device that best can be compared to an
idealised “prebiotic soup”. The concept of the evolution reactor was initially a
drawing-board idea that served the theoretical study of molecular evolution (Eigen
and Schuster 1979; Küppers 1979, 1983). Later, it was also realised as a biotech-
nological instrument for the design of biochemical substances by means of artificial
evolution.
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The evolution reactor is essentially a chemical flow reactor, in which a popu-
lation of self-reproducing biopolymers (e.g. nucleic acids) is competing for nutri-
ents, i.e. energy-rich building-blocks (Fig. 1). Defined reaction conditions can be
set up in the system by regulating the overall concentration of biopolymers as well
as the supply of energy-rich building-blocks (monomers). Such conditions corre-
spond largely to the experimental conditions under which Darwinian evolution
among molecules has been demonstrated in the test tube (Kramer et al. 1974; Mills
et al. 1967; Spiegelman 1971).

For a mathematical treatment of the selection process, one has to specify the
model systems in more detail. Let us assume that the population inside the reactor
consists of i different macromolecular sequences of equal chain length ν, whose
population numbers per unit volume we denote by xi. We further assume that in the
reactor vessel the total population Z ¼ P

i xi is extremely small in comparison with
the number n of all conceivable sequences. The assumption Z � n complies with
the conditions that presumably prevailed on the primitive Earth. Under this con-
dition, the expectation value of a particular sequence is vanishingly small; it is
therefore impossible that the initial distribution, existing in the system at the
beginning, could have included all possible sequences.

Moreover, the reaction vessel is assumed to allow the inflow of energy-rich
monomers and the outflow of energy-deficient monomers, as outlined in Fig. 1. In
principle, there are two possibilities to exercise an experimental control over the

Fig. 1 A model system for the study of molecular self-organisation and precellular Darwinian
evolution. In the reactor, there are biological macromolecules (nucleic acids) that are subject to
permanent growth and decay. Growth takes place by the consumption of energy-rich monomers
that are perpetually supplied to the system from outside (left). On the right, the energy-deficient
decay products are perpetually removed from the system. A variable dilution flux (top to the
bottom) allows the population to be adjusted and—for example—kept at a constant level. From
Küppers (1990)
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system by retarding or limiting its growth. One can either keep constant the overall
population of macromolecules (CP conditions) or the flow rates of the various
energy-rich materials (CF condition). In order to take into account Darwin’s central
idea of the selection mechanism, we introduce the CP assumption in our model
system. Thus, the total population is held constant by a dilution flux that is
unspecific, i.e. affects equally all substances present. We further assume separate
rates of formation and decay of the various competing macromolecular species. In
other words, we make the (in this case reasonable) approximation that the formation
and decay of biological macromolecules are independent of one another.

We denote the amplification rate of the species xi as Ai and its decay rate as Di.
The parameters Ai and Di may depend on the concentrations xj of other species.
Finally we take account of mutability, in that we assume that only a part of the new
copies of a particular sequence is error-free. The proportion of correct copies is
expressed by a quality factor Qi. This factor is dimensionless and lies by definition
within the range 0�Qi � 1.

The following equations (a full explanation can be found in Chaps. 1 and 3–5 of
this book, as well as in Eigen 1971 and Küppers 1983) describe the change of the
variables xi:

dxi
dt

¼ AiQi � Dið Þxi�
X
j6¼i

Uijxj � �EðtÞxi ði; j ¼ 1; . . .; kÞ; ð1Þ

where �E tð Þ, defined by

�E tð Þ ¼
X
i

AiQi � Dið Þxi=
X
i

xi; ð2Þ

is the average rate of production of all molecular species.1In Eq. (1), �E tð Þxi denotes
a decay term that expresses the contribution made by the ith species to the turnover
of individuals in the stationary state (Z = constant). The summed term

P
j 6¼i Uijxj is

the contribution to the population number of the master sequence made by all
mutant species xj6¼i as a consequence of “back mutation”.

The set of Eq. (1) generally describes the kinetics of a reaction system charac-
terised by the properties metabolism, self-reproduction and mutability.

1. Metabolism is expressed by the terms
P

i Aixi and
P

i Dixi, which describe the
turnover from energy-rich to energy-deficient monomers. In other words: The
system is open with respect to a flow of matter and energy in the form of
activated monomers.

2. Self-reproduction is expressed by the form of the reaction equations, in which
the rate of formation of a molecular species xi is proportional to its

1Strictly speaking, the xi tð Þ should be treated as discrete variables, and the differential equations
should be replaced by difference equations. However, this would not alter the conclusions in any
significant way, so for the sake of simplicity, we retain the continuous variables.
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concentration, independently of how the kinetic parameters Ai and Di depend on
the concentrations xj of the other species.

3. Mutability is expressed by the quality Qi, which for real systems always fulfils
the condition 0\Qi\1.

Metabolism, self-reproduction and mutability are all necessary conditions for a
system being able to undergo evolution.

Let us take a closer look at the mechanism of selection and evolution. The
parameters Ai, Qi and Di can be condensed into the quantity

Wi ¼ AiQi � Di: ð3Þ

It is justified to denote Wi as the selection value of the species xi. This is demon-
strated by the following consideration, which is based on a simplification of Eq. (1).
Let us assume that the reverse mutations

P
j6¼i Uijxj, which contribute to the species

xi, are negligible (as is the case for long chains). Making use of definition (3), we
simplify the selection Eq. (1) and obtain

dxi
dt

¼ Wi��EðtÞð Þxi i ¼ 1; . . .; kð Þ: ð4Þ

From this, the principle of natural selection follows directly as an extremum
principle: All molecular species xi whose selection value lies below �E tð Þ are formed
at a negative rate; that is, they die out. All species with a selection value above �E tð Þ
have positive rates of formation; that is, they increase in number. In consequence of
this segregation process, the threshold �E tð Þ is displaced to higher and higher levels.
As a result, more and more species fall below the “threshold” value �E tð Þ and die
out. Selection equilibrium is reached when �E tð Þ is equal to the greatest selection
value in the population, that is,

�E tð Þ ! Wmax: ð5Þ

In selection equilibrium, �E tð Þ is constant with respect to time:

�E tð Þ ¼ Wmax: ð6Þ

Thus, the principle of selection is revealed within the framework of our model
system as a physically justifiable extremum principle.

In the consideration above, the backflow terms
P

j 6¼i Uijxj have been neglected.
However, we get the same results if we consider individual species not in isolation,
but rather together with their accompanying mutant spectrum. In this case, the target
of selection is not only the species with the greatest selection value (often called the
“master sequence”), but rather the master sequence including its whole “tail” of
mutants. This distribution is termed “quasi-species”.
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Mathematically, the selection equations of quasi-species are obtained by diag-
onalisation of the linear system of Eq. (1) after integrating factor transformation (for
details see Chap. 3 of this book). If we denote the quasi-species by yi and the
corresponding eigenvalues by ki, then the selection kinetics are described by the
following set of equations:

dyi
dt

¼ ki��kðtÞ� �
yi i ¼ 1; . . .; kð Þ: ð7Þ

This is structurally equivalent to the set of Eq. (4). However, in contrast to Eq. (4),
which describes the selection kinetics of a single species xi, Eq. (7) now describes
the selection kinetics of the quasi-species yi, i.e. the master sequence and its mutant
distribution.

Ultimately, we come to the conclusion that the principle of natural selection is by
no means an irreducible property of living matter. Rather, it is a consequence of
physical and chemical laws, and it becomes manifest if matter has self-reproductive
properties and is subject to limitation of growth. This result has also been verified
by the extensive experimental investigations of the evolution of biological mac-
romolecules in vitro (Kramer et al. 1974; Küppers 1979; Mills et al. 1967;
Spiegelman 1971). These have demonstrated that a substantial part of the reduc-
tionist research program is sound.

3 Evolutionary Optimisation of Information

Let us consider the selection process described by Eq. (1) in more detail. For this
purpose, it will be useful to introduce the concept of sequence space. This is a
mathematical space whose coordinates cover all sequence alternatives of a given
sequence of signs. In the abstract case, the signs are binary digits. In the present
case, the signs are the monomers from which a biopolymer is composed. If we
consider a biological macromolecule of length m, which is built up from l classes of
monomers, the total number of sequence alternatives n—and thus also the number
of dimensions of the sequence space—is given by

n ¼ lm: ð8Þ

If population (or concentration) numbers are assigned to the “coordinates” of
sequence space, one obtains the population (or concentration) profile. Alternatively,
one can construct a “value profile” by assigning to each coordinate in sequence
space the corresponding selection value Wi. The resulting “fitness landscape” is
depicted in Fig. 2 in a greatly simplified manner. A precise mathematical
description of the construction and the topological properties of sequence space can
be found elsewhere (see for example Eigen 2013). From an information-theoretical
point of view, sequence space may also be regarded as an information space, in
which the selection of genetic information takes place.
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Using this concept, we can describe the selection of a quasi-species as a con-
densation in information space (Eigen 2013). However, the resulting selection
equilibrium is metastable. Whenever a species xiþ1 appears that is selectively more
favoured than the (hitherto) dominant species xi, the original steady state collapses
and a new selection equilibrium, characterised by the higher selection value of the
now dominant species xiþ1, is attained. Thus, in the course of time, the system
passes through a sequence of metastable selection equilibria, which can be
described by a sequence of inequalities

Wmax1\Wmax2 � � �\Wopt: ð9Þ

Here, Wmaxi is the selection value of the species xi that dominates the selection
equilibrium.

The physical significance of relation (9) can easily made clear by reference to a
fitness landscape built upon sequence space (Fig. 2). Here the parameter Wmaxi
represents a local maximum of adaptation, that is, a peak in the value profile.
Equation (9) restricts the evolutionary optimisation of the system, insofar as it
defines a gradient in sequence space to which the route of optimisation is tied. In its
evolutionary development, the system can only proceed along a route that takes it,
starting from a local maximum, to a higher local maximum.2

Fig. 2 Schematic representation of the adaptive surface in the sequence space. If all possible
sequences n of a biological information carrier are represented as “coordinates” in sequence space
and the selection value of the corresponding species is plotted over the appropriate coordinate, then
an n-dimensional “mountain-range” profile is obtained, as shown here in a simplified,
three-dimensional representation. The evolutionary origin of information then corresponds to a
process of optimisation that leads from a low (local) peak to a higher (local) peak. From Küppers
(1990)

2Strictly, this applies for the case of deterministic selection equations, in which fluctuations in the
population are not taken into account.
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From the foregoing discussion, we can draw the conclusion that the selection
value of genetic information is clearly defined by the ability of a biological
information-carrier to reproduce itself as fast as possible while maintaining high
accuracy and stability. These are the conditions under which the selection value of a
molecular species is maximised.

In the simplest case, Wi depends only upon the physical parameters Pk of the
environment, such as temperature and energy flow. In a more general case, eco-
logical coupling—such as the dependence upon the population size xj 6¼i of other
species—may appear. Thus, in general, Wi is a function that depends not only upon
the parameters Ai, Qi and Di but also upon xj6¼i and Pk, that is:

Wi ¼ Wiðxj 6¼i;PkÞ: ð10Þ

As expected, selection values reflect the complexity of living systems, including the
complexity of their environment. It is therefore not surprising that the quantities Wi

can only be specified physically for comparatively simple macromolecular systems.
However, living systems are so complex—even at the lowest organisational levels
—that their selection values can at best be given as phenomenological quantities.

The fact that selection values for living beings cannot be calculated explicitly has
often given rise to the conjecture that Darwin’s principle of the “survival of the
fittest” is a mere tautology, because—it is said—the term “fittest” is defined alone
by the fact of having survived (“survival of the survivor”). This is indeed the case
for the non-Darwinian models of “neutral selection” (Kimura 1983). In these sys-
tems, in which all species are assumed to have the same selection values, a fluc-
tuation in the population number of a certain species can amplify itself and finally
reach the size of the whole population.

However, in the Darwinian model of natural selection, the situation is quite
different. This becomes clear on examination of evolution in sequence space. The
selection principle would be a tautology if the population profile, which represents
the fact of “survival”, and the value profile, which represents the “fitness” land-
scape, were to turn out to be identical. However, the physical analysis of Darwinian
selection systems has shown that (as a rule) population profiles and value profiles
possess different structures, which disproves the supposition of a tautology in the
selection principle. This is seen, for example, in the case where one species in a
population has the greatest selection value, but is present in a concentration lower
than that of the mutant distribution arising from it. This is always the case when a
dominant species reproduces itself with such a high error rate that just one copy is
reproducibly preserved. At any moment, the stationary-state proportion of the
selectively poorer mutants in the total population is greater than the proportion of
the master copy, even though the mutants, seen as individuals, naturally die out
again. The tautology asserted to lie behind the selection principle is thus falsified;
its seeming existence is due to the extreme complexity of living systems and the
resulting limits of their predictability.

The concept of sequence space allows further conclusions with regard to the
origin and evolution of genetic information. In cases where selection values depend
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only on environmental conditions, the structure of value space remains the same as
long as the environment does not change. However, the assumption of a constant
environment is an idealised condition: it cannot even be realised at the level of
molecular evolution, since all individuals of a population of molecules contribute,
with their physicochemical properties, to the environmental conditions of the
population. Every change in the composition of a population must therefore lead to
a change in the environment. In addition, the selection value of every single species
will as a rule depend on the population variables of the other species taking part in
selection, so that every evolutionary step changes the structure of the value profile
(Eq. 10). This in turn means that goal and goal-directedness are interdependent.
Since the elementary events (mutations) that lead to evolutionary changes are
completely indeterminate, every evolutionary process is historically unique. This
makes it clear that the molecular theory of evolution predicts only the generation of
genetic information as such, but it does not predict the detailed outcome of evo-
lution, as manifested in the content of the genetic information.

Equation (3), which defines the selection value, contains no details about the
functional properties, which contribute to the parameters Ai, Qi and Di. Although it
describes the “value” of an information carrier in a selection competition, its
semantics are completely restricted to the aspect of selectivity. Yet the selection
value, specified by Eq. (3), tells us nothing about the forces that determine the
highly developed and differentiated semantics expressed in the functional com-
plexity of living matter. For this reason, the semantics of genetic information are
usually explained within the Darwinian theory of evolution a posteriori by appeal to
plausibility. However, for a deeper understanding of the origin and evolution of
genetic information, we need an approach to the semantic aspect of information that
goes beyond the mere aspect of selectivity.

4 The Context-Dependence of Semantic Information

Semantic information is defined as “valued” information. The use of this expression
already indicates that access to the semantic aspect of information must be sought
by the receiver, which evaluates the information. In the widest sense, the receiver
represents the “context” of the information. The context-dependence of information
is a universal aspect of any kind of information. This is due to the fact that
information in an absolute sense does not exist (Küppers 1995). Information obtains
its meaning only in relation to its context. This is no less true of genetic infor-
mation, which becomes operational—i.e. unfolds its meaningful content—only
under certain physical and chemical conditions.

Because information in an absolute sense does not exist, each recipient needs
some background information as a reference frame within which to evaluate the
content of the information received. Even the task of identifying a piece of infor-
mation “as” information requires some prior information, or prior knowledge, on
the part of the recipient. This immediately raises a further question: How much
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additional information is necessary in order to understand a given piece of
(meaningful) information (Küppers 2013)?

At first glance, this question seems unanswerable, as it involves the problematic
concept of “understanding”. It is all the more surprising that an exact solution to this
problem is nonetheless possible. However, to reach this solution one has to restrict the
consideration to the minimum condition required for any kind of understanding
(Küppers 2010). Thisminimumcondition is the fact that the receivermustfirst register
the information before the actual process of understanding can begin. This require-
ment is self-evident. It applies for every process of communication, independently of
whether the communication takes place in a natural or an artificial system.

Let us analyse the consequences with regard to semantic information, written
down in the letters of a human language. Even a superficial view of language
reveals that any meaningful sequence of letters has an aperiodic structure. The
reason for this is clear: only the use of aperiodic sequences opens up enough space
for human language to code information and thus makes the unlimited richness of
human language possible at all. If language were to use more or less periodic
sequences of letters for coding information, the potential information space would
be more or less empty.

This thought can be deepened by using the concept of algorithmic information
theory, which has been developed within the framework of computer science. The
core of algorithmic information theory is a measure of information that is linked to
the “complexity” of a sequence of digits or symbols. A sequence of binary digits is
to be considered as complex when the sequence cannot be compressed significantly,
i.e. when there is no algorithm, shorter than the sequence itself, from which the
sequence can be derived (see for example Chaitin 1987). According to this idea, the
complexity K of a binary sequence s is given by the length L of the shortest
program P of a computer C from which s can be generated:

KCðsÞ ¼ min
CðPÞ¼s

LðPÞ: ð11Þ

In this definition, the complexity depends upon the degree of incompressibility
of a sequence of binary digits. Two aspects of this definition must be emphasised:
(1) The notion of “complexity”, as introduced here, is completely equivalent to the
notions of “aperiodicity” and “randomness”. (2) The transition between
non-complex sequences and complex sequences is obviously a continuous one.

Within algorithmic information theory, the measure of the information content of
a message is its complexity, which in this case means the aperiodicity of its syntax. It
is, as it were, the irreducible “bulk” of information that is contained in the message.
If the complexity of a sequence of digits or symbols is at a maximum, then there is no
algorithm that would be shorter than this sequence and by means of which the
sequence or a missing part of it could be reconstructed. In this sense, the sequence is
aperiodic or irregular. If, in contrast, the sequence is periodic (or largely periodic),
then its inherent regularity would allow it to be compressed—or, if a part of the
sequence were already known, this would allow the other part to be generated.
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From this point of view, meaningful information in human language is always
associated with aperiodic sequences. However, this statement should not be
inverted! Not every aperiodic arrangement of letters in human language represents a
meaningful sequence, nor does the aperiodicity of the syntax imply a random origin
of the associated information. In short, the degree of aperiodicity is only a measure
of the complexity of semantic information.

The assertion that semantic information is always encoded in aperiodic
sequences will have important consequences for the recipient of this information
(Küppers 2013). Since in this case there is no algorithm that allows the recon-
struction of the whole sequence on the basis of a fragment of this sequence, the
recipient must be in possession of the entire sequence, before the actual process of
understanding its content can commence. In short, this means that the mere act of
registration of an item of semantic information by a receiver demands that a certain
quantity of information be already present with the recipient, and that this infor-
mation has at least the same degree of complexity as the information that is to be
understood.

This conclusion is generally valid. It remains unaffected by the fact that every
language possesses syntactic rules according to which the words of the language are
assembled into correctly formed sentences (Küppers 2013). Such rules only restrict
the set of aperiodic sequences that can carry meaning at all. But they do not allow
any inference to be made about the content itself. One can express this result in
another way: semantic information cannot be compressed without loss of a part of
its meaning. Of course, a piece of information may sometimes be reduced to its bare
essentials, as done in telegram style or in boulevard newspapers, but some infor-
mation is always lost in this process. In general, however, the loss of information is
compensated for by a certain pre-knowledge of meaningful communication, which
the receiver of this information possesses thanks to his cultural background,
experience, prior agreements, etc.

The above conclusions rest totally on the assumption that semantic information
is associated with random sequences. However, this is indeed a mere assumption,
which we formulated on the basis of a plausibility consideration. We cannot prove
it in any strict sense. Thus, it may be possible that there exist hidden algorithms that
are able to generate a piece of semantic information, but which we have not dis-
covered or identified so far. As soon as such a compact algorithm was found,
however, our whole chain of arguments would break down.

Nevertheless, we can ascribe a high probability to our hypothesis by virtue of the
fact that almost all binary sequences are random. It can easily be demonstrated in
the following way. Let us consider all binary sequences of length m. Since the
transition from random to non-random sequences is a continuous one, we must
define a limit for randomness. Thus, we define all sequences with a complexity of—
let us say—K� m� 10 as random. To this class of sequences belong all sequences
which cannot be compressed by more than 10 bits.

We now ask how many sequences have a complexity below the threshold K ¼
m� 10 and which could in principle be able to generate a sequence of complexity
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K� m� 10. It is obvious that there are 21 sequences of complexity K ¼ 1 with this
property, 22 sequences of complexity K ¼ 2, … and 2m�11 sequences of complexity
K ¼ m� 11. The number of all algorithms of complexity K\m� 10 thus adds up
to

Xm�11

i¼1

2i ¼ 2m�10 � 2: ð12Þ

As no algorithm with K\m� 10 can generate more than one binary sequence,
there are fewer than 2m�10 ordered binary sequences. These make up one 210th of all
m-membered binary sequences. This means that among all binary sequences of
length m only about every thousandth sequence is non-random with a complexity
K\m� 10. Thus, the overwhelming large fraction of all binary sequences indeed
comprises random sequences.

To summarise the result: In order to understand a piece of information, one
invariably needs a quantity of background information that has at least the same
degree of complexity as the information that is to be understood. This finding gives
the context-dependence of semantic information a highly precise form. It is gen-
erally valid, independently of the way in which the information is stored.

The foregoing conclusions can be applied immediately to the semantics of
genetic information. This is not least because the sequence of nucleotides in the
genome represents semantic information in the same way as the letters of a written
text do.

As in the case of human language, a crucial feature of the genetic program is the
aperiodicity of the sequence of nucleotides in the genome.3 This in turn means that
there are no hidden algorithms, i.e. no life-specific laws, that are able to order the
monomers in a biological macromolecule in such a way that a piece of semantic
information will originate (Küppers 1990). Since a random synthesis of meaningful
information is excluded as well, only the Darwinian concept of evolution remains to
explain the origin of semantic information in prebiotic matter (Küppers 1990).

In this regard, however, the Darwinian concept seems to leave an explanatory
gap. This becomes clear if one takes into consideration the inherent
context-dependence of information. Thus, from an information-theoretical point of
view, evolution by adaptation must be regarded as a kind of communication
between the sender and the receiver of information. The “sender” is the biological
macromolecule with its information content, while the “receiver” of this informa-
tion is the environment. The environment in turn represents an external source of
information, which “evaluates” the content of genetic information according to the
capability of the information carrier to survive under conditions of selection
competition. However, within the Darwinian understanding of evolution, the

3That the aperiodicity must be the source for the complexity of living matter was already
recognised at the dawn of molecular biology and led to the conjecture that chromosomes must
have the structure of an “aperiodic crystal” (Schrödinger 1944).
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environment, which directs the adaptation, is usually thought of as a biotic envi-
ronment. Yet this environment is itself already enriched with semantic information.
So where does this bulk of information come from? At the beginning of evolution
no functional complexity, no meaningful information was present that could have
provided a reference frame for progressive adaptation. The only environment that
prevailed on the primordial earth was a world of physical laws and contingent
boundaries. Thus, we must seek other principles of evolutionary dynamics—ones
that act independently of the processes of adaptation and nevertheless push pre-
biotic matter towards the nucleation of functional complexity.

5 Overcoming Information Barriers

In the very early phase of the evolution of biological macromolecules, when a
translation apparatus was not yet present, the target of selection could at best have
been the phenotypic properties of the macromolecules themselves. This kind of
selection, however, will most probably lead to a decrease of the chain length of
potential information carriers, rather than to an increase. For, if there is no addi-
tional information encoded in the molecules, an increase in the chain length has no
selective advantage under the constraint of fast reproduction. On the contrary, larger
chain lengths would impede rapid reproduction and therefore lead to a selective
disadvantage.

This conjecture was confirmed by the serial transfer experiment with the genome
of the phage Qb, where selection was aiming exclusively at the phenotypic prop-
erties of the genome (Mills et al. 1967). Thus, the chain length of the RNA was only
preserved insofar, as it has to fulfil certain structural prerequisites for the repro-
duction by the enzyme. These are, in particular, the recognition signals of the
template for the Qb-replicase (Küppers and Sumper 1975). Consequently, the major
part of the genetic information stored in the genome became eliminated in favour of
fast reproduction.

Moreover, the serial transfer experiment underlines our previous conclusion that
pure selection—i.e. selection decoupled from environmental adaptation—is not
sufficient for the nucleation of semantic information. Instead, pre-existing semantic
information may even become eliminated for the benefit of fast reproduction. Thus,
in the early phase of molecular evolution, the nucleation of semantic information
could only come about if there existed a principle that acted against the evolu-
tionary tendency to reduce the complexity of macromolecular sequences.

In fact, alongside the mechanism of adaptation, there is a driving force of
evolution that does not depend on the environment, but which nevertheless may
lead to an increase in the chain lengths of biological macromolecules. This driving
force turns out to be a special property of sequence space, in which information
originates. It is related to the fact that, independently of the environmental condi-
tions, the process of evolutionary optimisation becomes more effective in a
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high-dimensional space than in a low-dimensional one. The reason for this is that a
high-dimensional space opens up more possible pathways for optimisation than
does a low-dimensional space, as is evident from Fig. 3. Consequently, in a
high-dimensional space, there will be a greater probability of the evolutionary
optimisation to avoid a dead end, where the system is captured in a local equilib-
rium of selection (Eigen 2013). This in turn means that any random extension of the
chain length m of an information carrier will have a positive effect on the optimi-
sation process itself. At the same time, an increase in the chain length of the
sequences will lead to an increase in their capacity to encode meaningful
information.

This finding is only apparently in contradiction to the result of the serial transfer
experiment, in which under the constraints of fast reproduction, short RNA
sequences have a selective advantage over long ones. In evolution it is quite
common for antagonistic principles to act together in the evolutionary optimisation
process without cancelling each other out. In fact, this kind of interaction seems to
be indispensable for the nucleation of genetic information, as suggested by the
concept of quasi-species (Eigen and Schuster 1979). During the very early stage of
molecular self-organisation, when no proteins were present to catalyse the repro-
duction of potential information carriers, the quality of self-reproduction must be
assumed to have been very low. This in turn places a fundamental limitation upon
the amount of information that can be transferred reproducibly from one generation
to the next.

Fig. 3 Sequence space for binary sequences of chain length = 1, 2, 3, 4 and 6. The sequences are
arranged according to the Hamming distance dðijÞ, defined as the number of different positions
between sequence i and sequence j. From Volkenstein (1994)
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Detailed analysis of the error threshold has shown (Eigen and Schuster 1979)
that, in a self-reproducing unit, the maximum number mmax of molecular symbols
that can be transferred reproducibly across generations is given by equation

mmax ¼ ln rm
1� �qm

; ð13Þ

where 1� �qm is the average error rate per symbol and rm, defined by

rm ¼ Am

�Ek 6¼m þ Dm
; ð14Þ

is the superiority factor of the species xm, i.e. the advantage in growth of the master
sequence xm over its mutants xk 6¼m.

In the very early phase of prebiotic evolution, enzyme-free replication of RNA
most probably involved per-digit error rates of 5 × 10−2, which allows—depending
on rm—the reproducible transfer of nucleic acid sequences between 14 and 60
nucleotides long (see Table 1). This amount of information is just enough to code
for proteins with a rudimentary catalytic function, but is far from being sufficient for
the formation of sophisticated functional order in prebiotic matter.

Thus, an important step in the solution of the problem of the origin of genetic
information was the finding that the information barrier, which is a consequence of
the error threshold, can be surmounted by the hypercyclic organisation of biological

Table 1 The amount of information mmax that can be transferred reproducibly from one generation
to the next, depending on the quality of the reproduction rate. From Eigen and Schuster (1979)

Digit error
rate 1� qm

Superiority
σm

Maximum digit
content vmax

Molecular mechanism and example in
biology

5 × 10−2 2 14 Enzyme-free RNA replicationa

t-RNA precursor, v = 8020 60

200 106

5 × 10−4 2 1386 Single-stranded RNA replication via
specific replicases
phage Qβ, v = 4500

20 5991

200 10597

1 × 10−6 2 0.7 × 106 DNA replication via polymerases
including proofreading by exonuclease
E. coli, v = 4 × 106

20 3.0 × 106

200 5.3 × 106

1 × 10−9 2 0.7 × 109 DNA replication and recombination in
eukaryotic cells
vertebrates (man), v = 3 × 109

20 3.0 × 109

200 5.3 × 109

aUncatalyzed replication of RNA never has been observed to any satisfactory extent; however,
catalysis at surfaces or via not specifically adapted proteinoids (as proposed by S.W. Fox) may
involve error rates corresponding to the values quoted
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macromolecules (Eigen 1971; Eigen and Schuster 1979). The cyclic coupling of
self-reproducing information carriers into a hypercycle forces the competing
information units to cooperate, which in turn leads to mutual stabilization of their
information content and thereby to an increase in the total amount of information.
The hypercycle, which combines competition with cooperation, is an important
example of the balanced action of antagonistic principles in the early evolution of
genetic information.

6 Deciphering the Semantic Code of Evolution

The hypercyclic organisation of nucleic acids and proteins must be considered as
the archetype of genetic organisation, which is based on the principle of coopera-
tion. With progressing evolution, other principles of evolutionary dynamics come
into play, which refine the structure of genetic organisation. Besides cooperation,
these principles include self-regulation, efficiency, recombination, flexibility, sta-
bility and others. They make possible the coexistence of information carriers, the
overcoming of information barriers, resistance against perturbations and the inte-
gration of advantageous information. Although these principles are partly in conflict
with each other, they act together in a well-balanced relationship, which allows the
formation and evolutionary optimisation of functional order in prebiotic matter.
They determine the proto-semantics of genetic information by fixing the functional
frame for the development of genetic information. The detailed content of this
information then emerges from the processes of adaptation to the environment.

In a certain sense, which is to be explained in more detail, the above principles
can be conceived as elements ek of a semantic code of evolution Csem, defined by

Csem ¼ ekf g ðk ¼ 1; . . .; nÞ: ð15Þ

The general idea of a semantic code has been developed within the framework of
structural sciences (Küppers 2013). It serves the purpose of getting a strict access to
the semantic aspect of information. However, in contradistinction to the usual
understanding of the notion of “code”, the semantic code does not provide any rules
for the assignment of symbols or sequences of symbols to another source of
symbols. Instead, the semantic code represents the value scale that a recipient
applies to a piece of information that he is going to decode in respect of its meaning.

Strictly speaking, the semantic code represents an evaluation scale that, by
superimposition and specific weighting of its elements, restricts the value that the
information has for the recipient and in this way becomes a measure of the meaning
of the information. If the elements ek have the weights Pjk for the evaluation of a
piece of information Ij by the recipient, then an adequate measure for the semantic
value eðIjÞ would be a linear combination of the weighted elements ek:
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e Ij
� � ¼ X

k

pjkek with
X
k

pjk ¼ 1: ð16Þ

This measure, in turn, has the same mathematical structure as the entropy H of a
message source Ij

� �
.

However, in place of the weighted messages, Eq. (16) now contains the
weighted values ek of a chosen message Ij. In the limiting case, where the only
value a recipient attaches to a message is its novelty, given by the expectation value
of this message, Eq. (16) reduces to the information measure of classical infor-
mation theory. At the same time, the number k is a measure of the fine structure of
the evaluation scale: the greater k is, the sharper—i.e. the more highly differentiated
—is the evaluation by the recipient.

The information value e Ij
� �

is a relative and subjective measure insofar as it
depends upon the evaluation criteria applied by the recipient. However, for all
recipients who use the same elements of the semantic code, and who for a given
message Ij assign the same weights to these elements, e Ij

� �
is an objective quantity.

Equation (16) describes the different value aspects, contributing to the overall value,
which has some information for a receiver. In this abstract form, Eq. (16) applies to
all systems in which semantic information is evaluated.

However, the evaluation of semantic information by a receiver requires some
“pre-information”. In human communication, the value scale is a highly specific
one; it depends upon the recipient’s prior knowledge, prejudices, desires and
expectations. Therefore, the successful exchange of meaningful information
requires standardisation of the framework of mutual understanding. This stan-
dardisation is achieved by precise co-ordination between the individuals of a
community. However, in natural systems that exchange information, there is no
explicit agreement about the value scale. Instead, the value scale is ultimately given
—as in the case of Darwinian evolution—by the internal principles of evolutionary
optimisation and the prevailing environmental conditions.

The semantic code, as introduced by Eq. (16), contains the elements that con-
tribute (according to their weights) to the formation of functional organisation in
prebiotic matter. The weights depend upon the type of organisation and the degree
of evolutionary optimisation. Since the elements of the semantic code constitute the
nucleation and improvement of genetic organisation itself, they epitomise in the
true sense the creativity of natural evolution.

Finally, there arises the question of whether one can ascribe numbers to the
weights of the different elements of the semantic code in the evolution of functional
order. In view of the tremendous complexity of living matter and its physical
boundaries, this seems to be an impossible task. Nevertheless, the elementary
processes of natural evolution can be studied in the test tube under the idealised and
reproducible conditions of controlled experiments. To this end, evolution reactors
have been built, and these may also prove suitable for unravelling experimentally
the semantic code of evolution and may thus lead to a deeper understanding of the
general principles of the evolution of life.
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Evolution of RNA-Based Networks

Peter F. Stadler

Abstract RNA molecules have served for decades as a paradigmatic example of
molecular evolution that is tractable both in in vitro experiments and in detailed
computer simulation. The adaptation of RNA sequences to external selection
pressures is well studied and well understood. The de novo innovation or optimi-
zation of RNA aptamers and riboswitches in SELEX experiments serves as a case
in point. Likewise, fitness landscapes building upon the efficiently computable
RNA secondary structures have been a key toward understanding realistic fitness
landscapes. Much less is known, however, on models in which multiple RNAs
interact with each other, thus actively influencing the selection pressures acting on
them. From a computational perspective, RNA–RNA interactions can be dealt with
by same basic methods as the folding of a single RNA molecule, although many
details become more complicated. RNA–RNA interactions are frequently employed
in cellular regulation networks, e.g., as miRNA bases mRNA silencing or in the
modulation of bacterial mRNAs by small, often highly structured sRNAs. In this
chapter, we summarize the key features of networks of replicators. We highlight the
differences between quasispecies-like models describing templates copied by an
external replicase and hypercycle similar to autocatalytic replicators. Two aspects
are of importance: the dynamics of selection within a population, usually described
by conventional dynamical systems, and the evolution of replicating species in the
space of chemical types. Product inhibition plays a key role in modulating selection
dynamics from survival of the fittest to extinction of unfittest. The sequence evo-
lution of replicators is rather well understood as approximate optimization in a
fitness landscape for templates that is shaped by the sequence-structure map of
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RNA. Some of the properties of this map, in particular shape space covering and
extensive neutral networks, give rise to evolutionary patterns such as drift-like
motion in sequence space, akin to the behavior of RNA quasispecies. In contrast,
very little is known about the influence of sequence-structure maps on autocatalytic
replication systems.
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1 From Replication to Fitness Landscapes

1.1 The Quasispecies

The interplay of replication, selection, and mutation is the basis of Darwinian
evolution. Replication can be interpreted as an autocatalytic chemical reaction that,
in the simplest case, is of the form

Aþ Y�!k 2Y; ð1Þ

where A is the substrate that is used as building material for the autocatalyst Y that
is required as template for its own formation. Mutation in the form of imprecise, or
error-prone, reproduction represents the universal kind of variation, which occurs in
all organisms and can be sketched by a single overall reaction step:

Aþ Y�!kxy Yþ X: ð2Þ

Here, the mutant is denoted by X, and the rate parameters k and kxy refer to two
parallel reaction channels. Reaction rates depend explicitly on the type y of the
replicator Y. These rate differences are the basis for selection due to the fact that the
different templates compete for the common resource A.
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In the case of RNA or protein molecules, y is simply the nucleotide sequence of
the molecule Y. The production of a variant X from Y, in the simplest model,
occurs with a probability qxy :¼ P½Y ! X�, while Y undergoes the copying reaction
with a rate k0ðYÞ ¼ af ðyÞ, where a :¼ ½A� is the concentration of the building
material A. Adding an unspecific outflow from the system, we arrive at a

d½x�
dt

¼
X
y

qxyaf ðyÞ½y� � u½x� ð3Þ

The dynamics of this system is thus described by two ingredients: the rate of
copying of each type, f(x), usually referred to as its fitness, and the probabilities of
specific copying errors qxy. The specific form of the flux φ plays little role for the
overall dynamics as long as it is small enough not to completely drain all the
replicating material from the system (Happel and Stadler 1999). In the simplest
case, we may assume that the total concentration of all replicating types as well as
the concentration of the building material is kept constant. This model, known as
constant organization, yields the famous quasispecies equation as follows:

d½x�
dt

¼
X
y

qxyf ðyÞ½y� � u½x� with u ¼
X
x;y

qxyf ðyÞ½y� ð4Þ

i.e., φ equals the total production of replicating types.
Since the molecular types x and y are sequences, the most common model

assumes that
qxy ¼
ndpd

� �
where n is the sequence length, d = dxy is the number of

sequence positions in which x and y differ, n is the common length of both
sequences, and p is the probability of a point mutation, i.e., the exchange of a single
letter, per copying event. Nearly all work on the quasispecies model has used this
mutation model (Eigen 1971; Eigen et al. 1989; Eigen and Schuster 1977).
Conceptually, it can be simplified further by ignoring the small probabilities of
multiple mutations, simply setting qxy ¼ 0 if x 6¼ y differ by more than a single
mutation. Sequences are “easily accessible,” i.e., adjacent, if they differ by a single
(point) mutation only. This arranges the set X of sequences as the vertices of a
graph, which is usually referred to as the sequence space ðX; sÞ. The symbol τ
denotes the accessibility structure, which here is just the edge set of graph but may,
in general, be a more complicated topological structure (Flamm et al. 2007).
Together with the fitness function f : X ! R, that sequence space forms the fitness
landscape ðX; s; f Þ.

The dynamics of a population evolving according to Eq. (4) is governed by the
underlying fitness landscape. Its stationary solutionX

y

qxyf ðyÞ½y� ¼ u½x� ð5Þ
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determines the equilibrium distribution of the variants in an evolved population. In
the limit of small mutation rates, where qxy � 1� paxy with axy ¼ 1, if x and y are
adjacent and p � 1, one can show that [x] is concentrated around the fitness
maximum (Eigen 1971). Chapters 1, 4, and 5 in this book are concerned with the
relationships of the fitness landscape (X, τ, f) and the structure of the resulting
quasispecies.

1.2 Molecular Replicators

A variety of in vitro systems embody self-replication of RNA or DNA. Although
template-instructed ligation can also be achieved without enzymes, these are
restricted to short and usually specialized sequences (Lee et al. 1996; von
Kiedrowski 1986). All copy reactions of interestingly long and diverse templates
known today, however, require elaborate enzymes.

The earliest system studied in detail was based on the RNA-dependent RNA
polymerase of the bacteriophage Qβ, a Levivirus. Extensive studies on the reaction
kinetics of this system (Biebricher and Eigen 1988) demonstrated that the kinetic
data are consistent with a many-step reaction mechanism describing the stepwise
addition of nucleotides. It can be coarse-grained to a Michaelis–Menten-like overall
reaction of the form

Aþ Yþ E � Aþ Y � E ! Y � E � X � Y � Eþ X ð6Þ

that still explains the observed three distinct regimes: exponential growth a low [Y],
linear growth for intermediate replicator concentrations, and saturation by product
inhibition at high concentrations. The rate constants depend strongly on the
sequence of the template Y since Qβ replicase is well adapted to recognize the
genomic RNA of the Qβ phage and to discriminate it from host cell sequences.
Affinity to the replicase thus is an important determinant of fitness in in vitro
evolution experiments with this system. Manipulation of the environment in this
experimental setup has lead to the selection of widely different RNA molecules with
surprising properties. SV11, for instance, is replicated from an extremely stable
metastable conformation of the RNA (Biebricher and Luce 1992); a
“drug-addicted” RNA was obtained in Kramer et al. (1974) by adding the inter-
calating dye ethidium bromide.

Enzymes that replicate nucleic acid templates effectively independent of their
sequence have evolved in particular for genomic DNA templates. The discovery of
the DNA polymerase chain reaction (PCR) (Mullis et al. 1986) was a milestone
toward sequence independent amplification of DNA sequences in vitro. It requires,
however, higher temperatures to separate the two strands of the double helical
product. Since the product of template-directed replication or ligation is invariably a
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double strand, product inhibition cannot be entirely avoided in most systems. The
simplest replication system is thus better described by

Aþ Yþ E ! Eþ Y � Y and Y � Y � 2Y ð7Þ

Under the “quasi-steady state” approximation (Segel and Slemrod 1989), this
model follows a modified kinetics (Wills et al. 1998)

d½x�
dt

¼ ½x� f ðxÞwðbðxÞ½x�cÞ � uð Þ ð8Þ

where f(x) is the fitness measures at infinite dilution, i.e., for a total concentration of
replicating material c ! 0, bðxÞ is a constant derivable from the microscopic rate
constants that describes the strength of product inhibition, and wðuÞ ¼ 2ð ffiffiffiffiffiffiffiffiffiffiffi

uþ 1
p �

1Þ=u is a function that decays like the square root of its argument. It reduces to the
simple case for bðxÞ ! 0. A wide range of related mechanisms of template-directed
ligation, including an experimentally studied systems based on DNA triple helices
(Li and Nicolaou 1994), and the membrane-anchored mechanism suggested for the
“Los Alamos Bug” artificial protocell project (Rasmussen et al. 2003) follow the
same effective kinetic law. An approximation that replaces wðuÞ by ffiffiffi

u
p

was con-
sidered in Szathmáry and Gladkih (1989).

In contrast to the quasispecies-like models, which (apart from the mutant cloud
around the “master sequence”) effectively lead to “survival of the fittest” at least for
small mutation rates, there is no selection in the parabolic growth model (Varga and
Szathmáry 1997; Wills et al. 1998). More general systems with product inhibition,
however, allow for cooperation of all replicators whose fitness exceeds a certain
concentration-dependent threshold, which can be computed explicitly (Wills et al.
1998). Most of the experimental systems of self-replicating polymers without
enzyme fall into this class, see, e.g., Plöger and Kiedrowski (2014) for a recent
peptide nucleic acid system. Unless product inhibition is too strong (or concen-
trations become too large), these systems show selection by “extinction of the
unfittest” rather than survival of the fittest. So far, their population-level dynamics
have not been explored for complex, realistic fitness landscapes.

Several enzymatic systems have been well established to amplify nucleic acid
sequences, most famously the PCR (Erlich 1989). Here the product inhibition
problem is solved by “thermal cycling,” i.e., a periodic increase in temperature to
release product bound in duplices. An isothermal version based on T7 polymerase
is the 3SR reaction (Fahy et al. 1991). A recently introduced alternative is the
isothermal multiple displacement amplification (IMDA) (Luthra and Medeiros
2004). A common theme in these technologically highly relevant systems is that
templates are amplified nearly independently of their sequence. This enables among
other applications high-throughput DNA sequencing as well as artificial selection
(Systematic Evolution of Ligands by EXponential Enrichment (SELEX)) (Ellington
and Szostak 1990; Tuerk and Gold 1990). In the latter, amplification is alternated
by an assay that enriches RNA or DNA molecules with desired properties, thereby
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effectively implementing a user-defined fitness landscape. This allowed the creation
of RNA and DNA sequences with a surprisingly wide variety of both binding and
enzymatic properties. A detailed mathematical analysis of the SELEX procedure
and its convergence properties can be found in Levine and Nilsen-Hamilton (2007).

1.3 Quantifying Natural Fitness Landscapes

Since the volume of sequence space increases exponentially with sequence length,
it has long been impossible to obtain a comprehensive picture of fitness landscapes.
Nevertheless, early attempts to empirically chart at least a neighborhood of the
optimal or native sequence date back almost two decades (Aita et al. 2002; Aita
et al. 2000; Hayashi et al. 2006; Reetz and Sanchis 2008).

The situation has changed with the advent of micro-arrays and then deep
sequencing technologies. At least for very small model systems, it has become
possible to measure the relative abundance of a very large number of sequences.
Comparing the sequence distribution p(x) with the distribution in the initial pool
p0(x) immediately yields the estimated

f ðxÞ � pðxÞ=p0ðxÞ : ð9Þ

It is worth noting that the fitness function cannot be inferred from the equilib-
rium quasispecies distribution since the latter is usually concentrated around the
fittest member of the population, making it impossible to obtain data for more
distant parts of the landscape.

Micro-arrays have provided a convenient means of measuring the fitness of
larger samples in parallel (Lauring and Andino 2011). Instead of measuring fitness
directly from an adapting population, equilibrium parameters such as RNA-protein
binding constants also have been measured using micro-arrays (Rowe et al. 2010).
Various sources of bias deriving from the ligation and sequencing steps must be
measured and taken into account in the practical analysis of HTS-based surveys of
landscapes, see, e.g., Jimenez et al. (2013) for details. Earlier work still targeted
particular regions in sequence space. The fitness of all possible individual point
mutants of a nine-amino acid region of yeast Hsp90 was determined in Hietpas
et al. (2011). Pitt and Ferré d’Amaré (2010) mutagenized an artificial RNA ligase
ribozyme and estimated the fitness in the neighborhood of the original ligase
sequence from a reselected variant pool.

Various interpolation and machine learning schemes have been proposed to esti-
mate the structure offitness landscapes from sparse data (Romero et al. 2013;Woo and
Reifman 2014). The issue, however, remains a difficult one and the problem is far from
being solved. Most geometric and topological characteristics of the inferred fitness
landscape, such as the number of monotonically increasing paths between ancestral
and derived genotypes, the prevalence of sign epistasis, and the number of localfitness
maxima, are distorted in the inferred landscape (Otwinowski and Plotkin 2014).
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Most recently, small systems have been investigated in their entirety. An
example is a survey the space of 24-mers selected for GTP binding (Jimenez et al.
2013), see also Athavale et al. (2014) for a recent review.

Empirical landscapes seem to differ substantially between different biological
systems. DNA-protein binding landscapes (Rowe et al. 2010) have been found to be
rugged, with many local optima. Protein landscape, on the other hand, seems to be at
least locally smooth, “Mt. Fuji-like” (Aita et al. 2000; Lobkovsky et al. 2011) con-
sistent with computational prediction from simple computational models (Babajide
et al. 1997; Chan and Bornberg-Bauer 2002). Similar structures are observed for viral
fitness landscapes, both experimentally (Lauring and Andino 2011; Woo and
Reifman 2014) and in computational models (Kouyos et al. 2012). For RNA land-
scapes, however, there is an apparent discrepancy between the observed very rugged
landscapes and the computationally predicted landscape structure (Athavale et al.
2014). We return to this issue in some detail in the next section.

A promising alternative to exhaustively covering sequence space is to associate
fitness with a low-dimensional phenotype. Acevedo et al. (2014), for instance,
mapped thousands of measured fitness values of mutants onto three-dimensional
structures of viral proteins to explore the structure–function relationships.

1.4 Computer Models of RNA Evolution

RNA has turned out to be a particularly fruitful model to study fitness landscapes in
computational models of evolution. On the one hand, it is intriguing catalytic
activities and its crucial involvement in the core information metabolism of modern
life forms, having lead up to the RNA world hypothesis of pre-biotic evolution
(Gilbert 1986), justify detailed studies. On the other hand, nucleic acid structures
have specific feature, not shared by polypeptides, which make them computation-
ally tractable at a convenient coarse-grained resolution.

Nucleobases interact specifically through hydrogen bonding in a manner that
established simple combinatorial rules of complementary base pairing (GC, AU, and
GU). Paired bases form regular helical structures stabilized by π-electron interactions
whose energetics are nearly perfectly additive in terms of the contributions of
adjacent base pairs. The resulting secondary structures shown in Fig. 1 are thus
matchings in the graph theoretical sense, which are further restricted by the non-
crossing rule that excludes so-called “pseudoknots.” These simplifications result in
the combinatorial model of RNA secondary structures in which the folding problem,
i.e., the prediction of structure from sequence, can be solved efficiently and com-
pletely by means of dynamic programming (Zuker and Stiegler 1981). This simple
model, which has been parameterized by careful thermodynamic measurements
(Turner and Mathews 2010), has proved its practical relevance in thousands of
applications ranging from explaining and organizing structural features of RNAs to
the prediction of effects of mutations and wholesale design of functional RNAs. Far
from perfect, it nevertheless captures most of the energetics of RNA folding, it
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describes key features of RNA folding kinetics, and it explains many of the evolu-
tionary patterns observed in RNA. We refer to a recent book on RNA bioinformatics
for details on applications and limits of the model (Gorodkin and Ruzzo 2014).

Fig. 1 RNA folding in a nutshell. Top Folding of the yeast tRNA-Phe. The secondary structure
can be computed with little effort, while the 3D structure (shown here is the PDB crystal
structure 5TNA) is not easily accessible by computational methods alone. Below The algorithm of
RNA folding consists of fairly simple recursion relations that construct the energy (or partition
function) of a substructure on a sequence interval from i to j from smaller components. An
arbitrary structure (F) begins with either an unpaired base • or a substructure enclosed by a base
pair (C). In both cases, it then continues with a correspondingly shorter unconstrained structure.
The second line describes the decomposition of base pair enclosed structure (C) into the three
major loop types: hairpin loops, interior loops (including stacked base pairs, k = i + 1 and l = j – 1),
and multi-branch loops. The last three lines correspond to the recursion for multi-branch loops, see
Lorenz et al. (2011); Zuker and Stiegler (1981) for details. For each possible decomposition step,
the energy of the l.h.s. structure is the sum of the energies of the r.h.s. components. These
recursions require quadratic memory and cubic time in terms of the input sequence length,
providing a highly efficient and exact solution of the RNA folding problem
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Instead we concentrate here on a different aspect which was explored in sub-
stantial detail almost a quarter of a century ago (Schuster et al. 1994). The efficiency
of structure prediction has made it feasible to explore the sequence-structure map of
RNA as a proxy for genotype–phenotype maps. Starting from the insight that
genotype (sequence) is acted upon by mutation and other genetic operators while the
phenotype (structure) is subject to selection, it is appealing to model biologically
relevant fitness landscapes as compositions

f ðxÞ ¼ /ðUðxÞÞ ð10Þ

where U : X ! P is the genotype–phenotype map and / : P ! R is a fitness
function that evaluates the phenotypes y 2 P rather than the genotype. In the case of
RNA secondary structures, U is simply RNA folding as implemented, e.g., by the
ViennaRNA package (Lorenz et al. 2011) and P denotes the set of RNA secondary
structures. In many circumstances, the properties of f : X ! R are essentially
determined already by the genotype–phenotype map U, as in the case of RNA
secondary structures.

Extensive computational studies (Fontana et al. 1991; Fontana et al. 1993;
Fontana and Schuster 1998; Fontana et al. 1993; Gruener et al. 1996a, 1996b)
showed the following:

1. A large fraction of point mutations are neutral in RNA molecules in the sense
that the mutation does not change the base pairing pattern (secondary structure)
of the ground state structure.

2. The pre-image U�1ðyÞ, i.e., the sequences folding into a common RNA structure
y, is to a first approximation homogeneously distributed among the sequences C
(y) that satisfy the base pairing constraints imposed by y. Note that
U�1ðyÞ�CðyÞ.

3. As a consequence of the high degree of neutrality (1) and the approximate
homogeneity (2), there are extensive so-called “neutral networks” of sequences
folding into the same ground state structure. These neutral networks “percolate”
through sequence space and contain neutral paths that connect sequences
without detectable sequence similarity.

4. The neutral networks tend to be connected or at least to decompose into only a
small number of very large components.

5. The intersection theorem (Reidys et al. 1997) guarantees that the sets Cðy0Þ and
Cðy00Þ of sequences that are compatible with two arbitrary structures y0 and y00

have non-empty intersection.
6. The neutral networks U�1ðy0Þ and U�1ðy00Þ therefore come very close to each

other, and the distance of an arbitrary sequence x0 to a sequence x 2 U�1ðyÞ
folding into y is determined essentially by the violations of the base pairing
constraints in x0 only. This property is known as shape space covering.
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This rather special structure of the RNA folding map implies a diffusion-like
behavior of evolving populations of RNA molecules in sequence space, which
conforms to Kimura’s neutral theory (Huynen et al. 1996; Kimura 1983). It also
implies constant rates of encountering novel variants along evolutionary trajectories
(Huynen 1996). Thus, it explains the punctuated-equilibrium-like dynamics of
RNA evolution characterized by long phases of diffusion on neutral networks
interrupted by intermittent bursts of adaptive evolution when fitter mutants are
encountered at the fringes of the neutral network (Huynen et al. 1996).

A beautiful illustration of these properties of the RNA folding map is the con-
struction of a bistable ribozyme (Schultes and Bartel 2000): A single RNA folds
into either of two evolutionarily unrelated ribozyme structures and catalyzes the
corresponding reactions. Nevertheless, the bistable sequence has neighbors that are
efficient catalysts for only one of the two alternative reactions and that are con-
nected by neutral paths of the corresponding wild-type ribozyme.

Recent empirical work on very small RNA fitness landscapes defined by aptamer
binding affinities, on the other hand, seems to be at odds with these observations and
rather indicates as rugged structure without extensive paths (Athavale et al. 2014).
The empirical aptamer binding landscape, however, focussed on the small subse-
quence actually involved in binding. This is indeed expected to be dominated by a
few peaks corresponding to the best-binding motives. It forms a low-dimensional
subspace that constrains the RNA molecules to those that have the binding motive
but does not speak to the landscape defined by the large rest of the molecule.
Computational studies indeed have shown that small sequence motives (as models of
active sites or binding pockets) can be constrained without affecting the overall
structure of the RNA folding map.

A different line of evidence for (nearly) neutral paths in RNA fitness landscapes
comes from the comparative analysis homologous RNAs. Here we often observe a
strong conservation of secondary structure while the sequence may have diverged
already to beyond the detection limit (Torarinsson et al. 2006). Computational
surveys with different methods have provided good evidence that this is not at all a
rare phenomenon: More than 10 % of mammalian genomes are under stabilizing
selection for RNA secondary structure elements, but more than 85 % of these
elements are essentially unconstrained at sequence level (Smith et al. 2013). This
provides a rather direct way to observe diffusive evolution on neutral networks.

2 Autocatalytic Networks

2.1 The Bioinformatics of RNA–RNA Interactions

Specific interactions among distinct RNA molecules are readily established by
complementary base pairing, i.e., using the same principles that lead to the for-
mation of intramolecular secondary structures. Conceptually straightforward (but
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computationally at times difficult) extensions of the secondary structure model thus
also incorporate RNA–RNA interactions. Since there is no local difference between
intermolecular and intramolecular base pairs, even the same energy parameters can
be used. For an in-depth discussion, we refer to Backofen (2014) for a recent
review. An important issue is the concentration dependence. In thermodynamic
equilibrium, setting is expressed as

½AB�
½A�½B� ¼ KAB ¼ Z 0

AB

ZAZB
ð11Þ

where [A], [B], and [AB] are the concentrations of monomers of two types of RNAs
and their dimer, respectively. The key observation is that the equilibrium constant
KAB can be computed directly from the sequences using the partition function
versions of RNAfold ðZA; ZBÞ and RNAcofold or RIP (ZAB). The correct par-
tition function for the duplex can be expressed as Z 0

AB ¼ ðZAB � ZAZBÞe�be, where
ZAB is the partition function computed directly by a cofolding approach, which also
contains non-interacting conformations, and e is an initialization energy parameter
capturing the additional entropic effects of forming a duplex (Bernhart et al. 2006;
Dimitrov and Zuker 2004).

RNA–RNA interactions by means of canonical base pairing play an important
role in post-transcriptional regulation. For example, the interaction of microRNAs
with messenger RNAs and of small nucleolar RNAs with ribosomal RNAs is of this
type. Similarly, it is the preferred mode of action of bacterial small RNAs. Of
course, product inhibition in model systems of replicating nucleic acids is also
owed to RNA–RNA binding in trans.

2.2 Replicator Networks

Eigen and Schuster noticed already in the late 1970s that systems of replicating
molecules behave qualitatively different depending on whether the catalyst E in
Eq. (7) is considered part of the environment or whether the replicators also catalyze
their—or each other’s—replication (Eigen and Schuster 1979). The net reaction of
such a system can be abstracted in the form

Aþ 2Y�!k 3Y ð12Þ

for a single self-replicator with perfect accuracy and

Aþ Yþ Z �!qxykyz
Yþ Zþ X ð13Þ
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in the general case of cross-catalysis with imperfect copying. As in the quasi-
species model, Y is the template, X, which may coincide with Y, is the product of
the copy reaction, and Z is the ribozyme catalyst. The kinetic constants kyz describe
the rate of copying template Y by catalyst Z. Again qxy is the mutation probability
of producing the offspring X from the template Y.

The construction of an RNA replicase ribozyme that is capable of copying a
broad range of templates, including itself, has been an open problem for decades,
ever since the discovery that RNA molecules have catalytic activities akin to
proteins. As proof of principle, an RNA ligase ribozyme (Paul and Joyce 2002) was
obtained in 2002, the first RNA replicase followed in 2009 (Lincoln and Joyce
2009), and was improved stepwise (Ferretti and Joyce 2013). Earlier this year,
Roberson and Joyce finally described a self-replicating ribozyme that can sustain
exponential growth (Robertson and Joyce 2014). It also copies a partner ribozyme
so that the coupled system is capable of Darwinian evolution. Autocatalytic
self-replicators of this type are in principle capable of open-ended Darwinian
evolution. Experimental exploration of the test tube models of a hypothetical RNA
world comprising autonomous interacting self-replicating RNAs thus is becoming
feasible.

The dynamics of such a system can again be derived from the reaction mech-
anism under the assumption of mass action kinetics. In the simplest instantiation, it
is of the form (Stadler and Schuster 1992)

d½x�
dt

¼ ½x�
X
z

kxz½z� � u

 !
|fflfflfflfflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl}

selection

þ
X
y;z

qxykyz½y�½z� � qyxkxz½y�½z�
� �

|fflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl}
mutation

ð14Þ

Constant organization is enforced by balancing the flux with the net production in
the system, i.e.,u ¼Pxz kxz½x�½z�, independent of the choice of the mutation rates qxy.
In the absence of mutation, p ! 0, the second term, which is proportional to the
mutation rate p, vanishes. The remaining dynamical systems are known as the
(quadratic) replicator equation (Schuster and Sigmund 1983). Maybe the most
famous special case is the hypercyclemodel (Eigen and Schuster 1979). Second-order
replicator equation also serves as a canonical model in game dynamics, and they are
equivalent to the Lotka–Volterra equations, one of the first models of predator–prey
interactions. They admit a rich mathematical theory with warrants books entirely
dedicated to their analysis (Hofbauer and Sigmund 1998). More realistic reaction
mechanisms again include variable levels of product inhibition. As in the quasispecies
case, they are dominated by product inhibition for large total concentrations and
eventually lead to global coexistence, i.e., the absence of selection. For moderate
concentrations, however, complex dynamics described effectively by the catalyzed
replication prevails Stadler et al. (2000).
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2.3 Evolution of Autocatalytic Networks

Comparably, little is known about the evolution of sequences of autocatalytic net-
works. In Stadler (2002), the diffusion (in sequence space) of a population of
interacting replicators has been studied. A major issue in models of this type is the
assignment of the reaction rates kxy as a function of sequences of template and
catalyst. This problem is analogous to the assignment of fitness values to individual
sequences in the quasispecies equation. It is even more challenging, however, since
(1) we now have a quadratic number of coefficients to determine and (2) virtually
nothing is known about the sequence dependence of the catalytic capabilities of
nucleic acids. Very simple minimal models thus have been used: In Stadler (2002),
kxy is assumed to be dependent on the Hamming distance of x and y. In Forst (2000)
and later in Stephan-Otto Attolini and Stadler (2006), the reaction rates were assumed
to depend on the interaction structure of x and z as computed by RNAcofold.
Neutrality in the interaction structure, i.e., of RNAcofold (x, z) w.r.t. mutation in
either x or y, is important for evolvability in sequence space as well as the persistence
of the population (Stephan-Otto Attolini and Stadler 2006). It remains unknown,
however, whether this type of model is realistic even in a statistical sense. One would
assume that the catalytic activity of a catalyst z on a template z depends on local
interactions close to the processive site rather than on a conserved global structure.

2.4 Distributed Autocatalysis

Macromolecules that are directly self-replicating, i.e., that can copy a template
including a second copy of themselves, are certainly the conceptually simplest
building blocks of a self-propagating system. Since it has remained open for a long
time whether RNA replicase enzymes can be constructed, alternative architectures
have been explored at least theoretically. Assuming that copy machines are
infeasible, systems of chemical reactions have been studied in which some of the
chemical species also act as catalysts. Seminal work in this direction includes Stuart
Kauffman’s string concatenation model (Kauffman 1986) or Walter Fontana’s
artificial chemistry based on the lambda calculus (Fontana and Buss 1994). The key
question is then to characterize closed, self-maintaining sets that collectively behave
as an autocatalyst. Despite substantial progress in the mathematical and computa-
tional analysis of this class of models (Hordijk et al. 2012, 2014; Smith et al. 2014),
it remains unclear whether and how they may have played a role in the origin of
life. For example, it can be shown that in large chemical systems with n distinct
molecular species, each molecule must catalyze / log n reaction in order to make it
likely to find a collective autocatalytic set (Hordijk et al. 2011). At present, no
plausible material instantiation appears to be known, and it remains to be seen
whether the required abundance and specificity of catalytic activities are realistic for
some kind of chemistry.
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Quasispecies on Fitness Landscapes

Peter Schuster

Abstract Selection–mutation dynamics is studied as adaptation and neutral drift on
abstract fitness landscapes. Various models of fitness landscapes are introduced and
analyzed with respect to the stationary mutant distributions adopted by populations
upon them. The concept of quasispecies is introduced, and the error threshold
phenomenon is analyzed. Complex fitness landscapes with large scatter of fitness
values are shown to sustain error thresholds. The phenomenological theory of the
quasispecies introduced in 1971 by Eigen is compared to approximation-free
numerical computations. The concept of strong quasispecies understood as mutant
distributions, which are especially stable against changes in mutations rates, is
presented. The role of fitness neutral genotypes in quasispecies is discussed.
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1 Fitness Landscapes

The idea of an adaptive landscape or fitness landscape is commonly attributed to
Wright (1931, 1932, 1988) who introduced it as a metaphor underlying the illus-
tration of evolution as hill-climbing on a multi-peak potential (hyper)surface.1

According to McCoy (1979), the concept of evolution as an adaptive process on a
fitness landscape has been used the first time much earlier by Janet (1895) in order
to provide an explanation for the lack of intermediate forms of species in the fossil
record. Wright’s shifting balance model of evolution consists of three phases:
(i) random genetic drift splitting the global population in subpopulations, (ii) se-
lection within subpopulations, and (iii) selection between subpopulations. The
mean fitness of the population is assumed to decrease during phase (i) and to
increase during phases (ii) and (iii). Wright’s illustration visualizes a genotype
recombination space with several alleles per locus. Before Watson and Crick
published their model of the molecular structure of DNA (Watson and Crick 1953),
the process creating mutations was not an integral part of the theory of evolution,
operated like a deus ex machina unseen in the background, and could not be
systematically related to moves in genotype space. Wright’s fitness landscape is
mapped upon a two-dimensional sketch of genotype space and contains many local
peaks upon which his model of evolution is approaching the highest fitness opti-
mum. Wright’s model and the metaphor have been heavily debated in the following
years [see, e.g., Provine (1986), Ruse (1996), and for a more recent well-founded
analysis of Wright’s landscape concept, we recommend Skipper (2004)]. Here, we
shall understand the notion of landscape in a rigorous way as a mapping of
genotypes onto nonnegative real numbers representing the fitness parameters,
which enter the deterministic or stochastic dynamical systems describing the evo-
lution of populations.
Evolution as an adaptive walk. Two basic elements define an adaptive walk: (i) a
potential surface built upon genotype space and (ii) a move set being the collection
of allowed changes of genotypes. Although Wright himself stresses
multi-dimensionality of fitness landscapes as they are built upon genotype or
sequence space,2 which is a support of very high dimension, his landscapes,
however, are always sketched on a continuous two-dimensional caricature of
sequence space (Wright 1988, p. 117). Fisher (1941) challenges the usefulness of
the two-dimensional metaphor by remarking correctly that the number of local
optima decreases when the dimensionality of the support is raised, and in view of
the enormously high dimensionality of genotype space, a single-peak landscape

1The expression hypersurface points at the fact that fitness landscapes are surfaces in
high-dimensional space. Since we shall be dealing here almost exclusively with such
high-dimensional objects, we drop the prefix ‘hyper.’
2The genotype space in Wright’s seminal paper (Wright 1932) is a space of genes, whereas we use
virus genomes as elements of genotypes space. Accordingly, genotype space is identical with the
space of DNA or RNA sequences of the chain length of virus genomes.
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will result that makes the sophisticated shifting balance process unnecessary since
the summit can be reached by mutation and selection alone.

Sequence space (Fig. 1) is discrete, and local optima are simply defined by
points that are higher in fitness than all their neighbors. Who the neighbors of a
given genotype are is defined by the move set as the set of all sequences, which can
be reached by a single move. Clearly, redefining the moves may turn local optima
into saddle points or vice versa. An adaptive walk is a trajectory in sequence space
that fulfills the condition of non-decreasing fitness f k ¼ f ðXkÞ in a time-ordered
series of genotypes XðtÞ ¼ Xk:

ðXðt1Þ ¼ X1;Xðt2Þ ¼ X2; . . .;XðtnÞ ¼ XnÞ with

t1\t2\. . .\tn and f1� f2� . . .\fn;
ð1Þ

where we have implicitly assumed that the walk ends at a peak. The adaptive
process is an illustration of evolutionary or natural selection in the sense of
Darwin’s survival of the fittest, although it is important to note that the adaptive
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Fig. 1 Sketch of the binary sequence space with l = 5. The sequence space Qð2Þ5 contains 32
sequences, which are indicated here by their equivalent decadic numbers and the assignments
0 � C and 1 � G: 0 ¼ `00000' � `CCCCC', 1 ¼ `00001' � `CCCCG', 2 ¼ `00010' �
`CCCGC'; . . .; 31 ¼ `11111' � `GGGGG'. Individual sequences are grouped in classes Ck that
are defined by their Hamming distance to the reference sequence `CCCCC', dHj0 ¼ k. The numbers

of binary sequences in each Ck are given by the binomial distribution: jCk j ¼ n
k
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walk refers to a single trajectory, whereas evolution deals with optimization of
mean fitness in a population. Equation (1) has an immediate consequence for
adaptive walks: The same sequence cannot be visited twice or more times unless the
instances are separated exclusively by sequences of identical fitness or, in the other
words, loops can occur only if the trajectory is confined to a neutral subset of
sequences called a neutral network (Reidys et al. 1997). Adaptation on fitness
landscapes is a frequently analyzed topic, and a large number of original papers,
reviews, and books are available. Representative for others we mention here
Gavrilets (1997), Jain and Krug (2007), McGhee (2007), Walsh and Blows (2009).
Point mutations and sequence space. Here, we are interested in population dynamics
of viruses and other asexually reproducing species, and accordingly, genotype space
will be represented by sequence space Q, which is an abstract space where every
different sequence of nucleotides is represented by a point and the distance between
pairs of sequences Xi and Xj is given by the Hamming distance dHij (Hamming 1950,
1986). The simplest and most straightforward move set in sequence spaceQ is point
mutations, leading to single nucleotide exchanges dHij ¼ 1. Figure 1 sketches the
sequence space of binary sequences—sequences over an alphabet with j ¼ 2 letters

—of chain length l ¼ 5 denoted by Qð2Þ5 and shows a natural grouping of sequences
with respect to a given reference sequence into classes: A class Ck is the set of all
sequences at Hamming distance dHij ¼ dH ¼ k from a reference sequence X0:

Ck ¼ fXijdHi0 ¼ kg: ð2Þ

Accordingly, dH ¼ 0 defines the reference sequence X0 � C0, which is a class by
itself, the class C1 with dH ¼ 1 contains all one-error mutants, class C2 with dH ¼ 2
all two-error mutants, etc., and eventually Cl with dH ¼ l is the class whose
members have different nucleotides from the reference at all positions. In the binary
alphabet, this is the (unique) complementary sequence of the reference, jClj ¼ 1
(where we denote the cardinality of a class by the absolute value symbol) and we
have X2l�1 � Cl. In the four-letter alphabet, this class contains jClj ¼ ðj� 1Þl ¼ 3l

different sequences where j as said is the number of different nucleotides in the
alphabet.
Simple fitness landscapes. In the early days of population genetics and later on
before extensive computer work became accessible rather, drastic simplifications
were necessary for any modeling of adaptive walks on fitness landscapes. For
example, the same fitness is assigned to all sequences within a given mutant class.
The fitness of the genotype of largest fitness, the master genotype X0, is the ref-
erence value f0 and, in addition, at least one second fitness value fn is required that
still needs to be specified. For simple landscapes, the most straightforward defini-
tion chooses fn as the lowest fitness value found in the population and assumes that
all genotypes in a given class have the same fitness. Two typical assumptions are as
follows: (i) additive fitness and (ii) multiplicative fitness (Fig. 2). In the first case,
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every mutation decreases the fitness value of the master genotype by a constant
amount Df =l, and hence, the fitness of the genotypes in class Ck; fk ¼ f ðCkÞ is

fk ¼ f0 � Df
k
l

with 0\Df ¼ ðf0 � fnÞ� f0; k ¼ 0; . . .; l: ð3aÞ

The second case, multiplicative fitness, is characterized by

fk ¼ f0 � ðcf Þk=l with 0\cf ¼ ðfn=f0Þ\1; k ¼ 0; . . .; l: ð3bÞ

Both cases are appropriate—if at all—for genes only and not for whole genotypes,
since the basic argument for the usage of models (3a) or (3b) is the concept that
species are located in local optima of fitness landscapes; hence, all mutations of
reasonable probability are deleterious and reduce fitness. In addition, multiple
mutations are assumed to have cumulative effects. As illustrated in Sect. 2, these
requirements are not fulfilled by DNA of RNA sequences and point mutations as
move set.
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Fig. 2 Examples of simple fitness landscapes. The upper sketch shows three landscapes for which
the fitness values of the different classes of sequences are given by continuous functions of the
class index k: (i) the additive landscape (3a) in blue, (ii) the multiplicative landscape (3b) in red,
and (iii) the hyperbolic fitness landscape (3c) in black. In the lower drawing, we present (iv) a
single-peak landscape (3d) with a discontinuity in the derivative @f =@k at k = 0 (black) and (v) the
single-peak linear landscape (3e) where the discontinuity is located at k = h
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For the purpose of comparison, we mention a third landscape, the hyperbolic
fitness landscape, which too has a continuous derivative @f =@k:

fk ¼ f0 � Df
k
l
lþ 1
kþ 1

with 0\Df ¼ ðf0 � fnÞ\f0; k ¼ 0; . . .; l: ð3cÞ

The hyperbolic landscape is special, because it shares some features with land-
scapes that exhibit discontinuities in the derivative.

Eventually, we consider fitness landscapes that are modeled by functions with
discontinuities in the derivatives. The most popular representative of this type of
landscapes is the single-peak landscape, which reminds of the mean field
approximation often used in physics: The highest fitness value, f0, is assigned to the
master genotype, and all other genotypes are assumed to have identical fitness, fn
(Fig. 2).

fk ¼ f0 for k ¼ 0;
fn for k ¼ 1; . . .; l:

�
ð3dÞ

A generalization of the single-peak landscape characterized as single-peak linear
landscape combines features of linear and single-peak landscapes: Fitness
decreases linearly in the range 0� k� h and is constant for the rest of the domain,
h� k� l:

fk ¼ f0 � Df k
h for k ¼ 0; 1; . . .; h� 1;

fn for k ¼ h; . . .; l

�
h ¼ 1; . . .; l: ð3eÞ

The landscapes (3a)–(3d) are completely described by the two parameters f0 and fn.
Only the case (3e) requires a third parameter h defining the position of the dis-
continuity. We remark that single-peak linear landscapes with h ¼ 1 are identical to
single-peak landscapes and a landscape with h ¼ l is a linear landscape.
Fully resolved fitness landscapes. A fitness landscape is denoted as fully resolved
when individual fitness values are determined for or assigned to different sequences
and not only to classes as in case of simple fitness landscapes. The number of fitness
values required is jl where j denotes the number of different digits in the alphabet,
e.g., j ¼ 2 for binary sequences and j ¼ 4 for natural nucleic acids. Within the last
fifteen years, plenty of progress has been made in the determination of fitness values
and trajectories of adaptive evolution of viruses (Betancourt and Bollback 2006;
Elena and Sanjuán 2007) and successful attempts were made to measure distribu-
tions of fitness effects (Sanjuán et al. 2004). In general, exploration of fitness
landscapes by site-directed mutagenesis is restricted to small neighborhoods—
variants with Hamming distance dH ¼ 1; 2; 3—from the master sequence X0 or, in
other words, to local areas in sequence space. Global information on fully resolved
fitness landscapes of real systems is still far out of reach because of high dimen-
sionality and hyper-astronomical numbers of sequences. It is also important to
stress that fitness values and landscapes depend strongly on environmental effects
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and therefore, they can be determined efficiently only in approaches where a suf-
ficiently large number of parameters can be kept constant, for example, in exper-
imental evolution.

One of the earliest assays for experimental evolution was developed by
Spiegelman and coworkers (Mills et al. 1967; Spiegelman 1971): RNA molecules
from the bacteriophage Qβ were transfected into a stock solution containing excess
of all materials required for replication—the four RNA building blocks,
ATP;UTP;GTP;CTP, and the enzyme Qβ-replicase—under suitably controlled
conditions such as pH, ionic strength, andMg2�. Spiegelman’s test tube experiment
is an extreme example of adaptive evolution by loss of function since the RNA in
the test tube needs little more than a suitable binding site for the enzyme and
accordingly, the chain length of the viral RNA is reduced from l ¼ 4217 to a few
hundred through fitness increasing deletions. Detailed investigations of RNA
replication kinetics revealed the molecular mechanism of in vitro evolution
(Biebricher 1983; Biebricher et al. 1983, 1984, 1985). The most striking result of
these very elegant and systematic studies is the observation that the selection
mechanism changes with an increasing concentration ratio of RNA to replicating
enzyme because of a change in the rate-limiting step of the multi-step kinetics,
which consists of binding the RNA to the enzyme, initiation and propagation of
complementary step synthesis, and product release. For the landscape concept, this
finding has the immediate consequence that extracellular RNA evolution takes
place upon different landscapes depending on whether or not enzyme is supplied in
excess.

One of the most extensive construction and analysis of a viral fitness landscape
has been performed in clinical studies with the human immunodeficiency RNA
retrovirus (HIV-1) (Kouyos et al. 2012). Fitness is measured as the in vitro
reproductive capacity of HIV-derived amplicons that were prepared and inserted
into a constant resistance test vector (Kouyos et al. 2011). The empirical basis of the
study is *70,000 clinical HIV-1 isolates taken in the absence of drug treatment or
in the presence of a single drug chosen from a collection of fifteen. The fitness
landscape is derived from this data set by means of a statistical model predicting
fitness from the amino acid sequences of entire HIV protease (99 aa)3 and parts of
HIV reverse transcriptase (a heterodimer consisting of p66 with 560 aa and p52
with 440 aa) with a total chain length of 460. Landscapes are constructed by fitting
of parameters to data from 65,000 isolates as training set, and the remaining 5000
are used as test for the predictive power of parameter set. The landscape fitted to the
fitness values of the drug-free isolates is taken as reference. Two features, which
will be analyzed and discussed in Sect. 2, were found to be characteristic for the
HIV fitness landscape: (i) ruggedness in the sense of containing many local fitness
maxima and (ii) neutrality expressed as an appreciable fraction of sample points
share the same fitness. In addition, but nor surprisingly from the molecular point of
view, the results confirm that epistasis is highly important since the effect of a given

3Here, ‘aa’ stands for ‘amino acid residue.’
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point mutation depends strongly on the presence or absence of other mutations in
the isolate.4 Although the HIV study (Kouyos et al. 2011) is very extensive indeed
and reaches the upper limit that can be achieved straightforwardly at present, a
commentary (Weinreich 2011) correctly says that much more work in theory and
experiment is needed in order to allow for clinically valuable predictions. As
examples of bacterial landscapes, we mention a study of fitness landscape defined
by gene expression levels in the core metabolism of Methylobacterium extorquens
(Chou et al. 2014) and an extensive analysis of epistatic interactions in the fitness
landscape of Escherichia coli (Beerenwinkel et al. 2007).
Tunable resolved fitness landscapes with random assignments. Despite the enor-
mous progress in the empirical determination of fitness landscapes reported in the
previous paragraph, models for assigning fitness value to genotypes are required.
There are, for example, 8 × 102538 different RNA sequences of the chain length of
the Qβ-bacteriophage, and even if the vast majority of sequences are functionless as
genotypes, the remainder would be beyond all technical bounds. Accordingly,
model landscapes that allow for fast calculation of a large number of fitness values
were invented. We mention here two of them: (i) the random Nk landscape (RNkL)
proposed by Kauffman (Kauffman and Levin 1987; Kauffman and Weinberger
1989) and (ii) the realistic rugged landscape (RRL) and its variant the realistic
neutral landscape (RNL) introduced by the author (Schuster 2012, 2013).
Random Nk fitness landscapes. The RNkL (Altenberg 1997) is a stochastic model
that generates fitness values fj for binary sequences of chain length l = N. In other
words, we are dealing with a genotype consisting of N loci and two alleles at each

locus: Xj ¼ ðxðjÞ1 ; xðjÞ2 ; . . .; xðjÞN Þ with xðjÞi 2 f0; 1g8i ¼ 1; 2; . . .;N. The fitness of the

genotype Xj is assumed to be the average of the fitness components /ðjÞi contributed
by the individual loci:

fj ¼ f ðXjÞ ¼ 1
N

XN
i¼1

/ðjÞi ðxðjÞi ; xðjÞi1 ; x
ðjÞ
i2 ; . . .; x

ðjÞ
ik Þ

with xðjÞil 2 fxðjÞ1 ; xðjÞ2 ; . . .; xðjÞN g; l 6¼ i; all l different:

ð4Þ

The fitness component of position i in sequence Xj, /
ðjÞ
i clearly depends on the

allele at this position, xðjÞi , and through epistatic interactions, it depends also on the

alleles at k other positions denoted by xðjÞil with l ¼ 1; . . .; k; l 6¼ i. Two possibilities
were considered by Kauffman: (i) adjacent neighborhoods and (ii) random

4Considering single nucleotides as sites in structural RNA elements requires complementarity of
the nucleobase at another locus for the formation of a base pair, and accordingly, the two sites are
strongly coupled epistasis (see Sect. 2).
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neighborhoods. In the first case, the k genes lying closest to position i on the
chromosome are chosen, whereas in the second case, the genes are chosen at
random. Epistatic contributions are calculated by assuming a house of cards model
of fitness effects as proposed by Kingman (1978); see also (Kingman 1980, p. 15):
When an allele at one locus is changed, the fitness components of all alleles, which
interact with this locus, are changed without correlations to their previous values.
The metaphor illustrates the situation as follows: If a single card is pulled out of a
house of cards, the house collapses and must be rebuilt from scratch.

The parameter k is designed as a tunable parameter for the ruggedness of the
landscape: k = 0 implies a smooth, single-peak linear landscape often called Mount
Fuji landscape, and the maximal value k = n − 1 gives rise to fully developed
randomness. The Nk landscape for k = 2 was shown to be closely related to a spin
glass Hamiltonian in the sense that the Nk model describes a special class of spin
glasses (Kauffman 1993, p. 43) [for more details, see Reidys and Stadler (2001,
2002)]. The Nk landscape with two adjacent neighbors (k = 2), for example, can be
derived from a linear chain of genes by closing it to a loop, and in the random
model, of course, no such assumption is required.
Realistic random fitness landscapes. In order to introduce a random distribution of
fitness values in the single-peak fitness landscape, we consider a band of fitness
values for all sequences except the master sequence. The lack of detailed empirical
data is supplemented by a random input and a tunable parameter d that determines
the width of this band, and neglecting neutrality, the fitness values are calculated
from the expression (Schuster 2013, p. 608):

f ðXjÞ ¼ fj ¼
f0 if j ¼ 0;
fnþ 2dDf ðgðsÞj � 0:5Þ if j ¼ 1; . . .; jl � 1:

�
ð5aÞ

The parameters f0 and fn are defined as before, and gjðsÞ is the jth output of a
pseudorandom number generator that has been started by using s as seed. In order
to make the procedure fully determined, the method used in the generation of
pseudorandom numbers has to be specified. In addition, we need to predefine the
distribution of the pseudorandom numbers. Here, we use a uniform distribution on

the unit interval, 0� gðsÞj � 1.
Neutrality can be readily incorporated into RRLs by means of a tunable degree

of neutrality, λ: The fitness value f0 is assigned to the master sequence and to all

sequences Xj with pseudorandom numbers 1� gðsÞj � 1� k, and random scatter in
the sense of Eq. (5a) is chosen for all other sequences:

f ðXjÞ ¼
f0 if j ¼ 0;
f0 if gðsÞj � 1� k;

fnþ 2d
1�k Df ðgðsÞj � 0:5Þ if gðsÞj \1� k;

j ¼ 1; . . .; jl � 1; j 6¼ m:

8>>><
>>>: ð5bÞ
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As shown in Eq. (5b), the interval 0� gðsÞj \1� k is stretched to the full bandwidth
of d for the determination of the remaining fj-values. Clearly, Eq. (5a) results from
(5b) through setting λ = 0 which is tantamount to no neutrality. Accordingly, an
RRL or RNL is fully characterized by:

RNL : L ¼ Lðl; j; f0; fn; k; d; sÞ and

RRL : L ¼ Lðl; j; f0; fn; 0:0; d; sÞ:
ð6Þ

It is important to stress that the definition of realistic random landscapes according
to (5a, 5b) does not allow for landscape design since the relation between the
random seed s and the calculated fitness values is too complicated in order to allow
for a reconstruction by an inverse method. This concept of landscapes can be rather
understood as a mean for performing a kind of experiment in computational biology
in three steps: (i) choose seeds for the random number generator, e.g.,
s2f000; . . .; 999g, (ii) compute landscape Lðl; j; f0; fn; k; d; sÞ in the form of the
fitness values f ðXjÞ; j ¼ 1; . . .; jl � 1, and (iii) compute and analyze the mutant
distribution � ðd; k; p; tÞ.

The two major questions that will be studied in the rest of this chapter are:
(i) How does the quasispecies distribution change as a function of the mutation rate
p; and (ii) do abrupt transitions at critical mutation rates, pcr, exist, and if they exist,
how do they depend on the extend of random scatter d? The answer to the second
question is of particular importance because doubts have been raised whether or not
the scenarios derived from single-peak landscapes are specific for this simple
landscape, and accordingly might not be relevant for more general rugged land-
scapes [(Baake and Wagner 2001; Charlesworth 1990; Wiehe 1997); see Sect. 4].

2 Sequence Structure Mappings

In the previous section, we introduced several classes of fitness landscapes and
mentioned the available empirical support for two general features of real land-
scapes: (i) ruggedness and (ii) neutrality. Here, we present additional arguments for
this conjecture by considering the properties of known genotype–phenotype map-
pings. In experimental evolution with molecular systems (Biebricher 1983), the
genotype is considered as a polynucleotide sequence, DNA or RNA, and the
phenotype is the molecular structure. Predicting biopolymer structures from known
sequences is still kind of a scientific art, but in case of simplified structures of RNA
molecules, so-called secondary structures, it is possible to derive shapes by
simultaneous consideration of free energies of substructures and some principles
from combinatorics. Secondary structures of polynucleotides are graphically illus-
trated listings of nucleotide pairs where the graphs of structures are equivalent to
representations by strings over a three-letter alphabet: (i) ‘(’ opening of a base pair,
(ii) ‘)’ closing of a base pair, and (iii) ‘•’ an unpaired nucleotide. The assignment of
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opening parentheses to closing parentheses of base pairs follows mathematical
rules, i.e., the first parenthesis opens a nucleotide pair and matches the parenthesis
that encloses a complete set of closed parentheses. As an example, we show the
string representation of the reference structure S0 in Fig. 4

ððð�ððð� � �ÞÞÞ�ÞÞÞ;

where the three left opening parentheses match the three rightmost closing paren-
theses and the three inner parentheses form the hairpin loop.

Landscapes are built from sequences by two consecutive mappings: (i) the map
of biopolymer sequences into molecular structures [for a review of the RNA model,
see, e.g., Schuster (2003, 2006)] and (ii) the map from structures into molecular
properties. In a given and constant environment, replication parameters tantamount
to fitness values are functions of molecular structures. The current paradigm of
structural biology is based on the conjecture that structures can be derived from
sequences, and molecular properties in the form of parameters in functions are
derivable from structures:

sequence ) structure ) function:

Sequences, structures, and parameters in functions are objects of metric spaces
(Fig. 3), and relations between them are defined by mappings. The Hamming
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Fig. 3 The paradigm of structural biology. The relation between sequence, structure, and fitness is

sketched as a sequence of two mappings from sequence space (Qð2Þ17 ) into shape space (Sð2Þ17 ) and
from shape space into nonnegative real numbers ðR� 0Þ. In order to facilitate drawing, sequences
are assumed to chosen from a two-letter alphabet ðC;GÞ. For l = 17, sequence space contains
217 = 131,072 sequences, which form 530 different acceptable RNA secondary structures
(Schuster 2006). These structures determine the fitness values f. Sequence space and shape space
are metric spaces with the Hamming distance dH and some structure distance ds representing the
metric. Parameter space is based on real numbers R, and the absolute value of the difference,
jfi � fjj ¼ dij, is the metric
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distance dH (Fig. 1) is the natural metric in sequence space for point mutations as
the dominant changes in sequences. The base pair distance dH can be chosen as a
metric in shape space being the space of all RNA secondary structures that can be
formed by all sequences of a given length l. It is defined as the number of base pairs
in which two structures differ, for example, the base pair distance between the
structures S0 and S7 (Fig. 4),
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Fig. 4 Structures of the one-error mutant spectrum of a small RNA molecule. The figure presents
the structures of all 51 single point mutations of sequence X0. In total, 16 different structures Sk

with k ¼ 0; 1; . . .; 15 were obtained. Structure S0 in the center is the structure of the reference
sequence X0; and it is most frequent and occurs 15 times. The structures on the periphery are
ordered according to their appearance in the series of consecutive mutations (Fig. 5). Inserted in
the arrows pointing from S0 to the individual structures Sk are (i) the numbers of occurrence
(color) and (ii) the base pair distance dS0k (larger numbers in gray). All drawings of structures begin
at the 5′-end of the RNA, which is always the left end of the graph or string (in upright
positioning), nucleotides are shown as beads, and base pairs are connected by a colored thick line.
Colors encode number of base pairs: red 7, black 6, green 5, blue 4, pink 3, and lavender 2
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dS07 ¼
ðð�ððð� � �ÞÞÞ�ÞÞð Þ
� ððððð� � �ÞÞÞ�ÞÞð Þ

� �
¼ 6:

The three inner base pairs of the hairpin loop (Fig. 4) remain the same, but the three
outer base pairs are replaced by three other base pairs, and this leads to a structure
distance of dS07 ¼ 3þ 3 ¼ 6, since three base pairs have to be removed first and
then three base pairs are added.

At the current state of the art, a determination of kinetic parameters from
structures is not possible without largely simplifying assumptions. In a previous
evolution model, we estimated replication parameters either by the free melting
energies of structures, �DGT

0 or more elaborately by cooperative melting of
stacking regions (Fontana et al. 1989; Fontana and Schuster 1987) and assumed the
degradation rates to be determined by the unpaired nucleotides in the structure. This
model introduces complex behavior since optimization of fitness leads to frustration
(Toulouse 1977, 1980) in the sense of spin glass theory (Edwards and Anderson
1975; Sherrington and Kirkpatrick 1975). The RNA-based model has been used to
analyze replication and mutation-based evolution in silico in population of up to
10,000 RNA molecules (Fontana and Schuster 1998a, b). In particular, mean fitness
in the population shows a stepwise approach toward the optimum value and tran-
sitions can be classified as minor changes in structure occurring at almost constant
mean fitness and major changes, which are commonly accompanied by fitness
increases.

The bizarre nature of sequence to structure and structure to fitness mappings is
illustrated by means of a simple but nevertheless representative example consisting
of a very small RNA molecule with chain length l ¼ 17 and the sequence
X ¼ ðAGCUUACUUAGUGCGCUÞ. This chain length is just enough to form a
maximum of seven base pairs, and all properties can be either counted or calculated,
or seen by inspection. Despite its simplicity, the example reflects the most important
features of sequence structure mappings. The minimum free energy structure S0 is

calculated5 for X0, and a free energy of folding DGð0
�CÞ

0 ¼ DG0
0 ¼ �6:39 kcal/mole

is obtained. Then, the same computations are performed for all 51 one-error mutants
of X0 and the numbers of occurrence for the individual structures are enumerated.
The results are shown in Fig. 4: The most frequent structure is the structure of the
reference sequence, S0, and it is found 15 times, followed by structure S13, which
appears eight times, S1 four times, S3, S8, S9, and S14 three times each, S7, S10 and
S15 twice, and finally S2, S4, S5, S6, S11 and S12, which occur only once. Thus, the
local degree of neutrality in sequence space is kðX0Þ ¼ 0:29. Considering the free
energy values of folding, DG0

0 in Fig. 5 (upper plot), there is no relation between the
frequency of occurrence and the folding energy: The most stable structure S3

(red) appears three times, whereas the least stable structures S2 and S13 occur

5Standard software packages are available for RNA secondary structure computation, for example,
mfold (Zuker 1989) or the Vienna RNA package (Hofacker et al. 1994; Lorenz et al. 2011).
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together nine times. As expected, there is appreciable scatter in folding energies
between sequences, which form the same minimum free energy structures.
Additional information on the ruggedness of the free energy landscape is provided
by the correlation length of the folding energies, .ðlÞ (Fontana et al. 1991, 1993): For
a chain length l ¼ 17 and the natural four-letter alphabet, a free energy correlation
length of .ð17Þ 	 3:0 is computed, which means that the energy values at Hamming
distance dH = 3 have a correlation coefficient of 1=e ¼ 0:37 with the energy of the
reference sequence X0, at dH = 10, and this coefficient is only 0.036 implying that the
neighborhood memory on X0 has practically faded out and the statistics of the energy
distribution is about the same as found at any randomly chosen point in sequence
space. Eventually, we consider the relation between similarities between structures
as expressed by the base pair distance dS (Fig. 5, lower plot): The most frequently
occurring distance is dS0k ¼ 8ð9
Þ, followed by dS0k ¼ 1 and dS0k ¼ 9ð7
 eachÞ, and
dS0k ¼ 10; dS0k ¼ 5, and dS0k ¼ 6ð6; 5 and 2
; respectivelyÞ.

The experimental approach to determine fitness landscapes of small RNA
molecules has been profiting substantially from the availability of deep sequencing
and high-throughput methods (Pitt and Ferré-D’Amaré 2010). We mention here
only recent work that succeeded to explore almost the entire sequence space of a
small RNA molecule of chain length l ¼ 24 (Athavale et al. 2014; Jiménez et al.
2013) and refer to Chap. 3 (this volume) for details.

A comparison of the landscape obtained from mapping structures into folding
energies (Fig. 5) with the Nk model is tantamount to estimating the value of k for
N ¼ l, the chain length of the RNA sequence. In other words, we need to answer
the question: ‘Mutations at how many positions along the sequence change the free
energy of folding?’ Considering the upper plot in Fig. 5, we see that mutations in
the unpaired nucleotides of the hairpin loop leave DG0

0 unchanged, and in addition,
we find seven more mutants exhibiting values close to the reference value. In total,
we have 16 out of 51 mutations leaving 35 cases of change. Normalizing to sites
gives a vague estimate of k ¼ 11 suggesting that on average, 11 positions out of 17
exert influence of the energy of folding. As expected, a realistic landscape built
from sequence-dependent biopolymer properties is very rugged but not completely
uncorrelated as would be an Nk model with k ¼ l� 1 ¼ 16. The correlation
although weak comes from the regularities of mapping structures into folding
energies, and more base pairs yield higher energies in absolute value, for example.

3 Mutations and Population Dynamics

Before the seminal paper by Watson and Crick (1953), the concept of mutation was
nebulous and it required molecular insight in order to conceive appropriate models
for the replication process. After the proposal of the structure of, b-DNA was on the
table; however, one could immediately guess how nucleic acids replicate and
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mutate as the authors themselves stated: ‘It has not escaped our notice that the
specific pairing we have postulated suggests a copying mechanism for the genetic
material.’

Mutation models. Two concepts are currently prevailing, which originate from
different mutation mechanisms: (i) the quasispecies model introduced in 1971 by
[Eigen (1971), Eigen and Schuster (1977)] and (ii) the selection–mutation model
attributed to Crow and Kimura (1970, p. 265, Eq. 6.4.1), which is also know as
paramuse (parallel mutation and selection) model (Baake et al. 1997). Mutation in
the quasispecies model is attributed to the reproduction process, and correct
replication and mutations are visualized as different reaction channels of the same
replication step (Chap. 1, Fig. 1), whereas mutation in the paramuse model is due to
some external process independent of reproduction [Fig. 6; for reviews, see Baake
and Wagner (2001), Burger (1998)]. Nevertheless, the kinetic equations resulting
from both models are closely related. The difference in the mutation mechanism has
biological consequences: The number of mutations is proportional to the number of
reproduction events or generations in the quasispecies model, whereas propor-
tionality with respect to time is predicted by the paramuse model provided the
external driving forces causing mutation are constant. Observations on organisms of
largely different genome size from viroids to higher eukaryotes reveal roughly
constant spontaneous mutation rates for classes of organisms. The mutation rates
per genome and replication event range from 1 found with viroids, RNA viruses,
and also with sexual reproduction of higher eukaryotes to 1/300 for microbes with
DNA-based chromosomes (Drake et al. 1998; Gago et al. 2009). Proportionality
with respect to real time is the basis of the molecular clock model (Ho and Duchêne
2014; Lanfear et al. 2010), which apart from still to be explained vagaries seems to
be correct for vertebrates. Accordingly, it is a matter of the problem under con-
sideration whether quasispecies or paramuse is the model of choice.

At this point, we would like to mention that substantial insight into quasispecies
and error thresholds were gained by showing that the value matrix W of the qua-
sispecies equation is equivalent to the row transfer matrix of a 2D Ising model of
magnetism (Leuthäeusser 1986, 1987). In particular, the analogy to spin systems

+

+

+ +

+

A A

X j

X j

Xi

X j

X j

X j

f j

ji

k+j

k j

Fig. 6 The Crow–Kimura model of reproduction and mutation. The Crow–Kimura model
combines error-free reproduction with replication-independent mutation. Although it leads to the
same differential equation (7a) as the quasispecies replication–mutation model shown in Chap. 1
(Fig. 1), the interpretation of the parameters and the physical restrictions on them are different
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allowed for the application of methods forms statistical physics and the general-
ization to spin glasses made it possible to show straightforwardly that the transitions
on simple and more complex landscapes may fulfill the requirements of first-order
phase transitions in the limit of infinite chain lengths l (Tarazona 1992). Similarly, it
was shown that the paramuse model corresponds to the Hamiltonian of an Ising
quantum chain (Baake et al. 1997; Baake and Wagner 2001) and methods from
quantum statistical mechanics were successfully applied in the search for solutions
of the replication–mutation problem [see Chap. 5 and, for example (Bratus et al.
2014; Galluccio 1997; Kang and Park 2008; Park et al. 2010; Saakian and Hu 2006;
Saakian et al. 2004) as well as the review (Baake and Gabriel 1999)].

The kinetic differential equation of the quasispecies model [Chap. 1 (this vol-
ume), Eq. (3)], formulated in normalized variables xj ¼ ½Xj�=

PN
i¼1½Xi� withPN

i¼1 xi ¼ 1 can be easily written in matrix form,

dxj
dt
¼
XN
i¼1

Qjifixi � xj�f ðtÞ; j ¼ 1; . . .;N or

dx
dt
¼ ðQ � F � �f ðtÞÞx;

ð7aÞ

where x ¼ ðx1; . . .; xNÞt is the column vector of normalized concentrationsPN
i¼1 xi ¼ 1;Q ¼ fQij; i; j ¼ 1; . . .;Ng, is the mutation matrix—with Qij being the

frequency at which Xi is synthesized as a correct (i ¼ j) or erroneous (i 6¼ j) copy of
the template Xj—and the fitness values fi are contained in the diagonal matrix
F ¼ fFij ¼ fidi;j; i; j ¼ 1; . . .;Ng. The mean fitness of the population is denoted by
�f ðtÞ ¼PN

i¼1 fixiðtÞ. In case of the paramuse model, we obtain:

dxj
dt
¼ ðfj � �f ðtÞÞxjþ

XN
j¼1

ljixj or
dx
dt
¼ ðFþ l� �f ðtÞÞx: ð7bÞ

Herein, the mutation matrix is denoted by μ.
Both Eqs. (7a) and (7b) can be easily cast into identical form by introducing the

value matrix W

dx
dt
¼ ðW� �f ðtÞÞx with W ¼ Q � F or W ¼ lþF; ð7cÞ

respectively. The resulting Eq. (7a–7d) is mildly nonlinear and can be solved by
means of an integrating factor transformation and the solution of the remaining
eigenvalue problem (Eigen et al. 1988, 1989; Jones et al. 1976; Thompson and
McBride 1974). The value matrix W has to be a primitive matrix in order to fulfill
the conditions for the applicability of the Perron–Frobenius theorem (Seneta 1981,
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pp. 3–11 and 22–23),6 which guarantees that (i) the largest eigenvalue is real,
positive, and non-degenerate; and (ii) the largest eigenvector has only strictly
positive components. Exact solutions of Eq. (7c) are obtained through diagonal-
ization of the value matrix: H:W :B ¼ K where the diagonal matrix K ¼ fKii ¼
ki; i ¼ 1; . . .;Ng embodies the eigenvalues ki. The matrices H ¼ fhijg and B ¼
fbijg ¼ H�1 fulfill the eigenvalue equations H:W ¼ K:H and W :B ¼ B:K and
contain the left-hand and right-hand eigenvectors of the value matrix W, which in
explicit form are the row vectors hk ¼ ðhki; i ¼ 1; . . .;NÞ and the column vectors
bj ¼ ðbij; i ¼ 1; . . .;NÞt. The solutions can now be expressed by

xjðtÞ ¼
PN

k¼1 bjk
PN

l¼1 hklxlð0Þ expðkktÞPN
i¼1
PN

k¼1 bik
PN

l¼1 hklxlð0Þ expðkktÞ

¼
PN

k¼1 bjkbkð0Þ expðkktÞPN
i¼1
PN

k¼1 bikbkð0Þ expðkktÞ
with bkð0Þ ¼

XN
l¼1

hklxlð0Þ;
ð7dÞ

wherein the eigenvalues kk are the rate parameters and the coefficients bkð0Þ
encapsulate the initial conditions.

The difference between the two mutation models cannot be seen from these
mathematical results and boils down to two issues: (i) The quasispecies model treats
replication and mutation as parallel reaction channels of one reaction step, and
accordingly, the value matrix is a product of the mutation and the fitness matrix,
whereas reproduction and mutation are independent reaction steps in the paramuse
case and the two matrices are added; and (ii) the mutation matrix Q of the qua-
sispecies is a stochastic matrix,

PN
i¼1 Qij ¼ 1, because a replication has to be either

correct or error-prone, whereas the condition
PN

i¼1 lij ¼ 0 is used in the paramuse
model. In addition, mutation is commonly restricted to single point mutations in the
paramuse model. As said before, apart from these technical details, the mutation
mechanisms shown in Fig. 1, Chap. 1 (this volume), and Fig. 6 are dealing with
entirely different situations. In the quasispecies model, mutation occurs during the
reproduction process and this is the situation that is relevant for viruses (see
Chaps. 7, 9, 12, and 14, this volume).
Deterministic and stochastic autocatalysis. In order to set the stage for a discussion
of the dynamics of quasispecies formation, we consider first the simple autocat-
alytic chemical reaction AþX! 2X in the well-defined and controllable envi-
ronment of a flow reactor (Schmidt 2004, p. 87ff). In order to relate to the
quasispecies concept, we interpret simple autocatalysis as a replication–mutation
system in which all individual sequences are lumped together in one species:
X ¼ X1 � X2 � . . .� XN , and hence, the stochastic and deterministic variables take
on the form C ¼PN

i¼1 X i and c ¼PN
i¼1 xi, respectively. A solution containing the

6A matrix W is primitive if (i) all the elements of matrix W are nonnegative and (ii) some finite
power Wm is a positive matrix, which means that all entries of Wm are strictly positive.
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compound A in concentration a0 flows into the reactor with a rate parameter r
[vol × time−1], and the inflow is compensated by an outflow of the volume of
reactor solution, thus yielding the reaction equations

��!a0:r A; ð8aÞ

AþX�!f 2X; ð8bÞ

A�!r ø; and ð8cÞ

X�!r ø: ð8dÞ

The rate parameter f is the analogue to fitness in the biological models and has the
dimension ½vol
mole�1 
 time�1�.7 The kinetic differential equations are obtained
straightforwardly

da
dt
¼ ða0 � aÞr � fac and

dc
dt
¼ fac� cr ¼ ðfa� rÞc;

ð8eÞ

The equation is also valid for the simplified system with the lumped concentrations
cðtÞ ¼PN

k¼1 xk if we replace the parameter f by the function �f ðtÞ ¼PN
k¼1 fkxkðtÞ=PN

k¼1 xkðtÞ, which represents the mean fitness of the population. Strictly speaking,
the mean fitness is a function of time, and for common initial conditions, it is a
non-decreasing function of time, and then, evolution is tantamount to fitness
optimization. For the purpose of illustration, however, we shall assume a constant
mean fitness corresponding to the rate parameter: f̂ ¼ f . Then, it is straightforward
to analyze the stationary states: da=dt ¼ 0 and dc=dt ¼ 0 give rise to two solutions,
S1 and S2,

S1 : �a ¼ r � f̂�1�c; ¼ a0 � r � f̂�1 asymp:stable for a0 [ r � f̂�1;
S2 : �a ¼ a0; �c ¼ 0 asymp:stable for a0\r � f̂�1: ð8fÞ

State S1 corresponds to virus infection with a non-vanishing stationary virus con-
centration in the host, whereas S2 models a situation where the virus dies out and
the host recovers from the disease. With respect to stability, the two states are
mutually exclusive: S1, the state of infection, requires a minimum amount of sus-
ceptible material—cells or other forms of nutrients—and is asymptotically stable in
the range a0 [ r=f̂ , whereas the state of extinction S2 is asymptotically stable if

7We remark that autocatalytic steps play the key role in models of theoretical epidemiology.
Features of the mechanism (8a–8g) for autocatalysis in the flow reactor remind, for example, of
dynamical properties of models for infectious diseases (see, e.g., Mollison 1995).
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a0\r=f̂ . At the inflow concentration a0 ¼ r=f̂ , the system exhibits a transcritical
bifurcation [see, e.g., (Strogatz 1994, pp. 50–52)].

In order to analyze the influence of stochasticity on the reaction scheme (8a–8g),
we formulate a bivariate master equation in the two random variables A and
C ¼PN

k¼1 X k , where X k is the random variable associated with Xk , with the
probabilities PA ¼ P A tð Þ ¼ Að Þ and PC ¼ P C tð Þ ¼ Cð Þ, respectively. This master
equation is the probabilistic analogue to Eq. (8e),

dPAðtÞ
dt
¼ a0rPA�1ðtÞþ ðf̂ A � C � a0r � rAÞPAðtÞ
� ðf̂ ðAþ 1ÞðC � 1Þ � rðAþ 1ÞÞPAþ 1ðtÞ

dPCðtÞ
dt

¼ f̂ ðAþ 1ÞðC � 1ÞPC�1ðtÞ � ðf̂ A � Cþ rCÞPCðtÞ
þ rðCþ 1ÞPCþ 1ðtÞ;

ð8gÞ

which describes the probabilistic development of populations starting from initial
probability distributions PAð0Þ and PCð0Þ. For practical purposes, sharp initial
distributions, PAð0Þ ¼ dA;A0 and PCð0Þ ¼ dC;C0 , are almost always applied, because
they are technically simpler to handle and they allow for direct comparison of the
solutions derived from the ODE (8e) and from the master Eq. (8g). It is straight-
forward to show that the initial condition Cð0Þ ¼ C0 ¼ 0 implies CðtÞ ¼ 0 for all
t[ 0. Whenever the number of autocatalytic units has reached the value zero, it
remains there or in other words, the state S2ðC ¼ 0Þ is an absorbing state or
boundary. This fact represents also the major difference between the deterministic
and the stochastic model of autocatalysis: Since S2 is the only absorbing state of the
system, all trajectories have to converge to this state in the limit of infinite time,
limt!1 CðtÞ ¼ 0. Under conditions at which the state S1 is asymptotically stable in
the deterministic system (8e), a0 [ r=f̂ , the master equations support a quasista-
tionary state (Nåsell 2011): The concentration of the autocatalyst approaches a
constant value, and for a sufficiently large initial number of autocatalytic units C,
Cð0Þ ¼ C0 [Ccrit, this value coincides with the value of c at CðtÞ 	 �c ¼ a0 � r=f̂
and stays at this value for very long time, although the state S2 will be reached with
probability one at infinite time. For smaller values of C0, the system converges to S1
or goes extinct with a probability distribution depending on C0. In Fig. 7, deter-
ministic solution curves of (8e) are compared with the results of trajectory sampling
for the master Eq. (8g).

There is one additional fundamental difference between the deterministic and the
stochastic solution, which is also related to the fact that S2 is absorbing. The
deterministic equations are formulated in continuous variables, aðtÞ and xðtÞ, which
can become arbitrarily small without vanishing. This is not true for the stochastic
variables,A tð Þ and XðtÞ, which are integers by definition and take on only the values
0; 1; . . .. For sufficiently small values of Xð0Þ, the system may die out in the early
phase with a certain probability, which decreases with increasing Xð0Þ. The problem
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is easily visualized by considering the probability densities P A tð Þð Þ and PðXðtÞÞ,
which are both bimodal for sufficiently long time and where the two modes corre-
spond to the two states S1 and S2. Changing the initial condition, Xð0Þ changes the
relative weights of the two modes but not the (local) probability distributions around
the modes themselves. In other words, for smaller initial numbers Xð0Þ, the prob-
ability to die out in the early phase is larger, more trajectories get absorbed in state
S2, and the expectation value EðXðtÞÞ is diminished accordingly. This fact is nicely
demonstrated by a comparison of the two plots at the top and in the middle of Fig. 7,
which differ only in the initial condition Xð0Þ ¼ xð0Þ for which the values 10 or 4
were chosen. The deterministic solution curves converge to the same stationary
values, whereas large differences in the stationary expectation values are observed.
The phenomenon is important in virology and implies that initially small numbers of
infectious units need not result in the development of disease.

Provided Xð0Þ has been chosen large enough such that bifurcation in the early
phase of the process plays no role, the stochastic expectation value follows the
deterministic ODE solution except minor deviations, which disappear in the
longtime limit when the (quasi-)stationary state is approached. Minor deviations
between the stochastic expectation value and the deterministic solution are observed
in full agreement with the analytic solution for the simple irreversible autocatalytic
reaction AþX! 2X (Arslan and Laurenzi 2008). Such small deviations have to be
expected since the coincidence of the deterministic and the stochastic approach is
true for linear systems only, in particular for first-order chemical reactions (van
Kampen 2007, pp. 122–127). Autocatalysis in the flow reactor exhibits another
feature: The fluctuations in the concentration of input material A meet the expec-

tations for a conventional chemical systems and are near
ffiffiffiffi
N
p

, whereas the

b Fig. 7 Autocatalysis in the flow reactor. The figure illustrates two different sources of
stochasticity in autocatalytic systems: (i) Random fluctuations become important at small particle
numbers for every chemical reaction and (ii) the stochastic autocatalytic reaction has an absorbing
boundary for zero autocatalytic units as this may lead to significant differences between the
stochastic and the deterministic system. The topmost plot shows the expectation values of
concentrations within the one standard deviation confidence interval, E  r, for the input material
A and the autocatalyst X calculated from a sample of 1000 trajectories calculated by means of an
algorithm attributed to Daniel Gillespie (1977). The expectation values are compared with the
deterministic solution integrated from the ODE (Eq. (8e); dotted lines; xð0Þ ¼ 10). The plot in
the middle shows the same system with a different initial condition ðxð0Þ ¼ 4Þ. The change in the
deterministic ODE integration concerns the initial phase, and both curves converge to identical
stationary values, but the expectation value of the stochastic process leads to much smaller
stationary amounts of autocatalyst when the initial value xð0Þ was smaller. The plot at the bottom
is dealing with the same reaction but with ten times larger particle numbers that give rise to smaller
fluctuations relative to the expectation values. Shown are the expectation values within the one
standard deviation confidence interval, E  r for the input material A and the autocatalyst X
calculated from a sample of 100 trajectories. The deterministic solution curves coincide with the
expectation value within the line width. Color code: aðtÞ and EðAðtÞÞ red, and xðtÞ and EðXðtÞÞ
black. Choice of parameters for upper and middle plot: a0 ¼ 200, r ¼ 0:5 and f ¼ 0:001; initial
conditions: að0Þ ¼ 1 and xð0Þ ¼ 4 or xð0Þ ¼ 10; choice of parameters for lower plot: a0 ¼ 2000,
r ¼ 0:5 and f ¼ 0:0001; initial conditions: að0Þ ¼ 10 and xð0Þ ¼ 100
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fluctuations around the expectation values of the concentration of the autocatalyst X
are larger in agreement with the mentioned analytical results.
Deterministic and stochastic quasispecies dynamics. Although total virus popula-
tions are commonly large, the importance of stochastic effects cannot be ruled out
for reasons that are related to the existence of an absorbing boundary S2. As we
outlined for the simple autocatalytic process in the previous paragraph, initial
phases have no influence on the deterministic longtime results but may bias the
stochastic expectation values.

In order to be able to compare deterministic and stochastic results, we choose
again the controllable experimental setup of a flow reactor. The model simplifies the
set of materials required for replication by the assumption of a virtual compound A
that flows into the reactor with a rate parameter r in the form of a solution with
concentration a0. As before, the inflow is compensated by an outflow of the volume
of reactor solution resulting in reaction equations that have been analyzed by
Schuster and Sigmund (1985):

��!a0�r A; ð9aÞ

AþXk �!
wjk

XjþXk; j; k ¼ 1; . . .;N; ð9bÞ

A �!r ø; and ð9cÞ

Xk �!r ø; k ¼ 1; . . .;N; ð9dÞ

where the parameters wjk ¼ Qjkfk are the same as used in Eqs. (7a) and (7c). The
kinetic differential equations are

da
dt
¼ ða0 � aÞr � að

XN

k¼1 fkxkÞ;
dxk
dt
¼ að

XN

j¼1 QkjfjxjÞ � xkr; k ¼ 1; . . .;N;
ð9eÞ

whereby we applied concentrations, a ¼ ½A� and xk ¼ ½Xk�ðk ¼ 1; . . .;NÞ, and made
use of the condition

PN
i¼1 Qik ¼ 1. Equation (9a–9e) can be modeled stochastically

by means of a master equation that allows for numerical computation of trajectories
by means of a simulation algorithm (see Fig. 8), which is attributed to Gillespie
(1977, 2007).

The main issue of this section is a comparison of quasispecies formation
according to (9a–9e) between the deterministic and the stochastic approach.
Replication and mutation at constant total concentration, c ¼PN

i¼1 xiðtÞ ¼ const,
have been analyzed as a multi-type branching process (Demetrius et al. 1985), and
the major result was that the longtime solutions of the ODE (7a) coincide with the
stationary expectation values of the branching process. Since analytical results are
available for the replication–mutation mechanism in exceptional cases only, the
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Fig. 8 Quasispecies formation in the flow reactor. The plots show the results of sampling 100
trajectories for the reaction mechanism (9a–9e) calculated by means of the Gillespie algorithm
(Gillespie 1977). The smallest possible system was chosen: l ¼ 2 with a master sequence X1 (C0)
and three mutants X2, X3, and X4, where X2 and X3 form the one-error class C1 and yield identical
deterministic solutions, and X4 is the only sequence of the two-error class C2. Shown are the
expectation values within the one standard deviation confidence interval, E  r, and the
deterministic solutions obtained by integration of the ODE (9e) (dashed lines). Color code: aðtÞ
and EðAðtÞÞ red and pink confidence interval, x1ðtÞ and EðX 1ðtÞÞ black and gray confidence
interval, x2ðtÞ and EðX 2ðtÞÞ yellow and confidence interval shown by thin lines, x3ðtÞ and
EðX 3ðtÞÞ green and confidence interval shown by thin lines, and x4ðtÞ and EðX4ðtÞÞ blue and light
blue confidence interval. A single-peak landscape was used, and the uniform error rate model was
applied. Upper plot, choice of parameters: a0 ¼ 200, r ¼ 0:5, fm ¼ 0:011, f ¼ 0:010 and p ¼ 0:1
and initial conditions: að0Þ ¼ x1ð0Þ ¼ x2ð0Þ ¼ x3ð0Þ ¼ x4ð0Þ ¼ 1; lower plot, choice of param-
eters: a0 ¼ 2000, r ¼ 0:5, fm ¼ 0:0011, f ¼ 0:0010 and p ¼ 0:1 and initial conditions:
að0Þ ¼ x1ð0Þ ¼ x2ð0Þ ¼ x3ð0Þ ¼ x4ð0Þ ¼ 10
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comparison of deterministic and stochastic quasispecies formation in the flow
reactor is made here by means of numerical simulation. We choose two different
initial conditions: (i) uniform distribution far away from the stationary distribution
and (ii) the stationary distribution of the deterministic system. In the former case,
the approach toward the stationary distribution is fast, and apart from some minor
deviations, the expectation value obtained for the quasistationary distribution of the
master equation is identical to the solution of the kinetic ODE (Fig. 8). The qua-
sispecies in the flow reactor exhibits the same feature as autocatalysis: The fluc-
tuations in the concentration of the input material A are near

ffiffiffiffi
N
p

, whereas the
fluctuations around the expectation values of concentrations for the members of the
quasispecies, Xj, are larger, even larger than for autocatalysis. Again, minor devi-
ation between the stochastic expectation value and the deterministic solution has to
be expected and is observed indeed. Necessarily, the stochastic expectation and the
deterministic result coincide at the stationary values.

A natural question to ask is whether or not the ranking of genotypes according to
the frequency of occurrence in the population is changed through the action of
fluctuations or, in other words, can the fittest genotype temporarily be outgrown by
another sequence in the stochastic system. The answer is straightforward: The most
important source of the fluctuations is self-enhancement of the replication process;
the differences in the expectation values of the individual concentrations, EðX iðtÞÞ,
become smaller when the mutation rate increases; and thus, stochasticity may well
interfere with the quasispecies structure in small populations or at high mutation
rates. The two examples in Fig. 8 indicate two different scenarios: At the lower
sample size ða0 ¼ 200Þ, the confidence intervals overlap and accordingly, we
cannot expect that the most frequent sequence, which we isolate at some instant t1,
is the same as the most frequent sequence isolated at t2, or in other words, the
temporarily most frequent molecular species need not be fittest one. For the larger
sample size ða0 ¼ 2000Þ, however, the confidence interval of the master sequence
is well separated from the confidence intervals of the mutants and we can expect to
find the master sequence almost always being present at the highest concentration
irrespectively of fluctuations in the concentrations.

In summary, stochastic quasispecies formation meets all expectations from
stochastic chemical kinetics. The most important difference to the deterministic
approach concerns the fact that the quasispecies is quasistationary in the stochastic
model, the only asymptotically stable state is the absorbing boundary, and every
autocatalyst including mutant distributions such as quasispecies has to die out in the
limit t!1. In practice, this result is of academic interest only and has no con-
sequences for real systems because the time to extinction is of hyper-astronomical
length. A practical consequence, nevertheless, can arise from the bifurcation at
short times: For small particle numbers, C0 ¼

PN
k¼1 Xkð0Þ\10, the replication–

mutation ensemble dies out with a non-negligible probability before it comes close
to the quasistationary distribution. Apart from these specific effects, we obtained the
general results that—not unexpectedly—concentration fluctuations are the more
important and the higher the mutation rates, the smaller the population sizes are.
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4 Quasispecies and Error Thresholds

Three kinds of studies on the dependence of quasispecies on mutation rates were
performed: (i) analytical approximations using simple fitness landscapes and sim-
plifications of the mutation matrix, for example, the uniform error rate model or the
zero mutational backflow approximation; (ii) ‘exact’ numerical computations8 on
simple fitness landscapes with the full uniform error rate mutation matrix; and
(iii) fully resolved fitness landscapes with the full uniform error rate mutation
matrix. In general, we shall consider here stationary solutions of the replication–
mutation ODE (7c) as functions of the error or mutation rate parameter per
nucleotide site and replication denoted by p. In order to be able to handle the
problem in a transparent way, we assume that the mutation rate is independent of
the position on the sequence and characterize this simplifying assumption as the
uniform error rate model. Then, the elements of the mutation matrix take on the
simple form

QijðpÞ ¼ ð1� pÞl�dHij pdHij ¼ ð1� pÞledHij with e ¼ p
1� p

; ð10Þ

wherein dHij is the Hamming distance between the two sequences, Xi and Xj, and p is
the mutation rate parameter. We shall assume further that we are dealing with
binary sequences.9 The concept of the error threshold is now introduced in three
paragraphs reporting (i) ‘exact’ numerical results and two approximations, (ii) the
zero mutational backflow assumption, and (iii) the phenomenological approach
conceived by (Eigen 1971).

Solutions without approximation. ‘Exact’ solutions of the replication–mutation
Eq. (7d) are obtained in terms of eigenvalues and eigenvectors of the value matrix
W that, as said before, has to be a primitive matrix in order to fulfill Perron–
Frobenius theorem (Seneta 1981, pp. 3–11 and 22–23). This theorem guarantees
several important properties of the eigenvalues and eigenvectors of W. Two of them
are of particular importance for the analysis of quasispecies and error thresholds:
(i) The largest eigenvalue of W, k1 is non-degenerate, real and positive,

k1 [ jk2j � jk3j � . . .� jkN j; k1 ¼ jk1j[ 0;

and (ii) all components of the right-hand eigenvector b1 associated with k1 are
strictly positive. Both properties are required for physically meaningful results of
the replication–mutation problem. Uniqueness of the solution means that the sta-
tionary mutant distribution is completely determined by the fitness landscape,

8By the notion ‘exact,’ we mean here ‘without approximations.’ In order to make clear that
numerical computations can never be exact in the strict sense, we put exact between apostrophes.
9The use of binary sequences (j ¼ 2) facilitates several operations and implies no loss of
generality. Natural four-letter sequences ðj ¼ 4Þ can be encoded by binary sequences of twice
the chain length.
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L ¼ f k; k ¼ 1; . . .;Nf g, and the matrix of mutation frequencies, Q. Exclusively
positive components of the eigenvector b1 implies that all mutants are present in the
mutant distribution and no mutant can vanish as a consequence of consecutive
replication and mutation events. The second issue has been discussed already in
Chap. 1 (this volume). It is necessary to distinguish between the deterministic
approach, which allows small concentrations down to any fraction of single
molecules, and the stochastic approach where random variables are restricted to
positive integers, although probabilities and moments of distributions can be
arbitrarily small. In reality, a mutant distribution will consist always of a core of
mutants, which are permanently present, and a fluctuating periphery.

After sufficient long time, the solutions of the replication–mutation Eq. (7d) are
dominated by the largest eigenvalue k1:

xjðtÞ 	 bj1b1ð0Þ expðk1tÞPN
i¼1 bi1b1ð0Þ expðk1tÞ

¼ bj1PN
i¼1 bi1

¼ �xj for large t:

The longtime solution is independent of time t and initial conditions bkð0Þ. It is
fully determined by the fitness landscape and the mutation matrix, and it represents
the genetic reservoir of an asexually reproducing species and has been characterized
as quasispecies (Eigen and Schuster 1977, pp. 541, 549 ff.): ‘A quasispecies is
defined as a given distribution of macromolecular species with closely interrelated
sequences dominated by one or several (degenerate) master copies.’ Here, we can
make it more precise by saying that the concentration ratios of the individual
components are given by the largest eigenvector b1 of the value matrix W. A
quasispecies contains one fittest genotype Xm—or in case of neutrality, several
fittest genotypes—surrounded by a cloud of closely related mutants. The dominant
genotype Xm is characterized as master sequence. The relative stationary concen-
trations of individual mutants, �xj, are determined by their own fitness fj and by their
Hamming distance from the master sequence, dHXjXm

¼ dHjm.
The computation of ‘exact’ numerical solutions is facilitated enormously by

using single-peak fitness landscapes (3d) and adopting the uniform error rate
approximation. Then, all mutants in a given class are described by the same ODE
and their concentrations can be lumped together into a class concentration: ykðtÞ ¼PNk

i¼1 xi with Xi2 Ck and Nk ¼ l
k

� �
(Nowak and Schuster 1989; Swetina and

Schuster 1982). Figure 9 shows the mutant distribution of a quasispecies expressed
in class concentrations as a function of the mutation rate parameter p. Starting at
p ¼ 0, where the master sequence represents the selected genotype, the relative
concentration of the master sequence in the quasispecies decreases gradually and
mutants gain in relative amount. At some critical mutation rate, p ¼ ptr, the qua-
sispecies distribution changes abruptly, and within a short interval Dp, the sequence
distribution approaches the uniform distribution, U ¼ �xi ¼ 1=l28i ¼ 1; . . .;N
(Swetina and Schuster 1982), which is the exact solution at p ¼ 1

2. The (approxi-
mate) uniform distribution then remains the stationary solution of the ODE (7a) in
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the entire range ptr � p� 1
2, and at p ¼ 1

2U, it becomes the exact solution. The
transition at p ¼ ptr increases in sharpness with increasing chain lengths l and
reminds of cooperative transitions known in the theory of polymers (Lifson 1961;
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Fig. 9 Quasispecies as a function of the error rate. The upper plot shows numerically computed
‘exact’ curves. The dashed gray line indicates the error threshold at pcr ¼ 0:001904 obtained by the
phenomenological approach, and the dashed violet curve is the phenomenological total
concentration ĉð0ÞðpÞ obtained from (13). The lower plot is an enlargement and shows the error
threshold derived from the mergence of the concentration curves for complementary classes, Ck and

Cl�k (dashed black line at p
ðhÞ
mg ¼ 0:001943). According to our knowledge, the work of (Swetina and

Schuster 1982) was the first publication showing this shape of an error-induced transition in
quasispecies. The positions of the error threshold calculated from level crossing are as follows:
p#tr ¼ 0:00192229; 0:00194101; 0:00194288; 0:00194307; and 0:00194308 for # ¼ 10�2; 10�3;
10�4; 10�5, and 10�6. Parameters: l ¼ 50, fm ¼ 1:1, �f�m ¼ f ¼ 1:0
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Schwarz 1968; Zimm 1960). Exploiting the analogy of the quasispecies approach
and equilibrium statistical mechanics of a two-dimensional spin lattice Tarazona
(1992) was able to show that the error threshold on the single-peak fitness landscape
corresponds to a first-order phase transition in the limit of infinite chain lengths l.

Two quantitative measures for the location of the error threshold are obtained by
straightforward and simple numerical procedures:

(i) Level crossing determines the p-value at which the curve for the stationary
concentration of the master sequence, �xmðpÞ, crosses a predefined concentra-

tion level, �xmðpð#Þtr Þ ¼ # with # being a threshold value that has to be chosen
small enough for a given chain length l.10 In the example shown in Fig. 9, the

convergence of pð#Þtr with decreasing values of # is very fast. Appropriately, the
converged limit is taken as the position of the transition. We remark that we
are dealing here with semiconvergence because the curve bends off to the at
still lower #-values in order to reach the point �xmð12Þ ¼ 1=2l.

(ii) Complementary class mergence makes use of the fact that the uniform dis-
tribution implies coalescence of the concentrations, �yk ¼

PNk
i¼1 �xi; Xi2Ck , for

complementary classes ðCk;Cl�kÞ, since
l
k

� �
¼ l

l� k

� �
and

�yk ¼ �yl�k ¼ l
k

� �
=2l. Accordingly, the p-values p ¼ ðpðhÞmgÞk at which the

difference Dk ¼ j�yk � �yl�kj becomes as small as some predefined value
ðDkÞcr ¼ h can be taken as the kth coalescence error rate. Then, a measure for
the sharpness of the transition is given by the width of the band spanned by the

different locations of ðpðhÞmgÞk; k ¼ 0; . . .; l
2

� �
, i.e., DpðhÞmg ¼ maxððpðhÞmgÞkÞ �

minððpðhÞmgÞÞk with k ¼ 0; . . .; l
2

� �
. In the cases studied here, the values ðp ðhÞmgÞk

did not change monotonously with k but increased from k ¼ 0 up to some
maximum value but further on decreased until k ¼ l

2

� �
has been reached

(examples for class mergence are presented in the paragraph error thresholds
on simple landscapes). It is important to stress that both measures for the
location of the transition, the converged value from level crossing as well as
the value from complementary class mergence, yield very similar results for
realistic chain lengths (l� 50) as shown in Fig. 9 for a single-peak landscape.
Despite the fact that we have no analytical expression for ptr and pmg, the
numerically calculated values are nicely confirming the existence of the error
threshold as a transition phenomenon of the cooperative transition type.

10For sufficiently long sequences, the particular choice ϑ = 0.01, 0.001 or 0.0001 is unimportant
because the results for small values are very similar and converge to a limit (see Fig. 9), but for
short chains, the concentration values of the uniform distribution U set a lower limit for �xmðpÞ. For
example, in case of l ¼ 10, the value �xmð12Þ ¼ 1=2l ¼ 1=1024 is compatible only with the choice
# ¼ 1=100 because # ¼ 1=1000 is too close to �xmð12Þ.
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The zero mutational backflow approximation. The notion mutational backflow
concerns mutations from the mutant cloud back to the master sequence:

UXm XðjÞ ¼
XN

j¼1;j6¼m
Qmjfj�xj ¼

XN
j¼1;j6¼m

wmj�xj: ð11Þ

Zero mutational backflow and the consistent neglect of the mutational flow between
mutants imply that all off-diagonal elements in the mutation matrix Q are zero
except those describing the mutations from the master sequence to the mutant
cloud. In other words, Q contains only the elements in the column of the master
sequence, Qjm; j ¼ 1; . . .;N; j 6¼ m, and the diagonal terms, Qii. The replication–
mutation Eq. (7a) is modified and becomes much simpler:

dxð0Þm

dt
¼ ðQmmfm � /Þxð0Þm ; ð12aÞ

dxð0Þj

dt
¼ ðQjjfj � /Þxð0Þj þQjmfmx

ð0Þ
m : ð12bÞ

The superscript ‘(0)’ indicates the approximation. The flow by definition is adjusted
to compensate for the net growth and accordingly takes on the form

/ðxð0ÞðtÞÞ ¼ 1
cð0Þ

XN
i¼1

Qiifix
ð0Þ
i þ

XN
j¼1;j 6¼m

Qjmfmx
ð0Þ
m

 !

¼ 1
cð0Þ

fmx
ð0Þ
m þQf ðcð0Þ � xð0Þm Þ

	 

;

ð12cÞ

where we applied a single-peak landscape with �f�m ¼ f and the uniform error
approximation Q ¼ ð1� pÞl. Stationary solutions of the ODE are readily calculated

since Eqs. (12a) and (12c) contain only the variable xð0Þm :

�xð0Þm ¼ �cð0Þ
Qð1� r�1m Þ
1� Qr�1m

and �xð0Þj ¼ �cð0Þ
Qed

H
jm

1� Qr�1m
: ð12dÞ

The input coming from the fitness landscape, rm ¼ fm=�f�m, has been called the
superiority of the master sequence, and it weights the fitness of the master sequence,
fm, against the mean fitness of all sequences except the master sequence:
�f�m ¼

PN
i¼1;i6¼m fixi=ðc� xmÞ. The assumption of zero mutational backflow is a

fairly good approximation for small mutation rates (Swetina and Schuster 1982)
and can be used as a reasonably accurate estimate of the stationary concentration of
the master sequence, �xmðpÞ, and the one-error class, �y1ðpÞ (see Fig. 11), but fails to
model quasispecies at larger mutation rates, in particular, near the error threshold.
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The phenomenological approach. In the seminal paper on self-organization of
macromolecules, Eigen (1971) introduced a variant of the zero mutational
approximation that also allows for the derivation of analytical solutions for the
stationary concentration. Eigen addressed his approach as phenomenological theory
of selection, and therefore, we shall characterize it here as phenomenological as
well. The approximation is only introduced into the growth term, and the change is
not compensated in the flow ϕ. Accordingly, the condition of constant organization
or constant population size of Eq. (7a) is violated, and hence, the total concentra-
tion, ĉð0Þ, will be a function of the mutation rate parameter p. The modified
equations are identical with (12a) and (12b), but the flow term is different:

/ðxð0ÞðtÞÞ ¼ 1
cð0Þ
XN
i¼1

fix
ð0Þ
i ¼

1
cð0Þ
ðfmxð0Þm þ�f�mðcð0Þ � xð0Þm ÞÞ: ð12c′Þ

Again, the problem is reduced to an ODE in a single variable and the stationary
solution can be obtained straightforwardly11

x̂ð0Þm ¼
Q� r�1m

1� r�1m
; x̂ð0Þj ¼ edHjmðQ� r�1m Þð1� r�1m Þ2; and

ĉð0Þ ¼ ð1� Qr�1m ÞðQ� r�1m Þ
Qð1� r�1m Þ2

:

ð13Þ

The normalized concentrations of the phenomenological approach,

x̂ð0Þm

ĉð0Þ
¼ Q� r�1m

1� r�1m
� Qð1� r�1m Þ2
ð1� Qr�1m ÞðQ� r�1m Þ

¼ Qð1� r�1m Þ
1� Qr�1m

¼ �xð0Þm

and x̂ð0Þj =ĉð0Þ ¼ �xð0Þj are identical to the solutions of the zero mutational backflow
approximation. This is to be expected from a previously derived very general result,
which states that normalized or relative concentrations are independent of the flow
term /ðtÞ as long as the growth functions—here

PN
i¼1 Qjifixi—are linear and the

population size cðtÞ does not vanish (Eigen and Schuster 1978, p. 13). The factor
Q� r�1m , which is common to all concentrations in the phenomenological
approach, decreases with increasing mutation rate p and eventually becomes zero at
the critical mutation rate p ¼ pcr ¼ 1� r�1=l. At this point, the total concentration
becomes zero and hence, the whole quasispecies vanishes. The key relation for
survival of the quasispecies is the relation

Q � rm � 1; ð14Þ

11The stationary concentrations of the phenomenological approach are denoted by the ‘hat’

symbol: x̂ð0Þm ; x̂ð0Þj ; ŷð0Þk ; ĉð0Þ, etc.
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which can be interpreted easily in qualitative terms: The loss of master copies due
to error-prone replication, Q ¼ ð1� pÞl, has to be overcompensated by the higher
fitness of the master as expressed by the superiority rm.

Beyond this error rate, p[ pcr, genetic information cannot be transferred to
future generations and therefore, the phenomenon has been characterized as error
threshold. The equation for pcr can be elegantly translated into a maximum error
rate or a maximum chain length condition for successful transfer of genetic
information to future generations. Simplified equations,

pmax ¼ pcr ¼ 1� r�1=l 	 ln rm
l

and lmax 	 ln rm
p

; ð15Þ

were discussed in Chap. 1 (this volume) and are frequently applied to problems in
virology, cancer research, and prebiotic evolution. In virology and cancer research,
the key issue concerns the possibility to extinguish infections or stop proliferation
by driving populations of viruses or cells into extinction by increasing the mutation
rate. Two processes are fundamental for achieving this goal, either replication is
pushed above the error threshold where the genetic information is lost or a large
percentage of lethal variants is produced and the population becomes extinct (see
Tejero et al. (2010) and Chap. 7, this volume). In prebiotic evolution, the phe-
nomenological equation for the error threshold sets a limit to the chain l length of
polynucleotides and thereby also to the information content, which can be faithfully
transferred to future generation on the population level (see, e.g., Eigen and
Schuster 1982).

The most remarkable property of the phenomenological approach is the quality
of the results: As shown in Fig. 9 for a rather short chain length l ¼ 50, the position
of the transition to the uniform distribution, ptr , is very close to the critical error rate
pcr where the quasispecies vanishes in the phenomenological approach, and the
approximation becomes even better for increasing chain lengths. Here, we shall
analyze the mathematical background of the approximations by considering the
entire range of mutation rate parameters, 0� p� 1

2. As shown in Fig. 11, the

continuation of x̂ð0Þm ðpÞ beyond the error threshold converges in the range of neg-
ative concentrations for p! 1

2 to the value

x̂ð0Þm
1
2

� �
¼ 2�l � r�1m

1� r�1m
	 � 1

rm � 1

(for binary sequences and 2l � rm). The curve x̂ð0Þm ðpÞ is close to the exact curve
�xmðpÞ up to the error threshold but then extends to negative values. The comparison

with the consistent zero mutational backflow approximation �xð0Þm ðpÞ shows three
interesting features:
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(i) Because the zero mutational backflow approximation fulfills the condition of
constant population size, it reaches a positive value at p ¼ 1

2, which lies below
the exact value of �xm ¼ 2�l,

�xð0Þm
1
2

� �
¼ 1� r�1m

2l � r�1m
	 1� r�1m

2l
:

Apart from very small mutation rates, the curve of the phenomenological

approach x̂ð0Þm ðpÞ lies closer to the exact curve �xm than the zero mutational

backflow curve �xð0Þm ðpÞ in the whole range 0� p� 1
2.

(ii) Qualitatively, the downshift of the curve x̂ð0Þm ðpÞ relative to the zero mutational

backflow curve �xð0Þm ðpÞ is easily explained: The flux / is larger in the phe-
nomenological approach than in the zero backflow approximation, and, other
things being equal, this shifts the curve to lower values.

(iii) No only the relative stationary concentration x̂ð0Þm ðpÞ is an excellent approxi-
mation for the master sequence but also the curve for the one-error mutants fits

the exact curve very well, ŷð0Þ1 ðpÞ 	 �y1ðpÞ, whereas the approach is very poor
for all other sequences with two or more mutations (Fig. 11). This result is
readily explained in terms of the mutation flow (Fig. 10): The sequences of the
one-error class have the master sequence and ðl� 1Þ sequences from the
two-error class in their immediate neighborhood. The master sequence is
described fairly correctly, and for small mutation rates, the sequences in the
two-error class are present in very small concentrations only, and accordingly,
also the absolute error in the stationary concentration is small. Sequences in
the two-error class and in the higher error classes, however, receive mutational
input in the zero backflow approximation only from the master sequence, and
the larger inputs from the next lower error class are neglected.

All results calculated by the phenomenological approach are readily understood in
qualitative terms, the high accuracy obtained in the approximation of the position of
the error threshold, which makes the approach to an extremely useful and
easy-to-handle tool, still waits for an explanation.

Xk Xk+1Xk-1

k                  n-k

n-k+1                                             k+1

Fig. 10 Mutational flow in binary sequence space. The figure sketches the mutational flow on a
hypercube. Every sequence has l Hamming distance one neighbors, k neighbors are situated in the
class Ck�1, and l� k neighbors in the class Ckþ 1. This implies that a sequence in Ck produces
one-error mutants for k sequences in class Ck�1 and for l� k mutants in class Ckþ 1
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Error threshold on simple landscapes. Quasispecies on different simple fitness
landscapes have been compared previously in several publications (see, e.g., Wiehe
1997; Schuster 2011). Here, we summarize only the most relevant findings. Some
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Fig. 11 The zero mutational backflow approximation and the phenomenological approach. In the
upper part of the figure, the exact stationary concentration �xmðpÞ (black) is compared with the zero
mutational backflow approximation �xð0Þm ðpÞ (blue) and the phenomenological approach x̂ð0Þm ðpÞ
(red). Choice of parameters: l ¼ 10, fm ¼ 10:0, �f�m ¼ f ¼ 1:0, yielding an error threshold
pcr ¼ 0:2057. The lower plot demonstrates the excellent agreement of the phenomenological
approach (dashed lines) with the exact stationary concentrations of the master �xmðpÞ ¼ �y0ðpÞ
(black) and the one-error class �y1ðpÞ (red). As outlined in the text, the agreement is poor as
expected for the two-error class (yellow) and all other higher mutational classes (Note that the
dashed yellow curve is hardly distinguishable from the abscissa axis). The error threshold is
indicated by a gray dashed line and the total concentration of the phenomenological approach is
shown in violet. Choice of parameters: l ¼ 50, fm ¼ 1:1, �f�m ¼ f ¼ 1:0, and pcr ¼ 0:001904
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smooth landscapes, for example, the linear (3a) and the multiplicative landscape
(3b), do not exhibit a cooperative transition like abrupt change of the quasispecies
distribution in the ð�yk; pÞ-plot (k ¼ 0; . . .; l). In other words, the quasispecies
changes smoothly from the selection of the master sequence,
� ð0Þ ¼ ð�xm ¼ 1;�xj ¼ 0; j ¼ 1; . . .;N; j 6¼ mÞ, to the uniform distribution,
� ð12Þ ¼ U. The error threshold on the single-peak landscape (3d) has been discussed
in great detail in the preceding paragraphs: It supports an error threshold near the
position pcr ¼ ðQ� r�1m Þ=ð1� r�1m Þ. The hyperbolic landscape (3c) shows a
cooperative transition, but it looks different from the error threshold on the
single-peak landscape since it does not directly lead to the uniform distribution U.
The single-peak linear landscape (3e) eventually shows an error threshold provided
the position of the step, h, is located at a sufficiently low class number
k. Interestingly, the error threshold occurs at a higher mutation rate p separated from
the decline of the stationary concentration of the master sequence.

All simple landscapes can be readily classified by resolving the error threshold
phenomenon into three features: (i) a decrease of the stationary concentration of the
master sequence to very small values—still above the uniform concentration
ð�xm ¼ 2�lÞ, (ii) a sharp transition of the quasispecies from the characteristicfitness and
Hamming distance determined distribution ofmutants to a different distribution that is
characteristic for high mutation rates, and (iii) the nature of the high mutation rate
distribution that often but not always is the uniform distribution U. Quantitative
measures for the first two criteria have been given in the paragraph on
approximation-free solutions. For feature (i), this is the p-value at which the curve for
the stationary concentration of themaster sequence crosses a predefined concentration

level, �xmðpð#Þtr Þ ¼ #, and for features (ii) and (iii), we recall the mergence of the

stationary concentrations of complementary classes, j�ykðpðhÞmgÞ � �yl�kðpðhÞmgÞj ¼ h,

where the spectrum of pðhÞmg

	 

k-values defines both the position and the width of the

transition. It is worth remembering that for the examples presented in Fig. 9 and

Table 1 ðh ¼ 0Þ, both quantitative measures give the same result, pð#Þtr 	 pðhÞmg for
# ¼ h.12

The single-peak linear landscape (3e) with different h-values provides an
excellent study case for the quantitative evaluation of error thresholds (Fig. 12). The
width of the error threshold transition for sequences with l = 10 is compared for the
single-peak landscape and the single-peak linear landscapes with h = 2, 3, and 4.13

12This agreement is not accidental as a simple consideration shows: The lowest mutation rate for

merging two classes is ðpðhÞmgÞ0, the p-value where D0 ¼ j�y0 � �ylj ¼ j�xm � �x�mj ¼ h. Since the
concentration of the complementary sequence of the master sequence with dHXmX�m ¼ l is com-

monly very small, �x�m � �xm, we find for # ¼ h: D0 	 �xm and pð#Þtr 	 minðpðhÞmgÞk ¼ ðpðhÞmgÞ0.
13The single-peak linear landscape with h ¼ 1 is identical with the single peak fitness landscape.
The error threshold for h = 5 extends almost to p ¼ 1

2, and landscapes with h[ 5 do not support
error thresholds at all.
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Computed values for level crossing and complementary class mergence are shown
in Table 1. The excellent agreement between the lower limit of the complementary

class mergence values, pðhÞmg

	 

0
, and the level crossing value for the same value, pð#Þtr

Table 1 Concentration level crossing and complementary class mergence near the error threshold

h Level crossing pð#Þtr Class mergence pðhÞmg

# ¼ 1=100 # ¼ 1=1000 # ¼ 1/10000 h ¼ 1=1000 Dpð0:01Þmg

0 0.1067 0.1103 0.1110 0.1103–0.1111 0.0008

2 0.1097 0.1227 0.1252 0.1227–0.1282 0.0055

3 0.0999 0.1342 0.1428 0.1342–0.1758 0.0416

4 0.0811 0.1365 0.1626 0.1365–0.3360 0.1995

5 0.0638 0.1244 0.1777 0.1244–0.4453 0.3209

6 0.0513 0.1053 0.1787 – –

7 0.0426 0.0876 0.1650 – –

8 0.0364 0.0737 0.1449 – –

The decline of the master class, �y0 ¼ �x0, at p-values near the error threshold pcr is illustrated by

means of the points pð#Þtr where the curves cross the level �x0ðpÞ ¼ #. Complementary class

mergence is characterized quantitatively by the band between the lowest and the highest ðpð#Þtr Þk-
value. The lowest value is always observed with k ¼ 0 (see Fig. 12). Parameters: l ¼ 20,
f0 ¼ 10:0, and fn ¼ 1:0 yielding an error threshold at pcr ¼ 0:1088
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Fig. 12 The error threshold on single-peak linear landscapes. Shown are the critical mutation rates
at which the curves for the stationary class concentrations approach each other up to a predefined
difference, ðpðhÞmgÞk ¼ j�yk � �yl�kj ¼ h with k ¼ 0; 1; . . .; l

2

� �
. The areas in light colors represent the

widths of the transitions. Parameter choice: l ¼ 20, f0 ¼ 10:0, fn ¼ 1:0, h ¼ 0 (black), h ¼ 2 (red),
h ¼ 3 (yellow), and h ¼ 4 (chartreuse)
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with h ¼ #, is remarkable in all four cases (h = 0,2,3,4).13 For h = 5, the band of

complementary class mergence becomes so broad—0:1244� pð1=1000Þmg � 0:4453 in
the example shown in Table 1—that it extends almost to the limit p ¼ 1

2. For h ≥ 6,
no threshold is observed.

Equipped with the quantitative diagnostic tools for the detection of error
thresholds, we return to the comparison of additive (3a) and single-peak landscapes
(3d) in Table 2. The quantitative indicators reflect perfectly the visual inspection of
the �ykðpÞ-curves: For the chain length l = 10, the width of complementary class

merging, Dpð0:01Þmg , for the additive landscape is 200 times as broad as for the
single-peak landscape, and for l = 20, this factor is even 3500. Indeed, the error
threshold has become very narrow already for short sequences of length l = 20 and
shrinks further with increasing l. In addition, the relation between the two measures,

pð0:01Þtr 	 ðpð0:01Þmg Þ0, is already fulfilled up to 10−6 for sequences with l = 20.
In order to provide a hint on the prerequisites for the existence of an error

threshold, we consider the derivative of the simple fitness landscapes with respect to
the class index k (Fig. 13). All landscapes, which have a slope or derivative
j@f ðkÞ=@kj[ acr, support error thresholds, whereas all less steep landscapes shown

Table 2 Complementary
class mergence on single-peak
and additive landscapes

ðpð0:01Þmg Þk Additive landscape fk
(3a)

Single-peak landscape
fk (3d)

k m ¼ 10 m ¼ 20 m ¼ 10 m ¼ 20

0 0.01630 0.002552 0.01164 0.004969

1 0.06791 0.004363 0.01210 0.004977

2 0.17233 0.007967 0.01261 0.004983

3 0.24174 0.012590 0.01282 0.004990

4 0.22508 0.027993 0.01230 0.004997

5 – 0.064427 – 0.005005

6 – 0.113894 – 0.005011

7 – 0.153431 – 0.005013

8 – 0.162072 – 0.005009

9 – 0.120962 – 0.004990

Dpð0:01Þmg
0.22544 0.15952 0.00118 0.000045

pð0:01Þtr
0.01634 0.002552 0.01175 0.004969

Complementary class mergence characterized quantitatively by

the bandwidth between the lowest and the highest pð#Þmg

	 

k
-value

for # ¼ 0:01 is compared for single-peak and linear landscapes
with chain lengths m ¼ 10 and m ¼ 20. In all cases, the lowest
value is always observed with k = 0 (see Fig. 12). In addition, the

values for level crossing of the master class at pðhÞtr -values with
h ¼ 0:01 are given. Parameters: m ¼ 10 and 20, f0 = 1.1, and
fn = 1.0 for the single peak and fn = 0.9 for the linear landscape
yielding error thresholds on the single-peak landscape at pcr ¼
0:00949 and pcr ¼ 0:00475, respectively
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smooth transitions. For the examples given in the figure, this threshold values lie
somewhere in the range 1:5\acr\2:25.

Out of all the simple landscapes analyzed here, only the single-peak landscape
supports an error threshold that fulfills simultaneously the three conditions: (i) fast

decrease of the concentration �xm slightly below ptr, (ii) a sharp transition at pð#Þtr

diagnosed by all pðh¼#Þmg

	 

k
-values lying in a narrow interval, and (iii) the uniform

distribution being the high mutation rate distribution.
Error threshold on realistic landscapes. There are families of smooth landscapes in
which no error thresholds occur and this raises the question what we can expect to
happen on realistic landscapes. For this goal, quasispecies as functions of the
mutation rate p were calculated on about twenty different random realistic land-
scapes (RRL, 5a) for sequences of chain length l = 10.14 Two results are relevant for
our purpose here: (i) Quasispecies on realistic random landscapes show error
thresholds and (ii) the position of level crossing as a measure for the error threshold

error class k

de
riv

at
iv

e
f /

k

Fig. 13 The derivative of simple fitness landscapes. Shown are the derivatives, @f =@k, of the
simple fitness landscapes (3a)–(3e). Choice of parameters: l ¼ 20, f0 ¼ 10:0, and fn ¼ 1:0. Color
code additive fitness (3a) in red, multiplicative fitness (3b) in yellow, hyperbolic fitness (3c) in
chartreuse, single-peak step liner fitness (3e) h ¼ 6 in light blue and h ¼ 4 in blue, and the
single-peak fitness (3d) in black. Error thresholds are found on the single peak, the single-peak
linear with h ¼ 4 and the hyperbolic fitness landscapes. On all other landscapes, smooth transitions
from p ¼ 0 to p ¼ 1

2 are observed

14Numerical computations of eigenvalues and eigenvectors become highly demanding with respect
to CPU time and memory above l ¼ 10. For l ¼ 20, the diagonalization of the W-matrix with
about the size 106 
 106 requires certain tricks (Niederbrucker and Gansterer 2011), and for
l ¼ 50, the dimension of W is more than 1015 
 1015 and diagonalization is far beyond current
technical capacities.
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moves to smaller mutation rates pð#Þtr ðdÞ when the ruggedness of the landscape given
by the parameter d is increased. An illustrative example is shown in Fig. 14 where

we find pð0:01Þtr ð0Þ ¼ 0:0778, pð0:01Þtr ð0:5Þ ¼ 0:0716, and pð0:01Þtr ð0:9375Þ ¼ 0:0510
for the cases shown in the plots. Figure 15 reports the movement of the position of

p
ðmÞ
tr ðdÞ toward lower mutation rate parameters with increasing scatter and illustrates

the validity of the uniform distribution criterion independently of the extent of
ruggedness as expressed by the parameter d: Despite the small chain length l = 10,
convergence toward the uniform distribution at transition points far away from

p ¼ 1
2 can be observed for all d-values and the pð0:01Þtr -value computed from level

crossing is a good indicator for the positions at which merging of the stationary

concentrations for the complementary classes, j�ykðpðhÞmgÞ � �yl�kðpðhÞmgÞj ¼ h, occurs.
Based on the level crossing criterion for the location of the error threshold, we find
that the transition migrates to smaller p-values for higher scatter of the fitness
values. This observation is readily interpreted: An increase in scatter implies that
the difference in fitness values between the master sequence and the sequence with
the next highest fitness value becomes smaller, and a smaller difference in fitness
other factors being unchanged causes the transition to occur at a smaller p-value.

Random scatter of fitness values introduces fitness differences among the
sequences within a given mutant class Ck, and instead of a single curve as found for
d = 0, we obtain a bundle of curves for the individual sequences XðkÞ belonging to
this class. For small d-values, corresponding to small scatter of fitness values and
for p-values sufficiently lower than the error threshold, p� pcr, the curves for the
sequences belonging to given mutant classes form well-separated bands, which
overlap at higher p- or higher d-values (Fig. 14). As seen in the class concentration
plots (Fig. 15), the transition to the uniform distribution becomes somewhat
irregular at high d-values. For example, in the bottom plot, the curves for (k = 4,
l − k = 6) and for (k = 3, l − k = 7) cross first before they merge, which is due to the
different spectra of fj-values within the error classes. Nevertheless, also in these
cases, the uniform distribution U is approached although at slightly higher p-values.

In proceeding toward the maximum scatter at the value d = 1, other transitions
apart from the error thresholds are observed for the majority of RRLs (for excep-
tions, see next paragraph). These transitions, positioned at transition mutant rates,
p ¼ ðpq

trÞ, mark dramatic changes in the stationary mutant distributions, and the
primary quasispecies �m, which is the stable distribution from the selection state

b Fig. 14 Quasispecies on a realistic model landscape (RRL) with different random scatter
d. Shown are the stationary concentrations �xjðpÞ on landscapes Lð10; 2; 2:0; 1:0; 0:0; d; 491Þ for
d ¼ 0 (upper plot), d ¼ 0:5 (middle plot), and d ¼ 0:9375 (lower plot) for the classes C0 (black),
C1 (red), and C2 (yellow). In the topmost plot, the curves for all single point mutations Xj 2 C1 and
double point mutations Xj 2 C2 coincide because of zero scatter, d ¼ 0. The error threshold
calculated by the phenomenological approach lies at pcr ¼ 0:06697 and is indicated by a dashed

gray line, and the positions of the pð0:01Þtr values are 0:0778, 0:0716, and 0:0510 for d ¼ 0:0, 0:5,
and 0:9375, respectively (dashed blue lines)
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(p = 0) onwards, is replaced at p ¼ ðpqtrÞm;k by another quasispecies � k . The
mechanism by which quasispecies replace each other has been worked out ana-
lytically (Schuster and Swetina 1988) and is easily interpreted:15 The stationary
mutational backflow stabilizes master sequences through adding a positive term to
the production function

WðXmÞ ¼ wm ¼ Qmmfm�xmþ
XN

j¼1;j 6¼m
Qmjfj�xj ¼ Qmmfm�xmþUm ðjÞ;

and likewise, we have for a potential master sequence Xk,

WðXkÞ ¼ wk ¼ Qkkfk�xk þUk ðjÞ:

In general, the first term decreases and the second term increases with increasing
p. The necessary—but not sufficient—condition for the existence of a transition is
DU ¼ Um ðjÞ � Uk ðjÞ\0. In other words, the mutational backflow to the original
master sequence of � 0 has to be weaker than the backflow to the sequence Xk in � k.
Since the fitness value fm is the largest by definition, we have fm [ fj 8j ¼ 1; . . .; n,
and at sufficiently small mutation rates p, the differences in the selective values,
DW ¼ Qmmfm � Qkkfk [ 0, will always outweigh the difference in the backflow,
DU[ jDWj, and the quasispecies �m is stable. With increasing values of p,
however, the replication accuracy and DU will decrease because of the term Qmm ¼
Qkk 	 ð1� pÞl in the uniform error approximation. At the same time, DW will
increase in absolute value and provided DW\0 there might exist a mutation rate

p ¼ pðqÞtr smaller than the error threshold value pðqÞtr \pcr at which the condition
DUþDW ¼ 0 is fulfilled and consequently, the quasispecies � k is the stable sta-

tionary solution of equation at pðqÞtr \p\pcr provided it is not replaced by another
quasispecies in another transition.

The influence of a distribution of fitness values instead of the single value f of the
single-peak landscapes can be predicted straightforwardly: Since fm is independent
of the fitness scatter d and fk is increasing with increasing scatter, the difference

b Fig. 15 Error thresholds on a realistic model landscape with different random scatter d. Shown
are the stationary concentrations of classes �yjðpÞ on the landscapes Lð10; 2; 1:1; 1:0; 0:0; d; 023Þ
with d ¼ 0 (upper plot), d ¼ 0:5 (middle plot), and d ¼ 0:95 (lower plot). The error threshold
calculated by the phenomenological approach lies at pcr ¼ 0:009486 (black dotted line), and the
positions for level crossing decrease with the width of random scatter d and are situated at

pð0:01Þtr ¼ 0:01175, 0:01079, and 0:00720, respectively (blue dotted lines). For the analogous plots
for fully developed randomness (d ¼ 1:0), see Fig. 17

15Thirteen years after this publication, the phenomenon has been observed in quasispecies of
digital organisms (Wilke et al. 2001) and was called survival of the flattest.
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fm − fk will decrease with increasing scatter d. Accordingly, the condition for a
transition between quasispecies can be fulfilled at lower p-values and we expect to
find one or more transitions below the error threshold pcr. No transition can occur
on the single-peak landscape, but as d increases the difference DU becomes smaller,
and it becomes more and more likely that the difference in backflow DW becomes
sufficiently strong for a replacement of �m by � k below pcr.

As an example, we describe the development of quasispecies transitions on a
typical RRL, Lð10; 2; 1:1; 1:0; 0:0; d; 637Þ, between the single-peak scenario
(d = 0) and the full-band random landscape (d = 1). Starting form the unspecific
error threshold scenario (Fig. 9), the error classes unfold into first separated and

later overlapping bands until a scatter of d = 0.85 where the indication of a first pðqÞtr -
transition appears near the error threshold. At d = 0.925, a transition � 0ðX0Þ !
� 1ðX247Þ can be identified, and this transition is the only transition at the d-values
0.95 and 0.975. Then, at d = 0.995, a second transition appears (see Fig. 16), and
finally, we are dealing with three transitions at full randomness, d = 1. In addition to
the quite common scenario of multiple transitions described here, we found also
landscapes with a single transition at fully developed randomness (see Fig. 17) and
landscapes sustaining no transition at all (see strong quasispecies in the next
paragraph).

An important question is whether or not transitions between quasispecies have
an influence on the convergence toward the uniform distribution U above threshold.
Intuitively, we might suggest that this is not the case, but it is safer to consider a
specific example. The RRL Lð10; 2; 1:1; 1:0; 0:0; 1:0; 023Þ is chosen, because it
exhibits a single transition, � 0ðX0Þ ! � 1ðX910Þ, below the error threshold
(Fig. 17). The middle plot shows the quasispecies � 1 centered around the master
sequence X910 that is surrounded by three high-fitness sequences in the one-error
class: X906; X926, and X942, and one additional high-fitness sequence in the
two-error class, X927, which is directly attached to X926. This example illustrates
the role of mutational backflow U in stabilizing quasispecies above the transition.
The lower plot shows the change of the class concentrations �ykðpÞ at the transition
� 0ðX0Þ ! � 1ðX910Þ and at the error threshold, which leads to the uniform distri-
bution U. As expected, the fully developed random scatter smoothens the error

threshold, shifts the lower boundary, minððpðhÞmgÞkÞ, of complementary class con-
centration merging to slightly smaller p-values but does not change the basic
property of merging the concentrations of complementary classes (for a concrete
quantitative example, see Table 3).

Finally, we remark that transitions between quasispecies provide a handicap for
evolution because a small change in the mutation rate or in the fitness value may
destabilize stationary mutant distributions, and we conjecture that natural systems
will be driven toward landscapes with stable quasispecies in the sense that no
transitions between quasispecies occur.
Strong quasispecies. A certain fraction of landscapes gives rise to scenarios for
quasispecies as a function of the mutation rate p that are substantially different from
the one discussed above: No transitions between quasispecies are observed not even

Quasispecies on Fitness Landscapes 103



at fully developed scatter d = 1.0 (Fig. 18). The most relevant feature of the
quasispecies on these special landscapes concerns the classes to which the most
frequent sequences belong. On the landscape defined by s = 919, these sequences
are the master sequence (X0; black curve), the one-error mutant (X4; red curve), and
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Fig. 16 A model landscape with multiple transitions between quasispecies. The plots present the
stationary concentrations �xjðpÞ on landscapes Lð10; 2; 1:1; 1:0; 0:0; d; 637Þ with d ¼ 0:995 (upper
plot) and with fully developed scatter d ¼ 1:0 (lower plot). The following master sequences are
involved in the transitions between quasispecies at d ¼ 1:0: tr1: !0ðX0Þ ! !1ðX1003Þ; tr2:
!1ðX1003Þ ! !2ðX923Þ; tr3: !2ðX923Þ ! !3ðX247Þ. The Hamming distances at the transitions are
dHð0Þ; ð1003Þ ¼ 7, dHð1003Þ;ð923Þ ¼ 3, and dHð923Þ;ð247Þ ¼ 6, respectively. For d ¼ 0:995, the first
transition does not exist; instead, we find !0ðX0Þ ! !1ðX923Þ and tr3 becomes tr2
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the two-error mutant (X516; yellow curve).16 Coming from neighboring classes, the
three special sequences are situated close-by in sequence space—Hamming dis-
tances dHð0Þ;ð4Þ ¼ dHð4Þ;ð516Þ ¼ 1 and dHð0Þ;ð516Þ ¼ 2—and form a cluster, which is

dynamically coupled by means of strong mutational flow (Fig. 19). As it turns out,
such a quasispecies is not likely to be replaced in a transition by another one that is
centered around a single master sequence and accordingly, we called such clusters
strong quasispecies. The problem that ought to be solved now is the prediction of
the occurrence of strong quasispecies from know fitness values.

A heuristic is mentioned that serves as an (almost perfect) diagnostic tool for
detecting whether or not a given fitness landscape gives rise to a strong quasis-
pecies: (i) For every mutant class, we identify the sequence with the highest fitness

b Fig. 17 Error threshold and transition between quasispecies. The landscape
Lð10; 2; 1:1; 1:0; 0:0; d; 023Þ supports a transition !0ðX0Þ ! !1ðX910Þ at ðpqtrÞ0;910 	 0:00330
(violet dashed line) and the error threshold computed from level crossing of X910 with # ¼ 0:01 at

pð0:01Þtr 	 0:00837. Above the error threshold, which lies at pcr ¼ 0:00949 (blue dashed line) in the
corresponding single-peak landscape (d ¼ 0:0), the quasispecies converges to the uniform
distribution U as immediately seen from the mergence of complementary class concentration
curves. The quasispecies above the transition at pqtr is centered around the sequence X910

corresponding to !1. It is worth noticing that the one-error class C1 (red) has a class concentration
that exceeds the master sequence by a factor two. This is mainly due to three sequences of high
fitness, X906, X926, and X942

Table 3 Concentration level crossing and complementary class mergence on landscapes with
random scatter of fitness values

ðpðhÞmgÞk Random scatter d

k 0.0 0.5 0.7 0.9 0.95 0.975 1.0

0 0.01164 0.01097 0.01016 0.00884 0.00836 0.00809 0.00776

1 0.01210 0.01173 0.01123 0.01056 0.01039 0.01030 0.01022

2 0.01261 0.01292 0.01256 0.01161 0.01124 0.01103 0.01080

3 0.01282 0.01601 0.01768 0.01933 0.01972 0.01991 0.02009

4 0.01213 0.01283 0.01199 0.00962 0.00821 0.00757 0.00680

pð#Þtr
0.01175 0.01108 0.01028 0.00895 0.00848 0.00820 0.00788

DpðhÞmg
0.00118 0.00504 0.00725 0.01049 0.01151* 0.01234* 0.01329*

Quantitative diagnostic tools are applied to the landscape Lð10; 2; 1:1; 1:0; 0:0; d; 919Þ. The decline
of the master class, �y0 ¼ �x0, at p-values near the error threshold pcr = 0.00948 is illustrated by means

of the points pð#Þtr where the curves cross the level �x0ðpÞ ¼ # ¼ 0:01. Complementary class

mergence is characterized quantitatively by the band between the lowest and the highest ðpðhÞmgÞk-
value (h ¼ 0:01). The lowest value is observed at k = 0 for d = 0.0, 0.5, 0.7, and 0.9. For the three
highest random scatters, the lowest value is recorded for k = 4 (indicated by an asterisk ‘*’)

16Naïvely, we would expect a band of one-error sequences at higher concentration than the
two-error sequence.
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Fig. 18 Error thresholds on a model landscape with random scatter d and no transitions between
quasispecies. The landscape Lð10; 2; 1:1; 1:0; 0:0; d; 919Þ is computed and analyzed. Shown are
the stationary concentrations �xjðpÞ for d ¼ 0:5 (upper plot), for d ¼ 0:995 (middle plot) and for
fully developed random scatter d ¼ 1:0 (bottom plot)
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Fig. 19 Mutation flow in quasispecies. The sketch shows two typical situations in the distribution
of fitness values in sequence space. In the upper diagram ðs ¼ 637Þ, the fittest two-error mutant,
X768, has its fittest nearest neighbor, X769, in the three-error class C3. The fittest sequence in the
one-error neighborhood of the fittest one-error mutant, X4, is X68 and not 768, and hence, the
mutational flow is not sufficiently strong for coupling the three sequences X0, X4, and X68 to a
strong cluster, and transitions between different quasispecies are observed (Fig. 16). The lower
diagram ðs ¼ 919Þ shows the typical fitness distribution for a strong quasispecies: The fittest
two-error mutant, X516, has its fittest nearest neighbor, X4, in the one-error class C1, and it
coincides with the fittest one-error mutant. Here, the three sequences (X0, X4, and X516) are
strongly coupled by mutational flow, and a strong quasispecies is observed (Fig. 18)
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value, fm; ðfð1ÞÞmax ¼ f ðXmð1ÞÞ; ðfð2ÞÞmax ¼ f ðXmð2ÞÞ; . . .;, and call them class-fittest
sequences. Next, we determine the fittest sequences in the one-error neighborhood
of the class-fittest sequences. Clearly, for the class k-fittest sequence XmðkÞ, this
sequence lies either in class k − 1 or in class k + 1.17 Simple combinatorics is
favoring classes closer to the middle of sequence space because they have more

members,
l
k

� �
, in number. Any sequence in the two-error class, for example, has

two nearest neighbors in the one-error class but l − 2 nearest neighbors in the
three-error class (see Fig. 10). To be a candidate for a strong quasispecies requires
that—against probabilities—the fittest sequence in the one-error neighborhood of
Xmð2Þ lies in the one-error class: ðfðXmð2ÞÞmð1Þ Þmax with ðXmð2ÞÞmð1Þ 2 C1 and prefer-

entially, this is the fittest one-error sequence, ðXmð2ÞÞmð1Þ � Xmð1Þ. Since all muta-
tion rates between nearest neighbor sequences in neighboring classes are the same
—ð1� pÞn�1p within the uniform error model—the strength of mutational flow is
dependent only on the fitness values, and the way in which the three sequences
were determined guarantees optimality of the flow: If such a three-membered
cluster was found, it is the one with the highest internal mutational flow for a given
landscape. Figure 19 (lower picture, s = 919) shows an example where such three
sequences form a strongly coupled cluster. There is always a fourth sequence—here
X512—belonging to the cluster, but it may play no major role because of low fitness.
The heuristic presented here was applied to all 21 fitness landscapes with different
random scatter, and three strong quasispecies (s = 401, 577, and 919) were
observed. How many would be expected by combinatorial arguments? The prob-
ability for a sequence in C2 to have a neighbor in C1 is 2/10 = 0.2, and, since the
sequence Xmð1Þ is fittest in C1 and hence also in the one-error neighborhood of
Xmð2Þ, this is also the probability for finding a strong quasispecies. The sample that
has been investigated in this study comprised 21 landscapes, and hence, we expect
to encounter 21/5 = 4.2 cases, which is—with respect to the small sample size—in
full agreement with the three cases that we found. The suggestion put forward in the
heuristic mentioned above—a cluster of sequences coupled by mutational flow that
is stronger within the group than to the rest of sequence space because of frequent
mutations and high-fitness values—has been analyzed and tested through the
application of perturbation theory (Schuster 2012). We dispense here from details
since we shall not make further use of the corresponding expressions.

In order to study the influence of random scatter on the numerical computation
of the location of the error threshold, we apply the two criteria, level crossing and
complementary class mergence to the strong quasispecies on the landscape
Lð10; 2; 1:1; 1:0; 0:0; d; 919Þ. The results are shown in Table 3. As already shown
for other RRLs, the position of the crossing of �x0 migrates to smaller mutation rates

pð#Þtr with increasing d. At the same time, the width of the transition increases by

17For class k = 1, we omit the master sequence Xm, which trivially is the fittest sequence in the
one-error neighborhood, and search only in class k ¼ 2.
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about one order of magnitude from DpðhÞtr ¼ 0:0012�0:013. Nevertheless, the
quantitative diagnostic tools for the detection of the error threshold on complex
landscapes works perfectly, and in contrast to doubts raised in the literature (Baake
and Wagner 2001; Charlesworth 1990), even the landscapes with fully developed
randomness (d = 1.0) sustain perfect error thresholds.
Selective neutrality. The second property of realistic fitness landscapes mentioned
in Sect. 2 is neutrality, and in Eq. (5b), we made a proposal how neutrality can be
implemented together with ruggedness. The resulting rugged and neutral fitness
landscape (RNL) is characterized by two landscape specific parameters: (i) The
random scatter is denoted by d as in the RRL landscape and (ii) a degree of
neutrality k. The value k ¼ 0 means absence of neutrality and k ¼ 1 describes the
completely flat landscape in the sense of Kimura’s neutral evolution (Kimura
1983). The result of the theory of neutral evolution that is most relevant here
concerns random selection: Although fitness differences are absent, one randomly
chosen sequence is selected by means of the autocatalytic replication mechanism,
X! 2X and X! ø. For most of the time, the randomly replicating population
consists of a dominant genotype and a number of neutral variants at low concen-
tration. An important issue of the landscape approach is the random positioning of
neutral master sequences in sequence space, which is achieved by means of the
same random number generator that is used to compute the random scatter of the
other fitness values.

The RNL is the complete analogue to the rugged fitness landscape (RRL) under
the condition that several master sequences exist, which have the same highest
fitness values f0. The fraction of neutral mutants is determined by the fraction of
random numbers, which fall into the range 1� k\g� 1, and apart from statistical
fluctuations, this fraction is k. At small values of the degree of neutrality k, isolated
peaks of highest fitness f0 will appear in sequence space. Increasing k will result in
the formation of clusters of sequences of highest fitness. Connecting all fittest
sequences of Hamming distance dH ¼ 1 by an edge results in a graph that has been
characterized as neutral network (Reidys et al. 1997; Reidys and Stadler 2002).
Neutral networks were originally conceived as a tool to model, analyze, and
understand the mapping of RNA sequences into secondary structures (Grüner et al.
1996a, b; Schuster et al. 1994). The neutral network in RNA sequence structure
mappings is the preimage of a given structure in sequence space, and these net-
works can be approximated in zeroth order by random graphs (Erdős and Rényi
1959, 1960). Whereas neutral networks in RNA sequence structure mappings are
characterized by a relatively high degree of neutrality around k 	 0:3 and sequence
space percolation is an important phenomenon, we shall be dealing here with lower
k-values.

The two smallest clusters of mutationally coupled fittest sequences have
Hamming distances dH ¼ 1 and dH ¼ 2 (Fig. 20). In the former case, we are
dealing with the minimal neutral network of two neighboring sequences; in the
latter case, the Hamming distance of two sequences are coupled through two
intermediate sequences similarly as in the core of strong quasispecies. An exact
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mathematical analysis is possible for both cases in the limit of vanishing mutation
rates, lim p! 0 (Schuster and Swetina 1988). It yielded two results that are dif-
ferent from Kimura’s neutral theory:

lim
p!0

�xI ¼ 1
2
; lim
p!0

�xII ¼ 1
2

for dHXIXII
¼ 1; ð16aÞ

lim
p!0

�xI ¼ a
1þ a

; lim
p!0

�xII ¼ 1
1þ a

for dHXIXII
¼ 2; ð16bÞ

lim
p!0

�xI ¼ 1; lim
p!0

�xII ¼ 0 or lim
p!0

�xI ¼ 0; lim
p!0

�xII ¼ 1;

for dHXIXII
� 3:

ð16cÞ

If the two neutral fittest sequences, XI and XII, are nearest neighbors in sequence
space, dHXIXII

¼ 1, they are present at equal concentrations in the quasispecies in the
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Fig. 20 Neutral networks in quasispecies. The sketch presents four special cases that were
observed on rugged neutral landscapes defined in Eq. (5b). Part a shows the smallest possible
network consisting of two sequences of Hamming distance dH ¼ 1 observed with s ¼ 367 and
k ¼ 0:01. Part b contains two sequences of Hamming distance dH ¼ 2, which are coupled through
two dH ¼ 1 sequences; it was found with s ¼ 877 and k ¼ 0:01. The neutral network in part c has
a core of three sequences, surrounded by five one-error mutants, one of them having a chain of two
further mutants attached to it; the parameters of the landscape are s ¼ 367 and k ¼ 0:1. Part
d eventually shows a symmetric network with three core sequences and four one-error mutants
attached to it, observed with s ¼ 229 and k ¼ 0:1. Choice of further parameters: l ¼ 10, f0 ¼ 1:1,
f ¼ 1:0, and d ¼ 0:5. Color code: core sequences in black, one-error mutants in red, two-error
mutants in yellow, and three-error mutants in green

Quasispecies on Fitness Landscapes 111



low mutation rate limit, and in case they are next nearest neighbors in sequence
space, dHXIXII

¼ 2, they are observed at some ratio a, and in both cases, none of the

two sequences vanishes. Only for Hamming distances dHXIXII
� 3, Kimura’s scenario

of random selection occurs. It is important to stress a difference between the two
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Fig. 21 Cluster on a weakly neutral rugged model landscapes. The plot at the top shows the
quasispecies on the RNL Lð10; 2; 1:1; 1:0; 0:1; 0:5; 637Þ. The cluster in the core of the
quasispecies is shown in Fig. 20a and consists of two Hamming distance dH ¼ 1 master
sequences, X0 and X64, which are present in equal concentrations from p ¼ 0 to the error
threshold. Further, we show their one-error neighborhoods, and the third fittest neutral sequence
X324 at Hamming distance dHð0Þ;ð324Þ ¼ 3 (green). The bottom plot presents the quasispecies on the
RNL Lð10; 2; 1:1; 1:0; 0:1; 0:5; 877Þ. The master pair X518 and X546 has Hamming distance dH ¼ 2
and appears at roughly constant concentration ratio in the quasispecies over the entire range,
0� p\pcr
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scenarios, the deterministic ODE approach leading to clusters of neutral sequences
and the random selection phenomenon of Kimura: In the quasispecies, we have
strong mutational flow within the cluster of neutral sequences—which is not sub-
stantially different from the flow within the non-neutral clusters discussed in the
previous paragraph—and this flow outweighs fluctuations. For Hamming distances
dH of three and more, the mutational flow is too weak to counteract random drift. In
the random replication scenario, mutations do not occur and the only drive for
change in particle numbers is random fluctuations.

In order to check the role of the predictions for the limit p → 0 in the case of
nonzero mutation rates, we search for appropriate test cases by inspection of RNL
landscapes according to (5b). For small degrees of neutrality, we found indeed
suitable neutral clusters on the landscapes (s ¼ 637; k ¼ 0:01 and s ¼ 877; k ¼
0:01 both shown in Fig. 21). In full agreement with the exact result, we find that
two fittest sequences of Hamming distance dH ¼ 1 are selected as a strongly
coupled pair with equal frequency of both members and numerical results show that

Fig. 22 Quasispecies and consensus sequences in case of neutrality. The upper part of the figure
shows a sketch of sequences in the quasispecies of two fittest nearest neighbor sequences (dH ¼ 1).
The consensus sequence is not unique and differs in a single position where both nucleotides
appear with equal frequency. In the lower part, the two master sequences have Hamming distance
dH ¼ 2 and differ in two positions. The two sequences are present at some ratio a that is
determined by the fitness values of other neighboring sequences, and the nucleobases
corresponding to the differences in the two master sequences appear with the same ratio a
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strong coupling does not occur only for small mutation rates but extends over the
whole range of p-values from p = 0 up to the error threshold p ¼ pcr. Examples for
the case dH ¼ 2 are also found on random neutral landscapes, and again, the exact
result for vanishing mutation rate holds up to the error threshold. The existence of
neutral nearest and next nearest neighbors manifests itself in the lack of unique
consensus sequences of populations and has important consequences for the
reconstruction of phylogenies (Fig. 22).

Neutral networks may comprise several sequences, and then, all neutral nearest
neighbor sequences form a strongly coupled master cluster in reproduction. The
distribution of individual members of the cluster in the limit p → 0 is readily
obtained by diagonalization of the adjacency matrix.18 The components of the
largest eigenvector are proportional to the concentrations of elements of the
replication network. Increasing the degree of neutrality k gives rise to the formation
of larger neutral networks. Commonly, there is a giant cluster and many small
clusters as predicted by random graph theory.

5 Conclusions and Perspectives

The landscape concept was shown to be applicable to asexually reproducing virus
populations, although fully empirically determined examples are not achievable at
the current state of the art. Realistic landscapes are characterized by two global
features: (i) ruggedness and (ii) neutrality. At sufficiently low mutation rates, all
these landscapes support stationary mutant distribution called quasispecies no
matter how large the random scatter of the individual fitness values is. The fre-
quencies of individual genotypes in quasispecies are determined by their fitness
values and the distances to the master sequence. Contradicting previous conjec-
tures, such realistic landscapes exhibit error thresholds in the sense that the mutant
distributions change abruptly at a certain critical mutations rate, which can be fully
characterized by quantitative criteria. Above threshold, the conventional deter-
ministic description by means of kinetic differential equations yields the uniform
distribution of sequences as stationary solution and hence cannot provide a correct
picture of replication–mutation dynamics. Under these conditions, populations drift
randomly through sequence space in the sense of Kimura’s neutral theory of
evolution.

Although the kinetic equations allow for the derivation of general solutions in
terms of eigenvalue problems, they are limited in reality because numerical com-
putations are facing unsurmountable difficulties even for relatively small sequence
lengths (l ≈ 50). A phenomenological approach originally proposed by Eigen

18The adjacency matrix of a graph, A, is a symmetric square matrix that has an entry ajk ¼ akj ¼ 1
whenever the graph has an edge between the nodes for Xj and Xk and zero entries everywhere
else.
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introduces simplifications, which allow for straightforward handling of long
genotypes. This approach cannot be deduced from the original equations in a
consistent way but represents an enormously successful heuristic for the calculation
of error thresholds in real-world situations, and fortunately, the results become more
accurate for longer polynucleotide sequences.

A problem for future research concerns the classification of landscapes in view
of the mutation–selection dynamics upon them. We have sketched here two
examples where the quasispecies dynamics can be predicted from the distribution of
fitness values: (i) landscapes supporting strong quasispecies and (ii) landscapes with
a tunable degree of neutrality. These studies make several predictions, and the next
natural step is to test them experimentally and to initiate thereby a dialogue between
theorists and experimentalists. Precisely, this dialogue made physics so successful,
but unfortunately, it is still underdeveloped in biology.

6 Color Code for Sequences and Classes

The individual curves in plots of quasispecies as functions of the mutation rate p are
color coded in order to make them better distinguishable. Most plots refer to a chain
length l = 10 and adopted the following color code. For concentrations of classes
rather than individual sequences, we use a different color code in order to make
merging of complementary classes better visible.

Class no. Color

Sequences Classes

0 Black Black

1 Red Red

2 Yellow Yellow

3 Green Green

4 Sea green Sea green

5 Blue Blue

6 Magenta Sea green

7 Chartreuse Green

8 Yellow Yellow

8 Red Red

10 Black Black
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Mathematical Models of Quasi-Species
Theory and Exact Results
for the Dynamics

David B. Saakian and Chin-Kun Hu

Abstract We formulate the Crow–Kimura, discrete-time Eigen model, and
continuous-time Eigen model. These models are interrelated and we established an
exact mapping between them. We consider the evolutionary dynamics for the
single-peak fitness and symmetric smooth fitness. We applied the quantum
mechanical methods to find the exact dynamics of the evolution model with a
single-peak fitness. For the smooth symmetric fitness landscape, we map exactly the
evolution equations into Hamilton–Jacobi equation (HJE). We apply the method to
the Crow–Kimura (parallel) and Eigen models. We get simple formulas to calculate
the dynamics of the maximum of distribution and the variance. We review the
existing mathematical tools of quasi-species theory.
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1 Introduction

The quasi-species theory assumes an infinite virus population. The investigation of
these evolution models (Eigen 1971; Eigen et al. 1989; Crow and Kimura 1970) is
one of the fruitful applications of statistical mechanics (Leuthausser 1987; Schuster
and Swetina 1982; Tarazona 1992; Woodcock and Higgs 1996; Peliti 1997; Franz
and Peliti 1997; Baake et al. 1997; Alves and Fontanari 1998; Baake and Wagner
2001; Baake and Gabriel 2000; Drossel 2001; Hermisson et al. 2002; Saakian and
Hu 2004a, b, 2006; Saakian et al. 2004; Saakian et al. 2006, 2008, 2009, 2011; Park
and Deem 2006; Saakian 2007, 2008; Saakian and Fontanari 2009; Kirakossyan
et al. 2010, 2011; Kirakossyan et al. 2012a, b; Galstyan and Saakian 2012). There is
a direct connection of these models to the simple statistical models of spin chains,
where the fitness is the analog of the energy (with a minus sign) and mean fitness is
an analog of free energy. Another important two features of these models, allowing
the application of the statistical physics, are the weakness of nonlinearity [the
system of ordinary nonlinear equations is mapped exactly to the system of linear
ordinary differential equations plus some nonlinear algebraic transformation
(Thompson et al. 1974)], and there is a large number of degrees of freedom.

Continuous-time models with connected mutation–selection scheme (Eigen et al.
1989) and with parallel scheme (Crow and Kimura 1970; Baake et al. 1997) were
considered as well as discrete-time models (Peliti 1997). In quasi-species models,
one considers the infinite population limit and two evolution forces: selection and
mutation. We assume a simple mutation scheme, when different nucleotides in the
genome mutate independently. This is a simple, mean field-like process in the
terminology of statistical physics, since there is no need for the concept of distance:
The nucleotide mutates independently of the neighbors.

The real fitness landscapes based on the distribution of fitness for different
genomes are highly complicated with both rugged and neutral features. Usually,
one considers a simple version of selection, when fitness depends on a Hamming
distance from some reference sequence, and there is a mutation which changes the
sequence while keeping the length of genome constant. Such simplifications of
fitness landscapes are popular in population genetics. In principle, it is possible to
make further generalizations of the model, when the fitness is a function of
Hamming distances from d reference sentences (Saakian et al. 2006). In an alter-
native version, one partitions the whole genome into d pieces, for every piece, we
define a reference subsequence, and then, the fitness is modeled as a function of
these d Hamming distances. Such fitness again corresponds to the mean fitness-like
interaction. As both mutation and selection forces are mean field-like, solving such
models exactly should be tractable. Indeed, it is possible to calculate the mean

122 D.B. Saakian and C.-K. Hu



fitness in the large genome length limit (Hermisson et al. 2002; Saakian et al. 2006;
Kirakosyan et al. 2012a, b). It is intriguing that quasi-species models can be solved
exactly using both the methods of quantum mechanics and the methods of classical
Hamilton mechanics as represented by the Hamilton–Jacobi equation. The calcu-
lation of the mean fitness is equivalent to the search for the minimum of potentials
in d-dimensional problem of classical mechanics: It is a solvable problem contrary
to the exact solution of the motion of d particles. In this section, we show that it is
possible to come up with exact dynamical solutions of the Hamilton–Jacobi
equations for the models with one-dimensional symmetric fitness landscapes.

We first define different evolution models, review briefly the exact solution of
the statics (mean fitness in the steady state), and later focus on the exact solutions of
evolutionary dynamics. Here, two situations are considered: the case of single-peak
fitness landscape and the case of smooth symmetric fitness landscape. Mapping the
evolution model to Hamiltonian mechanics, we calculate exactly the dynamics of
the maximum of distribution when the population is originally concentrated at a
fixed distance from the reference sequence. The possibility of having analytical
solutions, which give the dynamics in a closed form, is an important breakthrough
in the theory of biological evolution. It allows the investigation of a plethora of
evolutionary pathways within one consistent formalism. While we focus on the
solution of the infinite population models, the HJE method could be applied suc-
cessfully for the solution of finite population problems as well.

2 The Definition of the Models

We consider the simplified case when there are two nucleotides, and thus, genome
could be described as a chain of two-value letters; therefore, there are 2N different
genomes for the genome length N (Swetina and Schuster 1982).

2.1 Eigen Model

In the case of Eigen model, we consider (Eigen et al. 1989)

dPi

dt
¼
X
j

QijrjPj � Pi

X
j

rjPj

 !
; ð1Þ

where the matrix element Qji describes the transition probabilities from the type j to

the type i. The elements of mutation matrix are Qij ¼ qN�dðj;iÞð1� qÞdðj;iÞ; d(j, i) is
the Hamming distance between sequences j and i; q is the probability of errorless
replication per nucleotide. The Hamming distance dij between configurations i and
j is the number of point mutations between these configurations. The diagonal terms
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of the mutation matrix are Qii ¼ qN � Q � e�c, where c ¼ �N lnðqÞ � Nð1� qÞ
is the parameter of mutation in the Eigen model and ri is identified as a fitness of the
sequence i. As index i is equivalent to the set of indices s1. . .sN , we can define ri
through the function f0

ri ¼ f0ðs1. . .sNÞ; ð2Þ

where s1. . .sN correspond to the sequence i. We choose the 0th sequence with all up
spins, sl = 1. Here, Pi satisfy normalization condition

PM�1
i¼0 Pi ¼ 1.

2.2 The Discrete-Time Eigen Model

Consider now the discrete-time Eigen model (Peliti 1997): The probabilities are
defined at discrete-time moments n, and thus, we consider Pi(n).

Piðnþ 1Þ ¼
P

j Qijr̂jPjðnÞP
j r̂jPjðnÞ ð3Þ

We again can define the lethal mutants as the sequences where r̂j ¼ 0. We used
notation r̂j for the fitness of this model. We will connect them with the corre-
sponding fitness rj in Crow–Kimura model.

2.3 Crow–Kimura Model

The discrete-time Eigen model could be mapped into the continuous-time Crow–
Kimura model (Baake et al. 1997) using the mapping

PiðnsÞ ¼ PiðnÞ
c ¼ sl0
r̂i ¼ expðsriÞ

ð4Þ

where s is a duration of elementary time step and l0 is a mutation rate per unit time
period. We get the equations of Baake et al. (1997)

dPi

dt
¼ riPi þ

X
j

Pjlij � Pi

X
j

rjPj

 !
ð5Þ
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lij describes the mutation phenomenon: lii ¼ �l0; lij ¼ 1=N when the Hamming
distance dij between two sequences is equal to 1 and lij ¼ 0 for other case. There is
a balance condition: X

j

lij ¼ 0 ð6Þ

2.4 The Solution of the Models

Both the Crow–Kimura (parallel) and Eigen models are the systems of large
number of differential equations, with a large parameter, the genome length N. We
have chosen special scaling for the mutation rate and the fitness, to get a limiting
solution at N ! 1. To solve the system means to calculate:

1. The mean fitness;
2. The steady-state distribution;
3. The dynamics of the distribution.

The mean fitness of Crow–Kimura model has been calculated in Hermisson et al.
(2002) using the algebraic methods, then in Saakian et al. (2004) using quantum
statistical mechanics, including the multidimensional fitness landscape case (Saakian
and Hu 2004a, 2006; Kirakosyan et al. 2012a), as well as using quantum field theory,
first introduced in Saakian et al. (2004) and later applied in Saakian et al. (2006).

For the mean fitness, R ¼Pi Piri has been derived:

R ¼ max½UðmÞjm
UðmÞ ¼ ½f ðmÞ þ lð

ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1� m2

p
� 1Þ�

ð7Þ

where �1�m� 1 is similar to magnetization, and it is assumed a symmetric fitness
landscape.

For the Eigen model, the following equation has been derived (Saakian and Hu
2006):

R ¼ max½f ðmÞecð
ffiffiffiffiffiffiffiffiffi
1�m2

p
�1Þ�jm ð8Þ

The Crow–Kimura model gives the mean fitness of the Eigen model after the
mapping:

R ! eR

f ðmÞ ! ef ðmÞ

l ! c

ð9Þ
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The exact steady-state distribution has been calculated in Saakian (2007) and Sato
and Kaneko (2007), and the exact dynamics has been calculated first for the
single-peak fitness case (Saakian and Hu 2004a, b) later enlarged for the REM
fitness (Saakian and Fontanari 2009). Much more powerful was the application of
HJE to the dynamics (Saakian et al. 2008).

3 Relaxation on a Single-Peak Fitness Landscape

We follow Saakian and Hu (2004a, b).
The choice of different fitness corresponds to the choice of different functions

ri ¼ f ðSiÞ. This choice of mutation matrix corresponds to the case of point muta-
tions. Following Thompson and McBride (1974), we can drop the nonlinear term in
Eq. (5), accompanied with nonlinear transformation

Pi ! PiP
n Pn

It has been observed (Baake et al. 1997) that the linear part of the system (5) with
ri � f ðsi1. . .siNÞ evolves according to the Schrödinger equation with imaginary time

d
dt

X
i

piðtÞ Sj i ¼ �H
X
i

piðtÞ Sj i ð10Þ

and the Hamiltonian:

�H ¼ c
XN
i¼1

ðrxi � 1Þ þ f ðrz1. . .rzNÞ ð11Þ

Here, S means the spin configuration of the N spins si ¼ �1, and rx; rz are Pauli
matrices. If one originally has some distribution of frequencies p0i , then after period
of time t, the new distribution should be as follows:

pjðtÞ ¼
P

i p
0
i Sj
� ��e�Ht Sij i
Z

Z ¼
X
ij

pið0ÞZij; Zij ¼ Sjje�HtjSi
� � ð12Þ

For the single-peak landscape case, we choose

f ðS1Þ ¼ J0N; S1 � þ;þ. . .þ;

f ðSiÞ ¼ 0; Si 6¼ S1:
ð13Þ
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Let us briefly present the results of our work (Saakian and Hu 2004a) on the
relaxation in a single-peak fitness landscape (13):

There are transverse terms (proportional to rx) and longitudinal terms (function
of rz), as well as diagonal terms (constant terms) in the Hamiltonian. While cal-
culating matrix elements of the evolution operator hSije�tH jSji, one can miss either
transverse or longitudinal terms. This is an exact result at the thermodynamical
limit. Let us consider an evolution from some original configuration Si, having an
overlap Nm with the peak configuration: hSijSji ¼

PN
k¼1 S

k
i S

K
j ¼ Nm. First, there is

a random diffusion phase till the moment t0. After it, when t[ t0, one has

hSjj exp½�Ht�jSii � hSjj exp½�Hdiff t�jSii
¼ coshðbÞNð1þmÞ=2 sinhðbÞNð1�mÞ=2 ð14Þ

where Hdiff is our Hamiltonian with zero fitness. Equation (14) is a simple result of
quantum mechanics.

For the peak configuration,

hS1j exp½�Ht�jSii ¼ hS1je�Hintðt�t0ÞjS1ihS1j exp½�Hdiff t�jSii; ð15Þ

where in Hint ¼ ðJ0 � cÞ S1j i S1h j, we missed the longitudinal part of Hamiltonian.
When the partition function of the peak configuration hS1je�HtjSii is becoming

larger than the sum of partitions by other configurations
P

j6¼1hSije�HtjSji, the
system relaxes to the steady-state configuration. One has an equation for the time t0

tanh½ct0� ¼ 1� m0

k þ
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
k2 � 1þ m2

0

p ð16Þ

where k ¼ J0=c. For the relaxation period t1, we derive

t1ðJ0; c;mÞ ¼
½J0t0 � 1þm

2 ln coshðct0Þ � 1�m
2 ln sinhðct0Þ�

J0 � c
: ð17Þ

4 The Dynamics of Crow–Kimura Model
with a Symmetric Fitness Landscape

We follow Saakian et al. (2008). For the symmetric fitness function and
permutation-invariant original distribution, one has a set of differential equations for
the N + 1 relative probabilities pl; 0� l�N (see Baake and Wagner 2001):
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dpl
dt

¼ pl Nf 1� 2l
N

� �
� N

� 	
þ ðN � lþ 1Þpl�1 þ ðlþ 1Þplþ1; ð18Þ

The probability of all configurations being at the Hamming distance l is pl=
P

k pk
[this mapping of the system of nonlinear Eq. (5) to the system of linear Eq. (18) has
been derived previously (Woodcock and Higgs 1996; Baake and Wagner 2001)]. In
Eq. (18), we omit p-1 and pN+1 for l = 0 and l = N and set c0 ¼ 1.

In biological applications, a magnetization-like measure “surplus” or “surface
magnetization” is considered, which is defined as follows:

xm ¼
P

l ð1� 2l=NÞplP
pl

ð19Þ

The main goal of this work is to calculate the dynamics of xm for the given initial
distribution.

Having the value of xc at the maximum point of Eq. (7), one can calculate xm of
the steady state from the equation (Baake and Wagner 2001)

f ðxmÞ ¼ k ð20Þ

The different meanings of “bulk” magnetization xc and “surface” magnetization xm
were analyzed thoroughly in Baake and Wagner (2001). We will solve the
dynamics and determine the explicit role of xc while considering different subphases
in dynamics.

4.1 HJE for the Crow–Kimura Model

Following Saakian (2007), at a discrete x ¼ 1� 2l=N we use the ansatz:
plðtÞ ¼ exp½Nuðx; tÞ�; plþ1ðtÞ ¼ exp½Nuðx; tÞ � 2u0x�. Equation (18) can be written as
a Hamilton–Jacobi equation for u � ln pðx; tÞ=N [in Saakian (2007), we gave an
equation for the sequence probabilities]

@u
@t

þ Hðu0; xÞ ¼ 0; ð21Þ

where u0 ¼ @u=@x,

�Hðu0; xÞ ¼ f ðxÞ � 1þ 1þ x
2

e2u
0 þ 1� x

2
e�2u0 ; ð22Þ
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the domain of x is �1� x� 1 and the initial distribution is uðx; 0Þ ¼ u0ðxÞ.
Equation (21) is for the class probabilities, while in Saakian (2007), we gave an
equation for the sequence probabilities. Equation (21) has an asymptotic solution

uðx; t; kÞ ¼ kt þ ukðxÞ ð23Þ

as t ! 1 where ukðxÞ can be calculated from Eq. (21) (Saakian 2007) and N � k is
the mean fitness. The function UðxÞ from Eq. (7) has a simple physical interpre-
tation: It is the potential (the minimum of �Hðu; vÞ in v at fixed x): UðxÞ ¼
minv½�Hðv; xÞ�. In mechanics, the motion is possible in the whole interval, when
the energy is larger than the potential U(x) inside the interval. In the maximum
principle approach, the maximal eigenvalue is identified with the mean fitness
k. Similarly, −k is the maximal energy of the Hamiltonian Hðv; xÞ in Eq. (22).
A very realistic hypothesis is that the asymptotic solution uðx; t; kÞ is stable with
respect to small perturbations only if k is calculated according to Eq. (7).

We can get more results, without solving the dynamics exactly: We know from
physics that the motion in the potential with a single minimum is drastically different
from the motion in the potential with two minima. Therefore, when U(x) changes
from a continuous line in Fig. 1 to the dashed line with two minima near x = 0 and
two maxima, we can expect a phase transition in the dynamics.

Here, we focus on the fitness f ðxÞ ¼ cx2=2 (solid curve in Fig. 1, c = 2). It results
from Eq. (7) that in this case, U(x) has two extrema located in ½�1;þ1�: the
minimum at x = 0 and the maximum at x = xm.

0.2 0.4 0.6 0.8 1
x0

0.2

0.4

0.6

U (x)

Fig. 1 Function UðxÞ ¼ f ðxÞ þ
ffiffiffiffiffiffiffiffiffiffiffiffiffi
1� x2

p
� 1 for f ðxÞ ¼ x2 (solid curve) and for f ðxÞ ¼

4 expð�8þ 8xÞ (dashed curve). For the latter, there are two extrema where U0ðxÞ ¼ 0: the
maximum at 0.9995 (it is too high and is not shown in the graphics) and the minimum at 0:497.
� with APS, 2008
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4.2 The Solution of HJE by the Methods of Characteristics

To solve Eq. (21) subject to initial data, we use a standard procedure, e.g., Melikyan
(1998), allowing to reduce the partial differential equation to a system of ordinary
differential equations. Namely, consider the equations

_x ¼ Hvðx; vÞ ¼ �ð1þ xÞ2v þ ð1� xÞ�2v;

_v ¼ �Hxðx; vÞ ¼ f 0ðxÞ þ ðe2v � e�2vÞ=2;
_u ¼ vHvðx; vÞ � Hðx; vÞ ¼ v _xþ q;

ð24Þ

subject to initial conditions: xð0Þ ¼ x0; vð0Þ ¼ v0ðx0Þ; uð0Þ ¼ u0ðx0Þ: Here, v :¼
@u=@x; v0ðxÞ :¼ u00ðxÞ; q :¼ @u=@t: The respective solution to Eq. (24) in (x, t)
space is called the characteristic of Eq. (21). Further, Eqs. (21) and (24) result in
_q ¼ 0. Along the characteristic x = x(t), the variable q is constant, so q is selected to
parameterize these curves. Using the equation q ¼ f ðxÞ � 1þ ð1þ xÞ=2e2vþ
ð1� xÞ=2e�2v, we transform the first equation in (24) into

_x ¼ �2
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
½qþ 1� f ðxÞ�2 þ x2 � 1

q
: ð25Þ

Having the solution of the characteristic system, Eq. (24), we can derive the
solution of the original Eq. (21) (Melikyan 1998) by integrating the equation
_u ¼ v _xþ q. In biology applications, it is important to know motions of the distri-
butions maxima. Consider the following initial distribution:

u0ðxÞ ¼ �aðx� x0Þ2: ð26Þ

It is easy to derive the relaxation formulas for the large value of parameter a. We
can calculate it directly from Eq. (25), using the equation qðx	; t	Þ ¼ f ðx	Þ for the
maximum point location x	. The maximum of distribution moves along a branch of
Eq. (25) that preserves the sign of x0. Integrating Eq. (25) along the characteristic
through the point ðx	; t	Þ and assuming that _xðtÞ does not change its sign, we get

t	 ¼ 1
2

Zx0
x	

dnffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðf ðx	Þ þ 1� f ðnÞÞ2 þ n2 � 1

q : ð27Þ

If at some point x1 the characteristic x(t) changes its direction, the x1 can be
determined from the condition

½ f ðx	Þ þ 1� f ðx1Þ�2 þ x21 � 1 ¼ 0: ð28Þ
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In this case, the integrals should be summed up over the intervals (x0, x1) and
ðx	; x1Þ. The summation gives

t	 ¼ 1
2

Zx1
x0

dnffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðf ðx	Þ þ 1� f ðnÞÞ2 þ n2 � 1

q
0
B@

þ
Zx1
x	

dnffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðf ðx	Þ þ 1� f ðnÞÞ2 þ n2 � 1

q
1
CA:

ð29Þ

Let T1 be such that for t� T1, Eq. (27) holds, and for t[ T1, Eq. (29) holds. At T1,
we have the condition

T1 ¼ 1
2

Zx0
X1

dnffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðf ðX1Þ þ 1� f ðnÞÞ2 þ n2 � 1

q ; ð30Þ

where X1 is a root of ½f ðX1Þ þ 1� f ðx0Þ�2 þ x20 � 1 ¼ 0:
For the quadratic fitness f ðxÞ ¼ cx2=2; c[ 0, the selective phase exists at c[ 1,

and then, xm ¼ 1� 1
c and xc ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1� c�2

p
. When t ! 1, the maximum converges

to x ¼ xm. To define the dynamics of the maximum at �xc � x0 � xc, we use Eqs.
(27) and (29), where

x1 ¼ x0

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
c2x	2 þ 2ðc� 1Þ � 2½ðc� 1Þ2 � c2x	2�1=2

q
c

:

In the interval where xc � jx0j � 1, we use Eq. (27) and to find T1 in accordance
with Eq. (30). We use

X1 ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
x20 �

2½1� ð1� x20Þ1=2�
c

s
: ð31Þ

Figure 2 shows the evolution of the maximum for c = 2 and several values of x0
(x0 ¼ 0; 0:1; 0:3; 0:7; 0:95). It demonstrates the excellent agreement of analytic
solutions given by Eqs. (27) and (29) with the results of numerical integration of
Eq. (5). Note that Fig. 2 shows that for x0\xm, the maximum of the distribution
initially moves away from the wild configuration and returns to its neighborhood
later on. The minimal x	ðtÞ is just X1.

If x	ðtÞ describes the position of maximum points, then vðx	ðtÞ; tÞ ¼ dvðx	ðtÞ;tÞ
dt ¼ 0

and Eq. (28) gives
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dx	ðtÞ
dt

¼ �2x	ðtÞ � f 0ðx	ðtÞÞ
uxxðx	ðtÞ; tÞ ; xð0Þ ¼ x0; ð32Þ

with uxxðx; tÞ ¼ @v=@x. The movement of the maximum of distribution either to the
wild sequence or to the opposite side depends on the sign of
f 0ðx	ðtÞÞ þ 2x	ðtÞu00ðx	ðtÞ; tÞ:

4.3 The Flat Original Distribution

When any of 2N configurations are uniformly populated, the initial condition for the

class probability N!
ðNð1þxÞ=2Þ!

 �

1
2N yields

u0ðxÞ ¼ � 1þ x
2

ln
1þ x
2

� 1� x
2

ln
1� x
2

: ð33Þ

It has a peak at x = 0.
Let us calculate the threshold time T2 such that for t� T2, the population’s peak

is in the class with x = 0. Assume that at the moment t	, the maximum is at the point
x	. We consider Eq. (25) for the characteristics with the end point ðx	; t	Þ, thus
taking q ¼ f ðx	Þ.

The related characteristic curve starts at the point xð0Þ ¼ x	, passes through the
point ðx1; t	=2Þ [x1 is computed from Eq. (28)], turns, and finally reaches the point
ðx	; t	Þ. Thus, Eq. (28) gives

1
0.95

0.7

0.5
x

0.2

0.1

0

0 1 2
t

Fig. 2 The dynamics of the maximum point x(t) for the Crow–Kimura model (f ðxÞ ¼ x2) for
different initial values x0 in the distribution (26). The continuous curves are analytic results of Eqs.
(27) and (29). The symbols are the results of numerical solutions of the Crow–Kimura model,
where N ¼ 1000. � with APS, 2008
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t	 ¼
Zx1
x	

dnffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðf ðx	Þ þ 1� f ðnÞÞ2 þ n2 � 1

q : ð34Þ

We proceed to the limit as x	 ! 0 and find the threshold time T2. When
f ðxÞ ¼ cx2=2, c[ 1, this time is

T2 ¼ cos�1ð
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1� 1=c

p
Þ=

ffiffiffiffiffiffiffiffiffiffiffi
c� 1

p
: ð35Þ

5 The Dynamics of the Eigen Model

We follow the treatment of the Eigen model by Saakian et al. (2008). We consider
the symmetric distribution of pi ¼ Pl, where l ¼ dði; 0Þ is the Hamming distance
(HD) of the ith sequence from the master sequence, so that all sequences with the
same HD from the master sequence have the same pi ¼ Pl. From such a sequence,
one can generate a sequence Sj with HD n from Si through n1 up and n2 down
mutations and n ¼ n1 � n2. The total number of such mutations is

l!
n1!ðl� n1Þ!

ðL� lÞ!
n2!ðL� l� n2Þ! : ð36Þ

Then, we derive the following equation for Pl:

dPl

dt
¼
Xl
n1¼0

XL�l

n2¼0

l!
n1!ðl� n1Þ!

ðL� lÞ!
n2!ðL� l� n2Þ!Qn1þn2Pl�nrl�n; ð37Þ

where n1 � n2 ¼ n.
We assume the following ansatz for the Pl

Pl ¼ exp½Luðm; tÞ�; ð38Þ

where m ¼ 1� 2l=L. Then, with 1/L accuracy, we replace in Eq. (36):

Pl�n ! Pl exp½�2nu0ðmÞ�; rl�n ! rl ð39Þ

Then, using the formulas,

l!
ðl� n1Þ ! � ln1 ¼ L

1� m
2

� �n1

ðL� lÞ!
ðL� l� n2Þ! � ðL� lÞn2 ¼ L

1þ m
2

� �n2 ð40Þ

Mathematical Models of Quasi-Species … 133



we obtain

dPl

dt
¼
Xl
n1¼0

XN�l

n2¼0

ln1

n1!
ðL� lÞn2

n2!
�Q

c
L


 �ðn1þn2Þ
e2ðn1�n2Þu0Plrl ð41Þ

We consider the case l 
 1;N � l 
 1. Then, using an equality,

X1
n1¼0

an1

n1!
bn2

n2!
¼
X1
n¼0

ðaþ bÞn
n!

ð42Þ

we obtain (Saakian et al. 2008; Kirakosyan et al. 2012b)

@u
@t

¼ f ðxÞec½chð2u0Þþxshð2u0Þ�1�; ð43Þ

where s ¼ tN. The asymptotic solutions uðx; t; kÞ ¼ kt þ ukðxÞ [k is a mean fitness
(Saakian et al. 2006)] at t ! 1 are

k ¼ max
�1� x� 1

UðxÞ; UðxÞ ¼ f ðxÞ expðc½�1þ
ffiffiffiffiffiffiffiffiffiffiffiffiffi
1� x2

p
�Þ; ð44Þ

where xc and xm are obtained from

U0ðxcÞ ¼ 0; f ðxmÞ ¼ f ðxcÞ expð�c½1�
ffiffiffiffiffiffiffiffiffiffiffiffiffi
1� x2c

q
�Þ: ð45Þ

When xc\jx0j\1, for the initial distribution given by Eq. (26) with a 
 1, the
position of the maximum ðt	; x	Þ is

t	 ¼ 2
Zx0
x	

dn

f ðxÞ
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ln f ðxÞ

f ðnÞ þ c

 �2

�c2ð1� n2Þ
r : ð46Þ

Alternatively, the solution is

t	 ¼ 1
2

Zx1
x0

dn

f ðx	Þ
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ln f ðx	Þ

f ðnÞ þ c

 �2

�c2ð1� n2Þ
r

0
BB@

þ
Zx1
x	

dn

f ðx	Þ
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ln f ðx	Þ

f ðnÞ þ c

 �2

�c2ð1� n2Þ
r

1
CCA;

ð47Þ

134 D.B. Saakian and C.-K. Hu



where x1 can be calculated from the condition:

ln
f ðx	Þ
f ðx1Þ þ c

� �2

�c2ð1� x21Þ ¼ 0: ð48Þ

For the relaxation from the flat distribution, we get

t	 ¼
Zx1
x	

dn

f ðx	Þ
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ln f ðx	Þ

f ðnÞ þ c

 �2

�c2ð1� n2Þ
r ; ð49Þ

6 Discussion

We defined different versions of quasi-species models and established the connec-
tion between them. The discrete-time Eigen model is equivalent to Crow–Kimura
(parallel) model, and there is a connection between Eigen and Crow–Kimura models
in the statics: The Eigen model with exponential fitness landscape has the same
steady state as the Crow–Kimura model. Nevertheless, their dynamics is different.
We investigated the dynamics of evolution models. First, we derived exact dynamics
for the Crow–Kimura model with single-peak fitness (Saakian and Hu 2004a, b;
Neves 2010; Anclif and Park 2010).

Later we derived an exact dynamics for the Crow–Kimura and Eigen models in
the case of general 1D symmetric fitness landscape (Saakian et al. 2008). We
considered the discrete error classes in a continuum approximation, replacing the
system of equation of the molecular evolution model by a single partial nonlinear
differential equation, the Hamilton–Jacobi equation and solve the latter to get the
dynamics of our model. The method, used to derive Eq. (25), is qualitatively similar
to the quasi-classical method in quantum mechanics. Equations (24) and (25) give
an exact solution u(x, t) of our HJE for the Crow–Kimura model and Eqs. (46)–(48)
for the Eigen model. Our approach has an accuracy 1/N, N is the genome length,
and such accuracy is well confirmed by numerics. The evolution dynamics is a
highly nontrivial phenomenon, and even for monotonic and smooth landscapes, it is
possible to have (as we proved) discontinuous dynamics [like the punctuated
evolution (Drossel 2001) or shock waves]. In our article, an analytical method is
suggested to calculate the population distribution dynamics for the general fitness
case. In Wagner et al. (1998), an analytic approximation (accurate for large c) has
been suggested for the dynamics of Crow–Kimura model. We found discontinuous
transitions even for smooth fitness landscapes as shown in Fig. 3. The transition
points have been calculated in Saakian et al. (2014).

We considered HJE for the exact results in dynamics and Hamiltonian
mechanics for the qualitative analysis of evolution models. Our results are valid
for any analytic fitness function. The diffusion method described in the references
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(Tsimring et al. 1996; Bagnoli and Bezzi 1997; Gerland and Hwa 2002; Peng et al.
2003) is valid only near the maximum of the distribution or with weak selection and
yields inaccurate results when applied for long relaxation periods or for calculating
mean fitness. The method yields an error greater than 50 % after t = 0.2 (see Sect. 4).
The HJE approach is self-consistent, does not use the genome length (contrary to
Tsimring et al. 1996; Bagnoli and Bezzi 1997; Gerland and Hwa 2002; Peng et al.
2003), and calculates the dynamics with an accuracy of � 1=N (Figs. 4, 5).

We applied HJE for the exact solution of the evolution models which can be
mapped into the system of linear equations. In Avetisyan and Saakian (2010), we
solved exactly the dynamics of the recombination model with selection and with a
single-peak fitness landscape.
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t
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x
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1

(a) (b)

20

1

0.5x

1 20
0

t

Fig. 3 The dynamics of maximum density points x	ðt	Þ for the flat initial distribution given by
Eq. (33). a Crow–Kimura model where (i) f ðxÞ ¼ 8x, (ii) f ðxÞ ¼ x2, (iii) f ðxÞ ¼ x2 þ 0:2x4,
(iv) f ðxÞ ¼ 4 expðx� 1Þ, and f ðxÞ ¼ 4 expð�8½1� x�Þ (dashed line). b Eigen model where c ¼ 2
and (i) f ðxÞ ¼ 2ðxþ 1Þ, (ii) f2ðxÞ ¼ x2, and (iii) f ðxÞ ¼ expð4xÞ. Continuous curves are the
analytical results. The symbols are the solutions of numerical integration. � with APS, 2008
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Fig. 4 The dynamics of the mean fitness R(t) for the Crow–Kimura model (f(x) = x) for different
initial values x0 = 0.5 in the distribution (26). The symbols are the results of numerical solutions of
the Crow–Kimura model given by Eq. (18), where N = 1000. The upper line is an approximate
result by diffusion method, and the lower line is our exact result. � with APS, 2008
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The HJE has been investigated first in Rouzin et al. (2003) (an approximate
version of the linear fitness case) and later in Sato and Kaneko (2007), published
independently of Saakian et al. (2008). Our results for the dynamics have been
re-derived using the quantum field theoretical approach in Anclif and Park (2012).

Let us compare different mathematical methods in evolution research:

A. The maximum principle method of Baake and Wagner (2001) is especially
useful in the case of four-value spins (it is easier to apply than the Suzuki–
Trotter method) and in the case of the Eigen model (Suzuki–Trotter method
could not be applied in a simple way). It is difficult to apply for the case of
multipeak fitness landscapes or for the finite genome size corrections. I do not
see any way to obtain exact results for this case.

B. The Suzuki–Trotter approach applied in references (Saakian and Hu 2004a, b;
Saakian et al. 2004) is the simplest method in the case of two-value spins. It is
the best to solve the case of multipeak fitness.

C. The high-temperature expansion method (Saakian and Hu 2006) works for the
case of Eigen model, and the first exact solution of Eigen model has been
derived by means of this method. The method could be applied for the case of
multipeak fitness to give the mean fitness.

D. The functional integral method (Saakian et al. 2006; Park and Deem 2006) gives
the solution of the Eigen model for the multipeak fitness case including the finite
genome length corrections. It is especially useful for the case of disorder.

E. The exact dynamics method for the single-peak fitness is due to Saakian and Hu
(2004a). It could be generalized for the case of the hierarchic random energy
model like fitness landscapes, as well as for the nonlinear (diploid-like)
evolution.
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Fig. 5 The dynamics of the mean fitness R(t) for the Crow–Kimura model (f ðxÞ ¼ x2) for different
initial values x0 = 0.5 in the distribution (26). The symbols are the results of numerical solutions of
the Crow–Kimura model given by Eq. (18), where N = 1000. The upper line is an approximate
result by diffusion method, and the lower line is our exact result. � with APS, 2008
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F. The Hamilton–Jacobi equation (HJE) method is especially efficient in the case
of two-value spins. It gives finite genome size corrections to the mean fitness,
exact steady state, variance as well as the dynamics for both Crow–Kimura and
Eigen models. The HJE method could be applied for the genome growth model
(Saakian 2008) and for several chains of equations (Galstyan and Saakian 2012).
It gives the solution also for the evolution model with truncated selection
(Saakian et al. 2009).

To be short, the most powerful and the simplest method is the HJE, the next one by
efficiency is the method of Park and Deem (2006), while the latter is much more
involved one. The maximum principle is also useful to calculate the mean fitness.
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Theoretical Models of Generalized
Quasispecies

Nathaniel Wagner, Yoav Atsmon-Raz and Gonen Ashkenasy

Abstract Theoretical modeling of quasispecies has progressed in several direc-
tions. In this chapter, we review the works of Emmanuel Tannenbaum, who,
together with Eugene Shakhnovich at Harvard University and later with colleagues
and students at Ben-Gurion University in Beersheva, implemented one of the more
useful approaches, by progressively setting up various formulations for the quasi-
species model and solving them analytically. Our review will focus on these papers
that have explored new models, assumed the relevant mathematical approximations,
and proceeded to analytically solve for the steady-state solutions and run stochastic
simulations. When applicable, these models were related to real-life problems and
situations, including changing environments, presence of chemical mutagens,
evolution of cancer and tumor cells, mutations in Escherichia coli, stem cells,
chromosomal instability (CIN), propagation of antibiotic drug resistance, dynamics
of bacteria with plasmids, DNA proofreading mechanisms, and more.
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This short review focuses on papers published by Tannenbaum and Shaknovich
(2005) and beginning with the review. Many of these works have explored various
extensions of semiconservative replication, while others have looked at genetic
repair, dynamic landscapes, horizontal gene transfer (HGT), antibiotic drug resis-
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tance, repression, and derepression of plasmids within prokaryotes, sporulation, and
chromosomal instability (CIN). Using a new approach, quasispecies theory was
also applied to molecular catalytic networks. An additional series of papers has
dealt with the evolution and selective advantages of sexual reproduction. As
quasispecies theory may be viewed as a prototype model for all evolutionary
dynamics in biological systems, other evolutionary themes have also been explored
and mathematically solved, including those associated with division of labor,
“junk” DNA and RNA networks, metabolism, associative learning, and cognition.

Briefly, Tannenbaum and Shakhnovich (2005) reviewed the recent advances at
that time, primarily based on Tannenbaum et al. (2003, 2004a, b, 2005),
Tannenbaum and Shakhnovich (2004a, b), and Brumer and Shakhnovich (2004a,
2005). The review begins with a basic overview of quasispecies theory and the
derivation of the quasispecies equations:

dxr
dt

¼
X
r0

jr0pm r0; rð Þxr0 � �jðtÞxr

where xσ is the population fraction of a given genome σ, pm (σ′, σ) denotes the
probability that genome σ′ produces genome σ after replication, κσ is the fitness, i.e.,
the first-order growth rate constant of genome σ, and �jðtÞ is the time-dependent
mean fitness of the population. It is then shown how steady-state analytical solu-
tions may be found in the case of a single-fitness peak landscape in the limit of
infinite sequence length, assuming negligible back mutations. Afterward, the
semiconservative replication model is described and compared with conservative
replication. The quasispecies equations for semiconservative replication are given
by:

dxfr;�rg
dt

¼ � jfr;�rg þ �jðtÞ� �
xfr;�rg

þ
X
fr0;�r0g

jfr0;�r0gxfr0;�r0g p r0; fr; �rgð Þ þ p �r0; fr; �rgð Þ½ �

where �r is the complement of genome r; xfr;�rg is the population fraction of the
double strand fr; �rg; pmðr0fr; �rgÞ denotes the probability that r0 becomes fr; �rg
after replication, jfr;�rg is the fitness of fr; �rg, and �jðtÞ is the population mean
fitness. Special emphasis was placed on semiconservative replication because it
extends the quasispecies model, originally formulated as a system of ordinary
differential equations particularly appropriate for modeling the evolutionary
dynamics of replicating single-stranded RNA genomes, to include double-stranded
semiconservative DNA replication, on which the genomes of actual living systems
are based. The analytical results from solving these equations show that semicon-
servative replication is actually less robust, while conservative replication exhibits a
selective advantage (Brumer and Shakhnovich 2005). This is because conservative
replication preserves a copy of the original parent strand, so by replicating
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sufficiently fast it is possible to “out-replicate” the error catastrophe, i.e., the
mutation rate at which the quasispecies delocalizes can be made arbitrarily high. In
semiconservative replication, however, there is an upper bound to this mutation
rate, since the original parent genome is destroyed, and in order to avoid the error
catastrophe, at least one viable genome must be produced, on average, per cycle.
These results for semiconservative replication may help explain the effectiveness of
chemical mutagens (i.e., chemotherapy) in treating cancer. The different mecha-
nisms of conservative and semiconservative replication are compared in Fig. 1a,
while Fig. 1b describes in more detail the three stages of semiconservative repli-
cation, assuming perfect lesion repair, i.e., mismatched base pairs among
double-stranded genomes are not tolerated and are therefore immediately repaired,
either by correcting the parent or the daughter.

Subsequently, Tannenbaum and Shakhnovich (2005) relaxed this assumption
and looked at imperfect lesion repair, where the parameter λ gives the efficiency of
the lesion repair, 0 ≤ λ ≤ 1, and l expresses the cutoff length (in terms of Hamming
distance) of the lesions, i.e., the genome can tolerate up to l lesions, 0 ≤ l ≤ ∞. The
analytical solutions and stochastic simulations show that at higher mutation rates it
may become advantageous to suppress lesion repair, in order to avoid the risk of
fixing a mutation in the parent strand, an effect which leads to a delay in the error
catastrophe relative to the case of perfect lesion repair. Once lesions are assumed,
immortal strand co-segregation (described below) is proposed as a mechanism by
which stem cells protect the integrity of their genomes.

An additional model studied considers genes with explicit mechanisms for
mismatch repair. Cells with such functional genes are called repairers, while cells
with faulty copies of such genes are named mutators. Mutator strains of bacteria are
believed to play an important role in the emergence of antibiotic drug resistance,
while mutators may also serve as gateways for the emergence of cancer in multi-
cellular organisms. Analytical solutions of this model lead to the repair catastro-
phe, similar to the error catastrophe, where a localization to delocalization transition
occurs as the repair failure probability increases.

Finally, Tannenbaum and Shakhnovich (2005) looked at the dynamics of
multiple-gened genomes, where each gene is itself a “single-fitness peak.” This case
enables the possibility of having not one error catastrophe, but a collection of
localization to delocalization transitions known as an error cascade, where various
genes in the genome lose their functionality as the mutation rate is increased. The
error cascade is an example of a phenomenon known as “survival of the flattest”
(Wilke 2005); while at low mutation rates the dominant population will be those
replicating the fastest—“survival of the fittest,” at high mutation rates the population
may be dominated bymore slowly replicating but mutationally more robust genomes.

In a subsequent paper on semiconservative replication, Tannenbaum et al. (2006)
develop the semiconservative quasispecies equations for polysomic genomes, i.e.,
genomes consisting of not one, but several, chromosomes. Since the chromosomes
are distinguishable, the genomes are effectively haploid. Assuming imperfect lesion
repair, this work considers two possible mechanisms for separation and replication,
as illustrated in Fig. 2. In random segregation, the chromosomes segregate and
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Fig. 1 a The different mechanisms of conservative and semiconservative replication. Both
processes allow for random mutations. In conservative replication, the original strand is unaffected
by the replication process. In semiconservative replication, each strand serves as a template for the
synthesis of a complementary daughter strand, resulting in daughter genomes that may differ from
the original parent. b The three stages of semiconservative replication, showing the effects of
separation, replication, mutation, and repair. Due to the lack of parent–daughter discrimination,
mismatches due to mutations may be repaired either by correcting the parent or the daughter.
Reprinted, with permission, from Tannenbaum and Shakhnovich (2005)
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replicate independently; in immortal strand co-segregation, the segregation of the
chromosomes is coordinated, so that one of the cells receives the chromosomes
containing the oldest DNA template strands, which presumably contain less muta-
tions. When solved analytically and simulated, immortal strand co-segregation leads
to significantly improved preservation of the master genome than random segre-
gation. Furthermore, when lesion repair is completely suppressed (λ = 0), immortal
strand co-segregation allows the error threshold to reach arbitrarily high mutation
rates, as this effectively corresponds to conservative replication. This result suggests
that certain classes of tumor cells exhibit immortal strand co-segregation.

Brumer and Shakhnovich (2004a) and Brumer et al. (2006) have modeled
cancerous tumors, which are characterized by genetical instability: Microsatellite
instability (MIN) tumors have elevated point mutation rates, while CIN tumors have
increased rates of losing or gaining chromosomes during cell division. Since MIN
tumors replicate semiconservatively, yet display robust behavior at mutation rates
higher than normal tissue cells, they concluded that the mechanisms of lesion repair
must be suppressed, consistent with the above conclusion that semiconservative
replication with suppressed lesion repair behaves like conservative replication,
enabling viable replication at high mutation rates. Tannenbaum et al. (2006) have
pointed out, however, that this holds only under the assumption of immortal strand
co-segregation, and have therefore postulated that MIN tumors exhibit both sup-
pressed lesion repair and immortal strand co-segregation. Brumer et al. (2006) have
further noted that this is true only for MIN tumors, while CIN tumors show a

Fig. 2 Random segregation and immortal strand co-segregation mechanisms, where each genome
consists of several chromosomes. The oldest DNA strands are colored dark blue, and the newly
synthesized strands are light blue. During replication, the two strands of each chromosome
separate, and each strand serves as the template for the synthesis of the complementary daughter
strand. With random segregation, the chromosomes are segregated independently of each other
into the daughter cells. With immortal strand co-segregation, one of the cells receives the
chromosomes that contain the oldest DNA template strands. Reprinted, with permission, from
Tannenbaum et al. (2006)
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plateau in the maximum viable mutation rates for all values of repair efficiency,
consistent with semiconservative replication using their model of chromosomal
translocation.

The semiconservative polysomic quasispecies model was further extended by
Itan and Tannenbaum (2010), who develop a more general formulation of the
quasispecies equations applicable to diploid and even polyploid genomes. They
also consider both random and immortal DNA strand chromosome segregation
mechanisms. In contrast to the haploid case, they are unable to find a general
analytical solution for the steady-state mean fitness in the polyploid case and
accordingly solve the equations only for the restricted case of perfect lesion repair.

Two other papers have dealt with additional aspects of genetic repair.
Gorodetsky and Tannenbaum (2008) studied the quasispecies dynamics of genetic
mismatch repair (MMR) on a time-dependent fitness landscape, thus extending
previous works that dealt with mutation and repair in static (Kessler and Levine
1998) or fluctuating environments (Palmer and Lipsitch 2006) or dynamic land-
scapes without repair (Nilsson and Snoad 2000). MMR is of particular interest to
evolutionary biologists, because it is believed that mismatch-repair-deficient strains
play a crucial role in the emergence of antibiotic drug resistance and may also act as
gateway cells for the emergence of cancer. Their model, which they solve analyt-
ically, considers an asexual population of single-stranded, conservatively replicat-
ing genomes whose only source of genetic variation is due to copying errors during
replication, under a time-dependent, single-fitness-peak landscape, where the
master sequence changes by only a single point mutation at every time interval. The
analytical solution agrees well with results from stochastic simulations.

In Kama and Tannenbaum (2010), a second class of genetic repair is considered.
Whereas the first class, which includes MMR and DNA proofreading, consists of
mechanisms that correct base mis-pairings during the replication cycle, the second
classes, such as NER (Nucleotide Excision Repair) and the SOS response (a
genomic repair mechanism that activates only when there is extensive damage to
the cellular genome), repair mutated or damaged DNA during the growth phase of
the cellular life cycle. This chapter develops a mathematical model that analyzes the
selective advantage of the SOS response in unicellular organisms, by solving a
quasispecies model that incorporates the SOS response, consisting of a unicellular,
asexually replicating population of organisms whose genomes consist of a single,
double-stranded DNA molecule, i.e., one chromosome. The model is set up using
the quasispecies mathematical formalism of previous papers and solved for the
steady-state behavior of the first-order rate equations, assuming a single-fitness peak
landscape, in the limit of infinite sequence length. It is further assumed that repair of
post-replication mismatched base pairs occurs with finite probability, but that the
SOS response is triggered only when the total number of mismatched base pairs is
greater than a pre-set threshold. The analytical results, also confirmed by stochastic
simulation, indicate that the SOS response does indeed confer a fitness advantage to
a population, provided that it is activated only when DNA damage is so extensive
that a cell has “nothing to lose,” i.e., it will die if it does not attempt to repair its
DNA, so is therefore willing to risk introducing deleterious mutations.
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Genetic instability was revisited in an additional paper, Itan and Tannenbaum
(2012), which develops a mathematical model describing the evolutionary dynamics
of a unicellular, asexually replicating population exhibiting CIN, characterized by
the gain or loss of entire chromosomes during cell division. Understanding the role
of CIN is important, since it is applicable to the progression of cancer and is by far
more prevalent than MIN. In their model, the cellular genome is assumed to consist
of several homologous groups of chromosomes, and a single functional chromosome
per homologous group is required for the cell to have the optimal fitness associated
with the single-fitness peak approximation. Assuming fitness to be independent of
the total number of chromosomes in the cell, the model has been analytically solved
for steady-state behavior, yielding a mean fitness at mutation–selection balance
identical to the mean fitness without CIN. On the other hand, when this assumption
is relaxed and the total number of chromosomes is upper bounded, CIN leads to a
reduction in mean fitness. This enables an understanding of some of the basic
features of the mutation–selection balance associated with CIN.

Two papers by Raz and Tannenbaum have looked at another source of genetic
variation, HGT, which is believed to play a major role in shaping bacterial genomes
and disseminating new adaptive traits across bacterial strains (Knöppel et al. 2014)
—such as antibiotic resistance, degradation of unusual substances, resistance to
heavy metals, and translation of colicins (proteins produced by some strains of
Escherichia coli that are potentially lethal for related strains) (Cascales et al. 2007).
Despite its importance—HGT supposedly is primarily responsible for the rapid
spread of Antibiotic drug resistance in bacterial populations—most studies on
evolutionary dynamics have focused on point mutations as the main engine of
genomic change. Raz and Tannenbaum (2010) therefore investigated
conjugation-mediated HGT by developing a mathematical model where an F+

bacterium, which contains an F-plasmid, fuses with an F− bacterium, one lacking
the F-plasmid, in the process turning the F− into an F+ (see Fig. 3), where in
addition each genome is described by another two characteristics: if it is viable, i.e.,
having a fitness factor of 1, or nonviable, with a fitness factor of 0; and if it is
resistant or not to antibiotics. The nonresistant genomes are assigned a first-order
“death” rate constant. Assuming a mutation–selection balance is reached in the
presence of a given concentration of antibiotic, to which the population must
become resistant in order to survive, they find that HGT actually has a slightly
deleterious effect on the mean fitness of a population in static environments. They
conclude therefore that the evolutionary advantage of HGT must be in its ability to
adapt faster in dynamic environments. This conclusion is consistent with obser-
vations that HGT is promoted when a population is under environmental stress.

This model was expanded with a more realistic model by Raz and Tannenbaum
(2014), who introduced repressed and de-repressed states into the aforementioned
system. A first-order rate constant was defined for the transition between the
repressed F− and de-repressed F+ states, assigning first-order rate constants for the
repression and de-repression transitions. Similarly, they also conclude that conju-
gation has a deleterious effect on the mean fitness of the population, suggesting that
HGT provides no selective advantage in static environments and is useful only in
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adapting to new environments. However, they find that this effect can be lessened by
repression, suggesting that while HGT is not necessarily advantageous in a static
environment, its deleterious effects can be ameliorated by repression. This further
suggests that the main evolutionary advantage of HGT is found in a dynamic land-
scape. Furthermore, their results demonstrate a delocalization effect of the popula-
tion, similar to the error catastrophe observed in semiconservative replication that
occurs as a result of an elevated level of HGT. Finally, they find that in the limiting
case of vanishing spontaneous de-repression, the fraction of potential conjugators in
the population, below a critical population density, goes to zero, thus displaying a
phase transition. They note that their model bears similarities to previous models of
infectious disease dynamics—e.g., the Susceptible-Infected-Susceptible (SIS) model
—where the conjugators play the role of an infected class, and the non-conjugators
play the role of a susceptible class.

Using a new approach from systems chemistry, quasispecies theory was also
applied to molecular catalytic networks by Wagner et al. (2010b), who developed
and solved a catalytic quasispecies model. Catalytic reaction networks (Dadon et al.
2008), operating both autocatalytically and cross-catalytically (Stadler et al. 1995,
2000), have been shown to be relevant to the origin of life and early molecular
evolution (von Kiedrowski 1993). In the context of evolutionary dynamics (Chen
and Nowak 2012), by looking at the catalytic interactions among genomes
(Obermayer and Frey 2009, 2010), autocatalysis can be a mechanism for

Fig. 3 Illustration of the process of bacterial conjugation used to model HGT. In steps 1 and 2, an
F+ bacterium containing the F-plasmid (blue) binds to an F− bacterium lacking the plasmid. One of
the template strands from the F-plasmid then moves into the F− bacterium, as shown in step 3. In
step 4, the complementary strands are synthesized to reform the complete F-plasmids in both
bacteria. Both bacteria are now of the F+ type. Reprinted, with permission, from Raz and
Tannenbaum (2010)
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self-replication and cross-catalysis may lead to mutation. In this study, it was
shown, by solving the quasispecies equations for the steady-state solution, how
second-order catalysis (Wagner and Ashkenasy 2009) yields a discontinuous phase
transition in the population mean fitness, in contrast to first-order replication
mechanisms, considered in the standard quasispecies model, that yield a continuous
phase transition. These results may be applied toward understanding the nature of
the error threshold in populations replicating with higher order mechanisms. For
example, RNA viruses in highly mutating environments (e.g., HIV) could be
expected to display sharp population discontinuities.

An entire series of papers have utilized the above quasispecies approach in order
to understand the selective advantages of sexual reproduction (Tannenbaum 2006c,
2008a, c, 2009b; Tannenbaum and Fontanari 2008; Lee and Tannenbaum 2007;
Kleiman and Tannenbaum 2009). Sexual reproduction combines genetic material
from two distinct organisms (see illustration in Fig. 4). This incurs a cost, however,
in the form of time and energy that each replicating organism must pay in order to
find a genetic partner. Furthermore, in organisms with distinct sexes producing egg
and sperm gametes, the potential rate of reproduction is half that of an asexually
replicating population where each organism produces diploid eggs, known as the
“twofold cost for sex.” Despite these disadvantages, higher complex organisms
reproduce sexually, indicating that sexual reproduction must confer an overall fit-
ness advantage. A variety of theories have been proposed for the benefits of sex,
which generally fall into two categories: (1) Sex increases adaptability. Sex evolved
because it allows small populations to adapt more quickly to changing environ-
ments, i.e., by allowing for recombination among different organisms, sex poten-
tially allows for isolated beneficial mutations to become incorporated into a single
organism. The two most common theories are the “Vicar of Bray hypothesis” and
the “Red Queen hypothesis.” The Vicar of Bray hypothesis, whose name is derived
from an English cleric who would change his political and religious views as
necessary in order to remain office, simply assumes that sex allows for faster
adaptation in dynamic environments. The Red Queen hypothesis, whose name is

Fig. 4 Comparison of sexual
and asexual replication
pathways. Reprinted, with
permission, from
Tannenbaum (2006c)
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derived from a character in Lewis Carroll’s “Through the Looking Glass,” is
somewhat more complex, claiming that sex provides a fitness advantage as a result
of a constant coevolutionary genetic “arms race” with fast replicating and evolving
parasitic organisms. (2) Sex prevents the accumulation of deleterious mutations.
Sex evolved because it allows organisms to discard defective genes in their own
genomes and replace them with functional copies. Here the two most common
theories are the genetic repair theory and Muller’s ratchet theory. The genetic repair
theory simply states that sex prevents the accumulation of deleterious mutations.
Muller’s ratchet theory argues that sex slows down a phenomenon in small pop-
ulations known as Muller’s ratchet, where deleterious mutations are irreversibly
accumulated.

It should be noted that these various theories for sex are not necessarily con-
tradictory or exclusive. Each of the above four theories, however, has certain dif-
ficulties making them incomplete. For example, the adaptability category of
theories requires a dynamic environment for sex to confer a fitness advantage.
However, a number of sexually replicating organisms, such as sharks and croco-
diles, have remained apparently unevolved for tens of millions of years in what are
seemingly fairly static environments. Similarly, Muller’s ratchet theory suffers from
its reliance on a small population. Besides being an ill-defined term, Muller’s
ratchet theory would then argue that the human population should eventually
become asexual. This is then the background behind the motivation and usefulness
in quasispecies modeling, for a variety of types of organisms, in order to understand
the evolution and maintenance of sexual reproduction as a preferred replication
strategy.

The first of these papers, Tannenbaum (2006c), has developed a simplified
model for understanding the selective advantage of sexual reproduction within the
quasispecies formalism. The model assumes a diploid genome consisting of two
chromosomes, where the fitness is determined by the number of chromosomes that
are identical to a given master sequence. It is also assumed that there is a cost to
sexual reproduction, given by a characteristic time τseek during which haploid cells
seek out a mate with which to recombine. If the mating strategy is such that only
viable haploids can mate, then when τseek = 0, it is possible to show that sexual
reproduction will always outcompete asexual reproduction. However, as τseek
increases, sexual reproduction only becomes advantageous at progressively higher
mutation rates, and once the time cost for sex reaches a critical threshold, the
selective advantage for sexual reproduction disappears entirely. The results here
suggest that the selective advantage of sexual reproduction in small populations is
found only in populations with low replication rates, where the cost for sex is
sufficiently low so that the selective advantage obtained through recombination
leads to the dominance of the strategy. In fact, sexual reproduction is selected for in
high populations because of the reduced time spent finding a reproductive partner.

A following paper, Tannenbaum and Fontanari (2008), has developed a sim-
plified model for the evolutionary dynamics of a population composed of com-
peting obligate sexually and asexually reproducing unicellular organisms. The
model assumes that the organisms have diploid genomes consisting of two

150 N. Wagner et al.



chromosomes, and that the sexual organisms replicate by first dividing into haploid
intermediates which then combine with other haploids, followed by the normal
mitotic division of the resulting diploid into two new daughter cells. It is assumed
that the fitness landscape of the diploids is analogous to the single-fitness-peak
approach often used in single-chromosome studies, i.e., it is assumed that a master
chromosome becomes defective with just one point mutation. The diploid fitness
then depends on whether the genome has zero, one, or two copies of the master
chromosome. It is also assumed that only pairs of haploids with a master chro-
mosome are capable of combining so as to produce sexual diploid cells, and that
this process is described by second-order kinetics. The findings show, over a range
of intermediate values of the replication fidelity, that sexually reproducing cells can
outcompete the asexual ones, provided the initial abundance of sexual cells is above
some threshold value. This range of values, where sexual reproduction outcompetes
asexual reproduction, increases with decreasing replication rate and increasing
population density. It is noted that this paper and the previous paper (Tannenbaum
2006c) reach the same general conclusions regarding the regimes where sexual and
asexual strategies are, respectively, advantageous.

Another paper, Lee and Tannenbaum (2007), looks at replication via sporulation,
which is the replication strategy used by yeast, fungi, algae, and protozoa. Here,
diploid populations are considered that replicate via one of two possible sporulation
mechanisms. (1) Asexual sporulation, where adult organisms produce single-celled
diploid spores that grow into adults themselves. (2) Sexual sporulation, where adult
organisms produce single-celled diploid spores that divide into haploid gametes.
The haploid gametes enter a haploid “pool,” where they may recombine with other
haploids to form a diploid spore that then grows into an adult. In the simplified
model presented here, the haploid fusion rate is given by second-order reaction
kinetics, and the diploid genome consists of only two chromosomes, each of which
may be rendered defective with a single point mutation of the wild-type. It is found,
by solving for the steady-state mean fitness, that the asexual strategy is favored
when the rate of spore production is high compared relative to the characteristic
growth rate from a spore to a reproducing adult, while the sexual strategy is favored
when the rate of spore production is relatively low. As the characteristic growth
time increases, or as the population density increases, the critical ratio of spore
production rate to organism growth rate—where the asexual strategy overtakes the
sexual one—is pushed to higher values. Therefore, the results here suggest that, for
complex multicellular organisms, sexual replication is favored at high population
densities and low growth and sporulation rates.

Tannenbaum (2008a) has studied the mutation–selection balance for three
simplified replication models: a population of organisms replicating via the pro-
duction of asexual spores; a sexually replicating population that produces identical
gametes; a sexually replicating population that produces distinct sperm and egg
gametes. All of these models assume diploid organisms whose genomes consist of
two chromosomes, each of which is taken to be viable if equivalent to the master
sequence, and defective otherwise. In the asexual population, the asexual diploid
spores develop directly into adult organisms. In the sexual populations, the haploid
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gametes enter a haploid pool, where they may fuse with other haploids, and the
resulting immature diploid organisms then proceed to develop into mature organ-
isms. By solving for the steady-state of all three models, it is found that, as
organism size increases, a sexually replicating population can only outcompete an
asexually replicating population if the adult organisms produce distinct sperm and
egg gametes. Additionally, a sexual replication strategy based on the production of
large numbers of sperm cells, in order to fertilize a small number of eggs, is
necessary in order to maintain a sufficiently low cost for sex and for this strategy to
be selected for over a purely asexual strategy. The study of this model has provided
valuable insight into understanding the evolution and maintenance of sexual rep-
lication as the preferred replication strategy in complex, multicellular organisms.

Tannenbaum (2008c) has developed simplified mathematical models for
Saccharomyces cerevisiae, or Baker’s yeast, which reproduces both asexually and
sexually, describing the mutation–selection balance and based on the
single-fitness-peak approximation in quasispecies theory. It is assumed that their
diploid genomes consist of two chromosomes and that each chromosome is func-
tional if and only if its base sequence is identical to some master sequence. The
growth and replication of the yeast cells is modeled as a first-order process, with
first-order growth rate constants that are determined by whether a given genome
consists of zero, one, or two functional chromosomes. In the asexual pathway, it is
assumed that a given diploid cell divides into two diploids. In the sexual pathway, it
is assumed that a given diploid cell divides into two diploids, each of which then
divide into two haploids, and the resulting four haploids enter a haploid pool where
they grow and replicate until they meet another haploid. For sexual reproduction,
two mating strategies are considered: (1) a selective strategy, where only haploids
with functional chromosomes fuse with one another; (2) a random strategy, where
haploids randomly fuse with one another. When the cost for sex is low, it is found
that the selective mating strategy leads to the highest mean fitness of the population,
but when the cost for sex is low, sexual replication with random mating also has a
higher mean fitness than asexual replication. Moreover, at low replication fidelities,
sexual replication with random mating has a higher mean fitness than asexual
replication, as long as the cost for sex is low. If the fitness penalty for having a
defective chromosome is sufficiently high and the cost for sex sufficiently low, then
at low replication fidelities the random mating strategy has a mean fitness that is
larger than the asexual mean fitness by a factor of √2. It is argued that the selective
mating strategy is the one closest to reality for yeast, suggesting that sex may
provide a selective advantage under considerably more relaxed conditions than
previous research has indicated. The results of this paper also suggest that Baker’s
yeast switches from asexual to sexual replication when stressed, because stressful
growth conditions provide an opportunity for the yeast to clear out deleterious
mutations from their genomes.

In a similar direction, Tannenbaum (2009b) has developed simplified models
describing asexual and sexual replication in unicellular diploid organisms. The
models assume organisms whose genomes consist of two chromosomes, where
each chromosome is assumed to be viable if equal to some master sequence and
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non-functional otherwise. When the cost for sex is small, as measured by the ratio
of the characteristic haploid fusion time to the characteristic growth time, it is found
that sexual replication with random haploid fusion leads to a greater mean fitness
than a purely asexual strategy. However, sexual replication with a selective mating
strategy leads to a higher mean fitness than the random mating strategy, indepen-
dent of the cost for sex. These results are consistent with previous studies sug-
gesting that sex is favored at intermediate mutation rates, for slowly replicating
organisms, and at high population densities. Additionally, the results provide a
basis for understanding sex as a stress response in unicellular organisms such as
Baker’s yeast.

The final paper on the selective advantage of sexual reproduction is by Kleiman
and Tannenbaum (2009), who developed mathematical models describing the
evolutionary dynamics of both asexually and sexually reproducing populations of
diploid unicellular organisms. As in previous papers, the asexual and sexual life
cycles are based on the asexual and sexual life cycles of Baker’s yeast, which
normally reproduces by asexual budding, but switches to sexual reproduction when
stressed. The mathematical models consider three reproduction pathways:
(1) asexual reproduction; (2) self-fertilization; and (3) sexual reproduction. Two
forms of genome organization are examined. In the first, the genome is assumed to
consist of two multi-gene chromosomes, and in the second, the opposite extreme is
assumed, i.e., each gene defines a separate chromosome and is called a
multi-chromosome genome. These two cases are considered in order to explore the
role that recombination has on the mutation–selection balance and the selective
advantage of the various reproduction strategies. It is assumed that the purpose of
diploidy is to provide redundancy, so that damage to a gene may be repaired using
its other, presumably undamaged copy, a process known as homologous recom-
bination repair. As a result, the fitness of the organism should only depend on the
number of homologous gene pairs that contain at least one functional copy of a
given gene. These models are solved for their steady-state mean fitness, and the
sexual reproduction pathway for the multi-chromosomed genome is found to have a
mean fitness exceeding those of all the other strategies. Furthermore, while other
reproduction strategies experience a total loss of viability due to the steady accu-
mulation of deleterious mutations, no such transition occurs in the sexual pathway.
These results provide a basis for understanding the selective advantage of the
specific pathways employed by sexually reproducing organisms and also suggest an
explanation for why unicellular organisms such as Baker’s yeast switch to a sexual
mode of reproduction when stressed. While these models are based on mutation
propagation in unicellular organisms, they nevertheless suggest that, in more
complex organisms with significantly larger genomes, sex is necessary to prevent
the loss of viability of a population due to genetic drift. Most importantly, the
results of this article demonstrate a selective advantage for sexual reproduction
under fewer and less restrictive assumptions than in previous studies.

Another series of papers has explored various evolutionary strategies based on
the division of labor. Tannenbaum (2006a) has developed and investigated a
two-cell quasispecies model with an optional survival strategy (Fig. 5), where pairs
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of cells join together and one of the cells sacrifices its own replicative ability for the
sake of the other cell while devoting its metabolic efforts to sustaining the other cell.
Such a survival strategy was inspired by the behavior of slime molds, which exist as
a collection of single cells under favorable conditions, but under stressful condi-
tions, such as resource depletion, respond by coalescing into a differentiated,
multicellular organism. Solving this model yields two distinct regimes of behavior:
At low concentrations of external resources, the two-cell strategy outcompetes the
single-cell survival strategy, while at high resource concentrations, the single-cell
survival strategy dominates. At low resource concentrations, the single-cell survival
strategy becomes disadvantageous, because the energy costs of maintaining
reproductive and metabolic pathways become prohibitively high, leaving little
excess energy for replication. However, if the rate of energy production exceeds the
energetic costs of maintaining metabolic pathways, then the excess energy, if
shared among several cells, can pay for the reproductive costs of a single cell. The
model also yields a localization to delocalization transition analogous to the error
catastrophe in standard quasispecies models. The existence of such a transition
indicates that multicellularity can emerge because natural selection does not act on
specific cells, but rather on replicative strategies, consistent with the concept that
natural selection does not act on individuals, but rather on populations.

Division of labor, as a general ubiquitous biological phenomenon enabling
optimized system output, was further explored in Tannenbaum (2007b), who
investigated two models: the compartment model, where a resource flows into a
compartment of given volume and is processed by agents and converted into a
product within this compartment; and the replication-metabolism model, where
autoreplicating systems consist of replication and metabolic tasks that are divided
among different agents. By mathematically solving for the steady-state behavior of
these models, it was concluded that division of labor is favored only for interme-
diate values of the resource to agent ratio, with low intermediate products transport
time cost. These results are consistent with the behavior of the cellular slime mold
Dictyostelium discodeum, which switches from a single-celled to a multi-celled
state when resources become limited, and also suggest an evolutionary basis for the

Fig. 5 Comparison of
single-cell and two-cell
replication strategies in the
two-cell-differentiated
quasispecies model.
Reprinted, with permission,
from Tannenbaum (2006a)
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emergence of stem-cell-based tissue architecture in complex organisms.
Additionally, this paper may help us understand how division of labor maximizes
economic productivity at intermediate-size firms.

Subsequently, Tannenbaum (2008b) explored a specific division of labor strat-
egy, namely temporal differentiation, whereby given tasks are broken up into
several subtasks and the various subtasks are performed at different times. The idea
is that a set of agents concentrates all its efforts on only one set of subtasks in a
certain time interval, in order to increase the efficiency of each subtask and allow
for faster completion of the overall task, in contrast to “standard” division of labor
where all subtasks are performed simultaneously by different sets of agents.
Examples of such a strategy include sleep and circadian rhythms, as well as
household chores such as shopping and paying bills. This work therefore considers
two simplified models that describe the processing of a resource into a final product.
The first model describes the filling and emptying of a tank in the presence of a
time-varying resource, and its optimal algorithm is proven to be where the tank is
filled when a resource is available and emptied when a resource is not available.
This simple model is then shown to be closely related to biological networks. The
second model is an agent-based, three-step process, whereby some resource is
converted into a final product in a series of three agent-mediated steps. Temporal
differentiation is introduced by allowing the agents to oscillate between performing
the first two steps and performing the third step. Solving for the steady-state
solutions yields the result that temporal differentiation is more efficient at inter-
mediate values of the number of agents, and when the intermediate processes have
relatively long lifetimes. Overall, it is argued that in sufficiently complex biological
systems, the amount of information and tasks that can be processed and completed
is maximized when the system follows a strategy of temporal differentiation. The
paper further speculates on temporal differentiation as an evolutionary basis for the
emergence of sleep, distinct REM and non-REM sleep states, circadian rhythms,
and oscillatory dynamics in complex systems.

Division of labor versus multitasking was again revisited in the context of
metabolism and replication. Wagner et al. (2010a) investigated the selection
advantage of metabolic replicators, presenting a kinetic analysis and simulation of
the replication reactions of two competing replicators—one non-metabolic and the
other metabolic. The analysis indicates that in a resource-rich environment the
non-metabolic replicator is likely to be kinetically selected, while in a resource-poor
environment it is the metabolic replicator that is kinetically more stable and thereby
selected. This causal relationship suggests a mechanism for the emergence of
metabolic systems and lends support for the “replication first” school of thought in
the studies of the origin of life.

We conclude this review with a few more speculative papers on genomics and
quasispecies and potential applications and implications. Tannenbaum (2006b)
examined the evidence for vast sequences of genomes in higher eukaryotes
—“junk” DNA, and has suggested that it is, in fact, a vast, RNA-based, genetic
regulatory network that is responsible for the variety and complexity of terrestrial
life. This network is therefore more properly viewed as an RNA “community,”
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composed of a rich and largely unexplored biochemical web of RNA interactions.
Moreover, it is hypothesized that this regulatory network can re-wire itself and
employ various and evolvable mutational strategies in response to external pres-
sures, suggesting that much evolutionary change is due to intracellular,
RNA-mediated learning processes, which are then recorded into the DNA genome
in a process termed RNA-mediated DNA evolution. Evidence and specific theorems
are presented to test this framework. For example, this RNA community approach
could reconcile actual timescales of macroevolutionary changes with observed
point mutation and gene duplication rates. Furthermore, the RNA community
viewpoint suggests that agent-based modeling techniques, used in mathematical
economics, game theory, and neuroscience, may likely be useful in understanding
the functioning of eukaryotic cells in the pathway-based approach of systems
biology. The paper concludes by arguing that a sufficient amount of biological
knowledge has been accumulated to initiate a systematic program of experimental
and computational studies on the origins and macroevolution of terrestrial life.

Tannenbaum (2007a) takes a novel approach toward determining the importance
of various genes to the viability of an organism, by treating a population of cells at
various concentrations of chemical mutagens, and determining, as a function of the
resulting spectrum of mutation rates, which genes lose functionality due to genetic
drift. This was done by setting up a quasispecies formulation of asexual,
single-chromosome organisms whose only source of variability is due to point
mutations during replication. Since the genes that lose their functionality at higher
mutation rates are generally those that are more essential for an organism’s survival,
and additionally, genes which lose or gain functionality together with other genes
are most likely part of the same genetic network, this study may therefore lead to
the elucidation of correlations among genes and the determination of redundant
genetic pathways in the cell. Thus, data obtained from mutagen-based methods
could be used to organize genes according to a hierarchy of increasing fitness and
importance to the cell and also shed light on the evolutionary history of an
organism.

Gandhi et al. (2007) followed the previous work of Tannenbaum (2006b) by
looking at the RNA biochemical networks and observing that “animate” features,
such as memory and associative learning, emerge naturally from their
self-organization. By constructing and solving a simple kinetic model consisting of
a chemostat, two species and their growth factors, associative learning emerges as a
system “learns” to associate two stimuli with one another. For example, it is shown
that when the chemostat is stimulated simultaneously by both growth factors for a
certain amount of time, followed by a time gap without any stimulation, and then
again by a period where the chemostat is stimulated by only one of the growth
factors, then there will be a transient increase in the number of molecules activated
by the other growth factor. Thus, the chemostat bears the imprint of the earlier
stimulation from both growth factors, indicative of associative learning. The
dynamics of the model are reminiscent of certain aspects of Pavlov’s famous
conditioning experiments in dogs. The paper further discusses how associative
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learning can potentially emerge in vitro within RNA, DNA, or peptide networks,
and how such this mechanism can be involved in genomic evolution and adaptation
at the cellular level.

Finally, Tannenbaum (2009a) speculates on the emergence of self-awareness. It
is argued that self-awareness emerges in organisms whose brains have a sufficiently
integrated, complex ability for associative learning and memory, as continual
sensory information inputs lead to the formation of organismal “self-image”
associations. After suggesting a basic mechanism for the emergence of an organ-
ismal self-image, this paper lists a representative set of behaviors associated with
self-awareness and shows how associative memory and learning, combined with an
organismal self-image, lead to the emergence of these behaviors. This paper also
discusses various tautologies that invariably emerge when discussing
self-awareness, speculates on manipulating self-awareness, and discusses how
concepts from set theory and mathematical logic may help understand the emer-
gence of higher cognitive functions in complex organisms.

We have summarized here over thirty papers, works of Emmanuel Tannenbaum
and colleagues that have dealt with theoretical models of quasispecies, demon-
strating the power and applicability of the quasispecies model in understanding
specific biological phenomena as well as more general evolutionary trends. In his
life, Emmanuel made groundbreaking discoveries by continually expanding
quasispecies theory and by applying its principles to a variety of biological topics,
among them semiconservative replication, genetic instability and repair mecha-
nisms, molecular replicators, evolution of antibiotic drug resistance, HGT, role of
sex in organisms, origin of metabolism, division of labor, associative learning, and
other “animate” features.

The field of theoretical biological modeling via quasispecies theory is by no
means exhausted. Many biological challenges still remain, applicable yet mainly
unexplored, such as stem cell dynamics, evolution and dynamics of mobile genetic
elements (transposons) and viruses, host-parasite dynamics among
prokaryotes/eukaryotes with plasmids, lipid superstructures, conformational land-
scapes of proteins, to name but a few. We can attempt to meet some of these
challenges in the years ahead, aided and inspired by the theoretical models and
mathematical methods summarized above.
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Theories of Lethal Mutagenesis: From
Error Catastrophe to Lethal Defection

Héctor Tejero, Francisco Montero and Juan Carlos Nuño

Abstract RNA viruses get extinct in a process called lethal mutagenesis when
subjected to an increase in their mutation rate, for instance, by the action of muta-
genic drugs. Several approaches have been proposed to understand this phenome-
non. The extinction of RNA viruses by increased mutational pressure was inspired
by the concept of the error threshold. The now classic quasispecies model predicts
the existence of a limit to the mutation rate beyond which the genetic information of
the wild type could not be efficiently transmitted to the next generation. This limit
was called the error threshold, and for mutation rates larger than this threshold, the
quasispecies was said to enter into error catastrophe. This transition has been
assumed to foster the extinction of the whole population. Alternative explanations of
lethal mutagenesis have been proposed recently. In the first place, a distinction is
made between the error threshold and the extinction threshold, the mutation rate
beyond which a population gets extinct. Extinction is explained from the effect the
mutation rate has, throughout the mutational load, on the reproductive ability of the
whole population. Secondly, lethal defection takes also into account the effect of
interactions within mutant spectra, which have been shown to be determinant for the
understanding the extinction of RNA virus due to an augmented mutational pressure.
Nonetheless, some relevant issues concerning lethal mutagenesis are not completely
understood yet, as so survival of the flattest, i.e. the development of resistance to
lethal mutagenesis by evolving towards mutationally more robust regions of
sequence space, or sublethal mutagenesis, i.e., the increase of the mutation rate
below the extinction threshold which may boost the adaptability of RNA virus,
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increasing their ability to develop resistance to drugs (including mutagens). A better
design of antiviral therapies will still require an improvement of our knowledge
about lethal mutagenesis.
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1 Introduction

Lethal mutagenesis is taken to be the extinction of a micro-organism by accumu-
lation of mutations due to the treatment with mutagenic drugs. This phenomenon
has been verified empirically in a large number of RNA viruses (see Chap. 14), and
consequently, its viability and potential application as an antiviral therapy is beyond
doubt. However, in recent years, there has been a growing debate over how this
phenomenon is produced, and which theoretical model can best explain it. The aim
of this article is to review and compare the different models which have been put
forward to explain this phenomenon.

2 The Error Threshold and the Error Catastrophe

In the classic quasispecies model, the error threshold is the mutation rate beyond
which the master phenotype, which is the phenotype with the highest replicative
capacity, is extinguished (Chap. 1). In this way, the population becomes exclusively
composed of mutant phenotypes, i.e. all the phenotypes that differ from the master
(Eigen 1971). Simultaneously to the disappearance of the master phenotype, the
population delocalises over the sequence space which, in finite populations, can be
interpreted as the quasispecies beginning to drift over the whole sequence space.
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Given that this phenomenon takes place as a phase transition, with respect to the
mutation rate, it is said that beyond the error threshold, the population enters into
error catastrophe.

The definition and phenomenology of the error threshold and the entry into error
catastrophe have not been free from controversy (Tejero et al. 2011). The problem
largely arises from the nature of the models that were originally studied, mainly in a
single-peak landscape in the absence of back mutations from the mutant phenotype
to the master phenotype, factors on which it is extremely dependent (Hermisson
et al. 2002; Schuster 2010). The differences that are observed for the phenome-
nology and definition of error catastrophe, and error threshold, can also be observed
in the interpretation of both concepts (Tejero et al. 2011).

Both the loss of the master phenotype and the delocalisation of the quasispecies
over the sequence space have been related to an information “crisis” or “loss”, since
the population is unable to maintain the information contained in the master phe-
notype (Biebricher and Eigen 2005; Eigen 2002; Eigen and Schuster 1979). Since
the mutation rate from the master to the mutant phenotype is determined by the size
of the sequences that compose them, the entry into error catastrophe establishes a
maximum limit to the amount of information that a self-replicative system can
maintain at a given mutation rate (Wilke 2005; Takeuchi et al. 2005; Obermayer
and Frey 2010). After the RNA viruses have been conceptualised as quasispecies
(Domingo et al. 1978), the possibility of pushing RNA viruses into error catas-
trophe by means of mutagenic drugs (Eigen 1993, 2002) was the origin of the first
lethal mutagenesis experiments, as well as the first explanation for the extinction of
the virus in these conditions (Cameron and Castro 2001; Holland et al. 1990; Loeb
et al. 1999).

2.1 The Limits of the Error Catastrophe

Although the concept of error catastrophe was the first explanation for lethal
mutagenesis, several objections were later raised to this explanation. In the classic
quasispecies model, all the mutants have the capacity to reproduce themselves, that
is to say there are no lethal mutants. Some papers have shown that if all the
mutations were lethal, and therefore all the mutants were unable to reproduce
themselves, error catastrophe could not happen (Summers and Litwin 2006; Bull
et al. 2005). Earlier Wagner and Krall (1993) had shown, using a different model,
that error catastrophe could not take place in the presence of lethal genotypes, a
result which was confirmed by Wilke (2005). Subsequently, his results were jus-
tifiably criticised by Takeuchi and Hogeweg (2007), as they showed that the model
used by Wagner and Krall contained a series of very limiting restrictions and that it
was these restrictions which were responsible for the results obtained. To consider
that all mutations are lethal, or to consider that they are all absent, are extreme,
highly unlikely situations. When intermediate situations are studied, it can be seen
that the presence of lethality does not prevent error catastrophe from taking place,
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but it does cause it to happen at much higher mutation rates, that is to say it
increases the error threshold (Sardanyes et al. 2014; Bonnaz and Koch 1998;
Takeuchi and Hogeweg 2007; Tejero et al. 2010). This result appears to be inde-
pendent of the distribution of lethality over the sequence space. Of course, from the
point of view that entry into error catastrophe is the mechanism that underlies lethal
mutagenesis, this result may appear to be counter-intuitive, since we would expect
an increase in the proportion of lethal mutations to facilitate extinction caused by
accumulation of mutations, and not the reverse. What was required was a clarifi-
cation of the relation between the error threshold and the extinction threshold in
quasispecies models since, strangely enough, this relation had not yet been defined,
something which can be explained by the fact that the quasispecies models had
been formulated under a constant population restriction.

Wilke was the first to correctly point out that most of the models for quasispecies
and entry into error catastrophe considered constant population conditions which,
consequently, by definition, ruled out the possibility of extinction (Wilke 2005). At
around the same time, Bull et al. (2005) explicitly showed the need to differentiate
between extinction, which involves the disappearance of the whole population, and
entry into error catastrophe, in which it is the master phenotype that disappears. In
other words, it is important to distinguish between the error threshold, namely the
mutation rate at which the population enters into error catastrophe, and the
extinction threshold, namely the mutation rate at which the population becomes
extinct. Thus, both papers not only ruled out the possibility that lethal mutagenesis
is caused by the entry of the quasispecies into error catastrophe, but they also
suggested that the error catastrophe could in fact hinder or delay the extinction of a
virus by lethal mutagenesis. The reason for this is that error catastrophe, ultimately,
is caused by what is known as the “survival of the flattest” or, in other words, the
dominance, at high mutation rates, of phenotypes with a lower replicative capacity
but a higher tolerance to mutations (Cowperthwaite et al. 2008; Tejero et al. 2011;
Bull et al. 2005, 2007). Specifically, Tejero et al. showed that the error threshold
can be reformulated in terms of a selection coefficient that depends on the mutation
rate and which is as follows:

s Qmð Þ ¼ Ak

AmQm
� 1 ð1Þ

where Ak and Am are the replicative capacities of the mutant and master phenotypes,
respectively, and Qm is the quality factor, namely the probability that the master
sequence is copied correctly. This reformulation shows that the error threshold is
the value of the quality factor, Qm, for which the selection coefficient, s, becomes
zero. In other words, the selection coefficient is positive for mutation rates higher
than the error threshold and, therefore, the mutant phenotype has a selective
advantage over the master phenotype. To put it another way, before the error
threshold natural selection favours the master phenotype, but beyond it natural
selection favours the mutant phenotype.
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The consideration that entry into error catastrophe is caused by the survival of
the flattest phenotypes provides an explanation as to why lethality displaces the
error threshold towards lower mutation rates. In the aforementioned papers, the
introduction of lethality affected only the mutant phenotype, decreasing its muta-
tional robustness. Because of this, the mutant phenotype becomes less competitive
and, therefore, higher mutation rates are required in order to allow the mutant
phenotype to dominate the master phenotype due to the survival of the flattest.
Furthermore, the supposed absence of error catastrophe in the presence of lethality,
together with the fact that it was considered to be a phenomenon different from
extinction, led to the positing of new theoretical models which would be able to
explain lethal mutagenesis.

3 Mutation–Selection-Based Models

The first model which tried to explain lethal mutagenesis in RNA viruses without
explicitly taking error catastrophe into account was formulated by Bull et al. (2007).
It explored in-depth the idea that it is necessary to differentiate between demo-
graphic processes, such as extinction, and genetic–evolutionary processes, such as
error catastrophe. The mutation–selection equilibrium, which is the result of the
interaction between the relative biological fitness of the alleles in the population and
their mutation rates, determines composition and, more importantly in this case,
average biological fitness at a stationary state. An increase in the mutation rate
displaces the mutation–selection equilibrium towards a greater diversity in the
population and, assuming that all the mutations are deleterious, towards a lower
average biological fitness. Under a series of conditions, basically the absence of
density or frequency-dependent selection, the population´s reproductive capacity
can be taken to be the product of the absolute biological fitness of the master
species expressed in Wrightian terms, R, and the average biological fitness, �wðUÞ.
When this reproductive capacity falls below 1, the populations start to be extin-
guished. Consequently, the condition required in order for a population to become
extinct can be described as:

R�wðUÞ\1 ð2Þ

The extinction threshold would be the mutation rate at which this condition is
complied with. In order to determine this threshold, it is necessary to know the
dependence of the average biological fitness, �wðUÞ, with respect to the genomic
mutation rate U, and to do this, it is necessary to define both the landscape of
biological fitness in which the population evolves, and a series of assumptions
about phenotypic mutation frequencies.

In Bull et al. (2007, 2008), a multiplicative fitness landscape was considered. As
neither back mutations nor compensatory mutations were assumed, under these
conditions, it was confirmed that the average biological fitness at a stationary state
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is solely dependent on the genomic mutation rate U, according to �w ¼ e�U (Kimura
and Maruyama 1966). In this way, it is possible to determine an extinction
threshold as follows:

Uex ¼ logR ð3Þ

where Uex is the extinction threshold, and R is the absolute Wrightian fitness.
It should be noted that, according to this model, the extinction threshold does not

depend on the deleterious effects of the mutations. That is, ultimately, and without
taking finite size effects into account, a virus in which all the mutations are lethal
(s = 1) will have the same extinction threshold as a virus in which all the mutations
are only slightly deleterious (s ≈ 0). Despite this, although the extinction threshold
does not depend on the deleterious effect of the mutations in this model, the time
that the virus takes to reach the mutation–selection equilibrium does depend on it
(Bull et al. 2013). Thus, the greater the deleterious effect of the mutations, the faster
the average biological fitness of the population decreases, and the quicker it starts to
become extinct. Naturally, as will be commented below, the fact that the extinction
threshold isindependent of the deleterious effect of mutations comes from not
con-sidering compensatory or back mutations. Shortly afterwards, Chen and
Shaknovich (2009) studied a model in which the fitness landscape was based on an
experimental distribution of the effect that mutations have on the thermal stability of
proteins. It was subsequently verified that this fitness landscape is compatible with
the distributions of the mutational effects obtained experimentally in RNA viruses
(Wylie and Shakhnovich 2011). In this way, and as oppose to the multiplicative
landscape in the absence of back mutations, this fitness landscape permits beneficial
and compensatory mutations. The stability of a protein determines the percentage of
time that the protein is folded. Ultimately, the biological fitness of a virus is the
product of this value for a series of genes. Due to the complexity of the model used,
it is not possible to obtain an explicit expression of the extinction threshold.
However, under conditions of conservative replication, similar to those of RNA
viruses, the error threshold obtained is approximately lineal (and not exponential)
with respect to absolute fitness. Furthermore, in this paper, the differences between
conservative and semiconservative replication are compared, showing that the
critical mutation rate is less in the latter. The same phenomenon can be observed
when considering semiconservative replication in a multiplicative model where
there are only deleterious mutations (Bull and Wilke 2008). In this case, the
extinction threshold is defined as:

Ud [ lnð2Þ � ln 1þ 1
R

� �
ð4Þ

This, as it can be seen, establishes a maximum limit on the critical rate of delete-
rious mutations Ud = ln(2) ≈ 0.69. This dependence should also appear when
studying other possible replicative modes, since it is known that these affect the
mutational load (Sardanyés et al. 2009).
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The same model was used to show that the lower the population size, the lower
the mutational rate needed to extinguish the population (Wylie and Shakhnovich
2012), as was to be expected.

Lastly, Martin and Gandon (2010) used a fitness landscape based on a multi-
variate Gaussian function. Although this landscape represents a single optimum
phenotype, genetically it is very rugged, and one in which epistasis and compen-
satory mutations occur. Finally, the idea that a given percentage of the mutations
are lethal was considered. In this paper, the infective dynamic of the virus in the
population using a SIR model was also examined (Nowak and May 2000). By
doing this, the reproductive capacity depends on the demographic conditions: the
lower the amount of virus, the higher the amount of susceptible cells and, therefore,
the greater its reproductive capacity. However, this effect is probably offset by an
increase in mutational meltdown phenomena due to finite populations. Furthermore,
Wylie and Shaknovich have shown that, in their fitness landscape, the percentage of
lethal mutations clearly increases when the population size decreases, which could
help to offset the demographic effect. The chief finding of this paper is the deri-
vation of a complex expression of the extinction threshold, which depends on the
mutational effect and the growth rate of the optimum phenotype.

When the deleterious effect of the mutations is due, above all, to lethal muta-
tions, the critical mutation rate depends lineally on the ratio between the Malthusian
fitness (r0) and the fraction of lethal mutants (pL). This can be expressed as:

Uex � r0
pL

ð5Þ

Taking into account that the Malthusian fitness is the logarithm of the Wrightian
fitness (Wu et al. 2013), the expression can be reduced to an equivalence of (3)

UexpL � log Rð Þ ð6Þ

in which the product UexpL is the rate of lethal mutations by genome. However,
when the deleterious mutations are chiefly non-lethal, the extinction threshold
depends on the quotient of the square of the absolute biological fitness and a factor
that is proportional to the deleterious effect of the mutations. These results confirm
what has been discussed above: if the compensatory mutations are only of small
importance (in this case due to the greater importance of the lethal mutations), the
extinction threshold’s dependence on the effect of the mutations is extremely low.
Otherwise, the higher the deleterious effect of the mutations, the lower the mutation
rate needed to extinguish the virus.

These three models are used to study different biological fitness landscapes,
replication modes and infection dynamics. Figure 1 shows the effect of the different
biological fitness landscapes on the extinction threshold. As has been commented,
the extinction threshold obtained by Bull et al. (2007) is a lower limit due to the
absence of compensatory mutations. The lower is the cost of mutations in Martin
and Gandon (2010), the higher is the extinction threshold. Finally, the biophysical
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fitness landscape proposed by Chen and Shakhnovich (2009) determines an
extinction threshold similar to that in which the average effect of mutations is not
very high. Thus, despite these quantitative differences, the fundamental idea is the
same in all the models: extinction by lethal mutagenesis is produced because an
increase in the mutation rate displaces the mutation–selection equilibrium until the
reproductive capacity of the population falls below a threshold beyond which it
cannot maintain itself over time. Within this general framework, the differences
between the three models, especially with respect to the biological fitness land-
scapes, give rise to three different predictions for the extinction threshold.
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M & G, 2010. pL = 0.2, s = 0.1
M & G, 2010. pL = 0.2, s = 0.8
M & G, 2010. pL = 0.7, s = 0.1

Fig. 1 Extinction threshold, Uex, as a function of the Wrightian fitness, R. Results of simulating a
simple stochastic model using a Gillespie algorithm (1977) with the three different fitness
landscapes presented in the main text. Symbols in the upper box describe the three models used in
the simulations; references are given in the text. Each point is obtained from 50 independent
repetitions. The extinction threshold was taken as the mutation rate beyond which the populations
got extinct in all simulations before a given final time. Therefore, this estimation must be
considered an upper bound. The maximum population allowed in all the simulations was 1000
individuals. No cell infection dynamics was considered in Martin and Gandon (2010) model (M
&G). In this model, pL is the fraction of lethal mutations and �s is the average selection coefficient
of the mutations. In the (Bull et al. 2007) model, s is the selection coefficient. Simulations were
carried out using Matlab®. Code is available at request
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3.1 Lethality, Extinction and Error Catastrophe

According to some authors, an increase in the mutation rate can extinguish a
population either by an excess of non-viable mutants or by an accumulation of
errors “without limits” (Schuster 2011), in other words, by entry into error catas-
trophe. A similar idea had previously been proposed in Biebricher and Eigen
(2006). Consequently, this leads to consider the relationship between entry into
error catastrophe and extinction in the presence of lethality. When a quasispecies
model is considered in a single-peak fitness landscape in the absence of lethality,
extinction and entry into error catastrophe are mutually exclusive events (Bull et al.
2007, 2008). When the mutation rate increases, the population either becomes
extinct or enters into error catastrophe, depending on whether or not the mutant
phenotype is stable demographically, that is to say, whether it can self-maintain.
Not only does this mean that entry into error catastrophe cannot explain population
extinction due to an accumulation of mutations, but also that quite the reverse is
true, in that only entry into error catastrophe can prevent the population from
becoming extinct, as was mentioned earlier (Bull et al. 2007). The introduction of a
fraction of lethal mutants 1 − p, uniformly distributed over the sequence space, does
not change this situation. The population either becomes extinct or enters into error
catastrophe, depending on whether or not the mutant phenotype is stable demo-
graphically (Tejero et al. 2010) which, in this case, depends on the value of the
fraction of lethal mutants.

This situation changes if we study a lethality distribution in which the
self-replicative species has n “lethal positions”, i.e. positions whose mutation
generates lethal mutants. In this case, entry into error catastrophe and extinction are
no longer mutually exclusive, since the lethality is not distributed uniformly. If the
number of lethal positions in the sequence is low, the mutant phenotype can
dominate the master phenotype when the mutation rate exceeds the error threshold.
If the mutation rate continues to increase, the population—which would be in “error
catastrophe”—will accumulate lethal mutants until its average productivity is less
than zero and it becomes extinct. If, on the other hand, there are a high number of
lethal positions, the population becomes extinct before entering error catastrophe
(see Fig. 2). In this way, it is possible to define a “critical lethality”, beyond which
the error threshold disappears (Tejero et al. 2010). However, the mutation rate
needed for the population to become extinct beyond the error threshold is always
higher than the rate which occurs at high lethality rates. This means that the entry
into “error catastrophe” hinders population extinction by lethal mutagenesis, as has
been mentioned earlier (Bull et al. 2007) which, in turn, is a consequence of the fact
that the dominance of the mutant phenotype over the master one is due to its greater
mutational robustness. Lastly, it is important to highlight that, both before and after
crossing the error threshold, extinction occurs because the average replicative
capacity is lower than the degradation rate of the population. In this sense, we think
that it is not possible to talk of two types of extinction, one associated with the entry
into error catastrophe and the other independent of error catastrophe and, in fact,
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Fig. 2 shows a large region where the population is in a situation of error catas-
trophe but does not become extinct.

4 Lethal Defection

In conjunction with the models presented in the previous section, which are based
solely on the effect of the mutation–selection equilibrium on the demographic
behaviour of a quasispecies, there is also an alternative model in which the par-
ticipation of a subpopulation of mutant viruses, known as defectors, is considered
an essential factor in the extinction of a population. This section provides a brief
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Fig. 2 Extinction and error thresholds as a function of the fraction of lethal mutations. Uc and Uex

are the error and extinction thresholds expressed in terms of the genomic mutation rate,
U ¼ m 1� qð Þ, where m is the genomic length and q the per digit quality factor. The Wrightian
fitness of the master phenotype was Rm ¼ 10 and that of the mutant phenotype was Rk ¼ 3. The
figure can be interpreted as a phase diagram. Below the error and the extinction thresholds, the
population stays in a mutation–selection equilibrium. Above the extinction threshold, the
population gets extinct. Above the error threshold, the population survives but enters into error
catastrophe. In this case, critical lethality occurs at fn = 0.5, so no error threshold appears for
fn > 0.5. See main text for further details
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introduction to the experimental basis of this hypothesis and the theoretical model
which explains it.

One of the characteristics of viral quasispecies is the suppression of variants with
high biological fitness by the spectrum of mutants which accompany them (de la
Torre and Holland 1990; Domingo et al. 2006, 2012). This phenomenon partly
motivated the study of the interfering capacity of pre-extinction genomes in FMDV
(Gonzalez-Lopez et al. 2004). Subsequent work with LCMV indicated that viral
infectivity was lost much earlier than replicative capacity during the extinction by
mutagenesis (Grande-Pérez et al. 2005) (see also Chap. 10). On the basis of these
results, the hypothesis was made that the mutagenesis of a RNA virus would result
in a subgroup of interfering mutant viruses, known as defectors, which would play a
crucial role in the extinction of the virus. This hypothesis was called lethal defection
(Grande-Pérez et al. 2005). Later experiments have confirmed the important role
that defective and defector mutants play in the extinction of an RNA virus by
increased mutation rate (see Chap. 14).

4.1 Stochastic Extinction Model

The origin of the lethal defection hypothesis is closely connected to the develop-
ment of computational models and in silico studies (Grande-Pérez et al. 2005). The
first model which was proposed to explain extinction by lethal defection was the
stochastic extinction model (Iranzo and Manrubia 2009). Basically, the lethal
defection model of Manrubia and Iranzo considered that viruses code two pheno-
typic traits: replicative capacity and infectivity, the latter being associated with the
capacity to code the proteins needed for replication. The first trait acts solely in cis,
while the second acts in trans. In virology, the terms interaction in cis or in trans are
used to describe whether the action of a genetically coded element (a genomic
sequence, secondary or tertiary RNA structure, protein, etc.) takes place with the
genome that codes it, in which case it is called interaction in cis, or whether it takes
place with other genomes, in which case it is an interaction in trans (see also
Chap. 14). During replication, the viruses accumulate mutations that may affect
both their replicative capacity and their infectivity. These mutations may be ben-
eficial or deleterious. However, the effect of the mutations on both traits is coupled,
since the model considers that the loss of infectivity by mutations means that the
mutations simultaneously decrease their replicative capacity and vice versa, and the
restoration of the infective capacity means that their replicative capacity increases.
The viruses that code functional proteins are called viable, while those that have
undergone mutations are called defective. In this way, the population’s reproductive
capacity is proportional to the number of viable viruses, and when these disappear,
the population becomes extinct.

This model predicts that when a mutation rate is high enough, the population
becomes extinct regardless of the presence of defectives in the population and at the
same mutation rate value. This value is equivalent to the deterministic extinction
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threshold. However, when the population size is small enough and the mutation rate
is relatively low, the behaviour is qualitatively different: if there are no defectives,
the population continues to exist over time, but if they are present, the population
eventually becomes extinct, since the defective mutants displace the viable viruses
(Grande-Pérez et al. 2005). This extinction is known as stochastic extinction (Iranzo
and Manrubia 2009). Ultimately, what occurs is the fixation of the defective
mutants as a consequence of the genetic drift effect and, therefore, the smaller the
population size, the higher the likelihood of its occurrence.

Although the model of lethal defection by stochastic extinction can explain the
extinction of a population by accumulation of defective viruses, it has several limi-
tations. Firstly, the model is very dependent on the coupling of the effect of the
mutations on the two phenotypic traits and the defective viruses not having a higher
replicative capacity that the viable ones. If either of these assumptions are not com-
plied with, the defectives will get fixed, extinguishing the population, at any mutation
rate. Secondly, as the authors themselves acknowledge (Manrubia et al. 2010), this
model does not explain the action of lethal defection in lytic infections, even though a
large part of the experimental phenomenology on which the lethal defection
hypothesis is based comes from lytic viruses (Gonzalez-Lopez et al. 2004; Perales
et al. 2007). Furthermore, the model only explains extinction when the population
sizes are relatively small (Iranzo and Manrubia 2009). In this regard, although the
population sizes of RNA viruses can be extremely large in lytic and persistent
infections, both inside and outside the cells, it is also true that not all viral genomes
inside a cell are replicating, and this could significantly decrease the effective size of
the population, thus facilitating stochastic extinction. (See also Chaps. 10 and 14 for
discussion of the lethal defection model in connection with experimental results.)

4.2 Interference, Complementation and Lethal Defection

Interference and complementation interactions in RNA virus quasispecies are a
phenomenon whose importance is increasingly recognised (Shirogane et al. 2013;
Manrubia 2012; Perales et al. 2012) (Chap. 10). In this regard, the effect of
defectors or defective mutants on lethal mutagenesis can also be explained by the
complementation–interference interactions they establish with the rest of the virus.
It must be recalled that, in most of the cases in which a high-fitness virus interacts in
trans with a mutant virus with lower fitness, the fitness of the former decreases,
whereas that of the mutant increases. The fitness loss of the higher fitness variant is
called interference. Complementation is, on the other hand, the gain of fitness by the
mutant virus. Thus, interference and complementation can be seen as two sides of
the same interaction. In virology, complementation can also refer to the process by
which two low-fitness viruses complement each other to increase their fitness. This
case will not be considered here.

Several authors have studied, theoretically and computationally, the effect of com-
plementation on the mutation–selection equilibrium of RNA viruses (Froissart et al.
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2004;Wilke andNovella 2003; Gao and Feldman 2009; Novella et al. 2004). Themain
result of all these papers is that complementation displaces the mutation–selection
equilibrium to higher frequencies of the mutant allele. Essentially, what happens is that
complementation, by permitting the mutant allele to partially take advantage of the
biological fitness of the wild-type allele, decreases the selective disadvantage of this
allele with respect to the wild-type one, which in turn decreases the effect of natural
selection. This also explains why, in a quasispecies, complementation makes error
threshold occur at lower mutation rates (Sardanyés and Elena 2010).

In Moreno et al. (2012), a computational model based on interference–com-
plementation interactions was developed to find out to what extent lethal defection
can explain the effect of the initial MOI on lethal mutagenesis in certain viruses.
Besides considering various phenotypic traits, the model was characterised by its
consideration of a partial trans interaction and for coupling, in a nested way, the
intra- and extracellular dynamics of RNA virus infections. This study also showed
how the presence of trans interactions increases the percentage of inhibition of the
virus titre, caused by an increase in the mutation rate. A simplified version of this
model shows that the interfering action of the defective viruses causes the popu-
lation to become extinct at lower mutation rates, and that this effect depends on the
degree of trans interaction in the quasispecies (Tejero 2013).

The main criticism of a lethal defection model based on interference–comple-
mentation interactions is based on the fact that when population size decreases
during the extinction process, interactions in the quasispecies become increasingly
infrequent. Ultimately, this means that although the viral load may be lower in the
presence of interference at intermediate mutation rates, the population’s extinction
threshold does not depend on lethal defection (Steinmeyer and Wilke 2009).
However, this criticism does not take into account the fact that when the extra-
cellular dynamic is considered, even when a single virus infects a cell, interference
may be produced during the intracellular replication process among the progeny of
the virus. The importance of this phenomenon will vary, depending on the repli-
cation mode of the virus (Sardanyés et al. 2009; Sardanyés and Elena 2011).

Despite its differences, and although the importance of lethal defection can
depend on the biological characteristics of the virus and of the infection, the two
models of lethal defection predict that it will always decrease both the extinction
and the error threshold.

5 Problems of Lethal Mutagenesis

5.1 Resistance and Survival of Flattest

Like any other antiviral therapy, lethal mutagenesis will face the development of
resistances. In this case, the resistances will be selected for their capacity to mitigate
the effect of the mutations on the fitness of the virus. In addition to the classic

Theories of Lethal Mutagenesis: From Error … 173



drug‐resistant mutants, which can recognise and prevent the incorporation of a
specific mutagen, and the fidelity mutants, i.e. viruses which have a lower muta-
tion rate both in the presence and absence of mutagen drugs (see the Chap. 13
by Marco Vignuzzi in this book), RNA viruses may develop a resistance to lethal
mutagenesis by evolving towards mutationally more robust regions of sequence
space. As has been discussed in Sect. 2.1, when discussing the possibility that entry
into error catastrophe hinders extinction by lethal mutagenesis, this mechanism is
known as the survival of the flattest. Although this phenomenon has been observed
experimentally (Codoñer et al. 2006; Sanjuán et al. 2007; Graci et al. 2011), it has not
been proved that treatment with mutagens increases the mutational robustness of
LCMV (Martín et al. 2008), nor has it been proved that a virus has escaped mutagenic
treatments by increasing its robustness. Moreover, the only theoretical study that has
addressed this point considers robustness unlikely to affect lethal mutagenesis, chiefly
because of the difference in the timescales of acquisition of mutational robustness and
increased mutagenesis (O’Dea et al. 2010).

5.2 Sublethal Mutagenesis

The second possible problem raised by mutagen therapies is “sublethal mutagen-
esis” or, to put it another way, an increase in the mutation rate which is not enough
to extinguish the virus. Taking into account the role of mutations in evolution, some
authors have suggested that sublethal doses of a mutagenic drug may increase the
adaptability of a virus, which could be counterproductive clinically (Pillai et al.
2008), as it facilitates escape from the immune system or the appearance of mutants
that are resistant to drugs, irrespective of whether they are mutagenic or
non-mutagenic. This possibility has been demonstrated experimentally in the case
of mutations that make the FMDV less sensitive to ribavirin. Thus, while it is
possible to obtain a ribavirin-resistant mutant when it is subjected to serial passages
in the presence of increasing concentrations of ribavirin (Sierra et al. 2007), when
faced with high concentrations of ribavirin from the start, the virus does not
dominate and the population becomes extinct (Perales et al. 2009). Another
example of this effect is the change in the result with respect to interactions with
other drugs, such as replication inhibitors (Iranzo et al. 2011). In this case, it can be
seen that the combined action of certain dosages of mutagens and inhibitors is
antagonistic—the mutagen diminishes the effect of the inhibitor—instead of syn-
ergistic due, mainly, to the increased probability that mutants resistant to the
inhibitor will appear. (This point is treated in Chap. 14.)

Finally, sublethal mutagenesis can also occur due to the appearance of resistant
mutants (either fidelity or drug-resistant ones) which convert lethal doses of
mutagen into sublethal doses, with the risks mentioned above. Drug resistances are
usually partial resistances which often allow the virus to gain biological fitness in
the presence of the drug thanks to compensatory mutations. The consequence of a
resistant or fidelity mutant appearing is that it will incorporate fewer mutations per
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genome, which will displace the quasispecies to a region of sublethal mutagenesis,
with the additional problem, at least in theory, that in this region an increase in
adaptability will make the acquisition of compensatory mutations more likely.

6 Concluding Remarks

In this chapter, we have reviewed the main contributions of mathematical modelling
to the theory of lethal mutagenesis produced in the last decades. Since the pioneer
works of Manfred Eigen and Peter Schuster in the seventies of the twentieth cen-
tury, the modelling of molecular evolution has achieved a period of great success
that has allowed to disentangle reasonably the complex behaviour of populations of
error-prone replicators (e.g. RNA viruses) in terms of the mutation rate and the
fitness landscape. We find here one of the most appealing examples of how
mathematical modelling has fostered new questions and concepts, and conse-
quently, it has suggested new experiments. Besides, the mathematical formulation
of these biological problems has attracted the attention of scientists from other
fields, namely mathematics, physics and chemistry that have accelerated the pro-
gress of this theory more than ever before. This interdisciplinary interest has
allowed the application of similar models to study the evolution of some kind of
tumour lineages (Solé and Deisboeck 2004; Solé et al. 2014).

One of the central concepts of the quasispecies theory is the error threshold
which, as it has been extensively described in the previous sections, quantifies the
mutation rate below which the information codified in the master phenotype is
surely maintained in the next generations (see also Chaps. 1 and 5). On the contrary,
if the mutation rate is above this threshold, the presence of the wild phenotype in
the population is no longer assured. This mathematical result was immediately
borrowed by virologists as a possible therapy to drop the infectiveness of some
RNA viruses by using mutagenic drugs. The strategy seems to be evident: to
increase the mutation rate of the virus in order to cause the disappearance of the
wild-type (more infective) copy. Implicitly, it was assumed that the extinction of the
master was equivalent to the extinction of the whole population. Unfortunately,
reality is more complex than mathematical models portray. As some experiments
with mutagens presented the feasibility of lethal mutagenesis, the debate about the
real meaning of the error catastrophe and its role as a therapy against virus infec-
tions was taken up again. To shed some light in the discussion, new mathematical
models considered other factors that are essential for the extinction of the quasi-
species, concretely the extinction threshold and the phenotype interactions within
the quasispecies distribution. As this article has pointed out, a clear distinction
between the error and extinction thresholds is required if we want to design an
optimal therapy based on lethal mutagenesis. Furthermore, the existence of inter-
actions among phenotypes can modify both thresholds and the relation between
them and consequently the response of the whole population to a hypothetical
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increase of the mutation rate. These, among others, are open questions that have to
be answered necessarily by a close collaboration between theoretical and experi-
mental groups.
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Estimating Fitness of Viral Quasispecies
from Next-Generation Sequencing Data

David Seifert and Niko Beerenwinkel

Abstract The quasispecies model is ubiquitous in the study of viruses. While
having lead to a number of insights that have stood the test of time, the quasispecies
model has mostly been discussed in a theoretical fashion with little support of data.
With next-generation sequencing (NGS), this situation is changing and a wealth of
data can now be produced in a time- and cost-efficient manner. NGS can, after
removal of technical errors, yield an exceedingly detailed picture of the viral
population structure. The widespread availability of cross-sectional data can be
used to study fitness landscapes of viral populations in the quasispecies model. This
chapter highlights methods that estimate the strength of selection in selective
sweeps, assesses marginal fitness effects of quasispecies, and finally infers the
fitness landscape of a viral quasispecies, all on the basis of NGS data.
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1 Introduction

The quasispecies model is ubiquitous in evolutionary virology. Historically, viral
populations could only be analyzed with molecular biology tools, such as gel
electrophoresis, that provide only little insight into the genetic composition of viral
populations. In this chapter, a number of methods aimed at analyzing viral mutant
spectra and their fitness using modern next-generation sequencing (NGS) data are
illustrated.

1.1 Viral Evolution

RNA viruses are at the lower end of the biological complexity spectrum. With their
small genomes, RNA viruses usually possess a select few number of genes. This is
exacerbated, for instance, as the lack of a proofreading mechanism in the RNA-
dependent RNA polymerase of RNA viruses results in a high mutation rate. These
dynamics lead to a rate of exploration of sequence space that is orders of magnitude
larger than those known for even the most primitive prokaryotic organisms. All of
these properties make viruses attractive model systems for studying evolution.

The aforementioned high mutation rate results in a system of RNA replicators or
viruses that are coupled by mutation. This collection of closely coupled viruses has
been termed a (viral) quasispecies. In the context of virology, single RNA
sequences of a quasispecies have been termed haplotypes, genotypes, or viral
strains. The central tenet governing the temporal evolution of a quasispecies con-
sisting of m different haplotypes is the quasispecies equation

d
dt
piðtÞ ¼

Xm
j¼1

pjðtÞfjqji � piðtÞ
Xm
j¼1

pjðtÞfj; i 2 f1; . . .;mg ð1Þ

where t denotes time, piðtÞ denotes the relative frequency of haplotype i at time t, fi
denotes the reproductive fitness of haplotype i, and qij denotes the probability of
haplotype i mutating into haplotype j upon replication.

In quasispecies theory, due to the high mutation rate, selection will, in general,
not select for a single highly fit haplotype. Instead, in quasispecies theory, the unit
of selection is a group of highly similar haplotypes, contrary to classical Darwinian
evolution. It has first been shown for digital organisms that for very high mutation
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rates, a quasispecies with a lower maximum albeit higher average fitness can
outcompete a quasispecies with a higher maximum fitness but lower overall average
fitness (Wilke et al. 2001). This effect derives from the fact that quasispecies with
more similar fitness values allow for faster overall growth of haplotypes than a
quasispecies where most of the growth stems from very few haplotypes that cannot
count on back mutation from their neighbors. This survival-of-the-flattest effect is
illustrated in Fig. 1.

1.2 Fitness Landscapes

Studies of viral evolution are intrinsically linked to the studies of viral fitness
landscapes. Wright (1932) defined a fitness landscape as the association of a
positive real value, namely the replicative capacity, to each haplotype. More gen-
erally, viral fitness landscapes can be described as a function of the virus, the host,
and their interactions. Fitness landscapes determine the course of evolution and are
of interest in clinical practice, as they determine the evolution of drug resistance and
hence clinical outcomes (Beerenwinkel et al. 2013). Selection acts on a population
when haplotypes in the population differ in their fitness. Currently, little is known
about intra-patient in vivo fitness landscapes, as fitness landscapes are a function of
the host environment. Imitating such conditions in vitro in order to measure in vivo
fitness landscapes is practically impossible.

We consider a binary genome consisting of L loci, where the allele at the ith
locus is denoted by xi 2 f0; 1g. Each locus harbors either a wild-type 0 or mutant

sequence space

fi

Low mutation rate 

sequence space

fi

High mutation rate

Fig. 1 Schematic representation of two different fitness landscapes on a continuous sequence
space. In regimes with low mutations rates as depicted on the left, haplotypes with fitness
landscapes possessing higher peaks will outcompete populations of haplotypes with fitness
landscapes with lower maximum peaks, resembling the classical Darwinian survival-of-the-fittest
effect. Under high mutation rates, however, the situation changes as illustrated on the right. Fitness
landscapes where haplotypes possess more uniform fitness rates albeit lower than the maximum of
other fitness landscapes can outcompete quasispecies with haplotypes possessing higher maximum
fitness. This is due to improved coupling in the more uniform case, where newly produced
haplotypes are less likely to be nonviable and participate in the growth of the population. [Adapted
from Sanjuán et al. (2007)]
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allele 1. A fitness landscape on this genotype space is a mapping f : f0; 1gL ! Rþ,
assigning to each genotype its growth rate. In the quasispecies Eq. (1), these growth
rates are the fitness parameters fi; i 2 f1; . . .;mg. For mathematical convenience,
we prefer to write the fitness landscape as f ¼ expðwÞ. The properties of the fitness
landscape are equally captured by the log-fitness landscape w : f0; 1gL ! R, which
can be decomposed as:

wðx1; . . .; xLÞ ¼ bwt þ
XL
i¼1

bixi þ
XL�1

i¼1

XL
j¼iþ1

bijxixj

þ
XL�2

i¼1

XL�1

j¼iþ1

XL
k¼jþ1

bijkxixjxk þ � � �
ð2Þ

where bwt denotes the wild-type fitness, bi denotes the additive effects of the mutant
alleles xi, and bij is the pairwise effects of mutant alleles xi and xj acting in concert.
Higher order nonlinear effects are denoted by terms involving more than two
indices.

The higher order nonlinear effects contributing to fitness by the specific
co-occurrence of two alleles at different loci are termed epistasis, an important
feature of fitness landscapes (Wolf et al. 2000). The synergistic epistatic effect is,
for instance, important in active sites of most enzymes, where only the simulta-
neous combination of specific alleles yields a functional molecule. Similarly,
compensatory mutations in drug escape variants exist due to (positive) epistatic
contributions to overall fitness (Fig. 2). In HIV, pairwise epistasis has been shown
to be an important part of the fitness landscapes inferred from in vitro data (Hinkley
et al. 2011). Beerenwinkel et al. (2007) have analyzed the combinatorial geometry
of fitness landscapes. In HIV, they found evidence for both positive and negative
pairwise epistasis depending on the genetic background, and they inferred the shape
of a bi-allelic three-locus fitness landscape.

1.3 Next-Generation Sequencing

NGS is an umbrella term for a collection of technologies to infer the composition of
DNA or RNA molecules in a highly parallel fashion. Previously, characterization of
viral populations required cumbersome and laborious serial dilution assays with
follow-up capillary sequencing. Nowadays, NGS provides more efficient ways of
determining the genetic composition of an intra-host viral population.

In order to determine the genetic composition of a sample, all NGS technologies
require fragmenting large DNA molecules into smaller fragments. A unifying
feature of current NGS technologies is the massively parallel detection of these
fragments. Historically, 454 was the first company to bring NGS to the market. The
pyrosequencing technology championed by 454 has first been applied to HIV-1 by
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Wang et al. (2007), where the authors showed that NGS is capable of detection
variants at far lower frequencies than with traditional Sanger sequencing.

NGS technologies can be divided into two classes. The first class can analyze a
massive amount of fragments albeit of smaller size. This class is mainly driven by
the technologies of Illumina and formerly 454. The second class has been pioneered
by Pacific Biosciences and targets much longer but fewer reads. Both platforms
have different strengths and see different practical applications. Ultra-deep sampling
of populations is routinely performed with Illumina, while long haplotype phasing
is performed with Pacific Biosciences.

Illumina performs sequencing by employing nucleotides with different fluores-
cent tags. For a prepared sequence, in every sequencing cycle, a mix of these
fluorescent labeled nucleotides is added to the immobilized DNA sequence tem-
plate container, where one nucleotide is incorporated per cycle. The fluorescence
allows for detecting the incorporated base with a sensitive photodetector. Repeated
wash-cycles with the reagents will deliver a series of colors captured and allow for
inferring the DNA sequences in a massively parallel fashion. Pacific Biosciences
also uses fluorescent nucleotides, yet uses circularized template DNA which is
continuously duplicated by a modified polymerase. With this rolling-circle ampli-
fication, the template DNA is effectively transcribed multiple times.

Fig. 2 Schematic of a bi-allelic two-locus fitness landscape. On the left-hand side is the depiction
of a viral fitness landscape in a treatment-naive patient, where mutants only decrease the overall
fitness with respect to the wild type and no epistasis is present. Under treatment, the fitness
landscape drastically changes as shown on the right, where the wild-type haplotype 00 is the least
fit. Here, x1 represents the locus which confers resistance to the drug when mutated. Notice that the
additive effect of mutant allele x2 ¼ 1 is b2 ¼ 0. By itself the second mutant allele does not add to
overall fitness, but in concert with the drug resistance allele, it contributes a factor of b12 to
restoring fitness to near pre-treatment levels. Thus, the second mutant allele represents an epistatic
compensatory mutation
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Today, Illumina is the market leader and boasts a mature sequencing platform
with a very high depth of coverage. It is the preferred sequencing platform not only
for ultra-deep sequencing of low-frequent variants, but also because its error profile
is well studied (Minoche et al. 2011). Pacific Biosciences is a newcomer, and its
long-read technology allows for phasing of single-nucleotide variants (SNVs) due
to its ability to capture long-range co-occurrences of SNVs, as shown for instance in
HIV-1 (Di Giallonardo et al. 2014). Pacific Biosciences is known to have a high
error rate, particularly prone to insertion–deletion (indel) errors. When dealing with
viral populations that experience a high-level of biological indels, Pacific
Biosciences’ single-molecule, real-time technology will likely fail to detect
low-frequent indel variants. On the other hand, Illumina’s paired-end technology
requires a delicate fragmentation of the biological material to yield a sample that
has a mean average fragment length such that larger genomic regions can be
properly phased. In practice, there is always a trade-off between depth of coverage
and the average length of the reads (Zagordi et al. 2012).

2 Methods for Determining Quasispecies Composition

In order to determine the quasispecies population structure, a number of experi-
mental and statistical methods have been devised. NGS data are marred with
amplification and sequencing errors such that the raw data cannot be trusted at face
value. Additionally, even with perfect error-free data, conclusions on long haplo-
types could generally not be drawn easily, as NGS reads are very small in com-
parison with even the smallest viral genomes. In this section, we will summarize
different methods for correcting the inherent technical errors and for phasing
long-range haplotypes.

2.1 Experimental Approaches to Haplotype Inference

Determining the genetic composition of an intra-host quasispecies population can
be performed at various levels: SNVs may be of interest, for example, to determine
resistance to drugs that only require single amino acid substitutions. The next level
of inference is concerned with determining the genetic composition of a genomic
region of size on the order of the average read length. This might be of interest in
determining resistance patterns that require more than one neighboring mutant
allele. Finally, global inference deals with determining the population structure of a
genomic region that is larger than the average read length.

Sample preparation protocols for NGS can be divided into two categories:
Shotgun sequencing massively amplifies all viral genomes in the sample and
fragments these for later sequencing. The second approach, termed targeted or
amplicon sequencing, takes a more localized approach and designs PCR primers
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such that only a small region, the amplicon, is amplified. In practice, mostly tar-
geted sequencing is employed nowadays, due to the numerous difficulties
encountered with the amplification required for shotgun sequencing.

2.2 Error Correction of Reads

While NGS allows for an unprecedented detailed picture of viral populations, due to
the involved massive concurrent biochemical reactions, it has higher error rates than
Sanger sequencing. As a result, NGS raw data cannot be used for making reliable
inference of the viral quasispecies as it would vastly overestimate genetic diversity.
Experimental as well as statistical methods have been developed to address this
issue. Current experimental methods for error correction of reads are limited to
correcting for base miscalls and indels, and they cannot determine the composition
of genomic regions that are larger than the read length. For this purpose, combined
error correction and phasing approaches with a statistical model is required and
discussed in the next section; we will focus on experimental methods in this section.

An innovative approach to correcting for errors introduced in thePCRamplification
of viral genomic material includes the use of primer identifiers (IDs). Jabara et al.
(2011) have developed the Primer ID method, where each RNAmolecule is tagged in
the reverse transcription step with a primer that contains a random k-mer, termed
the primer ID. If the diversity of the primer ID k-mers is substantially larger than the
number of RNA molecules, a unique tagging of k-mers is guaranteed in practice. The
usual downstream protocol of amplification of the cDNA with PCR and NGS
sequencing is then performed. In the data analysis, assuming primer ID diversity
requirements is met, all sequences with the same primer ID originate from the same
reverse transcribed cDNA, andhence, all errors between such sequences are purely due
to PCR orNGS errors. For correcting errors, simply calling the consensus sequence by
majority vote for bases at each position is all that is required. A drawback of this
method is its stringent requirement on practically unique primer IDs, without which
collisions reduce its usability (Sheward et al. 2012). For instance, tagging 40,000RNA
sequences with random 10-mers will produce cDNAwith a 1.9% collision frequency.

Another method with the potential of error rates orders of magnitude below that
of current sequencing technologies has been proposed by Lou et al. (2013). The
circle sequencing protocol CirSeq the authors have developed circularizes
single-stranded RNA and performs a rolling-circle reverse transcription, where the
reverse transcriptase creates one single DNA molecule with multiple tandem copies
of the original circular RNA. After sequencing, errors in the tandem copies within
one read can be corrected as before by simply calling the consensus sequence. One
advantage of the CirSeq approach lies in its ability to correct for reverse tran-
scription errors, as RT errors show up in the pileup of the tandem copies of one
original circular RNA. The previous PrimerID method only tags sample RNAs after
reverse transcription and cannot correct for RT errors. While possessing the ability
to greatly reduce the error rate, there exists an inherent trade-off with tandem length:
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Given the inherent maximum read length limitation, every additional tandem copy
in the read will lead to shorter tandem repeats, hence decreasing the effective read
length. Another drawback of this method lies in its requirement of large amounts of
sample DNA material. Due to the inefficient circularization step, a large fraction of
the input sample material will not be reverse transcribed.

2.3 Viral Haplotype Assembly

While the previous experimental approaches require only simple data processing,
they cannot give insights into the structure of genomic regions larger than the
(effective) read length. In this case, computational approaches employing more
sophisticated statistical methods are required. Roughly speaking, most computa-
tional approaches can be divided into two classes of methods, namely graph-based
and probabilistic approaches. In addition, most tools have two phases of operation.
The first phase is concerned with local (often SNV-level) error correction, where
spurious, likely erroneous, low-frequency bases are removed with the help of some
statistical model. In the second phase, supposedly correct reads are assembled into
larger contiguous genomic regions with the help of phasing information (Fig. 3).

For (local) error correction, most computational methods resort to either (non-
parametric) clustering algorithms or HMMs. ShoRAH by Zagordi et al. (2011) and
PredictHaplo by Prabhakaran et al. (2014) employ a Bayesian clustering approach,
where the (unknown) cluster centers represent true biological haplotypes and all
deviations from the cluster centers are due to technical errors. A significant problem
in such inference is determining the number of actual haplotypes present.

error

NGS

observed reads

haplotype inference

haplotypes
in sample

Fig. 3 Schematic overview of the steps involved in haplotype inference from NGS data. Starting
with the original haplotypes in a patient sample on the left, viral RNA requires a multitude of steps
of preparation that fragment and amplify the resulting cDNA to concentrations required for
sequencing. In the process, the fragmented DNA includes errors from reverse transcription of
RNA, PCR amplification, and sequencing errors, depicted in the middle. Ultimately though, the
data present in the form of the observed reads on the right, where the number of haplotypes and the
haplotype of origin of a read are not observable. The goal of haplotype inference lies in
reconstructing the original haplotypes in the sample from these error-prone reads on the right
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The Dirichlet process mixture is a nonparametric Bayesian approach that adapts to
the amount of data and finds the optimum number of explanatory haplotypes due to
its intrinsic regularization that strikes a balance between overfitting and underes-
timating viral diversity. In practice, a Gibbs sampler is employed to infer the
posterior distribution of haplotypes and their frequencies.

QuRe by Prosperi and Salemi (2012) assumes a Poisson distribution of errors
and uses this to remove SNVs that are likely to be errors. Importantly, in order to
account for nonuniform technical error rates, QuRe assumes different Poisson
distributions for homopolymeric stretches of DNA, which are known to have higher
technical error rates, particularly for 454 data. Locally, the population structure is
then modeled as a sample from a multinomial distribution.

After having corrected for errors, all of the aforementioned methods require an
additional step to increase the analyzed region. PredictHaplo expands its region by
constraining the emerging haplotypes to fulfill all window-wise local constraints.
Most approaches to global inference have been inspired by ideas from graph theory.
In order to phase large haplotypes, ShoRAH solves a minimal path cover problem to
determine the minimum number of global haplotypes that explain the
(error-corrected) reads. Another method for global inference, ViSpA by Astrovskaya
et al. (2011), uses network flows on a transitively reduced read graph to infer the
global haplotypes.

QuasiRecomb by Töpfer et al. (2013) approaches the inference problem from a
different angle by employing a hidden Markov model (HMM). To this end, it
models the reads as arising from recombinations of a select number of idealized
“master” sequences and a locus-specific error process. Instead of using a Gibbs
sampler as is common in the clustering approaches, QuasiRecomb learns its model
parameters with an EM algorithm on a regularized likelihood function and provides
a sample of the haplotype distribution encoded by the estimated model. By
explicitly taking recombination into account, QuasiRecomb can infer population
structures subject to recombination where the clustering approaches tend to disre-
gard many haplotypes due to the inherent regularization. In addition, QuasiRecomb
does away with the distinction of error correction and global assembly and performs
all inference in one phase. Other clustering methods do not integrate paired-end
information as naturally into their probabilistic formulation as QuasiRecomb.

An approach different from clustering approaches that employs methods from
graph theory can be found in HaploClique by Töpfer et al. (2014) that also naturally
integrates paired-end data. HaploClique builds a graph, where the nodes represent
the reads and edges are drawn between reads when they are determined signifi-
cantly similar by a suitable distance metric. In order to assess whether reads are
significantly similar, the Phred scores are used to calculate the probability of pairs
of sequences having arisen just by technical errors from one haplotype. To deter-
mine haplotypes, a max-clique enumeration algorithm is used, where haplotypes are
represented by the maximal cliques, i.e., cliques that cannot be extended further.
HaploClique’s advantages includes its robustness to indel errors, making it par-
ticularly useful in light of Pacific Biosciences’ error profile, and its sensitivity for
large genomic deletions, which remain hard to detect with probabilistic methods.
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3 Methods for Estimating Viral Fitness

Historically, the genetic constellation of virus populations has been analyzed with
laborious in vitro assays, such as limiting dilution assays followed by Sanger
sequencing of the picked clones. NGS allows for gaining new insights into viral
quasispecies by combining highly informative data with the wealth of knowledge
developed in the field of population genetics and theoretical biology. In this section,
we detail some of the approaches used to analyze quasispecies with the aid of deep
sequencing data.

3.1 Selective Sweeps After Recent Population Bottlenecks
in Viral Populations

During evolution, when new mutant alleles arise by mutation that have a high
selective advantage over the wild-type allele, selective sweeps can occur. A selective
sweep is characterized by the extinction of the wild-type allele and the fixation of the
new mutant allele. The process, wherein neutral mutations occur on the sweeping
haplotype and are amplified along, is referred to as genetic hitchhiking.

We consider a fitness landscape (2) with L loci, where only b1 [ 0 and bi;ð�Þ ¼ 0
for all 1\i� L and bwt ¼ 0. For small values of b1, the fitness landscape can be
written as f ðx1Þ ¼ expðb1 � x1Þ � 1þ s � x1. Here s denotes the selection coefficient
of the mutant allele at locus 1 under selective pressure. Messer and Neher (2012)
have developed an estimator for s by deriving the frequency of hitchhiking variants
of the adaptive allele as a function of the rank of the abundance. The model makes
the infinite-sites assumption, where mutations will never occur more than once at
the same locus. Once a newly seeded advantageous haplotype passes a critical
threshold of ð2NsÞ�1, where N denotes population size, selection trumps genetic
drift and the haplotype will effectively grow in a deterministic, logistic fashion as
xðtÞ ¼ est= est þ 2Nsð Þ. From this initial advantageous haplotype, selectively neutral
mutants arise in an inhomogeneous Poisson process. The abundance of haplotypes
is shown to follow a power-law distribution of the form

ni
n0

� u
is

� �1�u=s
� u

is
ð3Þ

where ni denotes the absolute count of haplotype with rank i, and u denotes the
genome-wide mutation rate per generation. The second approximation comes from
the fact that selection is assumed to be much stronger than the mutation rate s� u.
This power-law dependency of haplotype frequency on rank is contrary to an
exponential law that is expected from selectively neutral haplotypes. Plotting the
rank-frequency spectrum on a log-log scale allows for determining whether a
certain genomic region has recently experienced a selective sweep. Such data can
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only be obtained by NGS, as a considerable number of haplotypes down to
low-frequent variants need to be captured. Given an estimate for the mutation rate,
the selection coefficient s can be estimated from the slope of this power-law
abundance profile using (3) (Fig. 4).

In developing their model, Messer and Neher (2012) have been able to infer
the selection coefficient in early HIV evolution purely from the rank-frequency
spectrum of the viral quasispecies. This inference method does not require the use
of time series data, which is rare in clinical practice. The estimated selection
coefficient was close to estimates from validation time series data. As a second
example, the selection coefficient of an 120 bp RT locus was estimated to be
s � 0:07 which is indicative of moderate to strong selection.

The developed method is different from classical methods of estimating the
strength of a selective sweep, which rely on the diversity signature around a can-
didate locus. In estimating the selective strength, such classical methods only take
into account diversity introduced by recombination breaking up linkage with
increasing distance from the locus under study. Thus, the (observed) rate of
recombination strongly determines the variance of the selection estimate of classical
methods. In the novel method by Messer and Neher (2012), the power-law nature of

Fig. 4 Illustration of the Messer and Neher (2012) inference procedure for the selective advantage
S of a mutant allele after a selective sweep. Shown on the left at the top is the sweeping haplotype
which was produced by mutation from the wild-type haplotype at the bottom. The adaptive allele is
depicted in red, whereas selectively neutral mutant alleles originating from the sweeping haplotype
are depicted in different colors. Here, n0 represents the counts in the population of the sweeping
haplotype on which the initially adaptive mutation occurred, and ni denotes the counts of the ith
seeded haplotype. The ratio ni=n0 denotes the abundance of the ith seeded haplotype with respect
to the sweeping haplotype. Messer and Neher (2012) have shown that under strong selection, the
rank-frequency spectrum when plotted on a log-log scale as shown on the right follows a power
law where the y-intercept is � u=s. Given an estimate of the mutation rate u by other means, the
selection coefficient s can be estimated
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the rank-frequency spectrum arises as an exponential growth process mediated by
selection coupled to a random mutational attachment process. The resulting pref-
erential attachment of mutations to the sweeping haplotype produces a rich hap-
lotype spectrum of newly seeded mutants. Data required for determining the
haplotype spectrum to such depth that sampling variance becomes minimal can
only be obtained by ultra-deep sequencing.

3.2 Determining Marginal Fitness Effects
by Next-Generation Sequencing

Measuring whole-genome fitness landscapes is practically impossible due to the
exponentially in L growing number of parameters. Instead of determining all
parameters of the whole-fitness landscape wðx1; . . .; xLÞ, a more tractable approach
to inference of fitness landscapes restricts itself? to the marginal effects. To illustrate
how marginal effects are derived from the full 2L fitness effects, we consider the
bi-allelic two-locus genome and its log-fitness landscape w : f0; 1g2 ! R

wðx1; x2Þ ¼ bwt þ b1x1 þ b2x2 þ b12x1x2

Given an (infinite) population of haplotypes, we assume the marginal background
probability or frequency of a mutant allele at locus 2 to be denoted by Pðx2 ¼ 1Þ,
then the marginal fitness of x1 is as follows:

wðx1Þ ¼
X

i2f0;1g
Pðx2 ¼ iÞ � wðx1; iÞ

Writing out this sum with additional algebraic manipulation yields

wðx1Þ ¼ b0wt þ b01x1

where the marginal effects are b0wt ¼ bwt þ qb2, b
0
1 ¼ b1 þ qb12, and Pðx2 ¼ 1Þ ¼

q (Fig. 5). Generalizing to L loci, they only number linearly in L, drastically
reducing the dimensionality of the parameter space from previously 2L. This pro-
vides a route to determining properties of fitness landscapes without attempting to
infer all parameters of the landscape at once.

Acevedo et al. (2014) have shown that NGS can be used to estimate marginal
fitness effects at each locus of the polio genome. To this end, they employ the
CirSeq protocol by Lou et al. (2013) for error correction, where the reverse
transcriptase produces a cDNA with tandem copies of the same RNA in order to
remove technical errors in downstream analysis. In order to estimate position-wise
fitness, they subject the viral quasispecies to seven serial passages in a cell line.
A sample of the viral population is taken after every passage and the cDNA library
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prepared according to the CirSeq protocol. Finally, the sample is sequenced in an
ultra-deep fashion to infer the viral allele frequency spectrum.

In order to devise a simple model that can be used for estimating marginal fitness
effects, a variant of quasispecies theory formulated for finite populations can be
employed. Let At and at denote the counts of the wild-type, respectively, mutant
allele at some position in the genome of the viral population after cell passage
t 2 N. Furthermore, we assume the population size to be large and approximately
constant. In order to determine the probability of the evolved population in the next
passage, we calculate the probability w atþ1jAt; atð Þ of the allele atþ1 in the next
generation (Musso 2012)

w atþ1jAt; atð Þ ¼ f 0a � qaa � at þ f 0A � qAa � At

f 0a � at þ f 0A � At
ð4Þ

Fig. 5 Schematic of the same two-allelic two-locus fitness landscape as on the right-hand side of
Fig. 2. Given some background frequency q of the mutant allele x2, the fitness landscape as a
function of just x1 implicitly depends on the frequency of the other allele. The marginal additive
effect b01 depends on the strength of the epistatic effect and the additive effect. Given an estimate of
the marginal effect b01, the additive effect b1 and the epistatic effect b12 cannot be determined
uniquely. Here, the gray vertical plane is the fitness landscape as a function of x1 given q
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where qij denotes the probability of i mutating to j upon replication, and f 0A; f
0
a 2 Rþ

denote the marginal reproductive fitnesses. Given that most mutants will be rare, we
make the assumption At � at, such that f 0a � at þ f 0A � At � f 0A � At. Further assuming
the degradation of the mutant allele by mutation to be negligible, i.e., qaa � 1 and
assuming the mutation rate qAa ¼ l to be the same for all loci, we obtain

w atþ1jAt; atð Þ � at
At

� f
0
a

f 0A
þ l ð5Þ

The expected fraction of mutants in the next generation, E atþ1
Atþ1

h i
; isw atþ1jAt; atð Þ

and hence substituting for f 0A and f 0a

E
atþ1

Atþ1

� �
� at

At
� eb01 þ l ð6Þ

The recursive relation in (6) resembles an autoregressive model. Acevedo et al.
(2014) have used this formulation in a maximum-likelihood setting with a Poisson
distributed number of mutant alleles between generations to estimate the ratio of

marginal fitnesses f 0a
�
f 0A ¼ e

b0
1 . The counts at and At after each transfection gener-

ation t were determined by ultra-deep sequencing. With their derived estimators, the
authors could show that 2 % of synonymous mutations were marginally highly
beneficial and 10 % lethal.

3.3 Fitness Estimation from Equilibrium Quasispecies
Distribution

As the simplest model of viral evolution that captures the effects of selection and
mutation, quasispecies theory lends itself as a simple evolutionary model to capture
the change of an intra-host virus population. In the aforementioned sections, it has
been shown how some properties of the fitness landscape can be inferred. If we are
willing to make stronger assumptions, the entire fitness landscape can be inferred.
In order for cross-sectional data to be useful in such an estimation scheme, we show
that a number of reasonable assumptions need to hold or approximately hold.

While quasispecies theory has seen little experimental evidence supporting it
beside circumstantial evidence of the existence of an error threshold, most exper-
iments have not contradicted its postulates. One of the general conclusions of
quasispecies theory is convergence of the viral population to a mutation–selection
equilibrium, which is determined by the timescale of the evolutionary process.
Importantly, the timescale depends on the mean replication time of the virus. If the
timescale of replication is much smaller than the time span since infection, quasi-
species theory predicts a population equilibrium, the quasispecies, where the
average fitness of the population is maximized.

194 D. Seifert and N. Beerenwinkel



In one of the earliest studies of equilibrium, Domingo et al. (1978) analyzed the
quasispecies spectrum of a multiply passaged Qβ-phage population, starting with
different initial clones. After 10–20 cell passages, the diversified phage population
showed the same polyacrylamide gel pattern as the wild-type population, lending
credence to the existence of a dynamic equilibrium. In the same vein, Steinhauer
et al. (1989) have shown a dynamic equilibrium of vesicular stomatitis virus when
passaged multiply. The quasispecies concept has been extended to bacteria, where
Covacci and Rappuoli (1998) have shown a supposed dynamic equilibrium in
chronic Helicobacter pylori infections. Finally, Herrmann et al. (2003) have dem-
onstrated how chronic hepatitis C infection exists as a dynamic equilibrium of viral
production and degradation.

3.3.1 The Quasispecies Equation and Mutation–Selection Equilibrium

Seifert et al. (2015) have devised a model based on the equilibrium quasispecies
population. The quasispecies Eq. (1) assumes the limit of an infinitely large pop-
ulation size, a regime in which genetic drift is negligible. The mutation matrix
Q ¼ qij

� �
is determined by the mutation rate l of the reverse transcriptase

qij ¼ ldði; jÞ � 1� lð ÞL�dði; jÞ ð7Þ

where dði; jÞ denotes the Hamming distance of haplotype i to haplotype j, i.e., the
number of loci at which i and j differ. As dði; jÞ ¼ dðj; iÞ, the mutation matrix Q is
symmetric. For practical purposes, we assume the mutation rate l to be known, as
the mutation matrix Q and the fitness landscape are jointly nonidentifiable (Falugi
and Giarré 2009). Rewriting the quasispecies Eq. (1) in matrix notation

d
dt
pðtÞ ¼ QTdiag fð ÞpðtÞ � / pðtÞ; fð ÞpðtÞ ð8Þ

where f is the fitness landscape, and / pðtÞ; fð Þ ¼ Pm
j¼1 pjðtÞ fj denotes the average

fitness of the population. In the limit as t ! 1, the population approaches its single
global equilibrium distribution, which is independent of the initial population. In

order to determine the equilibrium distribution, we set ddt pðtÞ ¼ 0 to obtain

/p ¼ QTdiag fð Þp ð9Þ

The matrix Q is a positive matrix, and as such, the Perron–Frobenius theorem
guarantees the existence of a unique global equilibrium distribution as the eigen-
vector p corresponding to the largest eigenvalue /.

An important property of the quasispecies equation is that no haplotype can go
extinct, due to the constant mutational flux between haplotypes. On the other hand,
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the frequency also has an upper bound which is determined in part by the repli-
cation fidelity. Thus, p can be constrained further to lie within a subset
Qm�1

$Dm�1, the quasispecies space, that is, the set of all equilibrium distributions
that can arise from the quasispecies equation in equilibrium for some fitness
landscape f 2 R

m
þ.

Given a fitness landscape f , we can now ask the inverse question, namely which
fitness landscape has led to some particular quasispecies p? We find

f 2 ker QTdiag pð Þ � ppT
� � ð10Þ

Thus, given an equilibrium distribution, the fitness landscape is scale invariant. This
inherently unknowable scale is the timescale of the evolutionary trajectory which
determines the convergence of the population to its mutation–selection equilibrium.
We can hence only make statements about relative but not absolute fitness from
equilibrium data.

With the previously highlighted possibility of a dynamic equilibrium, we assume
the timescale of evolution to be smaller than the time span under observation, for
which the population will then be close to its equilibrium distribution. In order to be
able to determine (relative) fitness values from frequencies, we make assumptions
on the timescale by fixing / ¼ 1. With this, (9) simplifies to

f ¼ diag pð Þ�1Q�Tp ð11Þ

By introducing the eigenvalue constraint / ¼ 1, we effectively reduce full fitness
space R

m
þ by one degree of freedom to the nonlinear space Fm�1 ¼ ff 2 R

m
þ :

/ ¼ p � f ¼ 1g, which we refer to as fitness space.
As most haplotype sets inferred from NGS data will not show the complete

picture due to incomplete sampling of all haplotypes in practice, a number of
unobserved haplotypes need to be included. Haplotypes are included such that the
graph of haplotypes forms one connected component, where edges between hap-
lotypes are drawn if their Hamming distance is equal to one. In order for Q to still
be a transition matrix, we calculate its off-diagonal elements as in (7) and simply set
its diagonal entries to qii ¼ 1�P

j2f1;...;ngnfig qij. This retains the desirable sym-
metric property of a stochastic matrix.

3.3.2 Bayesian Inference of Fitness Landscapes

NGS data yield a sample X 2 N
n of counts for all n haplotypes with a total of

N ¼ Pn
i¼1 Xi reads, where Xi denotes the count of reads representing haplotype i in

the sample. In order to estimate p, a multinomial likelihood MultðXjp;NÞ for the
finite NGS sample is employed. This likelihood implicitly depends on the fitness
landscape f through the relation (11).
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The problem of estimating the fitness landscape f is solved in a Bayesian fashion.
Given that most higher order coefficients in (2) will be zero, realistic fitness
landscapes will always include a degree of correlation between fitnesses of closely
related haplotypes. In order to make inference more amenable to Markov Chain
Monte Carlo methods, a transformation t : Rn�1 ! F n�1 is introduced. Working
on the full Euclidean space allows for a rich set of proposal distributions that can
capture the aforementioned correlation inherent in practical fitness landscapes.

With a multivariate Gaussian distribution as a proposal on the Euclidean space
R

n�1, the correlation of the fitness landscapes is automatically learned by
employing a highly parallelizable globally adaptive MCMC scheme called differ-
ential evolution (DE) MCMC. This scheme, in nature similar to parallel tempering
in physics, estimates the posterior distribution of fitnesses by taking the difference
between random members of the currently active candidates. This difference cap-
tures the covariance of the target distribution well (Fig. 6). The DE MCMC scheme
is of the Metropolis variant, due to the inherent symmetry of choosing the other two
proposal members without replacement, and thus, the acceptance probability only
depends on the functional form of the posterior distribution

log p yjXð Þ ¼ log d yð Þ þ
Xn
i¼1

Xi log pi þ const: y 2 R
n�1 ð12Þ

yi

y′
i

yR1

yR2

Fig. 6 Depicted here is an idealized correlated Gaussian in R
2 where the ellipses represent the

contours of the distribution. In DE MCMC, the sampler is run with some population of candidate
realizations, represented by the dots, that capture the current state of the Markov chain. In each
generation, the algorithm cycles through all members of the population yi and generates a new
proposal sample y0i by taking the difference of two other members of the current population yR1 and
yR2 and adding it to the current sample yi. The difference yR2 � yR1 depicted by the arrow y0i
optimally captures the direction of the ellipses and thus allows for inference of correlated target
distributions where the covariance structure is initially unknown. The dashed arrow indicates the
symmetry of this Metropolis-type scheme, as the probability of having generated the difference
yR2 � yR1 is equal to the probability of having picked yR1 � yR2
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where log d yð Þ captures the nonlinear transformation of probability densities from
F n�1 to R

n�1.
Once the posterior has been determined, a number of properties of the fitness

landscape can be assessed. The fitness landscape (2) can be written in matrix form
as follows:

log f ¼ w ¼ A � b ð13Þ

where the logarithm is applied component-wise to f and the matrix A encodes the
decomposition (2) of the log-fitness landscape. For example, for the standard
bi-allelic two-locus genome A = f0,1g and L = 2, we have

w00

w10

w01

w11

0
BB@

1
CCA ¼

bwt
bwt þb1
bwt þb2
bwt þb1 þb2 þb12

0
BB@

1
CCA ¼

1 0 0 0
1 1 0 0
1 0 1 0
1 1 1 1

0
BB@

1
CCA �

bwt
b1
b2
b12

0
BB@

1
CCA ð14Þ

Inverting the relationship (13) allows for determining whether each of these
effects is credible. A significant benefit of this method is that it can go beyond
marginal effects as in Acevedo et al. (2014) and elucidate the structure of interaction
effects. In this example, b12 denotes the interaction effect between the two loci. This
is a feature that normally requires extensive testing for linkage disequilibrium,
whereas the illustrated model can address this statistical question on the basis of the
quasispecies model and NGS data.

4 Conclusions

With NGS the study of fitness landscapes has been significantly advanced due to the
ease of tracking populations and inferring parameters from such evolutionary
dynamics. On a whole-genome scale, inference of marginal fitness effects of viral
quasispecies seems possible and provides a first handle for disentangling observed
fitness differences to yield a clearer picture of the underlying fitness landscape (2).

In many cases, cell passage experiments cannot be conducted to assess the
evolutionary dynamics of viruses. In most clinical settings, time series data cannot
be collected for a number of practical, biological, or ethical reasons. In such cases,
the rank-frequency spectrum contains the selective advantage of an adaptive allele.
From a single cross-sectional experiment, insights can be gained into the strength of
selection. Finally, when the population is believed to be in sufficient mutation–
selection equilibrium, the quasispecies model provides a way to infer the complete
fitness landscape from cross-sectional data.
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Getting to Know Viral Evolutionary
Strategies: Towards the Next Generation
of Quasispecies Models

Susanna Manrubia and Ester Lázaro

Abstract Viral populations are formed by complex ensembles of genomes with
broad phenotypic diversity. The adaptive strategies deployed by these ensembles
are multiple and often cannot be predicted a priori. Our understanding of viral
dynamics is mostly based on two kinds of empirical approaches: one directed
towards characterizing molecular changes underlying fitness changes and another
focused on population-level responses. Simultaneously, theoretical efforts are
directed towards developing a formal picture of viral evolution by means of more
realistic fitness landscapes and reliable population dynamics models. New tech-
nologies, chiefly the use of next-generation sequencing and related tools, are
opening avenues connecting the molecular and the population levels. In the near
future, we hope to be witnesses of an integration of these still decoupled approa-
ches, leading into more accurate and realistic quasispecies models able to capture
robust generalities and endowed with a satisfactory predictive power.
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1 Introduction

Our intuition on the origin and mechanisms of adaptation often fails when con-
fronted with the products of evolution. We tend to depict the adaptation of popu-
lations, and the strategies that permit it, in the way an engineer would do. But
natural selection, relying on an apparently simple trial-and-error principle, prospers
through the deployment of a large number of unforeseeable solutions for the sur-
vival of organisms. Viruses, in their quality of fast evolving entities, count among
the most creative adapters on Earth. And they are as well excellent examples of how
our educated guesses do not succeed at predicting the outcome of evolutionary
experiments or the strategies used in adaptation.

Very often, we resort to three features of viruses that underlie their enormous
plasticity (large population numbers, high mutation rates—especially in RNA
viruses—and short generation time) to “explain” their adaptive success. But these
are just the very plain ingredients of the receipt. Viral populations are diverse not
only because they contain a variety of self-sustained genotypes, but especially
because several different phenotypes might coexist in the same quasispecies. In this
sense, the idea of a fittest genome (often known as the “master sequence”), and of
its preeminence above all other mutants, loses meaning. Perhaps concepts borrowed
from ecology, where organisms with different roles are necessary to sustain the
system in a dynamic equilibrium, would offer a better picture of the complex
relationships established among the genomes that integrate a single viral popula-
tion. In the context of a viral ecology, it would be easier to integrate cheaters,
defectors or altruistic cooperators as different phenotypes that simultaneously thrive
in quasispecies. Understanding the strengths of a heterogeneous ensemble of
mutants is a step forward towards understanding the diversity of strategies that
viruses might use to ensure their survival.

There are abundant examples of viral adaptation that challenge classical theories
and a priori expectations of viral behaviour. Let us illustrate this statement with
three examples. Our first example regards the origin of fitness gain in bipartite
viruses. Multipartite viruses have fragmented genomes encapsidated in different
particles and represent about 50 % of all viruses infecting plants (Hull 2013). To
complete an infection cycle, at least one representative of each of the fragments
must be present inside the cell, a condition that usually requires a very high mul-
tiplicity of infection (MOI). The success of multipartite viruses in front of
non-fragmented counterparts requires that the cost of high MOI be compensated by
an advantage originating from the fragmentation and separated encapsidation of the
genome. Classical theories suggested that an increase either in the speed of repli-
cation or in higher copying fidelity due to shortened genomes might compensate for
the disadvantage of mandatory coinfection (Nee 1987; Chao 1991). However, a
series of experiments where a complete, wild-type genome of foot-and-mouth
disease virus (FMDV) was displaced at high MOI by a cognate, bipartite form
evolved in vitro (García-Arriaza et al. 2004) failed to detect any of those putative
advantages. After several years of efforts, the advantageous mechanism could be
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eventually identified. Viral particles in the bipartite form of FMDV enjoy a higher
stability, likely due to a decreased pressure exerted in the capsid by genomes of
smaller size (Ojosnegros et al. 2011). Higher stability translates into longer average
lifetime, sufficient to displace the wild type at an MOI that permits frequent
coinfection. Subsequent studies have shown, however, that the initial transition
towards genome segmentation was favoured by the accumulation of mutations
during the evolution of the standard genome and that those mutations conferred
higher replicative fitness to the segmented genome version than to the standard
genome (Moreno et al. 2014). The relative stability of the wild-type versus the
bipartite form is related in a specific functional manner to the MOI, setting limits to
the emergence of multipartite viruses from complete cognate wild types (Iranzo and
Manrubia 2012). Several questions on the adaptive strategies of multipartite viruses
remain open, since the mechanism leading to the fixation of bipartite forms
described in the previous studies (segment deletion followed by competition with a
non-fragmented counterpart) cannot explain the success of multipartite viruses with
more than three fragments or the recently identified imbalance in the frequencies of
genomic fragments of Alfalfa mosaic virus (Sánchez-Navarro et al. 2013) and Faba
bean necrotic stunt virus (Sicard et al. 2013).

Our second example regards a potentially lethal role played by defective viral
genomes in the population. Replication of RNA viable viral genomes steadily
generates defective mutants able to replicate through the use in trans of essential
resources provided by complementary genomes. A puzzling observation arose in an
experiment with persistent infections of lymphocytic choriomeningitis virus
(LCMV) under the action of mild doses of a mutagenic drug: while the intracellular
levels of RNA seemed unaffected by the mutagen, the ability of the virus to infect
new cells systematically declined until extinction (Grande-Pérez et al. 2005). There
were some important elements in those experiments that caused the final output.
First, a persistent infection permits the accumulation of defective, replicatively
competent forms that may lose the ability to infect, since this latter trait is not
actively selected in that scenario. Second, there is a competition within the quasi-
species for replicative resources, used by all genomes but produced only by the
“altruists” that survive. Third, since the number of genomes inside a cell is finite,
and the replicative process is by nature affected by severe fluctuations in the
numbers of defectors versus wild-type genomes, there is a nonzero probability that
defectors take over and, subsequently, the population goes extinct due to the
absence of basic resources (Iranzo and Manrubia 2009). In the experiment with
LCMV, the collective dynamics of the population, together with the particular
environment, is essential to determine the final outcome, which would be much
alleviated in the case of a lytic infection or if the system would be described through
a model with an infinitely large population—as assumed in many mathematical
models of viral evolution. There are other formal scenarios where intraspecific
competition might lead to potential threats to the survivability of viral populations,
e.g. when there is a limitation in the number of susceptible cells for infection, which
may cause decreases in diversity (Aguirre and Manrubia 2008) and eventually the
extinction of the population if resistant cells appear (Cuesta et al. 2011). In many
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cases, the consideration of a limited number of viral particles, and even of extreme
population bottlenecks, becomes essential to our understanding of the dynamics and
fate of viral populations in many realistic situations (Lázaro et al. 2006; Manrubia
and Lázaro 2006).

Our third example has to do with how compensatory mutations act to balance the
accumulation of deleterious mutations (and thus to avoid sustained degradation) in
small populations. Muller’s ratchet theory (Muller 1964) posits that small asexual
populations must accumulate mutations in an irreversible way. Assuming that the
least mutated genomes are the fittest ones, an irreversible process of fitness loss
might be triggered by the systematic application of extreme bottlenecks. With this
proviso, an experiment was designed to force the accumulation of mutations in
FMDV with the aim of quantifying the process of extinction (Escarmís et al. 2002).
Unexpectedly, after several passages, the virus stopped losing fitness and entered a
regime with a well-defined average population size subjected to strong fluctuations
(Lázaro et al. 2003), the sustained accumulation of mutations notwithstanding. The
only explanation for this behaviour is that, contrary to expectations, not all mutations
fixed have a deleterious effect in fitness, as assumed by theory. Actually, the fraction
of compensatory, even beneficial, mutations increases as the average fitness of the
population decreases. Eventually, a balance between the size of the bottlenecks and
the degree of optimization of the population is established (Lázaro et al. 2002).

The previous examples illustrate the complex behaviour of viruses at the pop-
ulation level and the many factors that may contribute to the collective organization
and response of those populations to different selection pressures. There is, how-
ever, a number of underlying molecular mechanisms, also with unexpected effects
at the level of phenotypes, that make possible and at the same time condition
population dynamics. Most empirical efforts have been devoted to the description
and understanding of the effect of specific mutations in particular genomes, as
reviewed in the first sections of this contribution. Only a deeper understanding of
the quality and quantity of interactions between mutations, of the genotypic and
phenotypic diversity of quasispecies, of the effect of different mutational mecha-
nisms and also of the interactions between coexisting viral phenotypes can lead to a
reliable theory of viral evolution and adaptation, eventually endowed with the
ability to predict the responses of viral populations to changing environments.
A new generation of quasispecies models should emerge from the integration of
molecular information with population behaviour (Manrubia 2012).

2 The Complex Response of RNA Viruses to Increases
in the Mutation Rate

Early quasispecies theory predicted the existence of a maximum error rate—the
error threshold, compatible with the maintenance of genetic information (Eigen
1971; Biebricher and Eigen 2005). Above that threshold, the population is dis-
placed towards regions of the sequence space occupied by similar, low-fitness
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genomes. At that point, selection is no longer efficient and genetic information
cannot be maintained (Eigen 2002). The predicted value of the error threshold
depends strongly on the specific features considered, among others the length of
genomes, the roughness of the fitness landscape, the abundance of lethal mutants or
the molecular degradation rate (Saakian and Hu 2006; Saakian et al. 2006;
Takeuchi and Hogeweg 2007). Theoretical expectations motivated empirical
studies aimed at evaluating the likelihood that artificial increases in the error rate
could cause the extinction of viral populations (Eigen 2002). In vitro experiments to
test this so-called lethal mutagenesis hypothesis have achieved remarkable success
(Agudo et al. 2009; Crotty et al. 2001; Dapp et al. 2009; Grande-Pérez et al. 2002;
Holland et al. 1990; Loeb et al. 1999; Severson et al. 2003; Sierra et al. 2000),
demonstrating that viral extinction can indeed be caused by sufficiently large
increases in the mutation rate (reviewed in Perales et al. 2011b; Domingo et al.
2012). This success nonetheless, there is as yet no convincing proof that the
observed extinctions are the consequence of crossing an informational error
threshold of the kind described in Eigen’s quasispecies theory (Bull et al. 2007;
Manrubia et al. 2010; see also Chaps. 13 and 14).

In general, well-adapted viral populations propagated in constant environments
under the action of high concentration of mutagens are extinguished or reduce their
infectivity (Moreno et al. 2012; Perales et al. 2011a; Arias et al. 2013; Arribas et al.
2011). However, when the viral population is allowed to adapt to gradual increases
in mutagen concentration, variants that better resist the drug can be selected, and the
population may escape extinction (Arias et al. 2008; Arribas et al. 2011; Agudo
et al. 2010; Pfeiffer and Kirkegaard 2003). In addition to raising concerns on the
efficacy of antiviral therapies based on lethal mutagenesis (Iranzo et al. 2011;
Perales et al. 2012), these mutants have shown that the high error rates of RNA
viruses are a necessary condition for efficient adaptation to complex selective
pressures (Pfeiffer and Kirkegaard 2005; Vignuzzi et al. 2006). There could even be
circumstances in which increases in the error rate might occasionally enhance virus
performance. For instance, a study carried out with an RNA bacteriophage showed
that the lytic plaques developed from a low-fitness mutant in the presence of a
mutagenic nucleoside analogue had higher titres than those developed from the
same virus at standard error rate (Cases-González et al. 2008). Those results suggest
a positive effect of the increase of the error rate in low-fitness viruses, more prone to
experience beneficial mutations. A similar effect might be observed when muta-
genic treatments are applied in changing environments. At the first stages of an
adaptation process, there is a larger availability of beneficial mutations, again
potentially implying a beneficial action of an increased error rate. Some viruses that
replicate in alternating hosts experience higher mutation rates in one of them
(Coffey et al. 2011; Vasilakis et al. 2009), maybe responding to the need of gen-
erating a larger genetic diversity to permit adaptation. The effects of mutagens
might be confounded due to their capacity to simultaneously inhibit virus repli-
cation (Pariente et al. 2003). For example, a study carried out with VSV subjected
to a mutagenic treatment showed decreased fitness and adaptability (Lee et al.
1997), two typical outcomes of inhibited viral replication.
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Mutation rates vary across viruses and even within the same virus when growing
in different environments and are dependent on the genetic background. These
dependencies draw a complex picture where the response to additional increases in
the error rate may differ largely between populations. The estimated error rate for
RNA viruses ranges from 10−5 to 10−3 errors per nucleotide per cell infection
(Drake and Holland 1999; Gago et al. 2009; Holland et al. 1982; Sanjuán et al.
2010). The host cell may induce variations of the viral error rate depending on
factors such as nucleotide composition (Julias and Pathak 1998), presence of
mutagenic reactive oxygen species derived from the metabolism of the cell
(Seronello et al. 2011) or expression of genes such as APOBEC3 or ADAR, which
cause hypermutability in several viruses (Holtz and Mansky 2013; Harris et al.
2003). Differences in the viral mutation rates have also been observed across hosts
or cell type infected (Pita et al. 2007). Actually, lethal mutagenesis studies yield
many examples of the variety of responses elicited from RNA viruses subjected to
artificial increases in the error rate: fitness decreases and extinction (Perales et al.
2011a; Domingo et al. 2012), genomic shifts in sequence space (Perales et al.
2011c), alterations of the network of interactions within the mutant spectrum
(Grande-Pérez et al. 2005) or selection of resistant mutants (Arias et al. 2008;
Arribas et al. 2011; Agudo et al. 2010; Pfeiffer and Kirkegaard 2003; Iranzo et al.
2011). The evolutionary history of a viral population eventually determines the
region of the sequence space it occupies (its genomic diversity), a fact that affects
genetic robustness, viral plasticity and the effect of new mutations (Sanjuán et al.
2007; Graci et al. 2012).

Augmenting the error rate also disturbs current interactions within the mutant
spectrum, as shown in the case of lethal defective particles (Grande-Pérez et al.
2005; Iranzo and Manrubia 2009). The role of defective interfering genomes was
further demonstrated also in FMDV and other viruses (Perales et al. 2007). The
transition from the mainly cooperative interactions that occur in optimized virus
quasispecies to the defective interactions in preextinction quasispecies can be
understood as a continuum driven by the error rate (Domingo et al. 2005). High
multiplicities of infection may favour interactions among mutants and thus require
higher error rates to achieve extinction. In this sense, population bottlenecks could
be very effective to clean viable genomes from the poisoning effect of hypermutated
mutant spectra (Manrubia et al. 2010; Lázaro et al. 2006). Mutagenic treatments
enlarge the region of sequence space explored by a virus (Ojosnegros et al. 2008)
due to an increase in the diversity of the population. Examination of the FMDV
mutant spectrum in the presence of ribavirin showed an increase in the frequency of
A/G and C/U transitions, causing a displacement towards regions of sequence space
where the virus was more prone to experience deleterious mutations (Perales et al.
2011c). A ribavirin-resistant mutant isolated in that same virus restored the normal
transition pattern without affecting the average mutation frequency or the incor-
poration of ribavirin by the replicase (Agudo et al. 2010). This kind of displace-
ments could be very effective at moving populations to unexplored regions of the
sequence space and could have unexpected evolutionary consequences, particularly
if the increase of the error rate is transitory and the hypermutated variants have the
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opportunity to recover fitness through compensatory mutations that stabilize the
population in the new genomic region. These are excellent examples of the complex
interplay between molecular changes and population dynamics, and a step forward
towards connecting these two levels.

3 The Effect of Mutations on Fitness

The development of useful theories of viral evolution and adaptation depends on
our knowledge of the effects of mutations on phenotype. The examples of the
previous section illustrate a non-trivial collective response of viral populations
when the mutation rate increases, including enhanced adaptability. Natural mutation
rates suffice in most cases to guarantee the latter, often not only through point
mutations, but also through other mutational mechanisms that cause segment
deletions, genome recombination or genome fragment shuffling. In this section, we
review the empirical efforts addressed at quantitatively characterizing the effect of
point mutations in fitness, and their dependence on the genetic background and on
the current environment.

Studies carried out with site-directed randomly chosen single mutants of
vesicular stomatitis virus (VSV) (Sanjuán et al. 2004a), bacteriophage Qβ
(Domingo-Calap et al. 2009) and tobacco etch virus (TEV) (Carrasco et al. 2007)
show that a high fraction—from 0.20 to 0.41—of the mutations that arise in the
genome is lethal. Focusing on viable mutations, deleterious mutations are much
more frequent than beneficial, and mutations of mild effect are more likely than
those of large effect (Sanjuán 2010). The high amount of deleterious and lethal
mutations might be partly due to the small size of most RNA virus genomes, which
imposes a high degree of compaction of the genetic information in overlapping
reading frames and coding sequences that simultaneously hold structural functions
(Holmes 2003). Despite this apparently low tolerance to mutations, RNA viruses
maintain high heterogeneity and adaptability, due to the multifactorial and
context-dependent effect of mutations. In particular, interactions between mutations
modulate their value, such that the fitness of a viral genome is continuously
redefined along evolution.

Mutations that occur in genomes differing in more than a single substitution
permit the appearance of interactions among mutations, or epistasis (Phillips 2008).
Epistatic interactions show up when the combined effect of different mutations in
the same genome does not equal the sum of the effects of each independent
mutation. Several classes of epistasis arise depending on whether the mutations that
interact are beneficial or deleterious, and on whether the sum of effects is higher or
lower than expected by simple addition of their individual effects (case of no
epistasis). Particular cases are synergistic (antagonistic) epistasis, where the total
effect of two mutations increasing fitness is larger (smaller) than the sum of the
individual effects, sign epistasis (a deleterious mutation reverts its negative effect in
the context of a positive mutation) and reciprocal sign epistasis (two deleterious
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mutations have a positive effect when they co-occur). Epistasis has been detected in
many RNA viruses such as bacteriophage Φ6 (Burch and Chao 2004), TEV (Lalić
and Elena 2012), FMDV (Elena 1999), Chikungunya virus (Tsetsarkin et al. 2009),
VSV (Sanjuán et al. 2004b) and Human immunodeficiency virus (HIV) (Martínez
et al. 2011; Bonhoeffer et al. 2004; Kouyos et al. 2012). Compensatory mutations
are a case of reciprocal sign epistasis that likely plays an essential role in evolution
and adaptation (Covert et al. 2013). Fitness changes monitored in several clones of
FMDV transmitted through successive population bottlenecks, where the fixation of
mutations proceeded independently of their selective value, were interpreted on the
basis of a higher availability of compensatory mutations in low-fitness genomes
(Lázaro et al. 2002; 2003). Compensatory mutations also balance the fitness cost of
drug-resistant mutants, causing the permanence of the resistant phenotype in the
absence of the drug (Buckheit 2004). The dynamics of adaptation to new selective
pressures, showing the largest fitness gains at the beginning of the process, has been
ascribed, at least partially, to a diminished effect of beneficial mutations as fitness
increases, which is also a form of epistasis (Bull et al. 2000; Rokyta et al. 2011).

The sign and the magnitude of the effect of mutations are also strongly influ-
enced by the environment and in the particular case of viruses by the host they
infect. Often, adaptation to a host has a cost that translates into worsened perfor-
mance in alternative hosts (Turner and Elena 2000; Weaber et al. 1999; Lalić et al.
2011). In other cases, however, evolution in a particular host does not entail a cost
in others (Núñez et al. 2007) and can even result in fitness gains (Remold et al.
2008; Coffey and Vignuzzi 2011). A cost of fitness across environments has been
also observed in drug-resistant mutants, which usually pay a fitness cost when the
drug is absent (Armstrong et al. 2011). In the case of escape mutants, genomic
changes carried by resistant phenotypes typically target critical virus functions and
are accompanied by fitness decreases (Das et al. 2011). This kind of fitness
trade-offs can be due to antagonistic pleiotropy, that is to mutations beneficial in the
selected environment but deleterious elsewhere, or to the accumulation of mutations
neutral in one environment but disadvantageous in others. Whereas these studies
clearly demonstrate that a particular combination of mutations does not perform
equally in different environments, they usually do not identify the contribution of
individual mutations to the overall effect. This question was addressed by Elena and
co-workers in a study where they characterized a collection of twenty
single-nucleotide substitution mutants of TEV across a set of eight host environ-
ments, five of which were natural hosts for the virus (Lalić et al. 2011). They found
that the fraction of lethal, deleterious, neutral and beneficial mutations depended on
the specific host, and this dependence varied with the phylogenetic distance among
hosts. In the same way that the fitness effects of mutations change with the envi-
ronment, there is no reason to expect that epistatic interactions are independent of
the environment or of the overall genomic context. Another study carried out with
TEV virus compared the effect of pairs of mutations in different hosts, showing that
epistasis was indeed affected by the degree of genetic divergence between the
primary and the alternative hosts (Lalić and Elena 2013).
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4 Fitness Landscapes

A fitness landscape is a mapping from the genomic, multidimensional space, to a
real value that represents fitness (Wright 1931; see also Chap. 4). The empirical
observations described up to now offer glimpses of the local structure of viral
fitness landscapes and of the short-term consequences of their structure. Often, only
mutants differing in one or few sequence positions have been studied, and even
landscapes as small as that in Fig. 1b have not been fully described. Further, the
dependence of fitness on the endogenous environment and on current selective
pressures extraordinarily complicates the picture. At this point, there are two dif-
ferent approaches one can take in order to advance in the understanding of viral
evolution. First, one can target particular model systems and the value of precise
mutations. These studies are relevant to understand the effect of specific mutations
in the studied context and may have predictive power regarding the system under
study. On the negative side, these models are difficult to generalize. Second, one
can take a statistical point of view, where emphasis is put on the average effects of
mutations in fitness and the typical structure of fitness landscapes in order to derive
expectations on the dynamics of populations. In this second case, the ability to
perform specific predictions diminishes, but the results might be applicable, as a
first approximation, to a larger number of systems and evolutionary contexts. It is
likely that new techniques soon yield quantitative information on much larger
regions of the sequence space, working towards a convergence of those currently
separated approaches.

There have been abundant formal attempts to derive a functional relationship
between the mutations acquired by a genome and its fitness, which represents a first
step towards characterizing the structure of fitness landscapes. Early on, simple
dependencies led to assuming that evolution was occurring on a smooth,
Fujiyama-like landscape (Kimura and Maruyama 1966), where epistasis was
absent. Populations would steadily accumulate beneficial mutations until the
unique, global fitness maximum would be reached. At the other extreme, there was
the assumption of a random landscape, which ignored correlations between the
phenotype yielded by a genome and that of its mutational neighbours, and predicted
an exponential shape for the distribution of beneficial effects (Orr 2003). The study
of the functional form of the effect of mutations in fitness is actually a comple-
mentary way to probe the structure of a fitness landscape. In highly correlated
landscapes (e.g. Fujiyama-like), most mutations have a small effect on fitness and
yield similar phenotypes; mutations with a large effect are exponentially rare,
implying that they are not to be detected in practice. In random landscapes, the
effect of a mutation cannot be predicted, in the sense that any change in fitness is
possible. As it could have been guessed, a realistic fitness landscape lies somewhere
in between those extremes: most mutations have a small effect in fitness (Orr 1998;
Lourenço et al. 2011), but the probability to have a mutation with a
medium-to-large effect is non-negligible (Lalić et al. 2011). Significant advances in
this direction might arrive soon in the light of recent achievements regarding the
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overall structure of viral fitness landscapes (Kouyos et al. 2012; Acevedo et al.
2014). A precise description of the shape of the distribution of fitness effects (Good
et al. 2012), and by extension of the structure of fitness landscapes, is essential to
understand the evolution and adaptation of viral populations. Quantitative infor-
mation on the local and global structure of fitness landscapes will probably expe-
rience a boost in the near future thanks to the extended use of next-generation
sequencing technologies (Beerenwinkel and Zagordi 2011; Radford et al. 2012).

Epistasis and roughness of fitness landscapes are two sides of the same coin.
Depending on the type of epistasis dominant in natural populations, fitness land-
scapes can rank from smooth (no epistasis or magnitude epistasis) to rough, with
multiple adaptive peaks. Meta-analyses of empirically characterized fitness land-
scapes point to the existence of certain general properties in landscapes described to
date that make them compatible with a rough, Fujiyama-like structure (Szendro
et al. 2013). In the case of RNA viruses, the abundance of sign and reverse sign
epistasis speaks for rugged fitness landscapes, with many peaks and valleys a few
mutational steps away (Withlock et al. 1995; Poelwijk et al. 2011). Epistatic
interactions are also responsible for the appearance of ridges in the fitness land-
scape, that is sets of genomes of similar fitness that permit an easy exploration of

Fig. 1 Epistasis and roughness of fitness landscapes. Fitness is indicated below each of the
sequences. Sequences of zero fitness are represented in pale grey. Arrows point towards increases
in fitness. Local maxima appear in bold face within a green square. a Example of fitness landscape
for a genome of length 4. This landscape has three maxima, two local and one global. The latter
(1111) cannot be reached through point mutations from most other sequences (1101 and 1011 are
the exceptions). There are several cases of epistasis, which make the landscape rough. An example
of negative sign epistasis is the group {0000,1000,0100,1100} and one of reverse sign epistasis
{1100,0100,0101,1101}. b When longer sequences are considered, new pathways for adaptation
appear, and the position of global and local maxima might change. Now, the former global
maximum 11110 can be attained through point mutations from 00000, as indicated by orange
arrows, and from several other sequences. However, it has become a local maximum, and it is
likely that the population either attains the new global maximum 00111 or gets trapped at the local
maximum 01011. Sequences {00101,10101,01101,11101} form an example of reverse sign
epistasis and {00010,00011,01010,01011} of no epistasis (thus not affecting landscape
roughness). There are also two neutral mutations, between pairs {01100,01101} and
{10110,10111}. Note that those same mutations change value when the genomic context varies
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the space of genotypes. In the limit where genomes have equal fitness and are
mutually accessible through mutations, it has been shown that populations tend to
select the most connected regions of this neutral network, where they attain max-
imal robustness (de Visser et al. 2003; Huynen et al. 1996). Robustness may be a
property only observable in large populations that have evolved for a sufficiently
long time at high error rate (Lauring et al. 2013). Though rarely observed, this
collective behaviour has been detected in micro-RNAs (Borenstein and Ruppin
2006), viroids (Codoñer et al. 2006) and RNA viruses (Sanjuán et al. 2007).

5 Discussion and Prospects

The adaptive potential of RNA viruses depends on the interplay among many
factors, such as high mutation rates, epistasis (dependence of mutations on the
genomic context), robustness (or tolerance to mutations) or interactions within the
mutant spectrum. Adaptation depends on environmental conditions, which deter-
mine the number and strength of selective pressures applied to viruses and promote
the appearance of specific solutions (of which resistance to drugs is a particular
case). A complete theory with predictive power seems a formidable task at the
moment, though empirical knowledge and steady improvements in quasispecies
models (be they applied to specific experimental scenarios or aimed at capturing
general features of viral evolution) are widening our view of the problem and,
hopefully, offering a broadening and increasingly complete picture (see Chaps. 1, 3,
and 4).

The properties of the fitness landscape determine the nature of the evolutionary
trajectories available to populations (Poelwijk et al. 2007). Our current picture is
that of a correlated (relatively smooth) landscape at the local scale, crossing over to
a rougher and eventually random landscape at large genomic distances (Kouyos
et al. 2012). Local correlations, that is the presence of mutations that affect little or
do not affect fitness, might construct long pathways that, as proposed by Maynard
Smith decades ago, should permit the almost costless navigation of the genome
space (Maynard Smith 1970). Regions of high robustness to mutations support a
larger diversity of the population and consequently grant access to a larger number
of evolutionary innovations (novel phenotypes), eventually promoting adaptation
(Wagner 2012). There is indirect evidence that the number of different genotypes
yielding an almost invariable phenotype is a large set that under very general
conditions might span most of the genome space (Wagner 2011). If this is so, most
phenotypes might be a few mutational steps away. At present, we have a handful of
examples where evolution consisting in periods of drift along quasineutral networks
of genotypes, followed by the identification and fixation of a phenotype of higher
fitness, has been described (Koelle et al. 2006; Woo and Reifman 2012), but the
way towards characterization of this behaviour in other systems is paved.

As it occurs in most of the empirical and theoretical analysis performed to date,
we have mostly reviewed the effect of point mutations in evolution and adaptation
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—with the exception of the few examples on the role of large genomic deletions in
population dynamics. If we assume single mutations as the mechanism that drives
movement on genotype spaces, only contiguous genotypes can be accessed.
However, other mechanisms as recombination modify the accessibility of different
genotypes and the simple image of diffusive movement on a landscape. The final
states of the population are significantly modified when recombination comes into
play: mutation–selection equilibrium is no longer unique and depends on the
evolutionary history of the population. Other mutational mechanisms and sources of
variability, and their effects when coupled to a particular genomic, populational or
environmental context, should be included in future conceptual and formal
approaches to viral evolution.

Our hope for a meaningful theory of viral quasispecies relies in the existence of
generic mechanisms or, at least, in a reduced number of evolutionary classes. The
identification of universal patterns in the fitness landscape of viruses and other
evolutionary systems (as proteins or whole genomes) should prove a tremendous
advance in the development of evolutionary theories of broad applicability. The first
steps in that direction are encouraging and promise very exciting challenges and
advances in the near future.
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Cooperative Interaction Within RNA
Virus Mutant Spectra

Yuta Shirogane, Shumpei Watanabe and Yusuke Yanagi

Abstract RNA viruses usually consist of mutant spectra because of high error rates
of viral RNA polymerases. Growth competition occurs among different viral
variants, and the fittest clones predominate under given conditions. Individual
variants, however, may not be entirely independent of each other, and internal
interactions within mutant spectra can occur. Examples of cooperative and inter-
fering interactions that exert enhancing and suppressing effects on replication of the
wild-type virus, respectively, have been described, but their underlying mechanisms
have not been well defined. It was recently found that the cooperation between
wild-type and variant measles virus genomes produces a new phenotype through
the heterooligomer formation of a viral protein. This observation provides a
molecular mechanism underlying cooperative interactions within mutant spectra.
Careful attention to individual sequences, in addition to consensus sequences, may
disclose further examples of internal interactions within mutant spectra.
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1 Introduction

Although the genome of an RNA virus is usually expressed as a consensus sequence,
the viral population indeed consists of various clones having slightly different gen-
omes (mutant spectra, also called quasispecies), because of the high error rate of the
viral RNA polymerase (Holland et al. 1982; Eigen 1993; Duffy et al. 2008; Lauring
and Andino 2010; Domingo et al. 2012; Perales et al. 2012). This feature is thought to
contribute to the rapidly evolving nature of RNAviruses, allowing them to adapt to the
environment in which they grow (Domingo et al. 2012). Thus, RNA viruses may
expand their cell tropism and host range, and develop resistance to host immune
responses and antiviral agents. These evolutionary changes presumably occur because
the fittest clones among preexisting variants are selected under given conditions.

Studies, however, have revealed that individual variants are not entirely indepen-
dent of each other and that internal interactions may exist within mutant spectra
(Vignuzzi et al. 2006; Ciota et al. 2007, 2012;Arbiza et al. 2010;Nonacs andKapheim
2012; Shirogane et al. 2012, 2013;Villarreal andWitzany2013). Thus, evenwhen two
RNA virus populations have the same consensus sequence, they may have different
fitness values and phenotypes, depending on their composition of mutant spectra.

A well-known example of the internal interactions is complementation, a phe-
nomenon by which a genome expressing a functional protein can support replication
of another closely related genome whose corresponding protein is defective or sub-
optimal (Domingo et al. 2012). The long-term transmission of a defective RNA
genome possessing a non-sense mutation in the surface envelope protein gene was
reported in patients infectedwith dengue virus (Aaskov et al. 2006).Complementation
by the functional virus was proposed to explain this finding.

Internal interactions within a quasispecies population may be categorically
classified into three types: cooperation, interference, and complementation. In this
article, cooperative interactions are defined as those that produce a new and/or
advantageous phenotype as compared with the wild-type virus, while interfering
interactions are as those that exert suppressing effects on replication of the
wild-type virus. Complementation usually does not influence fitness values and thus
is not under positive or negative selection pressures (that is “neutral”), with regard
to the wild-type virus. However, certain types of complementation can be con-
sidered as cooperative (see Sect. 2). Examples of cooperative and interfering
interactions within RNA virus mutant spectra have been reported (Vignuzzi et al.
2006; Ciota et al. 2007, 2012; Perales et al. 2007; Domingo et al. 2012; Nonacs and
Kapheim 2012), but their molecular mechanisms have not been well characterized.

2 Cooperation Within Mutant Spectra

There are several documented cooperative interactions within mutant spectra.
A poliovirus carrying an RNA polymerase with high fidelity was found to lose its
neuropathogenicity, and the virus regained the pathogenicity when its genome
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diversity was expanded by chemical mutagenesis prior to infection (Vignuzzi et al.
2006). The change in viral tropism was probably caused by a narrow mutant
spectrum and the resultant lack of cooperative interactions within the virus popu-
lation. Increases in the replicative ability of West Nile virus in mosquito cells were
found to correlate with increases in the size of the mutant spectrum, rather than
changes in the consensus sequence (Ciota et al. 2007). Furthermore, it was shown
that complementation operates on mutant spectra of West Nile virus, which acts to
maintain phenotypic and genotypic diversity, and that the resulting cooperative
interactions may lead to the average fitness level that exceeds the fitness level of
any individual genotype (Ciota et al. 2012). Nonacs and Kapheim (2012) reported a
model based on group-level selection acting on genetically complementary mutant
spectra (social genome model), which was shown to nicely simulate the observed
evolution of HIV.

As these examples convincingly indicate, cooperation occurs within viral mutant
spectra, but its detailed molecular mechanisms remain to be clarified. In the next
section, one of the molecular mechanisms accounting for it will be presented.

3 Cooperation Through the Heterooligomer Formation
of a Viral Protein

3.1 Measles Virus Membrane Fusion and Entry

Measles virus, a member of the genus Morbillivirus in the family Paramyxoviridae,
is an enveloped virus with a nonsegmented negative-sense RNA genome (Fig. 1). It
has two envelope glycoproteins, the hemagglutinin (H) and fusion (F) protein
(Lamb and Parks 2007). The H protein forms tetramers, whereas the F protein acts
as trimers. Measles virus enters a cell by pH-independent membrane fusion at the
cell surface. Attachment of the H protein to a cell surface receptor is thought to
induce the conformational change of the H protein tetramer, which in turn triggers
the adjacently located F protein trimer (prefusion form) for the large-scale con-
formational change, leading to the fusion of the viral envelope with the host cell
membrane (Fig. 1) (Lamb and Parks 2007; Hashiguchi et al. 2011; Nakashima et al.
2013; Plattet and Plemper 2013). Upon infection of susceptible cells
(receptor-expressing cells), measles virus usually induces cell–cell fusion, pro-
ducing syncytia. Susceptible cells also develop syncytia when they are transfected
with expression plasmids encoding the H and F proteins. The matrix (M) protein
that associates with the inner surface of the envelope interacts with the cytoplasmic
tails of the H and F proteins, thereby affecting membrane fusion (Lamb and Parks
2007). Two distinct types of cellular receptors for measles virus are known, the
signaling lymphocyte activation molecule (SLAM) (also called CD150) on immune
cells and nectin 4 (also called poliovirus-receptor-like-4) on epithelial cells (Tatsuo
et al. 2000; Mühlebach et al. 2011; Noyce et al. 2011).
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Fig. 1 Measles virus and membrane fusion. a Schematic diagrams of a measles virus particle and
the genome structure. The RNA genome encapsidated by the nucleocapsid (N) protein forms the
ribonucleoprotein complex with the viral RNA polymerase comprised of the phospho- (P) and
large (L) proteins. Viral genes are indicated by the same colors as their corresponding proteins.
b A model of measles virus membrane fusion (Hashiguchi et al. 2011). STEP 1 The H protein
tetramers associate with the F protein trimers (prefusion form), and the head domain of the F
protein is in contact with the stalk of the H protein. The head domain of the H protein binds to its
cell surface receptor. STEP II The binding of the H protein to a receptor in a twisted head-to-head
orientation likely leads to the reduction of the distance between the viral envelope and the cell
membrane, leading to the subsequent conformational shift of the H protein tetramer
(dimer-of-dimers). Accordingly, the structure of the H protein stalk domain is affected, which in
turn facilitates the dissociation of the F protein from the preassembled H/F complex. STEP III The
destabilized and liberated F trimers subsequently undergo irreversible structural rearrangement,
forming the prehairpin intermediate structure. During the conformational rearrangement, the fusion
peptide of the F protein is exposed on its surface and inserted into the target cell membrane. STEP
IV The F protein trimers refold into the stable postfusion conformation with the six-helix bundle
structure, and membrane merger and fusion pore formation are completed
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3.2 A New Phenotype Produced Through the Cooperative
Interaction Between Subunits of the Measles Virus F
Protein

It was uncovered by the following experiments that the “cooperation” between
subunits of an oligomeric protein can produce a new phenotype (Shirogane et al.
2012, 2013). The recombinant measles virus that has the H protein fused with the
FLAG-TEV-MYC tag at its C terminus (H-tag) was found not to cause syncytia in
SLAM-expressing cells, unlike the virus possessing the wild-type H protein
(Fig. 2). Presumably, the added tag sequence adversely affected the interaction of
the H protein with the receptor and/or the F protein, thereby preventing membrane
fusion from occurring. However, the recombinant virus started to cause cell-to-cell
fusion after a few blind passages. Viruses that regained the ability to cause syncytia
were plaque-purified, and their H, F, and M genes were subjected to sequence
analysis. All of eight such viruses examined had one or two amino acid substitu-
tions in the F protein, but none in the H (H-tag) protein. There was also no
substitution in the M protein.

SLAM-expressing cells did not form syncytia when they were transfected with
plasmids encoding H-tag and wild-type F proteins, but they formed syncytia when
transfected with those encoding H-tag and mutant F proteins (Fig. 3). An exception
was the F(G264R) protein in which glycine at amino acid position 264 was changed
to arginine. No syncytia were detected in cells transfected with plasmids encoding
H-tag and F(G264R) proteins (Fig. 3), inconsistent with the observation with the
recombinant virus possessing this mutant F protein.

Rechecking the sequence data revealed that there were two overlapped signal
peaks corresponding to the position 264 encoded in the F gene of this virus. The
major and minor peaks were predicted to encode arginine and glycine (the residue
present in the wild-type F protein), respectively, suggesting that this virus contained
two types of genomes differing in the F gene. This is possible because paramyx-
oviruses usually include several genomes in one viral particle, the property called
polyploidy (Hosaka et al. 1966; Dahlberg and Simon 1969; Rager et al. 2002).
Consistent with this interpretation, SLAM-expressing cells formed syncytia when
they were transfected with plasmids encoding H-tag, wild-type F, and F(G264R)
proteins (Fig. 3). The result indicated that wild-type F and F(G264R) proteins
together, but not individually, can mediate membrane fusion in conjunction with the
H-tag protein.

The F protein of paramyxoviruses, including measles virus, is known to form
trimers (Lamb and Parks 2007). In fact, a coimmunoprecipitation assay revealed the
complex formation between wild-type F and F(G264R) proteins (Fig. 4), suggesting
that heterotrimers comprised of wild-type F and F(G264R) proteins exhibited a new
phenotype distinct from that of homotrimers of either the wild-type F or F(G264R)
protein. Interestingly, copresence of the wild-type F and F(G264R) proteins was
found to induce larger syncytia in SLAM-expressing cells, in conjunction with the
wild-type H protein, as compared with the wild-type F protein alone (Table 1).
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More importantly, heterotrimers of wild-type F and F(G264R) proteins could
induce cell–cell fusion even in cells expressing neither SLAM nor nectin 4
(Table 1).

At 30 °C, syncytia were observed in SLAM-expressing cells transfected with
plasmids encoding H-tag and F(G264R) proteins, but not in those transfected with
plasmids encoding H-tag and wild-type F proteins (Table 1). By contrast, syncytia
were formed in cells transfected with plasmids encoding H-tag and wild-type F

Fig. 2 The addition of a tag to the H protein interfered with fusion activity of measles virus.
a Genome structures of recombinant measles viruses encoding the wild-type (wt) H protein and
that fused to the FLAG-TEV-MYC tag (H-tag), respectively. b Wild-type measles virus caused
syncytia in Vero cells expressing the SLAM receptor, while the virus expressing the H-tag protein
did not. Scale bars, 200 μm. From Shirogane et al. (2012)

Fig. 3 Fusion assay based on plasmid-mediated expression of measles virus H and F proteins.
SLAM-expressing Vero cells were transfected with expression plasmids encoding H-tag and wt F,
F(N462 K), F(G264R) or wt F plus F(G264R). The mutant F(N462 K) protein caused syncytia in
conjunction with the H-tag protein. From Shirogane et al. (2012)
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proteins after 10 min of incubation at 50 °C. These results suggested that the
prefusion form of the wild-type F protein, in conjunction with the H-tag protein, is
too stable to be triggered for conformational change at 37 °C (triggering requires
higher temperatures), whereas that of the F(G264R) protein is unstable at 37 °C,
also precluding its proper triggering. Heterotrimers of the wild-type F and F
(G264R) proteins presumably have the intermediate stability between wild-type F
and F (G264R) proteins, so that they can be triggered at 37 °C after the binding of
the H-tag protein to an appropriate receptor.

Furthermore, heterotrimers of the wild-type F and F(G264R) proteins appear to
have enhanced fusion activity in conjunction with the wild-type H protein, as
compared with homotrimers of the wild-type F protein. Thus, when expressed
together with the wild-type H protein, the heterotrimers produce larger syncytia in
SLAM- or nectin 4-expressing cells and induce cell–cell fusion even in SLAM- and

Fig. 4 Heterooligomer formation between wt F and F(G264R) proteins. HEK293T cells were
cotransfected with expression plasmids encoding the HA-tagged wt F protein and/or FLAG-tagged
F(G264R) protein, and the complex formation between these proteins was examined by
coimmunoprecipitation and Western blot analysis. IP immunoprecipitation. WB Western blot.
From Shirogane et al. (2012)

Table 1 Summary of the plasmid-mediated fusion assay

H F SLAM+ cells SLAM− nectin 4− cells

50 °C 37 °C 30 °C 37 °C

H-tag wt F
G264R
wt F + G264R

+
−
ND

−
−
+

−
+
+

ND
ND
ND

wt H wt F
G264R
wt F + G264R

ND
ND
ND

+
−
++

ND
ND
ND

−
−
+

ND, not done. From Shirogane et al. (2012)
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nectin 4-negative cells. It is likely that heterotrimers of the wild-type F and F
(G264R) proteins, but not homotrimers of the wild-type F protein, are triggered for
conformational change upon the binding of the wild-type H protein to a nonau-
thentic receptor molecule (its identity is currently unknown).

Among the eight recombinant viruses that regained the ability to induce cell–cell
fusion, two viruses, including the one described above, possessed two types of the F
protein, the combination of which was required for membrane fusion (Shirogane
et al. 2012).

3.3 New Property Exhibited by the Measles Virus Carrying
Mixed Genomes

The recombinant measles virus containing the two types of genomes was generated
by using one full-length genome plasmid carrying the wild-type F gene and red
fluorescent DsRed gene, and the other carrying the F(G264R) gene and enhanced
green fluorescent protein gene (Shirogane et al. 2012). This virus recapitulated the
findings obtained with plasmid-mediated expressions of the H and F proteins.
Furthermore, the data indicated that most individual virus particles contained both
types of genomes (due to polyploidy).

The recombinant virus containing the wild-type H and wild-type F genes did not
spread in the brain of 7-day-old hamsters inoculated intracerebrally, presumably
because hamsters do not have efficient receptors for measles virus. However, the
virus containing mixed genomes (one carrying the wild-type H and wild-type F
genes, and the other carrying the wild-type H and F(G264R) genes) did spread
extensively (Fig. 5). Viruses recovered from the brain inoculated with the mixed
genome virus still had both types of genomes. Thus, the “cooperation” of two

Fig. 5 Measles virus containing the mixed genomes spread in hamster brains. The virus having
the two types of genomes encoding the wt H and wt F proteins and wt H and F(G264R) proteins,
respectively, spreads in hamster brain tissues efficiently. The recombinant viruses also contain the
gene encoding the enhanced green fluorescent protein (EGFP) (not shown in the genomic map).
From Shirogane et al. (2012)
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different genomes could provide the virus with the ability to propagate in nonhost,
receptor-negative tissues, in which the wild-type virus does not propagate.

3.4 Conditions Under Which the Cooperation Through
the Heterooligomer Formation Can Occur

In complementation, a genome encoding a functional protein allows replication of
another closely related genome whose corresponding protein is defective. In the
“cooperation” described above, neither of two genomes complements the defects of
the other to exhibit the normal (wild-type) phenotype, but two genomes produce a
new phenotype through an interaction between variant proteins. Thus, this study
establishes that the heterooligomer formation between variant viral proteins can act
as a molecular mechanism for the cooperation within mutant spectra, by producing
a new or better phenotype as compared with the wild-type virus.

Apparently, polyploidy contributed to the “cooperation” between different
measles virus genomes. Polyploidy is found in enveloped paramyxoviruses
(Hosaka et al. 1966; Dahlberg and Simon 1969; Rager et al. 2002) and nonen-
veloped birnaviruses (Luque et al. 2009), but most other viruses contain only a
single copy of each gene (haploid). Yet, the “cooperation” could occur in any
viruses, when a single cell is coinfected with more than one virion containing
different genomes or when mutations allowing the “cooperation” arise during
genome replication within a single infected cell. Thus, the cooperation can occur in
various types of viruses, and we should keep the possibility of the cooperation in
mind, when we study virus populations.

Boulay et al. (1988) reported that different influenza virus hemagglutinins
expressed in the same cells could form mixed heterotrimers, which exhibited the
intermediate property regarding the acid-induced conformational change. This is an
another example of the cooperation through the heterooligomer formation. Since
the pH within the endosomes is different depending on species, mixed heterotrimers
exhibiting different optimal pH for the acid-induced conformational change may
efficiently induce membrane fusion in nonhost species, potentially affecting the host
range of the influenza virus.

The long-term transmission of defective dengue virus genomes described above
is thought to be caused by complementation (Aaskov et al. 2006). However, co-
transmission of defective and functional dengue viruses has been shown to have a
higher transmission potential than transmission of functional viruses alone (Ke et al.
2013), inconsistent with simple complementation. It is possible that the cooperation
between the defective and functional viral genomes occurs through the heteroo-
ligomer formation or other unknown mechanisms, providing coinfecting defective
and functional viruses with growth/transmission advantage over functional viruses
alone. Some of the examples described in the Sect. 2 may also be mediated through
the heterooligomer formation between variant proteins.
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4 Conclusions

Viruses having defects in different genes may complement one another. In this case,
the average fitness of an uncloned virus population may be higher than that of any
clone within the population. Thus, complementation can serve as one of the
mechanisms for cooperative interactions within mutant spectra. The heterooligomer
formation between variant proteins described in this article may be another
mechanism. Importantly, the heterooligomer formation between variant proteins
can also explain interference within mutant spectra, by producing nonfunctional (or
functionally suboptimal) viral proteins.

Because cooperation through the heterooligomer formation provides viral pro-
teins with new properties, it may allow viruses to adapt to new environments,
expanding their tissue tropisms and host ranges. Cooperation has also been pro-
posed to play a role in the emergence of segmented viral genomes and evolution of
heteromultimeric molecules such as hemoglobins (Shirogane et al. 2013).

The importance of individual variants (sequences) within mutant spectra cannot
be emphasized too strongly. By relying only on genetic information based on
consensus sequences, one may be easily misled into wrong interpretations of
experimental data. The next-generation sequencing technology, combined with
reverse genetics, may reveal not only the diversity of individual genome sequences
within RNA virus populations, but also their intricate interactions relevant to virus
biology and pathogenicity.
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Arenavirus Quasispecies and Their
Biological Implications

Ana Grande-Pérez, Veronica Martin, Hector Moreno
and Juan C. de la Torre

Abstract The family Arenaviridae currently comprises over 20 viral species, each
of them associated with a main rodent species as the natural reservoir and in one
case possibly phyllostomid bats. Moreover, recent findings have documented a
divergent group of arenaviruses in captive alethinophidian snakes. Human infec-
tions occur through mucosal exposure to aerosols or by direct contact of abraded
skin with infectious materials. Arenaviruses merit interest both as highly tractable
experimental model systems to study acute and persistent infections and as clini-
cally important human pathogens including Lassa (LASV) and Junin (JUNV)
viruses, the causative agents of Lassa and Argentine hemorrhagic fevers (AHFs),
respectively, for which there are no FDA-licensed vaccines, and current therapy is
limited to an off-label use of ribavirin (Rib) that has significant limitations.
Arenaviruses are enveloped viruses with a bi-segmented negative strand (NS) RNA
genome. Each genome segment, L (ca 7.3 kb) and S (ca 3.5 kb), uses an ambisense
coding strategy to direct the synthesis of two polypeptides in opposite orientation,
separated by a noncoding intergenic region (IGR). The S genomic RNA encodes
the virus nucleoprotein (NP) and the precursor (GPC) of the virus surface glyco-
protein that mediates virus receptor recognition and cell entry via endocytosis.
The L genome RNA encodes the viral RNA-dependent RNA polymerase (RdRp, or
L polymerase) and the small (ca 11 kDa) RING finger protein Z that has functions
of a bona fide matrix protein including directing virus budding. Arenaviruses were
thought to be relatively stable genetically with intra- and interspecies amino acid
sequence identities of 90–95 % and 44–63 %, respectively. However, recent evi-
dence has documented extensive arenavirus genetic variability in the field.
Moreover, dramatic phenotypic differences have been documented among closely
related LCMV isolates. These data provide strong evidence of viral quasispecies
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involvement in arenavirus adaptability and pathogenesis. Here, we will review
several aspects of the molecular biology of arenaviruses, phylogeny and evolution,
and quasispecies dynamics of arenavirus populations for a better understanding of
arenavirus pathogenesis, as well as for the development of novel antiviral strategies
to combat arenavirus infections.
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1 Arenaviruses as Both Important Human Pathogens
and Highly Tractable Experimental Systems
for the Investigation of Virus–Host Interactions

1.1 Arenaviruses and Their Impact in Human Health

Arenaviruses cause chronic infections of rodents across the world, and human
infections occur through mucosal exposure to aerosols or by direct contact of
abraded skin with infectious materials (Buchmeier et al. 2007). Both viral and host
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factors contribute to a variable outcome of arenavirus infection, ranging from virus
control and clearance by the host defenses to chronic infection in the absence of
clinical symptoms to severe disease. Several arenaviruses cause hemorrhagic fever
(HF) disease in humans and pose a serious public health problem in their endemic
regions. Thus, the Old World (OW) arenavirus, Lassa virus (LASV), infects several
hundred thousand individuals yearly in West Africa resulting in a high number of
Lassa fever (LF) cases associated with high morbidity and mortality (Bray 2005;
Geisbert and Jahrling 2004). The current LF endemic areas cover approximately
80 % of Sierra Leone and Liberia; 50 % of Guinea; 40 % of Nigeria; 30 % of each
of Côte d’Ivoire, Togo, and Benin; and 10 % of Ghana (Fichet-Calvet and Rogers
2009), and recent studies have found evidence for expansion of LASV endemic
regions into Mali, Senegal, and the Democratic Republic of Congo (Sogoba et al.
2012). Thus, it is quite likely that population at risk of LF includes most of West
Africa and can be as high as 200 million people (Richmond and Baglole 2003);
hence, with dengue fever exception, the estimated global burden of LF is the
highest among viral HF (Falzarano and Feldmann 2013). Notably, increased trav-
eling to and from endemic regions has led to the importation of LF cases into
non-endemic metropolitan areas around the globe (Freedman and Woodall 1999;
Isaacson 2001). Likewise, the New World (NW) arenavirus, Junin virus (JUNV),
causes Argentine HF (AHF), a disease endemic to the Argentinean Pampas with
hemorrhagic and neurological manifestations and a case fatality of 15–30 % (Peters
2002). In addition, evidence indicates that the worldwide-distributed prototypic
arenavirus, lymphocytic choriomeningitis virus (LCMV), is a neglected human
pathogen of clinical significance (Jahrling and Peters 1992; Mets et al. 2000;
Palacios et al. 2008; Peters 2006).

Public health concerns about arenavirus infections are exacerbated because of
the lack of FDA-approved vaccines against HF arenaviral diseases and current
therapy to combat arenavirus infections being limited to an off-label use of the
nucleoside analogue ribavirin (Rib) (Huggins 1989; Kilgore et al. 1995, 1997;
McCormick et al. 1986; McKee et al. 1988). However, Rib is only partially
effective, and its use has several limitations including the need of intravenous
(iv) and early administration for optimal efficacy, and significant side effects
(Damonte and Coto 2002). Although the live-attenuated Candid1 strain of JUNV
has been shown to be an effective vaccine against AHF (Enria and Barrera Oro
2002), outside Argentina Candid1 has only investigational new drug (IND) status
and it does not protect against LF. Despite efforts dedicated to the development and
testing of LASV vaccines, not a single LASV vaccine candidate has entered a
clinical trial although several vaccine platforms, including the MOPV/LASV
reassortant ML29 and recombinant VSV and vaccinia virus expressing viral anti-
gens, have been successfully tested in non-human primates (Falzarano and
Feldmann 2013; Lukashevich 2012).
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1.2 LCMV Infection of the Mouse as the Rosetta Stone
of Virus–Host Interaction

Studies using LCMV infection of its natural host, the mouse, have led to major
advances in virology and immunology that apply universally to other microbial
infections and viral infections of humans including virus-induced immunopatho-
logical disease, MHC restriction, T cell-mediated killing, and effectiveness of adop-
tive immune T cell therapy in clearing viral infection (Zinkernagel 2002; Oldstone
2002). Likewise, the initial description of the contribution to viral persistence of
negative immune regulators such as PDL-1 was made first with LCMV in mice
(Barber et al. 2006). The outcome of LCMV infection of its natural host, the mouse,
varies dramatically depending on the age, immunocompetence and genetic back-
ground of the host, as well as the route of infection, and the strain and dose of infecting
virus (Oldstone 2002; Zinkernagel 2002; Buchmeier et al. 2007). Thus, iv inoculation
of adult immunocompetent mice with LCMV Armstrong (ARM) strain results in an
acute infection that induces a protective immune response that mediates virus clear-
ance in 10–14 days, a process predominantly mediated by virus-specific CD8+
cytotoxic T lymphocytes (CTL). In contrast, iv inoculationwith a high (≥2× 106 PFU)
dose of the immunosuppressive LCMV clone 13 (Cl-13) strain, which differs from
ARM only at three amino acid positions, causes persistent infection associated with
generalized immune suppression (Ahmed and Oldstone 1988; Ahmed et al. 1984,
1988). These dramatic phenotypic differences between genetically very closely
related viruses provide investigators with a superb experimental system to examine
both host immune mechanisms of virus control and viral counteracting strategies.

2 Molecular and Cell Biology of Arenaviruses

2.1 Arenavirus Genome Organization

Arenaviruses are enveloped viruses with a bi-segmented negative-stranded
(NS) RNA genome and a life cycle restricted to the cell cytoplasm (Buchmeier
et al. 2007). Virions appear pleomorphic when examined by cryoelectron micro-
scopy, ranging in size from 40 to more than 200 nm in diameter. Each genomic
viral RNA segment, L (ca 7.3 kb) and S (ca 3.5 kb), uses an ambisense coding
strategy to direct the synthesis of two polypeptides in opposite orientation, sepa-
rated by a noncoding IGR that has been shown to act as a bona fide transcription
termination signal (Fig. 1). There are significant differences in sequence and pre-
dicted folded structure between the S and L IGR, but among strains of the same
arenavirus species, the S and L IGR sequences are highly conserved. The S RNA
encodes the viral NP and the glycoprotein precursor (GPC) that is posttransla-
tionally cleaved by the cellular site 1 protease (S1P) to yield the two mature virion
glycoproteins GP1 and GP2 that form the spikes that decorate the virus surface
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(Beyer et al. 2003; Lenz et al. 2001; Pinschewer et al. 2003). GP1 mediates virus
receptor recognition and cell entry via endocytosis, whereas GP2 mediates the
pH-dependent fusion event required to release the virus ribonucleoprotein (RNP)
core into the cytoplasm of infected cells (Buchmeier et al. 2007). The L RNA
encodes the viral RNA-dependent RNA polymerase (RdRp, or L polymerase) and
the small RING finger protein Z that has functions of a bona fide matrix protein
including directing virus budding (Perez et al. 2003; Strecker et al. 2003).

Arenaviruses exhibit high degree of sequence conservation at the genome 3′-
termini (17 out of 19 nt are identical), and, as with other NS RNA viruses, are-
navirus genome termini exhibit terminal complementarity with the 5′- and 3′-ends
of both L and S genome segments predicted to form panhandle structures
(Buchmeier et al. 2007). This prediction is supported by electron microscopy
(EM) data showing the presence within the virion particles of circular RNP com-
plexes (Young and Howard 1983). It has been proposed, based on EM studies, that
host ribosomes can be also incorporated into virions, but the biological significance
of this remains to be determined (Muller et al. 1983).

2.2 Arenavirus Life Cycle

Cell entry Arenavirus cell entry occurs via receptor-mediated endocytosis, which
involves a pH-dependent fusion event between viral and cellular membranes within

Fig. 1 Arenavirus genome organization and virion structure. Arenaviruses are enveloped viruses
with a bi-segmented NS RNA genome. Each genome segment uses an ambisense coding strategy to
direct the synthesis of two viral polypeptides. The small (S, ca 3.5 kb) segment encodes for the
glycoprotein precursor (GPC) and nucleoprotein (NP). Posttranslational processing of GPC by the
cellular protease S1P results in the production of GP1 and GP2. The large (L, ca 7.3 kb) segment
encodes for the virus RNA-dependent RNA polymerase (L) and a small RING finger protein (Z) that
has the properties of the bona fide matrix proteins (M) found in many enveloped NS RNA viruses
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the acidic environment of the endosome (Rojek and Kunz 2008; Rojek et al. 2008a,
b). The widely expressed cell surface receptor for extracellular matrix proteins
(ECM), alpha-dystroglycan (αDG), has been identified as a main receptor for
LCMV, LASV, and several other arenaviruses (Kunz et al. 2002, 2004). To
function as an arenavirus receptor, αDG needs to undergo several posttranslational
modifications including a critical like-acetylglucosaminyltransferase (LARGE)-
dependent glycosylation (Kunz et al. 2005). Intriguingly, recent genome-wide
studies have uncovered evidence of positive selection of specific LARGE alleles
within the Yoruba people living in regions of West Africa where LASV is endemic
(Sabeti et al. 2007). Endocytic vesicles of the OW arenavirus LCMV were found to
be non-coated, and LCMV cell entry process was reported to be
cholesterol-dependent but clathrin-, dynamin-, caveolin-, ARF6-, flotillin-, and
actin-independent (Rojek et al. 2008b). OW arenavirus cell entry follows an
endocytic pathway that bypasses classical Rab5/EEA-1 positive early endosomes,
but merges into the classical endocytotic pathway at the level of the multivesicular
body (MVB) and is then delivered to the late endosome in an endosomal sorting
complex required for transport (ESCRT)-dependent process (Pasqual et al. 2011).
The unusual endocytotic pathway followed by LCMV and LASV may reflect the
natural cellular trafficking of their receptor αDG. Nevertheless, it cannot be ruled
out that binding of GP to αDG could trigger a novel route of entry for αDG that is
tailored specifically to benefit virus cell entry as previously documented for other
pathogens. Differently to OW arenaviruses, many NW arenaviruses, including the
HFA JUNV, use the human transferrin receptor to initiate cell entry via
clathrin-mediated endocytosis (Rojek et al. 2008b).

Expression and replication of the viral genome The fusion between viral and
cellular membranes within the late endosome compartment releases the viral RNP
into the cytoplasm where both RNA replication and gene transcription of the
genome take place (Buchmeier et al. 2007). The NP and L coding regions are
transcribed into a genomic complementary mRNA, whereas the GPC and Z coding
regions are not translated directly from genomic RNA, but rather from genomic
sense mRNAs that are transcribed using as templates the corresponding antigenome
RNA species, which also function as replicative intermediates. Arenavirus mRNAs
are non-polyadenylate and contain at their 5′-ends a short (4- to 5-nucleotide)
non-templated sequence and a cap structure that are likely obtained from cellular
mRNAs via a cap-snatching mechanism whose details remain to be determined, but
the endonuclease activity associated with the arenavirus L polymerase likely con-
tributes to this process (Morin et al. 2010). Transcription termination of viral
mRNAs was mapped to multiple sites within the distal side of the IGR (Meyer et al.
2002; Meyer and Southern 1994; Tortorici et al. 2001), suggesting that the IGR acts
as a bona fide transcription termination signal for the virus polymerase, which has
been confirmed using cell-based minireplicon systems (Pinschewer et al. 2005).

NP and L are the only viral trans-acting factors required for efficient arenavirus
RNA synthesis, whereas Z has been shown to exert a dose-dependent inhibitory
effect on the RNA biosynthetic activities of the arenavirus polymerase complex
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(Cornu and de la Torre 2001, 2002). The arenavirus L protein has the characteristic
sequence motifs conserved among the RdRp (L proteins) of NS RNA viruses (Poch
et al. 1989). Bioinformatic analysis and functional assays have provided evidence
that LASV L protein is organized into three distinct structural domains and that the
N- and C-parts of L are able to functionally trans-complement each other (Brunotte
et al. 2011). Notably, the recent EM characterization of a functional MACV L
protein has revealed a core ring domain decorated by appendages, which may
reflect a modular organization of the arenavirus polymerase (Kranzusch and
Whelan 2011). The NP is the main structural element of the viral RNP that directs
viral RNA synthesis. NP exhibits also a type I interferon (IFN-I) counteracting
activity that was mapped to its C-terminus (Martinez-Sobrido et al. 2006, 2007,
2009). Two recently determined crystal structures of LASV NP at 1.80 Å (Qi et al.
2010) and 1.5 Å (Hastie et al. 2011) resolution identified distinct N- and C-terminal
domains connected by a flexible linker. The N-terminal domain was proposed to
contain a potential cap-binding site that could provide the host-derived primers to
initiate transcription by the virus polymerase (Qi et al. 2010). However, analysis of
the structure of the N-terminal domain of LASV NP in complex with ssRNA
suggests that this originally proposed cap-binding site likely corresponds to a
binding site for the viral genome (Hastie et al. 2011). The C-terminal of NP has a
folding that mimics that of the DEDDH family of 3′–5′ exoribonucleases (Hastie
et al. 2011; Qi et al. 2010). Functional studies confirmed the 3′–5′ exoribonuclease
activity of LASV NP, which was proposed to be critical for the anti-IFN activity of
NP but dispensable for the role of NP on replication and transcription of the viral
genome (Hastie et al. 2011; Qi et al. 2010). However, LCMV with a mutant NP
lacking the 3′–5′ exoribonuclease had a large decrease in fitness during its repli-
cation in IFN-deficient Vero cells (Martinez-Sobrido et al. 2009).

Assembly and budding Assembly and cell release of infectious arenavirus progeny
require both Z and correct processing of GPC into GP1 and GP2 by the cellular site
1 protease (S1P) (Kunz et al. 2003b; Perez et al. 2003; Pinschewer et al. 2003;
Strecker et al. 2003; Urata et al. 2006). GP1 and GP2 together with a stable 58
amino acid long signal peptide (SSP) form the functional GP complex. SSP has
been implicated in different aspects of the trafficking and function of the viral
envelope glycoproteins (Saunders et al. 2007; York and Nunberg 2006, 2007; York
et al. 2004). GP1 located at the top of the spike and held in place by ionic inter-
actions with the N-terminus of the transmembrane GP-2 mediates virus interaction
with host cell surface receptors, whereas GP2 exhibits similarities with
fusion-active domains of other viral envelope proteins. The arenavirus RING finger
protein Z is a structural component of the virion that has no homologue among
other known NS RNA viruses. In LCMV-infected cells, Z has been shown to
interact with several cellular proteins including the promyelocytic leukemia
(PML) protein and the eukaryote translation initiation factor 4E (eIF4E), which
have been proposed to contribute to the non-cytolytic nature of LCMV infection
and repression of cap-dependent translation, respectively (Borden et al. 1998;
Campbell Dwyer et al. 2000; Djavani et al. 2001; Volpon et al. 2010). For most
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enveloped viruses, a matrix (M) protein is involved in organizing the virion com-
ponents prior to assembly. Interestingly, arenaviruses do not have an obvious
counterpart of M. However, structural and functional studies indicated that Z was
the arenavirus counterpart of the M protein found in many other enveloped
NS RNA viruses that play a critical role in assembly and cell release of mature
infectious virions (Perez et al. 2003; Strecker et al. 2003; Urata et al. 2006).
Accordingly, Z has been shown to be the main driving force of arenavirus budding,
a process mediated by the Z late (L) domain motifs: PTAP and PPPY similar to
those known to control budding of several other viruses including HIV and Ebola
virus, via interaction with specific host cell proteins (Perez et al. 2003; Strecker
et al. 2003; Urata et al. 2006). Consistent with this observation, Z exhibited features
characteristic of bona fide budding proteins: (1) ability to bud from cells by itself
and (2) substituted efficiently for other L domain. Targeting of Z to the plasma
membrane, the location of arenavirus budding, strictly required its myristoylation
(Perez et al. 2004; Strecker et al. 2006). Results derived from cryoelectron
microscopy of arenavirus particles (Neuman et al. 2005) were also consistent with
the role of Z as a functional M protein.

2.3 Arenavirus Reverse Genetics

In contrast to positive-stranded RNA viruses, deproteinized genomic and antige-
nomic RNAs of NS RNA viruses, such as LCMV, cannot function as mRNAs and
are not infectious. This reflects the fact that the template of the polymerases of
NS RNA viruses is exclusively a nucleocapsid consisting of the genomic RNA
tightly encapsidated by the NP, which associated with the virus polymerase proteins
forms a RNP complex. Thus, generation of biologically active synthetic NS viruses
from cDNA requires trans-complementation by all viral proteins involved in virus
replication and transcription. These considerations hindered the application of
recombinant DNA technology to the genetic analysis of these viruses. However,
significant progress has been made in this area, and for members of all families of
NS RNA viruses, it has become possible to develop cell-based minireplicon sys-
tems and to rescue infectious virus from cloned cDNAs (Neumann and Kawaoka
2004). The use of reverse genetics approaches has revolutionized the analysis of
cis-acting sequences and trans-acting proteins required for virus replication, tran-
scription, maturation, and budding. In addition, the possibility to generate prede-
termined specific mutations within the virus genome and analyze their phenotypic
expression in vivo in the context of the virus natural infection is contributing very
significantly to the elucidation of the molecular mechanisms underlying virus–host
interactions at the cellular and molecular levels, which has provided investigators
with novel and powerful approaches for the investigation of viral pathogenesis. In
addition, these developments have also paved the way for engineering these viruses
for vaccine and gene therapy purposes (Subbarao and Katz 2004; von Messling and
Cattaneo 2004).
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Arenavirus minireplicon (MR) systems Cell-based minireplicon (MR) systems
have been developed for a variety of arenaviruses (Emonet et al. 2011a), and their
use provided conclusive evidence that NP and L are the minimal viral trans-acting
factors required for efficient RNA synthesis mediated by the arenavirus polymerase
complex (Hass et al. 2004; Lee et al. 2000; Lopez et al. 2001). Moreover,
LCMVMR assays uncovered that oligomerization of L was required for the activity
of the LCMV polymerase (Sanchez and de la Torre 2005). Consistent with this
finding, LASV L protein was shown to contain both N- and C-termini domains that
mediate L–L interaction (Brunotte et al. 2011). MR-based assays facilitated
mutation-function studies that identified residues within the N-terminus of L that
played a critical role in synthesis of viral mRNA but not in RNA replication (Lelke
et al. 2010). Moreover, MR-based assays together with structural data uncovered
within the N-terminus of LASV L protein, an endonuclease functional domain that
was critically required for arenavirus transcription (Morin et al. 2010).
Mutation-function analysis of the genome 5′- and 3′-termini using LCMV and
LASV MR-based assays demonstrated that the activity of the arenavirus genomic
promoter requires both sequence specificity within the highly conserved 3′-terminal
19 nt of arenavirus genomes and the integrity of the predicted panhandle structure
formed between the 5′- and 3′-termini of viral genome RNAs (Hass et al. 2006;
Perez and de la Torre 2002). Likewise, MR-based assays provided direct experi-
mental confirmation that the IGR is a bona fide transcription termination signal
(Pinschewer et al. 2005). These studies also uncovered that Z exhibited a
dose-dependent inhibitory effect on both RNA replication and gene transcription by
the arenavirus polymerase complex (Cornu and de la Torre 2001, 2002; Cornu et al.
2004; Hass et al. 2004; Lopez et al. 2001).

Generation of infectious recombinant arenaviruses Generation of infectious virus
from cloned cDNAs has been reported for LCMV (Flatz et al. 2006; Sanchez and de
la Torre 2006), PICV (Lan et al. 2009), JUNV (Albarino et al. 2009; Emonet et al.
2011b), and LASV (Albarino et al. 2011). Both RNA polymerase I and T7 RNA
polymerase (T7RP)-based systems haven been successfully used, and with similar
efficiencies, to direct intracellular synthesis of L and S genome RNA species
required for the rescue of infectious recombinant arenaviruses (Emonet et al.
2011a). Intriguingly, the rescue of PICV and JUNV using the T7RP-based system
did not require plasmid-supplied viral NP and L proteins, indicating that
T7RP-mediated RNA synthesis produced both viral antigenome RNA species that
were substrate for encapsidation and replication, and mRNAs that serve as template
to produce levels of NP and L sufficiently high to facilitate virus rescue. This
phenomenon has been reported for several other negative-sense RNA viruses
(Emonet et al. 2011a). Reverse genetics approaches similar to those used to rescue
infectious LCMV, PICV, JUNV, and LASV from cloned cDNAs should be now
applicable to other arenaviruses. The ability to generate recombinant arenaviruses
with predetermined specific mutations and analyze their phenotypic expression in
the context of the natural course of infection has opened new opportunities to
investigate arenavirus–host interactions that influence a variable infection outcome,
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ranging from virus control and clearance by the host defenses to long-term chronic
infection associated with subclinical disease, and severe acute disease including HF.
Thus, the use of rLCMV/VSVG uncovered the arenavirus GP as a viral Achilles’
heal and provided the foundations for a novel strategy to develop safe and effective
live-attenuated arenavirus vaccines (Pinschewer et al. 2003). Likewise,
rLCMV/VSVG was very instrumental in facilitating studies aimed at understanding
the regulation of CD8+ T cell function within the infected brain (Pinschewer et al.
2010), as well as how viruses can induce organ-specific immune disease in the
absence of molecular mimicry and without disruption of self-tolerance (Merkler
et al. 2006). Other engineered rLCM viruses have been used to study LASV cell
entry pathway (Rojek et al. 2008b) and the role of NP in the inhibition of induction
of IFN-I by LCMV (Martinez-Sobrido et al. 2009). Similarly, studies aimed at
examining the critical role played by the S1P-mediated processing of arenavirus
GPC in the virus life cycle were aided by the use of recombinant viruses where the
S1P cleavage site within GPC was replaced by a canonical furin cleavage site
(Albarino et al. 2009; Rojek et al. 2010; Urata et al. 2011). The rescue of attenuated
and virulent forms of PICV (Lan et al. 2009; Liang et al. 2009) or the Docile and
Aggressive strains of LCMV (Chen et al. 2008) has allowed for the identification of
specific genetic determinants of virus virulence. Moreover, it has been possible to
generate single-cycle infectious, reporter-expressing, recombinant LCMV in which
the GPC open reading frame (ORF) was replaced by GFP (rLCMVDGP/GFP)
(Rodrigo et al. 2011). Genetic complementation with plasmids or stable cell lines
expressing arenavirus GPCs of interest produces the corresponding
GPC-pseudotyped rLCMVΔGP/GFP that can be used to evaluate antibody
responses to HF arenaviruses using a Biosafety Level 2 (BSL2) platform.

Despite recombinant arenaviruses could be generated very efficiently, the ability
to rescue arenaviruses expressing additional genes of interest posed unexpected
difficulties. This problem was overcome by the generation of tri-segmented rLCMV
(r3LCMV) containing 1L and 2S segments. Each of the two S segments was altered
to replace one of the two viral ORF, GPC, or NP, by a gene of interest
(GOI) (Emonet et al. 2009b). The rationale behind this approach was that the
physical separation of GP and NP into two different S segments would represent a
strong selective pressure to select and maintain a virus capable of packaging 1L and
2S segments. A variety of r3LCMV has been rescued that express one or two
additional GOI. Depending on the GOI expressed (protein function, size of the
gene), these r3LCMV showed little or no attenuation in cultured cells and they
exhibited long-term genetic stability as reflected by unaltered expression levels
during serial virus passages of the GOI incorporated into the S segment. The use of
r3LCMV expressing appropriate reporter genes should facilitate the development of
chemical screens to identify antiviral drugs, as well as siRNA-based genetic screens
to identify host cell genes contributing to the different steps of the arenavirus life
cycle. However, the use of r3LCMV to study virus–host interactions in mice has
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encountered some limitations due to the observation that r3LCMV with WT growth
properties in cultured cells usually exhibits attenuation in mice due to reasons that
remain to be determined.

3 Genetic Variability of Arenaviruses

3.1 Organization and Phylogenetic Relationships
of the Arenaviridae Family

Until recently, the family Arenaviridae has consisted of a single genus, Arenavirus,
that includes 25 recognized species. Based on their antigenic properties, are-
naviruses are divided into two distinct groups: The OW arenaviruses (Lassa–
lymphocytic choriomeningitis serocomplex) include viruses indigenous to Africa
and the ubiquitous LCMV, and the NW arenaviruses (Tacaribe serocomplex)
include viruses indigenous to the Americas. Subsequent genetic analyses based on
sequencing data supported very well the previously defined antigenic grouping
(Bowen et al. 1997). The monogeneric phylogenetic view of arenaviruses has
recently shifted dramatically with the discovery of a divergent group of are-
naviruses in captive alethinophidian snakes (Bodewes et al. 2013; Hetzel et al.
2013; Stenglein et al. 2012). Preliminary phylogenetic studies indicate that these
reptilian arenaviruses constitute a sister clade to mammalian arenaviruses, and have
been proposed to represent a new genus within the family Arenaviridae.

OW arenaviruses form one monophyletic group that is deeply rooted to the three
identified NW arenavirus phylogenetic groups, clades A, B, and C. Clade B contains
the human pathogenic viruses Chapare (CHPV), Guanarito (GTOV), JUNV,
Machupo (MACV), and Sabiá (SABV), as well as several nonpathogenic including
Tacaribe virus (TCRV) (Fig. 2). Among OW arenaviruses, LASV, Mobala virus
(MOBV), and Mopeia virus (MOPV) are monophyletic, while Ippy virus (IPPYV)
and LCMV are more distantly related. The recently discovered Lujo virus (LUJV),
endemic in Zambia, is most closely related to OW arenaviruses, but its GPC contains
elements of NW arenavirus sequences. Both OW and NW arenaviruses have been
evolved from a common ancestor, developing a wide range of antigenic specificity,
host species range, pathogenicity, and virulence (Zapata and Salvato 2013).

As with other RNA viruses, arenavirus replication is mediated by an error-prone
polymerase complex, which together with reassortment events of its segmented
genome generates the genetic variability that provides arenavirus with the potential
for rapid evolution and high capability of adaptation to new environments. The
contribution of recombination to arenavirus genetic variability has not been
explored at length, but similarly to other NS RNA viruses, recombination events
among arenavirus genomes appear to be extremely rare. Nevertheless, both reas-
sortment and recombination events need to be taken into account to understand the
evolution and population dynamics of arenaviruses (Albarino et al. 1998; Archer
and Rico-Hesse 2002; Charrel and de Lamballerie 2003; Charrel et al. 2001, 2003).
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It is worth noting that arenaviruses exhibit a superinfection inhibition feature that
diminishes the possibilities for recombination and reassortment events since both
are dependent on two different arenaviruses infecting the same cell (Ellenberg et al.
2004, 2007; Moreno et al. 2012b). The mechanisms underlying virus superinfection
inhibition vary among different viruses (Geleziunas et al. 1994; Horga et al. 2000;
Huang et al. 2008; Morrison and McGinnes 1989). In the case of arenaviruses, high
levels of Z protein inhibit de novo formation of a functional polymerase complex
thus leading to inhibition of viral RNA synthesis (Cornu and de la Torre 2001,
2002; Cornu et al. 2004; Kranzusch and Whelan 2011; Loureiro et al. 2011).
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Fig. 2 Rooted tree of arenavirus S segment. Phylogeny reconstruction by neighbor joining with
10,000 bootstrap replications under maximum composite likelihood substitution model was done
with Mega 6 (Tamura et al. 2013). Bootstrap values below 80 % are hidden. A similar tree was
obtained for the L segment. GenBank accession numbers of S segment (all complete sequences)
used to generate the tree, as well as species names of rodent reservoirs were obtained from
previously published data (King et al. 2012), with the following exceptions: Skinner tank virus
(SKTV, EU123328.1) from Neotoma mexicana (USA); Tonto creek virus (TTCV, EF619034.1)
from Neotoma albigula; Big brushy tank virus (BBTV, EF619035.1) from Neotoma albigula,
Arizona (USA); Catarina virus (CTNV, DQ865244) from Neotoma micropus (Cajimat et al.
2013); and Luna virus (LUNV-LSK-1, AB693148.1) from Mastomys natalensis, Zambia (Ishii
et al. 2012). Colored dots next virus isolates indicate reservoir species: green, neotominae
subfamily; blue, sigmodontinae subfamily; red, murinae subfamily; cian, the bat Artibeus spp,
proposed reservoir of Tacaribe virus (TCRV-p2b2); and magenta, the Boa constrictor snake,
reservoir of the recently reported putative arenaviruses University of Helsinki virus (UHV-1) and
inclusion body disease virus (IBDV-NL3) (Bodewes et al. 2013; Hetzel et al. 2013). Absence of
colored dot indicates unknown reservoir
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Hence, infected cells may express levels of Z that do not permit synthesis of RNA
by the polymerase complex of a second infecting arenavirus (Ellenberg et al. 2004,
2007; Moreno et al. 2012b).

3.2 Mechanisms of Arenavirus Genetic Diversity

3.2.1 Arenavirus Mutation Frequencies

RNA viruses have high mutation rates, in the range of 10−3 to 10−5 (Drake and
Holland 1999) due to the error-prone nature of their viral RdRp (Domingo 2007).
Accordingly, early studies already suggested high genetic variability of arenavirus
populations based on the observation that CTL escape mutants could be readily
selected both in vivo (Pircher et al. 1990) and in cell culture (Aebischer et al. 1991;
Lewicki et al. 1995). Likewise, emergence of neutralization-resistant LCMV
mutants in persistently infected mice was found to be a rather frequent event
associated with single point mutations (Ciurea et al. 2000, 2001). More recent
studies have examined the mutation frequencies (the number of nucleotide sub-
stitutions and indels per nucleotide sequenced) in LCMV populations recovered
after one or several passages in BHK-21 cells. These studies involved sequencing
of multiple clones of several regions of the GP, NP, and L genes and found
mutation frequencies in the range of 1.0 × 10−4 to 2.7 × 10−4 and 1.0 × 10−4 to
5.7 × 10−4 for populations after one and nine, respectively, cell culture passages
(Grande-Perez et al. 2002). The highest mutation frequency detected corresponded
to the NP region and the lowest to the L region. These values correlated with the
corresponding values of Shannon entropy, parameter that measures the genetic
heterogeneity of the viral population (Domingo 2006). Other studies have docu-
mented mutation frequencies for arenaviruses in the range of 2.6 × 10−4 to
5.5 × 10−4 mutations per nucleotide during serial passages in cell culture
(Ruiz-Jarabo et al. 2003). In addition, mutation frequencies in the range of
1.2 × 10−4 to 3.5 × 10−4 substitutions per nucleotide were estimated for both the
intracellular and released viral populations during LCMV persistence in BHK-21
cells (Grande-Perez et al. 2005b). These figures are consistent with a large body of
literature documenting the genetic variability of both negative- and
positive-stranded RNA viruses (Domingo 2007) and support the view that are-
navirus populations are ensembles of genetically closely related mutant genomes,
called quasispecies, subjected to natural selection and genetic drift (Sevilla and de
la Torre 2006).

3.2.2 RNA Recombination in Arenaviruses

Discrepancies between NP- and GPC-based phylogenetic trees observed between
clades A and B arenaviruses and North American (lineage A/Rec) arenaviruses
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including White Water Arroyo virus (WWAV) and the two newly discovered North
America arenaviruses, Catarina and Skinner Tank viruses, led to hypothesize that a
recombination event between members of clades A and B led to the emergence of
lineage A/Rec (Archer and Rico-Hesse 2002; Charrel et al. 2001, 2002, 2003;
Fulhorst et al. 2001). Additional recombination events have been suggested to
explain the evolutionary relationships between Oliveros (OLIV) and Pichinde
(PICV) viruses with OW arenaviruses (Albarino et al. 1998). However, the gen-
eration of recombinant arenaviruses requires cells to be simultaneously infected by
two different arenaviruses, and although coinfection with two different arenaviruses
has been reported in cultured cells (Ellenberg et al. 2004, 2007; Lukashevich et al.
2005; Moreno et al. 2012b; Riviere et al. 1986), in nature it may be less likely and
further restricted by the superinfection exclusion feature associated with arenavirus
infection (Ellenberg et al. 2004, 2007; Lukashevich et al. 2005; Moreno et al.
2012b; Riviere et al. 1986). Some arenaviruses share a common geographic
localization, such as Guanarito and Pirital (PIRV) viruses in Venezuela (Fulhorst
et al. 1999; Weaver et al. 2000); Junin and Oliveros viruses in Argentina (Mills
et al. 1996); and Machupo, Latino, and Chapare viruses in Bolivia (Delgado et al.
2008). Likewise, different arenaviruses can some times infect the same rodent
species, such as Guanarito and Pirital viruses, which were isolated both in cotton
rats Sigmodon alstoni and in cane mice Zygodontomys brevicauda (Weaver et al.
2000). However, despite an extensive genetic characterization, the existence of a
GTOV-PIRV recombinant virus has never been demonstrated (Cajimat and
Fulhorst 2004; Fulhorst et al. 2008), which might be explained by superinfection
exclusion among arenaviruses (Damonte et al. 1983; Ellenberg et al. 2004, 2007).
Since no A/Rec arenavirus has been isolated in South America and neither clade A
nor clade B arenavirus has been isolated in North America, it is difficult to explain
how the recombination occurred. It is plausible that the two parental arenaviruses
were originally present in North America but disappeared, either by natural
extinction, migration or by being outcompeted by the recombinant arenavirus. The
migration to North America of a recombinant arenavirus generated in South
America seems improbable because South America arenaviruses most likely des-
cend from an ancestral arenavirus located in North America (Cajimat et al. 2007).
Moreover, North America arenaviruses have a long-term coevolutionary relation-
ship with rodents from Neotominae subfamily, which are almost exclusively found
in North America (Cajimat et al. 2007). It should be noted that clade C arenaviruses
also exhibit a shift between GPC- and NP-based trees (Charrel et al. 2008), and it
seems unlikely that such a rare event would be the origin of two different lineages.
It seems more plausible that the phylogenetic information derived from arenavirus
GPC is influenced by specific selection pressures (Cajimat et al. 2007). The reasons
why GPC would be under a selection pressure different from the other arenavirus
genes need to be determined. Likewise, the statistical significance of the recom-
bination event found in North America and clade C arenaviruses using recombi-
nation detection softwares should be validated using an up-to-date arenavirus
genetic database.
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The recently discovered arenaviruses associated with cases of inclusion body
disease (IBD) in snakes (Bodewes et al. 2013; Hetzel et al. 2013; Stenglein et al.
2012) might represent a very special case of heterologous recombination between
an arenavirus and a filovirus within a coinfected host (snake). Phylogenetic analysis
showed that snake-related arenaviruses constitute a monophyletic lineage separated
from NW and OW arenaviruses (Bodewes et al. 2013; Stenglein et al. 2012).
Intriguingly, the GPC of snake-related arenaviruses was more closely related to the
GPC of filoviruses than to arenaviruses, but the natural history of events favoring
this potential recombination event between filo- and arenaviruses remains to be
elucidated.

3.2.3 Arenavirus Genomic Reassortments

Reassortment events require, like recombination, a coinfection event that can be
readily recreated in cultured cells (Ellenberg et al. 2004, 2007; Lukashevich 1992;
Lukashevich et al. 2005; Moreno et al. 2012b; Moshkoff et al. 2007; Riviere et al.
1986; Riviere and Oldstone 1986). However, in nature, there is only one documented
case of an arenavirus reassortant event (Palacios et al. 2008). Extensive phylogenetic
analysis of NW and OW arenaviruses revealed no proof of detectable genomic
reassortment events during their evolution (Charrel et al. 2003), with the exception of
an arenavirus isolated from three fatal cases of LCMV infection in transplantation
patients who received organs from a single donor (Palacios et al. 2008). Phylogenetic
analysis revealed a new arenavirus, in which L and S segments were related to LE and
M1-M2 LCMV strains, respectively, suggesting that likely a reassortment event was
involved in the generation of this arenavirus. The lower reassortant frequency in
arenaviruses may be due to the superinfection exclusion exhibited by the members of
this family (Ellenberg et al. 2004, 2007; Moreno et al. 2012b).

Since reassortment of arenaviruses in nature seems to be restricted to some
specific combinations of L and S segments (Lukashevich 1992; Riviere et al. 1986),
and recombination in arenaviruses is extremely infrequent (Archer and Rico-Hesse
2002; Charrel et al. 2002), mutations during genome replication by an error-prone
polymerase arenaviruses are thought to be the main contributing factor to arenavirus
genetic variability.

3.3 Arenavirus Hypermutation

Interferon-inducible adenosine deaminase that acts on double-stranded RNA
(ADAR1) has been suggested to play a role in the innate immune response against
LCMV (Zahn et al. 2007). ADARs are a family of dsRNA-binding enzymes present
in animals that deaminate adenosine to inosine, and are involved in the regulation of a
variety of posttranscriptional processes as well as in an antiviral response (Nishikura
2010). Since inosine and adenosine have different base-pairing properties, editing can
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alter protein-coding transcripts and noncoding targets including microRNA, small
interfering RNA viral transcripts, and repeat elements (Hundley and Bass 2010;
Mallela and Nishikura 2012). Upon LCMV infection of murine L929 cells, both
expression and activity of ADAR1-Lwere upregulated and its editing activity was not
inhibited by viral replication (Zahn et al. 2007). An adenosine-to-guanosine (A-to-G)
transition bias was found in cDNA clones of the GPC gene derived fromLCMVRNA
isolated from L929 cells at seven days post-infection. Likewise, an A-to-G/U-to-C
transition bias was observed in clones of LCMV genomic RNA species derived from
RNA isolated from spleen of LCMV-infected C57BL/6 mice at four days
post-infection, whereas no G-to-A/C-to-U transition was observed. Moreover, two of
54 analyzed clones showed anA-to-G or U-to-C hypermutation pattern in a very short
stretch of the GP where 38 % of all adenosines or 14 % of uracils were mutated.
In LCMV clones isolated from mice, no hypermutated LCMV clones were found.
Approximately 50 % of the clones with an amino acid mutation were non-functional,
suggesting that ADAR1-L-inducedmutations in LCMVRNA reduce viral infectivity
and protein function, thus supporting a contribution of ADAR1-L to the innate
antiviral immune response. Nevertheless, multiplication of LCMVwas not increased
in mouse embryonic fibroblasts derived from ADAR1−/− mice, which raises some
questions about a direct role of ADAR1 in restricting LCMV multiplication (Ward
et al. 2011).

Hypermutation has been related to posttranscriptional editing by host adenosine
deaminases of viral genomes from persistent infections of other RNA viruses such as
measles virus (Cattaneo and Billeter 1992), human parainfluenza virus (Murphy
et al. 1991; Rima et al. 2014), and respiratory syncytial viruses (Rueda et al. 1994).
In these studies, the estimated mutation frequencies of U→ C or A→ G transitions
were in the range of 3.3 × 10−2 to 1.0 × 10−1 mutations per nucleotide. The existence
of hypermutated genomes had been hypothesized as proof of the genetic melting that
occurs when the error catastrophe threshold is crossed as a result of chemical
mutagenesis (Grande-Perez et al. 2002). However, evidence of hypermutated viral
genomes has not been found in preextinction populations. In particular, hypermu-
tated sequences of LCMV from 5-fluorouracil (FU) mutagenized populations were
not amplified despite using a battery of oligonucleotide primers with different
degrees of degeneracy targeting LCMV genomic RNA (Grande-Perez et al. 2005a).
In this study, only one sequence was found that harbored nine mutations, six U→ C
transitions and the other three A → G, C → A, and G → A in an amplicon of 558
nucleotides (excluding primers), which renders a mutation frequency (relative to the
consensus sequence of the sample from which it was obtained) of 1.6 × 10−2

mutations per nucleotide sequenced. No further analyses were conducted to find out
whether this hypermutated molecule was the result of chemical mutagenesis or host
adenosine deaminase. However, in a subsequent study (Martin et al. 2010), the
participation of ADAR-like enzymes in the 5-FU-mediated increase of A → G
transitions of LCMV genome was ruled out because the context in the immediate
neighborhood of the observed A → G transitions was not preferred by the dsRNA
adenosine deaminase (Polson and Bass 1994).
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4 Contribution of Genetic Variability to Arenavirus–Host
Interactions and Associated Disease

4.1 Coevolution of Arenaviruses and Their Natural
Reservoirs: Intra- versus Inter-host Genetic Variation
of Arenaviruses

Arenaviruses establish long-life persistent infections in their natural reservoirs in the
absence of noticeable clinical symptoms (Childs and Peters 1993). Arenavirus natural
reservoirs include rodent species from the familyMuridae (Salazar-Bravo et al. 2002),
but a notable exception is Tacaribe virus whose natural host is thought to be the
fruit-eating batArtibeus sp. (Downs et al. 1963). Coevolution of the arenaviruses with
their natural hosts has likely been amajor driving evolutionary force that has generated
the currently existing arenavirus–host associations (Bowen et al. 1997),with groups of
genetically closely related arenaviruses infecting closely related rodent species. Thus,
OW arenaviruses are found in rodents from the subfamily Murinae, whereas NW
arenavirus reservoirs belong to rodents from subfamilies Sigmodontinae and
Neotominae (Fig. 2). Furthermore, inside the OW arenaviruses, the LASV complex
(LASV, MOBV, MOPV, and IPPYV) is associated with Praomys rodents, while
LCMV and Kodoko virus are found in rodents from the genus Mus (Lecompte et al.
2007). Likewise, within NW arenaviruses, the reservoirs of most North American
arenaviruses are mainly rodents from the subfamily Neotominae, whereas the reser-
voirs of the South American arenaviruses belong to the subfamily Sigmodontinae
(Emonet et al. 2009a). However, this coevolution hypothesis, which assumes also
occasional host switching, could not be tested empirically due to the lack of detailed
knowledge about rodent phylogeny. Studies trying to reconciliate the viral and host
phylogenies for both OW (Hugot et al. 2001; Coulibaly-N’Golo et al. 2011) and NW
(Jackson and Charleston 2004) arenaviruses did not find evidence of congruence
between both phylogenies. Recent evidence has suggested that for OW arenaviruses,
coevolutionary associations may have been concealed by the occurrence of multiple
host switching and extinction events (Coulibaly-N’Golo et al. 2011). In addition,
studies based on the recent availability of molecular data from both NW arenaviruses
and their rodent reservoirs found evidence of arenavirus evolution via host switching,
rather than codivergence between these arenaviruses and their hosts (Irwin et al. 2012).

Studies on the interaction between the surface glycoprotein GP1 of several NW
arenaviruses and their cell entry receptor, the transferring receptor 1 (TfR1)
(Abraham et al. 2009; Choe et al. 2011; Demogines et al. 2013; Flanagan et al.
2008; Radoshitzky et al. 2007, 2008), have suggested that arenaviruses might have
exerted some degree of positive selection in their rodent reservoirs. These studies
suggest that the dynamic of GP1–TfR1 interaction has had a direct impact in
sequences of these viral and host genes. Interestingly, identified rapidly evolving
positions within TfR1 were located within the TfR1 region that mediates interaction
with the virus GP1. Mutations at these TfR1 residues altered the interaction with the
viral GP1 without affecting TfR1 expression or function. As a consequence of the
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introduction of genetic divergence, this rodent receptor locus might have the
potential to act as a species barrier to viral transmission limiting both the
cross-species and zoonotic transmission of these viruses. Nevertheless, there is
evidence that JUNV can enter cells very efficiently in a TfR1-independent manner,
raising some questions about the true impact of the TfR1 gene as a key determinant
of JUNV host range. NW arenaviruses, Junin virus, Machupo virus, and Guanarito
virus, have acquired the ability to bind human TfR1 and are currently emerging in
South America as zoonosis (Choe et al. 2011; Flanagan et al. 2008) associated with
severe morbidity (Peters 2002). Intriguingly, a mutation within TfR1 predicted to
affect infection by NW arenaviruses that use this receptor for cell entry was iden-
tified in Asian population (Demogines et al. 2013).

Genomic analysis of full-length genome sequences of 29 strains of LCMV
collected from a variety of geographic regions at different times showed these
viruses to be genetically highly diverse (Albarino et al. 2010). Several distinct
lineages of LCMV could be identified, but there was little correlation with time or
place of isolation. Bayesian analysis enabled estimation of the rate of evolution of
the S and L genome segments of LCMV and Kodoko virus sequences and found
them to be similar to other negative-stranded RNA viruses. The molecular evolu-
tionary rate was estimated to be 3.3 × 10−4 and 3.7 × 10−4 substitutions per
nucleotide and year for the S and L segments, respectively. The Bayesian analysis
also indicated that the most recent common ancestor for LCMV S- and L genome
RNA segments was estimated to be 1235 and 5142 years ago, respectively. These
data indicate that LCMV is quite ancient, and the extensive diversity of the virus
has accumulated over the past 1000–5000 years. Also, despite similar rates of
evolution, the evolutionary history of the L segment appears to be more complex
and can be traced back substantially longer than that for the S segment.

Arenaviruses coevolve with their natural hosts, but animal species other than the
corresponding reservoir can be infected (Dalldorf 1939; Greenwood and Sanchez
2002; Salazar-Bravo et al. 2002). Information about possible arenavirus
pathogenicity in their natural reservoir is rather limited, but data from LCMV
infection of the mouse have shown that the same virus can behave differently
depending on the host. For instance, C3H/st, BALB/WEHI, and SWR/J mice
infected at birth with LCMV Armstrong, E-350, or Pasteur strains develop per-
sistent infection, but only C3H/st mice develop growth hormone deficiency syn-
drome. In contrast, LCMV strains Traub and WE did not cause disease in those
animals (Oldstone et al. 1984, 1985). Differential host-specific selection may be the
reason why quasispecies diversity of Guanarito virus isolates from rodents in
Venezuela had higher sequence variation than human isolates. One rodent isolate
included a mixture of two phylogenetically distinct genotypes, suggesting a dual
infection (Weaver et al. 2000). Likewise, the characterization by pyro-sequencing
of the genetic stability and complexity of the Lassa vaccine candidate ML29 in
vaccinated rhesus monkeys, marmosets, and mice (Zapata and Salvato 2013)
revealed accumulation over time of some host-specific mutations. Protein prediction
analysis showed that those mutations, at the amino acid level, induced potential
structural changes in GPC and NP.
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4.2 Contribution of Viral Quasispecies to Arenavirus
Pathogenesis

RNA viruses within hosts exist as complex distribution of genetically closely
related mutants, termed quasispecies, subjected to a process of genetic variation,
competition, and selection (Domingo 1992; Domingo et al. 2001). Foremost, this
swarm of mutants is possible because of the low copy-fidelity of viral
RdRp. Studies in cultured cells found mutation frequencies of 1 × 10−4 to
5.7 × 10−4 substitutions per nucleotide for the Z, NP, GP, and L regions analyzed of
LCMV (Grande-Perez et al. 2002, 2005a; Martin et al. 2010; Moreno et al. 2011),
which are consistent with previous findings on genetic heterogeneity of LCMV
(Sevilla et al. 2002) and other arenaviruses (Bowen et al. 1996, 1997; Bowen et al.
2000; Charrel and de Lamballerie 2003; Fulhorst et al. 2001; Garcia et al. 2000;
Weaver et al. 2000, 2001) and also within the range commonly observed for
riboviruses (10−3 to 10−5 substitutions per nucleotide) (Domingo et al. 1988; Drake
and Holland 1999) (see Sect. 3.2.1).

Error-prone replication might contribute to spatial and temporal heterogeneities
in RNA genome populations, favoring their rapid evolution and adaptation to
different environments. The entire virus cloud contributes to the characteristics of
the virus strain and will be the target of selection instead of individual variants
(Perales et al. 2005). Cooperation and complementation events between variants of
the quasispecies that permit the mutants carrying lethal mutations can be maintained
within the population and even compete and interfere with fitter variants (de la
Torre and Holland 1990; Gonzalez-Lopez et al. 2004; Martin et al. 2010; Mas et al.
2010; Perales et al. 2007; Zapata and Salvato 2013).

In addition to an error-prone polymerase, RNA recombination (Charrel et al.
2001; Fulhorst et al. 1996) and genome reassortment (Riviere 1987; Riviere et al.
1986; Riviere and Oldstone 1986) can also contribute to arenavirus genetic
diversity. However, both recombination and reassortment events appear to be
extremely rare in nature and only between phylogenetically closely related strains
(Archer and Rico-Hesse 2002; Charrel et al. 2002; Emonet et al. 2006; Jay et al.
2005). The ability of the arenavirus to infect a wide variety of hosts could also
contribute to their genetic variability (Zapata and Salvato 2013). The genetic
diversity within and between arenavirus groups suggests that the spatial hetero-
geneity may be reflected in host range and pathogenicity (Blasdell et al. 2008).
Biological functions of RNA virus distributions remain poorly understood, but
evidence suggests that different arenavirus strains may exhibit different biological
properties and pathogenesis attributable to differences in their quasispecies (Sevilla
et al. 2002). Moreover, the genetic complexity of a quasispecies structure provides
RNA viruses, including arenaviruses, with a great capacity to adapt to changing
host environments (Novella et al. 1995). The quasispecies plasticity may facilitate
that arenaviruses can overcome barriers to its spread, both within the host and
between species (Oldstone and Campbell 2010; Sevilla et al. 2002). Viral variants,
initially present at low frequency in the quasispecies, that become dominant under a
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selective pressure have been documented for different RNA viruses including rabies
(Morimoto et al. 1998), coxsackie viruses (Beaucourt et al. 2011; Domingo et al.
2008), poliovirus (PV) (Pfeiffer and Kirkegaard 2005; Vignuzzi et al. 2006),
foot-and-mouth disease virus (FMDV) (Haydon et al. 2001; Martin and Domingo
2008), and human parainfluenza virus (Prince et al. 2001). Arenaviruses are no
exception, and selection of organ-specific LCMV variants with different pathogenic
properties has been documented (Ahmed and Oldstone 1988; Ahmed et al. 1984).
Likewise, as with other RNA viruses (Hotchin 1973; Hotchin et al. 1971; Hotchin
and Sikora 1973), serial passages in cultured cells can yield LCMV variants that
differ in pathogenicity with respect to the original isolate (Hotchin and Sikora 1973;
Lukashevich 1992; Pulkkinen and Pfau 1970), further emphasizing the contribution
of the quasispecies’ plasticity to arenavirus pathogenesis. These studies in cell
culture provide strong support for the view that specific environmental conditions
can influence virus–host interactions and promote selection of specific RNA species
with distinct phenotypic features within the genetically complex quasispecies. The
application of New Generation Sequencing to the field of virology is allowing
scientists to start getting a detailed view of the genetic complexity and dynamic of
RNA viral quasispecies of how they impact virus–host interactions and associated
disease.

4.2.1 Selection of Immunosuppressive Variants During LCMV
Persistence

Chronic infections provide investigators with an excellent experimental system for
studying the contribution of virus quasispecies dynamics to virus–host interactions
and associated disease as sustained virus multiplication in the persistently infected
host facilitates virus evolution and adaptation resulting in selection of novel viral
phenotypes that could influence the outcome of infection. Persistent infections can
favor selection of viral variants with tissue-specific growth advantages that could be
associated with different phenotypes and disease manifestations (Ahmed et al.
1984). Studies examining viral populations replicating in different tissues and
organs of the same infected host have uncovered intra-host viral variability and
selection of tissue-specific virus populations due to differences in selective pres-
sures exerted by the different environments associated with these compartmental-
ized areas of the infected host (Ahmed and Oldstone 1988; Brown et al. 2011;
Cabot et al. 2000; Cheng-Mayer et al. 1989; Deforges et al. 2004; Hall et al. 2001;
Jelcic et al. 2004; Jridi et al. 2006; Sanjuan et al. 2004; Trivedi et al. 1994; Wright
et al. 2011). LCMV can cause acute or persistent infections in mice, its natural host,
and has been used as a model to study viral population dynamics in vivo (Ahmed
et al. 1988; Evans et al. 1994). The age, genetics, and immune status of the host, as
well as the composition of the viral quasispecies, route of infection, and dose of
infecting virus, contribute to the outcome of the infection. Mice infected with
LCMV within 24 h of birth do not develop an effective antiviral CTL response and
become persistently infected (Matloubian et al. 1990; Salvato et al. 1991). On the
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other hand, iv inoculation of adult immunocompetent mice with a high (≥2 × 106

PFU) dose of Armstrong (ARM) strain of LCMV causes an acute infection that
induces a protective immune response, which culminates in CD8+ CTL-mediated
virus clearance. In contrast, a similar infection with the immunosuppressive clone
13 (Cl-13) strain of LCMV causes a persistent infection associated with generalized
immune suppression (Ahmed et al. 1984, 1991; Ahmed and Oldstone 1988;
Baranowski et al. 2000; Evans et al. 1994; Tishon et al. 1993; Wu-Hsieh et al.
1988). At early times, post-infection ARM exhibits tropism for macrophages of the
red pulp of the spleen, while Cl-13 targets preferentially dendritic cells (DCs) of the
spleen’s white pulp (Borrow et al. 1995; Sevilla et al. 2000). Notably, ARM and
Cl-13 differ only at five nucleotide positions that involve three amino acid changes,
two within GP1 [N(ARM)-176-D(Cl-13) and F(Arm)-260-L(Cl-13)] and one in the
L polymerase [K(Arm)-1079-Q(C13)] (Matloubian et al. 1990, 1993; Salvato and
Shimomaye 1989; Sevilla et al. 2000). Mutation F260L was found to be responsible
for the strong binding affinity of Cl-13 to its receptor αDG that is expressed in DCs
and facilitates over time high levels of DC infection by Cl-13 (Cao et al. 1998;
Kunz et al. 2002), which is associated with Cl-13 persistence. However, at early
stages of infection, ARM and Cl-13 infect similar numbers of DCs and macro-
phages indicating that differences between Cl-13 and ARM regarding early and
yet-unknown interactions with host cell factors may determine whether LCMV
persists (Cl-13) or is cleared ARM. Interestingly, mutation K1076Q in the L
polymerase was found to play a critical role in the persisting phenotype of Cl-13
(Bergthaler et al. 2010; Sullivan et al. 2011).

4.2.2 Contribution of Viral Variants to LCMV-Induced Growth
Hormone Deficiency Syndrome

Neonatal infection of C3He mice with certain strains of LCMV results in the
development of a growth hormone disease syndrome (GHDS) characterized by
growth retardation and severe hypoglycemia that result in death of the infected mice
within 15–20 days of infection (Oldstone 2002; Oldstone et al. 1984, 1985).
LCMV-induced GHSD was associated with decreasing levels of growth hormone
(GH) mRNA that results in decreased GH protein synthesis in the anterior pituitary
(Klavinskis and Oldstone 1989; Valsamakis et al. 1987). Virus-induced GHDS
strictly correlated with the virus’s ability to replicate at high levels in the
GH-producing cells in the anterior pituitary. Studies using reassortant viruses
between strains of LCMV, which do (ARM) or do not (WE) cause GHSD, mapped
the ability to cause this disorder to the S RNA (Riviere 1987). Notably, clonal
analysis of the parental GHDS-nil WE population showed, as expected, that the
majority (58/61) of the clones examined behaved as the parental WE clonal pop-
ulation and did not cause GHDS, but three clones isolated from the WE parental
population did cause the characteristic GHDS (Buesa-Gomez et al. 1996). These
results provided evidence that variants with the ability to cause GHDS (GHDS+)
may be present within a GHDS-nil replicating WE parental population. Clonal
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isolates from the same parental virus population are genetically closely related.
Accordingly, characterization of WEc54 (GHDS+) and WEc2.5 (GHDS−) clonal
populations derived from the WE parental population identified a single amino acid
at position 153 in GP1 as a critical viral genetic determinant required for induction
of GHDS, illustrating how minor changes in the virus genome may have great
impact in the biology of the infected host (Buesa-Gomez et al. 1996; Teng et al.
1996).

5 Implications of Arenavirus Genetic Variability
for the Development of Antiviral Drugs and Vaccines
to Combat Human Pathogenic Arenaviruses

5.1 Lethal Mutagenesis as a Novel Antiviral Strategy
to Combat Arenavirus Infections

RNA viruses owe their potential for rapid evolution and adaptation to their genetic
structure of quasispecies that is determined mainly by their low-fidelity replication
machineries. Quasispecies is defined as the spectrum of closely related but non-
identical genomes (see Chaps. 1, 3, and 5). Within replicating viral quasispecies,
many individual species may have the potential to exhibit distinct phenotypes
including drug-resistant mutants that pose a main obstacle to the success of antiviral
therapy. The high polymerase mutation rates responsible for the genetic hetero-
geneity displayed by RNA viruses are close to a limit, know as error threshold,
beyond which the quasispecies theory predicts that biologically meaningful genetic
information cannot be maintained. In the case of RNA viruses, violation of this
limit is predicted to lead viral extinction, a process termed entry into error catas-
trophe (Eigen 2002). This model would predict that treatment of ribovirus-infected
cells with mutagenic agents that increase the virus polymerase mutation rate could
exert an antiviral effect by promoting viral entry into error catastrophe. Initial
experimental evidence in support of this was obtained by Holland and colleagues
when investigating the effect of mutagens on VSV and PV multiplication (Holland
et al. 1990; Lee et al. 1997), and subsequently, the term “lethal mutagenesis” was
coined by Loeb and colleagues to describe the antiviral effect of the mutagen
5-hydrodeoxycytidine in HIV-1 infections (Loeb et al. 1999).

Because of the quasispecies genetic structure of RNA viruses, the interaction,
either positive or negative, among all members of the quasispecies strongly influ-
ences the behavior of the viral population. Thereby, it is the quasispecies, rather
than single independent genome species, that is subjected to selective pressures and
evolution. Notably, low dose of a mutagenic agent can increase the number of
mutations per genome (m) without reaching the error threshold (mc), which could
result in the generation of defective-interfering genomes (DIG) that can interfere
virus multiplication and production of infectious progeny, a process that has been
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termed “lethal defection.” This model is supported by experimental results and in
silico predictions (Ahmed et al. 1984, 1991; Ahmed and Oldstone 1988;
Baranowski et al. 2000; Evans et al. 1994; Gonzalez-Lopez et al. 2004;
Grande-Perez et al. 2005b; Manrubia et al. 2010; Moreno et al. 2012a; Perales et al.
2007; Tishon et al. 1993; Wu-Hsieh et al. 1988). Lethal defection can explain why
viral populations subjected to lethal mutagenesis can be extinguished in the absence
of the loss of the master sequence, the sequence present at the highest frequency
within the quasispecies, and randomization of the virus genome sequence both
predicted by the quasispecies theory (Grande-Perez et al. 2005a). Disappearance of
the master sequence and melting of the genetic information of the population would
be observed only in situations where m increases beyond mc (Fig. 3), a situation that
is highly unlikely to be observed in viral populations as the inhibitory effects
exerted by DIG together with the loss of essential viral functions due to single
mutations within the genome can result in viral extinction without changes in the
consensus sequence of the viral population.

Experimental evidences of lethal mutagenesis in cell culture have been achieved
in several viral systems such as HIV-1 (Dapp et al. 2009, 2012; Harris et al. 2005),
PV (Graci et al. 2007), or HCV (Ortega-Prieto et al. 2013). In coronavirus, the
Nsp14 contains an 3′–5′ exonuclease domain that is responsible of the first
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Fig. 3 Lethal mutagenesis. The lethal mutagenesis concept predicts that increasing the dose of a
mutagenic agent will result in an increasing number of mutations per genome (m) in the virus
population. When m crosses an error threshold (m > mc), the virus population will enter into error
catastrophe that is associated with the melting of the genetic information and viral extinction. The
lethal defection model considers that under a moderate mutagenic dose, compatible with
maintenance of the biological information, defective-interfering genomes (DIG) are generated and
they interfere with the multiplication of the virus population, which could result in virus extinction
in the absence of the sequence signatures of error catastrophe
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described proofreading activity in riboviruses (Denison et al. 2011). Accordingly,
viral mutants lacking this activity exhibit increased sensitivity to lethal mutagenesis
(Smith et al. 2013). In arenaviruses, loss of infectivity and virus extinction through
lethal mutagenesis have been achieved under laboratory conditions (Grande-Perez
et al. 2005b; Martin et al. 2010; Moreno et al. 2011, 2012b; Ruiz-Jarabo et al. 2003)
supporting the feasibility of entry into error catastrophe as a new antiviral strategy
to combat arenavirus infections, a view that has been further reinforced by results
from in vivo experiments (Ruiz-Jarabo et al. 2003; Sanz-Ramos et al. 2012).

Mutagenesis of LCMV with 100 µg/ml 5-FU achieved dose-dependent
decreases in infectivity and systematic extinction after 48 h in one or two pas-
sages when BHK-21 cell cultures were inoculated with a moi of 0.01. However,
nucleoside analogue 5-azacytidine (AZC) at 5 or 10 µg/ml was not able to eliminate
LCMV after 13 passages in BHK-21 cells, not even when viral load was decreased
tenfold (Grande-Perez et al. 2002). Increments in mutation frequencies in the L
region reached 16.8-fold, whereas in the GP region, it was just 2.6-fold and 4.1-fold
in the NP region in populations treated with a low dose (20 µg/ml) of 5-FU.
However, in a preextinction population treated with 100 µg/ml of 5-FU, the
mutation frequency of the polymerase increased 3.4-fold compared with the
1.6-fold found for the GP and NP regions (Grande-Perez et al. 2002). Notably, the
largest increments in mutation frequencies did not correlate linearly with the lowest
infectivity values (Grande-Perez et al. 2002). The type of mutations found differed
between the two analogues being predominant the transitions U → C and A → G,
followed by C → U in 5-FU-treated populations, whereas in AZC-treated popu-
lations, transversions C → G were the most frequent followed by C → A, G → C,
and G → U. Despite the high diversity of LCMV mutagenized preextinction
populations, their consensus genomic nucleotide sequences remained unaltered
(Grande-Perez et al. 2005a). Furthermore, alternate virus passages in the presence
and absence of 5-FU led to profound differences in fitness (measured as the capacity
of LCMV to produce progeny), without modification of the consensus genomic
sequence. LCMV viral populations in their way to extinction were enriched with
mutants harboring a limited number of mutations called defectors (Grande-Perez
et al. 2005a, b) (Fig. 3). Detailed analysis of the molecular scenario of LCMV
persistent infections treated with 100 µg/ml of 5-FU showed an infectivity decrease
that was paralleled by a significant increase of intracellular viral genomic L RNA.
Preextinction populations recovered at different times post-infection showed
specific infectivities (measured as plaque-forming units per genomic RNA mole-
cule) lower than control populations. These experimental results together with silico
simulations led to the lethal defection model of lethal mutagenesis that suggests the
participation of defective-interfering genomes to explain virus extinction in cell
culture when low-level mutagenesis is exerted by a mutagenic nucleoside analogue
(Grande-Perez et al. 2005b). Interference caused by defectors is different to the
LCMV natural defective-interfering particles, and it is produced as a consequence
of 5-FU treatment (Martin et al. 2010). Supernatants of 5-FU-treated monolayers
displayed interference capacity specific for LCMV, sensitive to UV irradiation and
dose- and time-dependent (Martin et al. 2010). Interference did not involve
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significant increases of mutant spectrum complexity, as predicted by the lethal
defection model (see also Chaps. 13 and 14).

Moreover, LCMV populations subjected to lethal mutagenesis exhibited a
negative correlation between viral load and extinction, and infection at low moi in
the presence of 5-FU was accompanied by a higher increase of mutant spectrum
complexity and a higher antiviral effect than infection at high moi (Moreno et al.
2012b). This behavior was shared by VSV, another negative-stranded RNA virus,
whereas the opposite was observed for the positive-stranded RNA viruses FMDV
and EMCV. Increased mutagenesis caused by 5-FU treatment promoted the gen-
eration of DIG that inhibited viral RNA synthesis, which resulted in increased
protection of the virus population against the mutagenic effect of 5-FU. This finding
illustrates the biological consequences associated with the generation and activity of
DIG. Nucleoside analogues are actively being pursued as candidate antiviral drugs
that could exhibit a broad-spectrum mutagenic activity against a variety of ribo-
viruses (Bonnac et al. 2013). The discovery of new nucleotide analogues that
increase the viral mutation frequency while minimizing cell toxicity will represent a
major advance for our understanding of lethal mutagenesis and its application as a
novel antiviral strategy (Graci et al. 2008; Harki et al. 2002; Harris et al. 2005;
Hicks et al. 2013).

5.2 Advantages of Combination Versus Single Drug
Therapy to Inhibit Arenavirus Multiplication

Current antiviral drug therapy against arenavirus infections is limited to an off-label
use of the nucleoside analogue ribavirin that has a limited prophylactic efficacy. In
vitro and in vivo studies have documented the prophylactic and therapeutic value of
RIb against several arenaviruses (Damonte and Coto 2002). Importantly, Rib
reduced both morbidity and mortality in humans associated with LASV infection
and experimentally in Machupo and Junin infections, if given early in the course of
clinical disease (Damonte and Coto 2002). Despite its validated clinical benefits,
the use of Rib has the limitations of its frequent and significant side effects,
including anemia and congenital disorders, and the need of an early and intravenous
administration for optimal efficacy. Several inhibitors of IMPDH (Andrei and De
Clercq 1993), the S-adenosylhomocysteine (SAH) hydrolase and a variety of sul-
fated polysaccharides (Andrei and De Clercq 1990), phenotiazines compounds
(Candurra et al. 1996), brassinosteroids (Wachsman et al. 2000), myristic acid
(Cordo et al. 1999), and valproic acid (Vazquez-Calvo et al. 2013) have been
reported to have antiarenaviral activity. However, most of these compounds dis-
played only modest and rather nonspecific effects associated with significant toxi-
city. Therefore, there is a pressing need for novel effective antiarenaviral drugs. In
this regard, a recent high-throughput screening (HTS) using a virus-induced cyto-
pathic effect (CPE)-based assay identified a potent small molecule inhibitor of
Tacaribe virus and several other NW arenaviruses (Bolken et al. 2005). Likewise,
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cell-based HTS identified several small molecule inhibitors of virus cell entry
mediated by LASV GP (Lee et al. 2008). These findings illustrate how complex
chemical libraries used in the context of appropriate screening assays can be har-
nessed into a powerful tool to identify candidate antiviral drugs with highly specific
activities.

Rib has been documented to be a broad-spectrum antiviral drug active against a
variety of RNA viruses (Sidwell et al. 1974; Streeter et al. 1973). Several mech-
anisms of action have been proposed for the antiviral activity of Rib including
direct incorporation into the RNA during replication, alteration of dNTP pools
through IMPDH inhibition, direct inhibition of RNA synthesis, RNA capping
inhibition, and immunomodulation (Graci and Cameron 2006). In LCMV-infected
cells, treatment with high (100–400 µm) concentration of Rib did not increase
mutation frequency values but inhibited dramatically both viral RNA synthesis and
production of infectious progeny (Ruiz-Jarabo et al. 2003). However, treatment
with low (20 µm) concentration of Rib increased 2.3-fold the mutation frequency of
LCMV (Moreno et al. 2011), a finding that revealed a dose-dependent dual inhi-
bitory and mutagenic activity of ribavirin for LCMV. The antiviral activity of Rib in
LCMV-infected cells could be either totally or partially prevented by adding gua-
nosine to the culture medium (Moreno et al. 2011). Inhibition of IMPDH by
mycophenolic acid, which decreases intracellular GTP levels, did not increase but
rather decreased LCMV mutation frequencies, thus raising some questions about
whether targeting of IMPDH by Rib contributes to Rib-mediated inhibition of
arenavirus multiplication. An alternative explanation for the protective effect of
guanosine would be the dilution of Rib into the intracellular nucleotide pools,
suggesting that Rib may be a competitive inhibitor (Moreno et al. 2011). The use of
5-FU as mutagenic agent and Rib either as inhibitor or as mutagen revealed that a
treatment protocol based on a sequential inhibitor–mutagen administration exhib-
ited the most potent antiviral activity compared to other combinations (Moreno
et al. 2012a).

Rib-resistant escape mutants have been reported for several RNA viruses
including PV, HCV, and FMDV (Pfeiffer and Kirkegaard 2003, 2005; Scheidel
et al. 1987; Young et al. 2003) but are in general difficult to emerge. This likely
reflects that Rib exerts its antiviral effect through different, mutually non-exclusive,
mechanisms and thereby, a mutation conferring a virus with resistance to one
mechanism may not allow viral escape from the overall antiviral activity of Rib.
The observation that antiviral drugs exert their actions as a result of several
mechanisms of action is not uncommon. Thus, 5-FU exerts its antiviral activity
against FMDV through both its mutagenic activity and as inhibitor of initiation of
viral RNA replication (Agudo et al. 2008). In coronavirus, the lack of the 3′–5′
exonuclease activity responsible of Nsp14 protein proofreading activity increases
virus sensitivity to Rib and 5-FU mutagenesis, but evidence indicates that addi-
tional mechanisms of action associated with Rib treatment contribute to the overall
observed reduction in virus infectivity (Smith et al. 2013). In the case of are-
naviruses, Rib has been shown to exhibit a dose-dependent dual inhibitory and
mutagenic activity (Moreno et al. 2011). At low concentrations (20 µm), Rib has
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been reported to increase the mutation frequency and mutant spectrum complexity
of the population, whereas at higher concentrations (100 µm), Rib inhibited are-
navirus replication without affecting the virus quasispecies complexity. The lack of
a mutagenic effect of Rib when used at high concentration is not unexpected,
because the corresponding strong inhibition of virus replication would limit the
incorporation of Rib into the template RNA, which is required to exert its muta-
genic effect.

The use of monotherapy-based treatments usually facilitates the selection of drug
escape-resistant mutant within the population and subsequent virus rebound and
therapy failure (Domingo 1989; Nijhuis et al. 2009; Young et al. 2003). Thus,
inhibitor escape mutants have been isolated from virtually any virus for which a
specific inhibitor has been developed, which poses a general problem in antimi-
crobial therapy (Domingo 2006). Combination therapy has proven effective to
minimize and delay the selection of escape mutants (Pariente et al. 2003; Tapia
et al. 2005). However, the emergence of variants resistant to more than one antiviral
drug is not uncommon. A novel concept of combination therapy that is based on
combining antiviral drugs targeting specific steps of the virus life cycle and lethal
mutagenesis could contribute to overcome this problem. Importantly, recent evi-
dence indicates that combination therapy of inhibitors of virus multiplication
together with lethal mutagenesis can be dramatically more effective, while
exhibiting much less toxicity, in controlling and clearing RNA virus infections than
classic combination therapy (Perales et al. 2012). Moreover, evidence indicates that
mutagen-mediated increase in virus mutation rate promotes the accumulation of
non-functional viral gene products that often exhibit a strong dominant negative
phenotype that further contributes to inhibition of virus multiplication, which has
been referred to as lethal defection model of virus extinction (Grande-Perez et al.
2005b). Therefore, modest mutagenic intensities may be sufficient to help driving a
virus to extinction, which further supports a combination antiviral therapy that
incorporates lethal mutagenesis.

The interactions (neutral, positive, or negative) between drugs used in combi-
nation therapy are determined by the mechanism of action and pharmacokinetics of
each drug, and thereby, the implementation of combination therapy requires a
detailed understanding of the mechanisms of action of each drug. It is important
noting that the mutagenic effect exerted by a drug could be masked or reduced by a
replication inhibitor when used in combination, whereas the sequential adminis-
tration of both drugs can result in a stronger antiviral effect than the sum of both
drug effects (Moreno et al. 2012a; Perales et al. 2009). Therefore, combination
therapy involving the use of a mutagenic agent should employ protocols involving
the sequential administration of the drugs. In this regard, theoretical predictions
(Eigen 1971, 2002) support the idea that reduced viral load promotes
mutagen-induced viral extinction. Studies with FMDV provided the first experi-
mental evidence for this prediction (Perales et al. 2009; Sierra et al. 2000).
Likewise, studies with LCMV showed that administration of Rib at concentrations
that favored its replication inhibition activity followed (sequential treatment) by
administration of the mutagen 5-FU resulted in a stronger antiviral effect than when
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drugs were administered simultaneously or individually (Moreno et al. 2012a). This
antiviral effect correlated with a low viral progeny production, low viral RNA
synthesis, and a noticeable increase in quasispecies mutant spectrum complexity.
The inhibition of viral replication by Rib potentiated the mutagenic effect of the
subsequently added 5-FU, promoting the generation of DIG that contributed to the
loss of infectivity. None of these effects were observed when mutagenic doses of
Rib were used either in combination or sequentially with 5-FU. The lesser antiviral
effect observed when inhibitory concentrations of Rib were administered together
with the mutagen 5-FU could be explained due to a negative interaction between
mutagen and replication inhibitor (Moreno et al. 2012a). The implications of these
findings for the design of protocols to treat arenavirus infections in vivo remain to
be investigated.

5.3 Arenavirus Genetic Variation and Development
of Broad-Spectrum Vaccines

There are not FDA-approved vaccines against HF arenaviral diseases. The JUNV
live-attenuated Candid1 strain has been shown to be an effective vaccine against
Argentine hemorrhagic fever (AHF) disease (Enria and Barrera Oro 2002; Enria
et al. 2008). However, outside Argentina, Candid1 has only IND status and studies
addressing long-term immunity and safety have not been conducted. Moreover,
Candid1 does not protect against LASV. Despite significant efforts dedicated to the
development of LASV vaccines, not a single LASV vaccine candidate has entered a
clinical trial although the MOPV/LASV reassortant ML29, as well as recombinant
VSV and vaccinia virus expressing specific LASV antigens, has shown promising
results (Falzarano and Feldmann 2013). Specifically, ML29 exhibited good safety
and efficacy profiles in animal models of LASV infection. However, the high
prevalence of HIV within LASV endemic regions raises safety concerns about the
use of VSV- or vaccinia-based platforms.

Control of LASV infection seems to be mediated mainly by cellular immune
responses, and significant titers of LASV neutralizing antibodies (NAbs) are usually
observed only in patients who have clinically recovered (Jahrling and Peters 1984).
However, passive antibody transfer has been shown to induce protection in animal
models of LF (Jahrling 1983) and in limited human studies (Monath and Casals
1975) suggesting that an ideal vaccine should induce the right combination of
cellular and humoral responses.

Sequence comparison of all proteins of seven pathogenic arenaviruses revealed a
high degree of genetic variation among different geographical and temporal isolates
of the same virus species (Bowen et al. 2000; Fulhorst et al. 2001; Garcia et al.
2000; Weaver et al. 2000). Overall, strain variation among 54 LASV strains was
found to be as high as 27 and 15 % at the nucleotide and amino acid levels,
respectively (Bowen et al. 2000). The high degree of LASV genetic diversity likely
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contributes to underestimating its prevalence and poses also a great challenge for
vaccine development. In some endemic areas, up to 32 % of anti-LASV-positive
samples would not have been detected, if the IFA had only been run with
LASV-Josiah (Jos) strain, which is historically used as antigen in IFA or ELISA
(Emmerich et al. 2008). This underscores the need for a multivalent or “universal”
LASV vaccine able to protect against infections by the related isolates of the four
lineages currently identified for LASV. The rML29/Jos expresses NP and GP
antigens of Josiah strain, the prototype of LASV lineage IV, the largest sublineage,
containing strains isolated in Guinea, Liberia, and Sierra Leone (Bowen et al.
2000). A single dose of ML29 vaccine effectively protected guinea pigs against
challenge with homologous (lineage IV) or heterologous (lineage II) strains
(Carrion et al. 2012). Lineage III and IV had a sister relationship, and the protection
elicited by ML29 against LASV strains from lineage II strongly suggests that ML29
will also protect against members of lineage III. In contrast, sequence differences
between LP (I) and Jos (IV) are 23.6 and 20.8 % for NP and GPC genes,
respectively, and only one of the three recently predicted HL2-A2-restricted CTL
epitopes was conserved in GP sequences of both viruses (Botten et al. 2006). This
potential problem could be overcome by the use of arenavirus reverse genetics to
generate rML29 expressing NP and GP antigens from lineages I and IV to generate
a blended vaccine able to provide cross-protection against members of all LASV
lineages. Despite the very promising features of the rML29 platform for the
development of pan-LASV vaccine, it should be noted that the mechanisms of
ML29 attenuation remain poorly understood and additional mutations, including
reversions, in ML29 or reassortants between ML29 and circulating virulent LASV
strains, could result in viruses with enhanced virulence.
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Models of Viral Population Dynamics

Pranesh Padmanabhan and Narendra M. Dixit

Abstract Models of viral population dynamics have contributed enormously to our
understanding of the pathogenesis and transmission of several infectious diseases,
the coevolutionary dynamics of viruses and their hosts, the mechanisms of action of
drugs, and the effectiveness of interventions. In this chapter, we review major
advances in the modeling of the population dynamics of the human immunodefi-
ciency virus (HIV) and briefly discuss adaptations to other viruses.
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1 Overview

Models of viral population dynamics have yielded key insights into the progression
of several infectious diseases and guided strategies of intervention. In this chapter,
we focus on models of human immunodeficiency virus (HIV) infection, which have
occupied the center stage in the field, highlight the insights gained, and briefly
discuss models of other viral infections. We begin with the basic model of HIV
dynamics, which successfully described short-term changes in plasma viraemia
following the onset of antiretroviral therapy and presented the first estimates of viral
and infected cell life spans, establishing the rationale for highly active antiretroviral
therapy that has saved millions of lives. The need for lifelong therapy for HIV
infection, the associated difficulty of adhering to recommended treatment protocols,
and the propensity of the virus to develop drug resistance drove the integration of
the basic model of viral dynamics with models of drug pharmacokinetics and viral
evolution that could present a framework for rational treatment optimization.
Models of viral evolution, inspired by the quasispecies theory, have presented new
insights into the limits on viral evolvability, the feasibility of mutagenesis as an
intervention strategy, and the coevolution of viruses and their hosts.
Simultaneously, models of viral dynamics and evolution together with those of the
immune response allowed description of the progression of the disease to AIDS and
suggested guidelines for vaccine design. Recognizing that viral evolution typically
occurs during viral replication within infected cells, models describing the intra-
cellular events of the viral life cycle have been constructed. Such multiscale models
have served to elucidate the mechanisms of action of new drugs against hepatitis C
and could potentially be employed to identify vulnerabilities in the viral life cycle.
At the same time, models that integrate within-host viral dynamics with inter-host
transmission may help identify fundamental differences between pathogenic and
nonpathogenic viruses, guide vaccine and immunogen design, and present a
rational framework for the comparative analysis of alternative healthcare policies.

The outline of this chapter is as follows. In Sect. 2, we discuss insights gained
into HIV disease progression and treatment response from the basic model of viral
dynamics. In Sect. 3, we present our current understanding of treatment failure due
to drug resistance. In Sect. 4, we explore the effects of drug pharmacokinetics on
HIV treatment outcomes. In Sect. 5, we discuss the application of the quasispecies
theory to HIV and the potential of mutagenesis as a novel strategy against HIV. In
Sect. 6, we present models of HIV dynamics that explicitly consider host immune
responses. In Sect. 7, we discuss models of the population dynamics of other
viruses, with focus on hepatitis C and influenza. We present concluding remarks in
Sect. 8.
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2 Basic Model of Viral Dynamics

The basic model of the within-host dynamics of HIV infection (Fig. 1a) describes
disease progression as the result of the interactions between populations of unin-
fected cells, T , infected cells, I, and free virions, V (Nowak and May 2000;
Perelson 2002). Uninfected cells are assumed to be produced at the rate k and die at
the rate dTT . Uninfected cells become productively infected by free virions at the
rate bVT . These infected cells then produce new virions at the rate pI and die at an
enhanced rate dI due to virus-induced cytopathicity and immune-mediated killing.
Free virions are cleared at the rate cV .

This basic model, without explicit consideration of the immune response, has
been able to quantitatively describe viral load changes in the early acute phase and
the steady state in the subsequent chronic phase of HIV infection in the absence of
intervention (Phillips 1996; Stafford et al. 2000) (Fig. 2a). Importantly, analysis of
the acute phase has yielded estimates of the basic reproductive ratio, R0, that
quantifies the potential of the virus to establish infection in an individual (Little
et al. 1999; Phillips 1996; Ribeiro et al. 2010; Stafford et al. 2000). R0 is defined as
the number of productively infected cells produced from a single productively
infected cell at the start of the infection (Nowak and May 2000). When R0\1, the
number of infected cells gradually decreases and leads to viral clearance, whereas
when R0 [ 1, infected cells rise and lead to viral persistence. According to the basic
model, R0 ¼ bpk

dcdT
(Nowak and May 2000). The most recent estimate of R0 of HIV-1

is *8 (Ribeiro et al. 2010), which implies that following transmission to a new
host, infection rapidly grows and becomes persistent.

The viral load following transmission eventually attains a quasi steady state, also
known as the set-point viral load (SPVL) (Fig. 2a). The basic model describes this
set point as a balance between viral production and clearance as well as between the
production and the loss of infected cells. The viral load remains at the set point for
years despite the continuous and rapid turnover of virus and infected cells. Indeed,
estimation of the latter turnover rates from analysis of viral load changes following
the onset of antiretroviral therapy is a key success of the basic model.

Intervention with antiretroviral drugs during the chronic phase of infection
perturbs the balance between viral production and clearance that establishes the set
point. The viral load consequently declines following the onset of therapy (Fig. 2b).
The basic model has been modified to account for drug action in order to analyze
the latter decline (Fig. 1b) and estimate key parameters associated with HIV
infection, viz. the half-lives of infected cells and free virions (Ho et al. 1995;
Perelson et al. 1996; Wei et al. 1995). The model, assuming a constant target cell
population over short durations under treatment, predicts that the viral load declines
exponentially following the start of treatment at a rate determined by the loss rate of
infected cells, the virion clearance rate, and the efficacy of treatment. Early studies,
assuming perfect treatment efficacy, analyzed this first-phase viral decline, which
lasts up to two weeks, and estimated the HIV virion half-life to be *6 h, the life
span of infected cells to be *2.2 days, and the HIV production rate to be *1010
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virions per day (Perelson et al. 1996). Subsequent studies, combining independent
modeling and experiments, have refined these estimates, with the half-lives of HIV
virions and productively infected cells being *0.5–2 h (Ramratnam et al. 1999)
and *1 day (Markowitz et al. 2003), respectively, and established the notion of
rapid viral turnover at the set point. The consequent realization of the enormous
potential for viral evolution and the associated development of drug resistance (see
Sect. 3) led to the introduction of combination therapy with three drugs—highly
active antiretroviral therapy—which has since become the standard-of-care and
drastically reduced HIV-related deaths.

The first-phase decline is typically followed by a slower second-phase decline
during combination treatment (Fig. 2b). The basic model has been expanded to
include other types of infected cells to analyze the second-phase viral decline
(Perelson et al. 1997). The analysis revealed that long-lived infected cells with a
half-life of about 1–4 weeks were the major contributors to the second phase and
that eliminating this compartment would require 3–4 years of treatment. Recent
studies have identified third and fourth phases of viral decline with the viral level
remaining nearly constant in the fourth phase (Maldarelli et al. 2007; Palmer et al.
2008) (Fig. 2b inset), suggesting that HIV infection cannot be eradicated and
lifelong treatment is required to control the infection.

Indeed, long-term treatment has been found to keep the infection under control,
transforming the once deadly infection to a manageable condition in settings with
affordable and accessible health care. With long-term treatment, however, arise
other complications, managing which is an ongoing effort (Deeks et al. 2013;
Volberding and Deeks 2010). In particular, adherence to treatment is expected to
drop as treatment durations rise. With poor adherence, temporary reduction in
treatment efficacy may provide just the window of opportunity for HIV to replicate,
evolve, and acquire drug resistance. Resistance mutations for all the available
antiretroviral drugs have been documented (Clavel and Hance 2004; Johnson et al.
2013). It is of interest, therefore, to identify the drug combination that offers the
greatest barrier to resistance. Models of viral population dynamics have been
coupled with evolutionary theory to describe the development of drug resistance
during HIV treatment. We discuss these models next.

b Fig. 1 Schematic of models of viral dynamics and corresponding model equations. a The basic
model of viral dynamics assumes that uninfected cells, T , are produced at the rate λ and die at the
rate dTT . Productively infected cells, I, are produced due to infection at the rate bVT and die at the
rate dI. New virions are produced at the rate pI and are cleared at the rate cV . b During treatment,
drugs such as reverse transcriptase inhibitors, integrase inhibitors, entry inhibitors, and fusion
inhibitors prevent new infections and are modeled as lowering the de novo infection rate with
efficacy g. Protease inhibitors render newly produced virions non-infectious with efficacy e.
Accordingly, infectious virions, VI, and non-infectious virions, VNI, are produced at rates pð1� eÞI
and peI, respectively. c A two-strain model of drug resistance considers two subpopulations, wild
type (subscript W) and drug resistant (subscript M), to describe the evolution of drug-resistant
strains during treatment, with l the effective mutation rate at which the wild type converts to a
drug-resistant strain and vice versa. In a–c, the corresponding model equations are presented in the
respective panels to the right
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3 Drug Resistance

HIV replication is a highly erroneous process with an average mutation rate of 1.4–
4.6 × 10−5 per base per generation (Abram et al. 2010; Mansky and Temin 1995;
Schlub et al. 2014) driving the rapid emergence of drug-resistant strains and
treatment failure. Describing the development of drug resistance requires explicit
consideration of viral subpopulations with different combinations of potential drug
resistance mutations. Models of drug resistance thus increase in complexity com-
pared to the basic model. A two-strain model that considers two subpopulations—
wild type and drug resistant—has been used extensively to describe the evolution
and growth of resistant strains during treatment (Bonhoeffer et al. 1997) (Fig. 1c).
The outcome of treatment is determined by the basic reproductive ratios of the two
strains in the presence of drugs. In the model equations (Fig. 1c), IW and IM
represent cells infected by the wild-type strain, VW, and the drug-resistant mutant
strain, VM, respectively. pW, pM, bW, and bM are the respective strain-specific virion
production and de novo infection rate constants during treatment. l is the effective
mutation rate between the wild-type and the drug-resistant strain (Alexander and
Bonhoeffer 2013). The basic reproductive ratio of the wild-type strain, RW ¼ bWpWk

dcdT
,

and the mutant strain, RM ¼ bMpMk
dcdT

, can be related as RM ¼ RWð1� sÞ, where s is
the selective disadvantage due to mutations. During treatment, the basic

Fig. 2 Viral dynamics after infection and during treatment. a The basic model of viral dynamics
describes the early acute phase and the subsequent set point of the chronic phase of HIV infection.
The prediction is obtained by solving model equations in Fig. 1a using the following parameter
values: k ¼ 85 ml�1 day�1; dT ¼ 8:5� 10�3 day�1; b ¼ 6:6� 10�7 ml ðvirion day)�1; d ¼ 0:17
day�1; p ¼ 830 virion day�1; and c ¼ 3 day�1. The profile is typical of predictions that captured
patient data in Stafford et al. (2000). b HIV viral load declines in a multiphasic manner during
treatment, with the first two phases of viral decline occurring in days and the last two phases in
months to years (inset)
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reproductive ratios of the wild-type and mutant strains reduce to R0
W ¼ RWð1� eWÞ

and R0
M ¼ RMð1� eMÞ, respectively, with eW and eMð\eWÞ the efficacies of the

treatment against the two strains. When the treatment efficacy is very low, both R0
W

and R0
M are greater than unity. Treatment fails with either the wild-type or the

mutant strain dominating depending on which has the higher basic reproductive
ratio. When the treatment is potent against the wild type alone, such that
R0
M [ 1[R0

W, the wild type declines under treatment and viral breakthrough
happens due to the growth of the mutant strain. When the treatment is potent against
both the strains, so that both R0

W and R0
M are less than unity, the treatment is

successful and HIV persists at a very low level due to latent reservoirs and sanc-
tuary sites for HIV replication (Hoetelmans 1998; Siliciano and Greene 2011).

When R0
M [ 1[R0

W, i.e., when the resistant strain is predicted to dominate,
treatment can fail in two ways. First, resistant strains can preexist due to viral
diversification following infection prior to the start of the treatment and grow after
the start of the treatment. Second, when such strains do not preexist, viral evolution
can lead to their emergence during treatment causing treatment failure. Models of
viral population dynamics have been constructed to assess the relative probabilities
of either mode of treatment failure, and, where appropriate, to estimate the fre-
quency of preexistence of resistant strains or to time their emergence during
treatment. Below, we discuss the insights gained from these modeling approaches.

3.1 Preexistence of Drug Resistance

Mutation–selection balance The two-strain model of drug resistance is best-suited
to describe resistance due to a single point mutation. When multiple point mutations
are required for drug resistance, typically the case with combination treatment, the
complexity of the models is increased dramatically for the following reasons. First,
the number of strains, or viral subpopulations, that must be considered grows
exponentially with the number of drug resistance loci involved. Second, recombi-
nation, which can alter the association of mutations, begins to play a role. (Note that
recombination is inconsequential in the two-strain model.) Third, mutations at
different loci interact in complex ways to determine the relative fitness of strains.
Fourth, given that mutations are intrinsically rare, stochastic effects tend to domi-
nate the dynamics of strains carrying multiple mutations. Neglecting stochastic
effects and recombination, models inspired by the molecular quasispecies theory
(Eigen 1971; Eigen et al. 1989) have been developed to describe scenarios where
multiple mutations are required to confer resistance (Ribeiro and Bonhoeffer 2000;
Ribeiro et al. 1998). Using a multiplicative fitness landscape, where each mutation
independently incurs a fitness penalty s, Ribeiro et al. (1998) predicted the equi-
librium frequency, or the relative prevalence, of mutant strains to be approximately
n! l

s

� �n
, where n 2 f1; 2; 3. . .g denotes the number of substitutions away from the

wild type. With about 108 infected cells in a chronically infected patient (Chun et al.
1997) and an average mutation rate of 3 × 10−5 per base per generation, Ribeiro
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et al. (1998) predicted that all possible single and double mutants with s < 0.4, triple
mutants with s < 0.03, and quadruple mutants with s < 0.007 would exist at the start
of treatment. These estimates serve to identify the minimum genetic barrier, or the
number of mutations required for resistance, that treatment must offer to avert
failure due to preexistent resistant strains. Subsequent studies have refined these
estimates by incorporating the other evolutionary forces driving HIV diversification
mentioned above, namely recombination, multiple infections of cells, epistatic
interactions, and random genetic drift.

Influence of evolutionary forces on the preexistence of resistant strains During
the reverse transcription of viral RNA to proviral DNA, the enzyme reverse
transcriptase shuttles between the two RNA strands of an infecting virion, pro-
ducing a mosaic genome in a process called recombination. HIV recombines at a
very high rate, 0.8–1.5 × 10−3 per site per reverse transcription (Levy et al. 2004;
Schlub et al. 2014; Suryavanshi and Dixit 2007). Infections by heterozygous virions
allow recombination to bring together or drive apart mutations, affecting viral
diversity. Multiple infections of cells are a prerequisite for the production of het-
erozygous virions and determine the extent of the effect of recombination on viral
diversity. While an early study reported a very high frequency (*100 %) of
multiple infections (Jung et al. 2002), recent observations suggest much lower
frequencies (<10 %) (Josefsson et al. 2011, 2013), hence a much weaker influence
of recombination (Batorsky et al. 2011; Neher and Leitner 2010).

The strength of stochastic effects is thought to depend on the within-host
effective population size, Ne, defined in the population genetics literature as the size
of an idealized population that has the same population genetic properties as that of
the natural population (Hartl and Clark 2007). Intriguingly, the effect of recombi-
nation on viral diversity is also predicted to depend on Ne. With large Ne, recom-
bination decreases viral diversity (Boerlijst et al. 1996; Bretscher et al. 2004;
Gheorghiu-Svirschevski et al. 2007; Rouzine and Coffin 2005; Vijay et al. 2008),
whereas, with small Ne, recombination increases viral diversity (Bocharov et al.
2005; Vijay et al. 2008). This non-monotonic dependence of the effect of recom-
bination on viral diversity is due to the subtle interplay of epistasis, selection, and
genetic drift that has diverse outcomes at different Ne (Vijay et al. 2008).

Estimates of Ne for HIV are widely varying. Studies assuming neutral evolution
estimated Ne to be 102–105 (Brown 1997; Nijhuis et al. 1998; Rodrigo et al. 1999;
Seo et al. 2002), while a two-loci two-allele model with selection estimated Ne to be
>105 (Rouzine and Coffin 1999). Multiple-loci models with selection and recom-
bination estimated the effective population size to be 102–104 (Balagam et al. 2011;
Vijay et al. 2008). A recent study estimated Ne to be 1.5 × 105 by analyzing the
frequencies of hard and soft selective sweeps (Pennings et al. 2014). These dis-
parate estimates of Ne confound our understanding of the effects of stochastic forces
and recombination on viral evolution and diversity (Kouyos et al. 2006).

Notwithstanding, in a recent study, Gadhamsetty and Dixit (2010) employed
both continuum viral dynamics, where Ne is infinitely large, and a population
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genetics-based framework, where Ne is finite and small, and incorporating all the
above evolutionary factors estimated the preexistence of resistant strains against the
drug nevirapine. The study found that single mutants are likely to exist but at
frequencies close to or below assay detection limits. The existence of double
mutants is subject to strong stochastic fluctuations. Triple and higher mutants are
expected not to be present at the start of the treatment. Pennings (2012), using a
population dynamics and population genetics model, showed that resistance
evolved from preexisting mutations in 39 % of patients under nevirapine mono-
therapy and in 6 % of patients under standard triple combination therapy, sug-
gesting that there is a need to improve treatments further to prevent failure due to
preexistence of drug-resistant mutations.

3.2 Emergence of Drug Resistance During Treatment

Models suggest that treatment failure is more likely to be due to the preexistence of
drug-resistant strains than due to the emergence of resistant strains during therapy
(Bonhoeffer and Nowak 1997; Ribeiro and Bonhoeffer 2000). Yet, when therapy
presents a large enough genetic barrier that resistant strains may not preexist,
treatment failure would have to happen if at all by the emergence of resistance
during treatment. This emergence again depends on the multiple evolutionary
forces mentioned above and additionally on drug efficacy against the different
intermediate strains. Models have been developed to elucidate the roles of these
evolutionary forces and time the emergence of drug resistance.

These models have typically employed two metrics to quantify the development
of resistance, namely the waiting time, defined as the time required for the mutant
of interest to first emerge, and the fixation time, defined as the time required for the
mutant to grow to a certain frequency (say 90 %). Again, of enormous interest has
been the influence of recombination on these metrics. While studies have found
recombination to reduce the waiting time (Arora and Dixit 2009; Christiansen et al.
1998), its effect on the fixation time appears more complex and has been suggested
to depend on the interplay between recombination, selection, and drift, with the
latter two factors often characterized by epistasis and the effective population size,
respectively (Althaus and Bonhoeffer 2005; Arora and Dixit 2009; Bretscher et al.
2004; Carvajal-Rodriguez et al. 2007; Fraser 2005; Kouyos et al. 2009;
Suryavanshi and Dixit 2007).

Because mutations are intrinsically rare and because viral levels drop during
treatment, the emergence of resistant strains becomes highly stochastic. Further,
with potent therapy, timing the emergence of strains that overcome the large barrier
offered requires description of the competitive dynamics of a large number of
strains with intermediate levels of resistance, carrying different combinations of
mutations, and their evolution. In a recent study, Arora and Dixit (2009) developed
a model that considers this competitive evolutionary dynamics. The model assumes
that strains emerge at their expected waiting times, thus accounting in an
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approximate way for underlying stochastic effects while keeping the model deter-
ministic. The model was able to describe quantitatively the emergence of resistance
to tipranavir, an HIV protease inhibitor with a large genetic barrier, in in vitro serial
passage experiments (Doyon et al. 2005). The model also explains the diverse
observations of the influence of recombination on the waiting and fixation times.

The ability to describe the emergence of resistance to a drug with a large genetic
barrier quantitatively suggests that the model accurately captures the roles of the
underlying evolutionary forces in vitro. Extension of this model to describe mul-
tidrug resistance in vivo will present a quantitative framework for treatment opti-
mization. Two factors not present in vitro but critical in vivo render such an
extension a challenge: First, the immune system tilts the fitness landscape in vivo in
ways that remain to be fully understood. Second, whereas drug concentrations are
precisely controlled in vitro, they vary significantly in vivo due to pharmacokinetic
properties, inter-patient variations, and imperfect adherence. Indeed, several studies
have attempted integrating drug pharmacokinetics and immune responses with
models of viral dynamics. In the sections below, we discuss some of these studies.

4 Drug Pharmacokinetics

A basic model of pharmacokinetics to describe drug concentration profiles in the
plasma following oral administration is as follows (Fig. 3a). The model assumes
that the concentration in the gut, Cg, increases instantaneously following oral
dosage and then drops as the drug gets absorbed into the blood. The drug con-
centration in the plasma, Cb, increases due to absorption from the gut and decreases
due to elimination (Austin et al. 1998; Dixit and Perelson 2004). This model can be
solved analytically, and model parameters can be obtained by comparisons of
model predictions (Fig. 3b) with experimental observations characterizing the time
course of the drug concentration in patients (Dixit and Perelson 2005). The
instantaneous efficacy of a drug, eðtÞ, can be related to the plasma concentration as

eðtÞ ¼ emax CbðtÞ½ �m
IC50½ �mþ CbðtÞ½ �m. Here, IC50 is the concentration at which the efficacy is 50 % of

the maximum efficacy, emax, and m is the slope of the dose–response curve. IC50

and m are typically estimated from in vitro experiments. emax is usually assumed to

be equal to one. Further, the efficacy term is modified as eðt þ sÞ ¼ emax CbðtÞ½ �m
IC50½ �mþ CbðtÞ½ �m,

where τ accounts for pharmacological and intracellular delays (Dixit and Perelson
2004; Herz et al. 1996). More complex models that explicitly consider intracellular
pharmacokinetics (Dixit and Perelson 2004) or additional compartments (Mohanty
and Dixit 2008) have also been constructed. These models along with the model of
viral dynamics have provided insights into the relationship between drug phar-
macokinetics, adherence, and the emergence of resistance and treatment failure
(Gilmore et al. 2013; Rosenbloom et al. 2013; Sedaghat et al. 2008; Smith 2006;
Wahl and Nowak 2000; Wu et al. 2005).
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Earlier studies ignored the importance of the slope parameter, m, and often
assumed it equal to one. Interestingly, Shen et al. (2008) observed that m was drug
class-specific. For instance, integrase inhibitors and nucleoside reverse transcriptase
inhibitors had m = 1, non-nucleoside reverse transcriptase inhibitors (NNRTIs) and
fusion inhibitors had m * 1.7, and protease inhibitors (PIs) had m between 1.8 and
4.5. Further, Shen et al. (2008) developed a new metric called the instantaneous
inhibitory potential (IIP) that combines IC50, m, and drug concentrations. IIP pro-
vides an estimate of the log reduction in single round infectivity due to the drug. The
NNRTIs and PIs had very high IIP, explaining their high effectiveness in vivo.
Sampah et al. (2011) found that resistant strains had a modified m value, again
underscoring the importance of m. m is analogous to the Hill coefficient, with m > 1
indicating positive co-operativity in a multivalent ligand–receptor interaction (Weiss
1997). PIs and NNRTIs, however, bind to a single site on their target proteins, and
co-operativity is not expected. Shen et al. (2011) postulated that a critical number of
enzyme molecules are required at each step of the HIV life cycle and explained
m > 1 based on the resulting inter-molecular cooperativity. Alternatively, Rabi et al.
(2013) suggested that the involvement of the HIV protease in multiple steps of the
HIV life cycle could underlie its high m. Irrespective of the mechanism, higher
m yields higher treatment effectiveness at clinical drug concentrations and must be
considered while evaluating different treatment regimens. Shen et al. (2008) obtained
IIP values for individual drugs. Current treatment involves combinations of drugs,

Fig. 3 Basic model of pharmacokinetics. a Schematic of the basic model of drug pharmaco-
kinetics assumes that the drug concentration in the gut, Cg, and in the plasma, Cb, change due to
oral drug dosage, absorption of the drug from the gut into the blood, and elimination of the drug
from the blood. Here, D is the mass of the drug administered in a dose; ka and ke are the rate
constants of absorption and elimination, respectively; Id is the dosing interval; ε is the drug
efficacy; m is the slope parameter; and IC50 is the plasma drug concentration for 50 % of the
maximum efficacy, εmax. b Model predictions of Cb and ε during treatment obtained using the
following parameter values: F ¼ 1; D ¼ 600mg; Vd ¼ 28; 000ml; ka ¼ 14:64 day�1;
ke ¼ 6:86 day�1; Id ¼ 0:5 day; IC50 ¼ 1:75� 10�5 mgml�1; and m ¼ 1
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and IIP values of combinations will be required to identify effective treatment
regimens. Jilek et al. (2012) developed a new metric called the degree of indepen-
dence (DI) to calculate IIP of combination regimen. Importantly, they found that
their estimates of IIP of combinations of drugs correlated with clinical outcome.
They also suggested a minimum IIP value of 5–8 for successful control of HIV
infection. Recently, Rosenbloom et al. (2013) developed a model of viral dynamics
incorporating pharmacokinetic properties, fitness interactions, mutation, and adher-
ence to address the varied adherence–resistance relationship observed for different
drugs. The model predicts that drugs with sharp dose–response curves and short
half-lives will allow short durations for the selection of resistant strains and are
therefore more susceptible to virological failure due to the growth of the wild type,
explaining the observed pattern of treatment failure with PIs. Building on these
promising advances, future research seems poised to identify treatment regimens that
are least likely to fail, minimize drug exposure, and tolerate longer or more frequent
drug holidays improving significantly the quality of life of HIV patients.

5 The Quasispecies Theory and HIV

Recognizing that combination treatment is a lifelong process, tremendous efforts are
underway to develop alternative treatment strategies to cure HIV infection.
Treatments aimed at reversing latency are under investigation (Siliciano and Greene
2011). Gene therapies that render target cells resistant to infections have met some
clinical success (Tebas et al. 2014). A promising strategy to drive HIV past its
mutational error threshold, based on predictions of the quasispecies theory, is also
being explored (Eigen 2002). We discuss models examining the latter strategy here.

The quasispecies theory predicts the existence of a critical mutation rate, called
the error threshold, beyond which the viral quasispecies disperses in sequence space
and the viability of the viral population is compromised (Eigen 1971; Eigen et al.
1989; Nowak and Schuster 1989). Based on this concept, mutagenic drugs are
being designed to drive the HIV mutation rate beyond its error threshold (Dapp
et al. 2009; Harris et al. 2005; Loeb et al. 1999; Mullins et al. 2011). This strategy is
a double-edged sword because a suboptimal increase in the mutation rate may
counterproductively increase viral diversity and improve viral adaptation. Several
studies have identified conditions under which a well-defined threshold may or may
not exist (Saakian and Hu 2006; Summers and Litwin 2006; Wilke 2005) leaving
unclear the existence of an error threshold for HIV and raising questions about the
feasibility of mutagenic strategies targeting HIV.

Key limitations in applying the quasispecies theory to HIV arise from several
assumptions in the theory that do not hold for HIV in vivo. The theory considers the
asexual reproduction of an infinitely large population of haploid organisms, whereas
HIV is diploid, undergoes recombination, and is thought to have a small effective
population size. Population genetics-based frameworks have been constructed that
overcome these limitations for HIV-1 and capture patient data of viral diversification
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quantitatively (Balagam et al. 2011; Vijay et al. 2008). Using such a framework, in a
recent study, Tripathi et al. (2012) predicted that HIV-1 does experience a sharp
transition to error catastrophe and estimated the error threshold to be *twofold to
sixfold higher than the natural mutation rate. This estimate suggests the feasibility of
and presents a quantitative target for HIV mutagens in development (Dapp et al.
2009; Harris et al. 2005; Loeb et al. 1999; Mullins et al. 2011).

Mutagenic activity is also attributed to APOBEC3G (A3G), a host protein, in its
role in controlling HIV-1 infection (Malim 2009; Smith 2011). A3G induces
hyper-mutations in HIV and compromises HIV infectivity. Vif, an HIV protein, targets
A3G for proteasomal degradation, suppressing A3G action and allowing persistent
infection. The A3G–Vif interaction is thus a promising target of intervention (Cen
et al. 2010; Dapp et al. 2009; Ejima et al. 2011; Nathans et al. 2008). The implications
of such intervention, however, remain unclear. Whether A3G can drive HIV past its
error threshold is not known. An alternative mode of A3G activity is to induce
premature stop codons in the HIV genome leading to unproductive infection, which
could render infection unsustainable, effectively driving R0 below unity. In a recent
study, Thangavelu et al. (2014) using both population genetics-based and viral
population dynamics-based models predicted that A3G acts by driving HIV past an
extinction threshold (R0\1) when about 80 % of progeny virions incorporate A3G.
The study thus elucidates the predominant mode of action of A3G, presents
quantitative guidelines for intervention, and also marks a point of convergence
between population genetics-based and viral dynamics-based approaches [see
Wilke (2005) for a discussion of this issue; also see Dixit et al. (2012)].

6 Viral Dynamics and Immune Response

The basic model of viral dynamics describes the early phases of HIV infection but
fails to describe the natural progression of infection to AIDS. Several
hypothesis-driven models have been proposed to describe the progression to AIDS.
Here, we discuss models based on the quasispecies theory (see Alizon and Magnus
(2012) for a comprehensive review of all prevailing hypotheses).

Nowak and colleagues developed a model of the HIV quasispecies interacting with
immune cells to describe disease progression to AIDS (Nowak et al. 1990, 1995;
Nowak and McLean 1991; Regoes et al. 1998). In this model, HIV impairs the
immune system by infecting and killing immune cells in a nonspecific manner,
whereas immune cells control HIV in a strain-specific manner. Further, HIV diver-
sifies owing to its high mutation rate and develops immune escape variants. Beyond a
certain diversity threshold, the immune system cannot suppress HIV replication,
marking progression to AIDS. While this model qualitatively captures the progression
to AIDS, quantitative comparison with patient data has been a challenge. Recent
studies have focused on estimating the rates of emergence of escape variants (for
example, see Asquith et al. 2006; Ganusov and De Boer 2006; Ganusov et al. 2011;
Mostowy et al. 2011; also reviewed in Perelson and Ribeiro 2013), estimating the rates
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of lymphocyte-mediated killing of HIV-infected cells (e.g., see Elemans et al. 2014;
Gadhamsetty et al. 2014; Yates et al. 2007; also reviewed in Regoes et al. 2007) and
quantifying turnover rates of lymphocytes (reviewed in De Boer and Perelson 2013) to
quantitatively describe disease progression.

Key insights into disease progression are emerging from studies of a small
fraction of HIV-infected individuals, called elite controllers, in whom HIV infection
remains suppressed and does not progress to AIDS. Host factors such as HLA
molecules and the lack of functional CCR5 molecules (called CCR5-Δ32 variants)
that contribute to the control of infection have been recently indentified (Ballana and
Esté 2012; Deeks and Walker 2007). Kosmrlj et al. (2010) carried out in silico
thymic selection experiments and found that self-peptide binding properties of the
HLA molecules dictate the cross-reactivity of T cells and control of HIV infection.
HLA molecules such as HLA-B*57 bind to fewer self-peptides during thymic
selection resulting in a T cell repertoire with receptors that bind to only a few sites on
the peptides presented by the corresponding HLA for T cell recognition. In contrast,
HLA molecules such as HLA-B*8 bind to a larger number of self-peptides during
thymic selection resulting in a T cell repertoire with receptors that bind to a larger
number of sites on presented peptides. Mutations of the non-binding sites on viral
peptides do not affect T cell recognition. Consequently, the HLA-B*57-restricted T
cell repertoires are more cross-reactive. Further, Kosmrlj et al. (2010), using a
framework of virus and immune dynamics, showed that individuals with high T cell
cross-reactivity were better controllers of HIV infection.

Controllers have lower set-point viral loads (SPVL), which also renders them
poorer transmitters of infection to other individuals. The SPVL is strongly corre-
lated with the virulence and the duration of disease progression (Bonhoeffer et al.
2003; Fraser et al. 2007, 2014). Fraser et al. (2007) suggested that HIV might have
evolved to an optimal SPVL to maximize transmission events. If SPVL is high, the
probability of transmission per contact is high, but the time duration for trans-
mission will be low, whereas if SPVL is low, the probability of transmission per
contact is low, but the time duration for transmission will be high. Fraser et al.
(2007) found that, in two untreated HIV patients, the SVPL centered on the value
that maximized the transmission potential. While host factors have been shown to
be important in determining the SPVL and the course of infection, they only explain
9 % of the variability in SPVL observed (Fellay et al. 2009). Fraser et al. (2014)
found that viral factors contributed to 33 % of the variability in SPVL, suggesting
that HIV might have employed its virulence factors to maximize transmission
fitness at the population level. Identifying these viral factors will provide guidelines
for interventions to prevent the spread of the disease and control the epidemic.

Developing vaccines to prevent HIV infection is a great challenge. Both
antibody-based and cytotoxic T cell (CTL)-based vaccines are being explored
(Stephenson and Barouch 2013). Future models will focus on understanding the
role of the immune response in elite controllers (Deeks and Walker 2007), indi-
viduals with strong CTL responses against HIV, and elite neutralizers (Simek et al.
2009), individuals who have strong antibody responses against HIV, to provide
guidelines for vaccine design.
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7 Models for Other Viruses

Following the success of models of HIV population dynamics, similar models have
been developed to understand the pathogenesis and disease progression following
infection with several other viruses, namely hepatitis B virus (HBV) (Nowak et al.
1996; Perelson and Ribeiro 2004), hepatitis C virus (HCV) (Chatterjee et al. 2013;
Dixit et al. 2004; Neumann et al. 1998), influenza A virus (IAV) (Murillo et al.
2013; Smith et al. 2011), simian immunodeficiency virus (SIV) (Mohri et al. 1998;
Vaidya et al. 2010), cytomegalovirus (CMV) (Emery et al. 1999, 2002), and
Theiler’s murine encephalomyelitis virus (TMEV) (Zhang et al. 2013). Below, we
briefly discuss models of hepatitis C and influenza A virus dynamics.

7.1 Hepatitis C Virus

Interferon-α (IFNα) has been the backbone of the treatment for HCV infection for
about 25 years. IFNα monotherapy is successful in only about 10–25 % of patients
treated (Heim 2013a). The viral load typically declines in a biphasic manner fol-
lowing the start of treatment with the first phase lasting up to two days during IFNα
treatment. Analysis of the viral decay with the basic viral dynamics model (Fig. 1a)
suggested that IFNα primarily acts by lowering the viral production or release rate
from infected cells (Neumann et al. 1998). According to the model, the slope of the
first-phase decline is the product of the virion clearance rate and treatment effec-
tiveness and the slope of the second-phase decline is the product of the loss rate of
infected cells and treatment effectiveness. Comparison of model predictions with
patient data estimated the average half-life of the HCV virion to be 2.7 h and the
average infected cell death rate to be 0.14 day−1 (Neumann et al. 1998).
Combination treatment (PR) with pegylated IFNα and ribavirin (RBV) improved
treatment response to about 50 % of the patients treated (Ghany et al. 2011). RBV
appears to increase the second-phase slope of viral decline and improve treatment
response. Modeling the viral decay during PR treatment suggested that RBV acts by
rendering virions non-infectious, presumably by mutagenesis (Dixit et al. 2004).
The predominant mechanism(s) by which RBV renders the virus non-infectious
remain to be established (Thomas et al. 2012). Dahari et al. (2007a) advanced the
model of Dixit et al. (2004) and attributed the triphasic decline observed in some
patients to the proliferation of hepatocytes due to liver homeostasis. The latter
model predicts a critical effectiveness of treatment below which viral breakthrough
occurs. The cause of variations in the effectiveness across patients and treatment
failure, however, remained elusive.

Recent experiments and clinical observations have shed light on the mechanisms
of action of IFNα against HCV. IFNα interacts with cell surface receptors to trigger
the JAK–STAT signaling pathway and induce several hundred genes known as
interferon-stimulated genes (ISGs) (Heim 2013b). These ISGs induce an antiviral
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state in cells and control HCV infection. Counterintuitively, the pretreatment ISG
expression was higher in the livers of non-responders than responders to PR
treatment and did not increase further in the non-responders during treatment (Heim
2013b). For years, how HCV persists despite strong endogenous IFN activation in
some patients and why the response to IFNα treatment is poor in these patients has
remained unclear. Padmanabhan et al. (2014) developed a mathematical model of
the IFN signaling network in the presence of HCV and found that HCV induces
bistability in the network, with one state where HCV persists and the other where it
is cleared by IFNα. Cells that admit only the former steady state are refractory to
IFNα treatment. Using a viral dynamics model that explicitly considered cell
subpopulations with these distinct interferon response phenotypes (Fig. 4), they
showed that the treatment failed when the fraction of IFN-refractory cells exceeds a
critical value. According to their framework, patients with high endogenous IFN

Fig. 4 HCV viral kinetics following IFNα treatment. a Schematic of viral kinetics incorporating
distinct cellular responses to IFNα. HCV interferes with the intracellular signaling by IFNα,
whereas IFNα controls HCV infection within a cell (left). This double-negative feedback can lead
to bistability, with one state where HCV persists and the other state where HCV is cleared. Top
Cells that have poor IFNα control of HCV (left) admit the state where HCV always persists, and
these cells are refractory to IFNα (right).Middle Cells that have intermediate IFNα control of HCV
and vice versa (left) admit both the states and thus continue viral production when infected but are
protected from new infections by IFNα (right). Bottom Cells that have strong IFNα control of HCV
(left) always clear HCV and are sensitive to IFNα (right). Target cells in the three subpopulations,
Ti, where i ¼ 1; 2 and 3, are produced at the rates si, proliferate with the rate constant rT , die with
the rate constant dT , and are lost due to de novo infection with the rate constant b. The
corresponding infected cells Ii proliferate with the rate constant rI and die with the rate constant d.
Free virions are produced by infected cells with the rate constant p and are cleared with the rate
constant c. The de novo infection rate and virion production rate were assumed to be blocked with
efficacies gi and ei in the respective subpopulations due to IFNα treatment. b Model predictions of
different viral response patterns following IFN treatment for different distributions of cells in the
three IFN response phenotypes. Patients with pretreatment frequency of IFNα-refractory cells, /1,
less than a critical value, /c

1, clear infection during treatment. This figure is reproduced from
Padmanabhan et al. (2014)
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production and compromised IFN effector function represent non-responders to
treatment. These patients predominantly contain IFN-refractory cells, and HCV
infection is established despite high ISG expression. Further, addition of exogenous
IFN does not aid in controlling the infection. This model presents an alternative
interpretation of viral load decay during IFNα treatment. The slope and the extent of
the first-phase decline are determined by the virion clearance rate and the pre-
treatment frequency of cells sensitive to IFNα. The slope of the second phase is
determined by the loss rate of infected cells and the fraction of IFN-refractory cells.
The critical effectiveness predicted by the standard models is equivalent to the level
of IFNα activity necessary to render the fraction of IFN-refractory cells below the
critical value.

Several drugs targeting HCV proteins called direct acting antivirals (DAAs) are
in clinical trials and some are in clinical use (Pawlotsky 2014). Although mono-
therapy with the PIs telaprevir and boceprevir failed in all patients, in conjunction
with PR, they improved treatment response to over 70 % of patients treated (Ghany
et al. 2011). Padmanabhan et al. (2014) showed that DAAs can eliminate
HCV-induced bistability in the IFN signaling network and presented a mechanism
by which DAAs synergize with IFNα.

Recent clinical trials without interferon have been stunningly successful, and
HCV treatment is heading toward IFN-free regimen with a combination of DAAs.
Modeling HCV viral kinetics has given insights into the mechanisms of action of
several DAAs. Guedj et al. (2012) found that silibinin acts by blocking both viral
production and de novo infection. Guedj et al. (2013) developed a multiscale model
integrating viral dynamics with intracellular replication and suggested that dacla-
tasvir, an HCV NS5A inhibitor, acts by blocking viral replication and release. The
model of Guedj et al. (2013) employs a simplistic description of intracellular events.
More detailed models of HCV intracellular replication (Binder et al. 2013; Dahari
et al. 2007b) are being developed to understand the HCV replication process and to
identify potential therapeutic targets. Further, models of protein–protein interactions
preceding HCV entry coupled with viral dynamics models have provided key
insights into the HCV entry process (Padmanabhan and Dixit 2011, 2012). Future
modeling efforts will focus on identifying synergistic combinations of drugs based
on the HCV life cycle.

One major roadblock in treatments with DAAs is drug resistance. Modeling viral
kinetics during monotherapy with PIs suggested that treatment failure could be due
to the preexistence of the drug-resistant strains (Rong et al. 2010). Quasispecies
models of HCV dynamics are now employed to describe the evolution of
drug-resistant strains during treatment with DAAs (Adiwijaya et al. 2010; Rong
et al. 2012). While these models paint a qualitative picture of viral evolution during
treatment, they have limitations in describing the evolution quantitatively. Models
integrating both the intracellular and the extracellular dynamics (Ribeiro et al. 2012)
will be required to describe viral evolution during treatment. Unlike HIV, cure is
possible with HCV. With several new classes of drugs in clinical trials, a quanti-
tative framework that describes the evolution of drug resistance would pave the way
for rational treatment optimization.
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7.2 Influenza A Virus

In the past decade, several viral population dynamics models have been developed
to describe infection by influenza A virus (IAV). IAV infection is an acute respi-
ratory infection and is cleared within 10 days following infection (Taubenberger
and Morens 2008). The basic viral dynamics model has been modified to account
for the delay in the production of new virions by infected cells to describe the
infection dynamics (Baccam et al. 2006; Beauchemin et al. 2008) (Fig. 5). The
model allowed estimation of viral kinetic parameters and presented a way to
compare the virulence of different influenza strains (Smith et al. 2011).
Quantification of innate and adaptive immune responses during influenza virus
infection in animal models has allowed the development of models of viral
dynamics coupled with the immune response (Chang and Young 2007; Hancioglu
et al. 2007; Miao et al. 2010; Pawelek et al. 2012; Saenz et al. 2010). These models
provide key insights into the contributions of interferons, antibodies, and T cells in
controlling IAV infection. Currently, two classes of drugs, namely the adamantanes
and the neuraminidase inhibitors, are available for the treatment of influenza
infection (Jefferson et al. 2006). Comparison of model predictions with patient data
allowed estimation of treatment efficacies (Baccam et al. 2006; Beauchemin et al.

Fig. 5 Basic model of influenza A viral dynamics. a Schematic and model equations of the basic
model of influenza A viral dynamics. This model differs from the basic model of viral dynamics in
two ways. First, the model assumes that uninfected cells, T , are limiting during infection and
ignores production and death of uninfected cells. Second, the model accounts for the eclipse phase
during infection by considering two compartments of infected cells: non-productively infected
cells, I1, and productively infected cells, I2. Target cells get infected at the rate bVT to produce
non-productively infected cells. The non-productively infected cells transition to productively
infected cells at the rate kI1. b The model predictions (line) quantitatively describe the viral
dynamics following infection observed in an infected individual (symbols). Experimental data
have been digitized from Baccam et al. (2006) and model predictions have been obtained using the
following parameter values: b ¼ 8:4� 10�6 ml ðTCID50 dayÞ�1; k ¼ 4:4 day�1; d ¼ 5:2 day�1;
p ¼ 7:1� 10�2 TCID50 ðml dayÞ�1; and c ¼ 3:7 day�1. TCID50 stands for 50 % tissue culture
infective dose
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2008). A two-strain model of viral dynamics, similar to the one used for HIV, has
been employed to describe the development of resistance to these drugs, and these
models recommend early treatment start (less than 48 h post-infection) for effective
treatment (Baccam et al. 2006; Holder et al. 2011). Recently, a multiscale model
integrating both intracellular and extracellular dynamics has been developed to
understand influenza virus infection and to identify novel therapeutic targets (Heldt
et al. 2013). Future models will focus on integrating the models of within-host
dynamics with epidemic models of inter-host dynamics to guide intervention
strategies (Coombs et al. 2007; Murillo et al. 2013).

8 Concluding Remarks

Models of viral population dynamics have provided several insights into HIV
pathogenesis and treatment response. With an eye to preventing treatment failure,
these models have been expanded to consider viral evolution and drug resistance as
well as the influence of drug pharmacokinetics. Future studies will focus on con-
structing a comprehensive framework that integrates these components along with a
description of the underlying immune response to predict treatment outcomes,
assess the efficacy of novel intervention strategies, and rationally identify optimal
treatment protocols. Such a framework may also have implications for other viral
infections. With the limited success of current T cell- and antibody-based vaccines
for HIV, it is becoming increasingly clear that strategies for future vaccine design
will involve stimulation of multiple arms of the immune system. Models that
incorporate these different arms of the immune response against HIV will be
required to describe the complex coevolutionary dynamics of the virus and the
immune system and pave the way to designing and evaluating potent vaccines
against HIV. Finally, multiscale models that combine within-host and inter-host
dynamics will facilitate the establishment of guidelines for mass intervention and
healthcare policies.
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Fidelity Variants and RNA Quasispecies

Antonio V. Bordería, Kathryn Rozen-Gagnon and Marco Vignuzzi

Abstract By now, it is well established that the error rate of the RNA-dependent
RNA polymerase (RdRp) that replicates RNA virus genomes is a primary driver of
the mutation frequencies observed in RNA virus populations—the basis for the
RNA quasispecies. Over the last 10 years, a considerable amount of work has
uncovered the molecular determinants of replication fidelity in this enzyme. The
isolation of high- and low-fidelity variants for several RNA viruses, in an
expanding number of viral families, provides evidence that nature has optimized the
fidelity to facilitate genetic diversity and adaptation, while maintaining genetic
integrity and infectivity. This chapter will provide an overview of what fidelity
variants tell us about RNA virus biology and how they may be used in antiviral
approaches.
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1 RNA Virus Mutation Rates and Mutators/Antimutators
in the Microbial World

RNA viruses possess the highest mutation rates in nature. As calculated by Drake
et al. (1998), Drake and Holland (1999), even the comparatively modest retro-
viruses, generating 0.1 mutations per genome per replication cycle, lead to enor-
mous variation in viral progeny. RNA virus mutation rates are therefore magnitudes
higher than DNA organisms, such as Escherichia coli (0.0025) or Saccharomyces
cerevisiae (0.0027). This is in large part due to the lack of proofreading mecha-
nisms in their RNA-dependent RNA polymerases (RdRps).

Are mutation rates fixed for a given organism? High- and low-fidelity variants in
E. coli and yeast were already described as early as the 1970s (Flury et al. 1976;
Gillin and Nossal 1976). Three principal mechanisms contribute to fidelity in
E. coli: intrinsic polymerase fidelity (how many correct versus incorrect nucleotides
are incorporated), exonuclease proofreading activity, and DNA mismatch repair
(Schaaper 1993). These mechanisms can be altered to obtain variants with altered
replication fidelity. Interestingly, work in E. coli also suggested that mutation rates
in a given organism are not fixed, but are dynamic. For instance, at least one percent
of natural isolates are mutator variants (Jyssum 1960; Gross and Siegel 1981;
LeClerc et al. 1996). Remarkably, by passaging E. coli for 10,000 generations in a
limited glucose environment, Sniegowski et al. (1997) showed that some bacterial
populations develop mutation rates one- or twofold higher than wild type, sug-
gesting that in fluctuating environments mutator alleles are potentially beneficial
(Taddei et al. 1997).

Following work in bacteria, studies in T4 bacteriophage and herpes simplex
virus demonstrated that these observations could be extended to DNA viruses
(Muzyczka et al. 1972; Hall et al. 1984). In some cases, these strains were missing
essential proofreading functions, and in other cases, point mutations in the poly-
merase led to altered correct nucleotide incorporation rates (Muzyczka et al. 1972;
Reha-Krantz et al. 1991). For retroviruses, some base analog-resistant HIV strains
were reported with reverse transcriptase mutations (e.g., M184V) that altered the
fidelity of this RNA-dependent DNA polymerase. However, the measurement of
the fidelities of these strains was controversial and not clearly established until
recently (Wainberg et al. 1996; Bakhanashvili et al. 1996; Dapp et al. 2013; Keulen
et al. 1999; Mansky et al. 2000). The most recent discoveries that intrinsic RdRp
fidelity can be altered allowed researchers to examine how restricting
(high-fidelity/antimutator) or expanding (low-fidelity/mutator) viral population
diversity impacts viral pathogenesis, adaptability, and evolution.
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2 RNA Virus High-Fidelity Variants/Antimutators

The first bona fide high-fidelity variant of an RNA virus was isolated independently
by two laboratories (Pfeiffer and Kirkegaard 2003; Vignuzzi et al. 2006), by serially
passaging poliovirus in the presence of ribavirin to select for resistant variants. The
incorporation of ribavirin directly into nascent genomes during poliovirus replica-
tion results in transition mutations, principally A → G, G → A or C → U, with
detrimental effects to the virus. Sequencing of the polymerase gene of the
ribavirin-resistant population revealed one amino acid change, G64S. It was
hypothesized that resistance was due to (a) a more active polymerase, simply
generating more progeny genomes permitting better survival; (b) a polymerase that
no longer recognized ribavirin as a base analog; or (c) an overall increase in
polymerase fidelity and selection of the correct nucleotide. Several observations
supported this last mechanism: G64S exhibited the same replication as wild-type
virus in single-cycle infections; G64S generated fewer escape mutants to antiviral
compounds; and G64S was also resistant to base analogs of different structure
(Pfeiffer and Kirkegaard 2003; Vignuzzi et al. 2006). In parallel, a biochemical
study confirmed that G64S was a high-fidelity enzyme by directly demonstrating
that the rate of incorrect nucleotide incorporation was fourfold lower than wild type
(Arnold et al. 2005), and direct sequencing of genomes revealed that the mutation
frequency was sixfold lower in the G64S population (Vignuzzi et al. 2006).
Additionally, introducing the amino acids A, T, V, or L at position 64 also gen-
erated high-fidelity variants (Vignuzzi et al. 2008).

Following these studies in poliovirus, performing passages in mutagens to
generate resistant variants became a general strategy for isolating
high-fidelity/antimutator variants (Beaucourt et al. 2011). Coxsackie virus B3, also
from the Picornaviridae family, was treated with moderate concentrations of rib-
avirin or 5-azacytidine (5-AZC, another RNA mutagen). Within 10–20 passages, a
new mutation, A372V, arose in the RdRp. This mutation alone conferred resistance
to the effects of three RNA mutagens at high concentrations, and its increased
fidelity was confirmed by sequencing and biochemical assays (Levi et al. 2010).
Guided by the high-fidelity poliovirus studies, Sadeghipour et al. (2013) identified
G64R and G64T as ribavirin-resistant variants of human enterovirus 71 (HEV71).
Although altered growth kinetics make results more difficult to interpret, at least
one variant, G64R, was a bona fide antimutator. In addition, serial passaging of
HEV71 in ribavirin led to another mutation in the RdRp, S264L, that conferred
resistance and increased fidelity (Sadeghipour et al. 2013). Recently, another group
found a mutation in the HEV71 RdRp, L123F, that increased fidelity (Meng and
Kwang 2014). Finally, a high-fidelity polymerase variant was found for
foot-and-mouth disease virus (FMDV, also in the Picornaviridae family), selected
by serial passage in the RNA mutagen, 5-fluorouracil (5-FU). The resistance
phenotype correlated with the appearance of mutation R84H in the RdRp. This
mutation also conferred cross-resistance to ribavirin and 5-AZC, and mutation
frequencies were significantly lower than wild-type virus (Zeng et al. 2013).
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The same group later isolated a quadruple polymerase mutant (D5N:A38V:M194I:
M296V or DAMM) that exhibited a twofold decrease in replication errors, yet was
not cross-resistant to other mutagens (Zeng et al. 2014), which raises questions as to
whether DAMM is truly high-fidelity.

More recently, a number of high-fidelity RdRp variants have been described
outside of the picornavirus family. A high-fidelity chikungunya virus C483Y was
obtained during serial passage in ribavirin and 5-FU (Coffey et al. 2011). As with
picornavirus high-fidelity variants, this variant was resistant to multiple RNA
mutagens and generated populations with more restricted genetic diversity than
wild-type virus. A mutagen-resistant influenza A virus variant, PB1-V43I, was also
shown to increase fidelity (Cheung et al. 2014). Two mutations in the West Nile
virus NS5 RdRp were also shown to confer mutagen resistance and fidelity
increases (Van Slyke et al. 2015). Thus, mutagen resistance has proven to be a
useful strategy for isolating variants with high-fidelity polymerases.

3 RNA Virus Low-Fidelity Variants/Mutators

The first RdRp variant that was confirmed to have lower fidelity was the FMDV
M296I mutant, which, unexpectedly, was isolated in a screen for resistance to
ribavirin. Interestingly, the mutant spectrum generated by this variant did not
contain the bias toward transition mutations expected after exposure to ribavirin,
and the complexity of the mutant spectrum was similar to the wild-type virus in the
absence of ribavirin (Sierra et al. 2007). Further passage of M296I in ribavirin
resulted in selection of a triple mutant, M296I:P44S:P169S, that was resistant to
ribavirin without acquiring resistance to other mutagens such as 5-FU (Agudo
et al. 2010). Collectively, these data support the hypothesis that these variants
specifically resist ribavirin incorporation during RNA synthesis. Indeed, bio-
chemical studies showed that while the M296I polymerase incorporated twofold
less RTP than wild-type enzyme, it generated twofold more A → G transitions.
This explains both the lack of mutagenesis in the presence of ribavirin as well as the
lack of lower mutant frequencies.

Although informative, this FMDV M296I variant appears to be an exception to
the rule. Generally, one would expect mutagen sensitivity, rather than resistance, to
be a hallmark of low fidelity. However, selection for mutagen-sensitive variants is
more challenging, so how to generate low-fidelity variants? In one case, influenza
viruses with mutator phenotypes were isolated by selecting for escape variants by
single plaque transfers during sequential treatment with monoclonal antibodies
(Suárez et al. 1992). This work preceded other studies of RdRp fidelity by over a
decade and did not go further to confirm whether the mutator status mapped to the
polymerase genes. For the most part, low-fidelity RdRp variants have been iden-
tified by performing site-directed mutagenesis on targeted residues near the catalytic
site. This approach was proven successful with both HIV and poliovirus poly-
merases (Martin-Hernandez et al. 1996; Korneeva and Cameron 2007).
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Additionally, poliovirus fidelity was lowered by introducing an amino acid change
(T362I) near the catalytic site of the poliovirus RdRp (Liu et al. 2013). An initial
study on mutagens of Coxsackie virus B3 uncovered a low-fidelity RdRp variant,
S299T (Levi et al. 2010). A more recent study targeted residues in Coxsackie virus
B3 based on their implication in the closely related poliovirus fidelity network and
on predicted polymerase structure during catalysis (Arnold et al. 2005; Gong and
Peersen 2010). Nine lower fidelity variants were isolated that presented elevated
mutation frequencies (Gnädig et al. 2012) (Fig. 1a). For FMDV, 5 low-fidelity
variants were recently shown to increase mutation frequencies and render the
variants more susceptible to mutagenesis (Xie et al. 2014). In order to obtain
low-fidelity variants for chikungunya virus, all possible amino acids were swapped
into polymerase position 483, which was previously shown to result in a
high-fidelity enzyme (C483Y) (Rozen-Gagnon et al. 2014) (Fig. 1b). Three variants
proved to be low-fidelity: C483A, C483G, and C483W. Since the cysteine in
position 483 is highly conserved among the alphaviruses, similar mutations in
Sindbis virus at the analogous position 482 also generated two mutators, C482A
and C482G. For West Nile virus, a T248I mutation in the methyl transferase
domain of the NS5 protein was shown to decrease replication fidelity, likely

(a) (b)

L368

T370

C483

Fig. 1 Viral polymerase structures. a Coxsackie virus B3 structure depicting the positions of all
viable low-fidelity mutants (blue) likely to favor or alter different conformational states of the
polymerase active site. The locations of compensatory mutations are shown in red. Adapted from
(Liu et al. 2013). b Structural homology model of the CHIK nsp4 core polymerase showing the
predicted locations of C483 (green sphere) and two nearby residues (L368 and T370, shown as
gold spheres) that are the structural equivalents of known fidelity-altering sites in Coxsackie virus
polymerase (positions I230 and F232, respectively, panel a) (Liu et al. 2013). Adapted from
(Gnädig et al. 2012). Three domains are depicted in this figure: (1) the polymerase palm domain
(gray), where the fidelity-altering mutations are located, is modeled with fairly high confidence
because of the large number of conserved polymerase sequence motifs (motifs A–D); (2) the
thumb domain (purple); (3) the fingers (red). Domains where the modeling is weak are shown as
semitransparent
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through an interaction with the NS5 RdRp (Van Slyke et al. 2015). Finally, Eckerle
and colleagues mutagenized the active sites needed for coronavirus 3-5′ exonu-
clease activity. Ablating coronavirus (CoV) proofreading activity resulted in
15-fold (murine hepatitis virus; MHV-CoV) (Eckerle et al. 2007) or a 21-fold
(severe acute respiratory syndrome; SARS-CoV) (Eckerle et al. 2010) increases in
mutation frequencies.

4 Is There a Natural Range in RdRp Fidelity?

The majority of viral fidelity variants identified have been significantly attenuated
in vivo; as a consequence, fidelity variants are rarely observed in natural isolates.
However, the phenotypic and genotypic assays used to discriminate between these
fidelity changes may not be sensitive enough to detect subtle differences among
natural isolates. Furthermore, given the quasispecies nature of RNA virus popu-
lations, it is not known whether fidelity variants exist at low frequencies within the
mutant spectrum and whether they would modulate overall population fidelity. For
instance, Coxsackie virus B3 mutator strains that presented mutation frequencies
nearer to wild-type values did not display attenuated phenotypes (Gnädig
et al. 2012). This raises the possibility that slightly elevated mutation rates could be
advantageous in conditions that require more rapid adaptation. Interestingly, the
A372V and S299T Coxsackie virus variants, respectively, presenting moderately
higher and lower fidelities, exist as natural isolates. Threonine at position 299 is
found in 5 % of the isolates, while valine at position 372 is found in 86 % (Harrison
et al. 2008). It is thus possible that at any given time, a RNA virus quasispecies
contains a subpopulation of mutators and antimutators, whose frequencies may
fluctuate when environmental pressures require more rapid evolution or better
maintenance of genetic integrity. Importantly, the study of fidelity variants in tissue
culture has been nearly exclusively performed in highly permissible, immortalized
cell lines during only a few replication cycles. Recent studies show that the
mutation rates and frequencies of viruses can dramatically change depending on
cell type (Rozen-Gagnon et al. 2014; Combe and Sanjuan 2014). Therefore, under
more stringent selective pressures, the fidelity of RNA viruses may be adjusted.
Indeed, evolution of mutation rates has been observed in bacteria during colo-
nization in vivo or in conditions of starvation (Sniegowski et al. 1997). A similar
phenomenon may occur for RNA viruses, but this remains to be demonstrated.

5 RdRp Structure

The error-prone viral RdRp is a primary source of the diversity we observe in RNA
virus populations. Indeed, most RNA virus fidelity variants isolated have contained
mutations in the RdRp (the only exceptions thus far have been the mutator
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coronaviruses lacking exonuclease activity) (Eckerle et al. 2007, 2010). The RdRp
has a structure conserved across virus families. RdRp structures have been solved
for members of the Flaviviridae, including hepatitis C virus, bovine viral diarrhea
virus, Japanese encephalitis virus, West Nile virus, and dengue virus (Lu and Gong
2013; Yap et al. 2007; Malet et al. 2007; Choi et al. 2004; Bressanelli et al. 1999;
Lesburg et al. 1999); the Calciviridaie, including rabbit hemorrhagic disease virus,
Norwalk virus, sapovirus, reovirus λ3, and bacteriophage ϕ6 (Ng et al. 2002, 2004;
Fullerton et al. 2007; Butcher et al. 2001; Salgado et al. 2004; Tao et al. 2002); the
Picornaviridae, including Coxsackie virus B3, poliovirus, FMDV, HEV71, human
rhinovirus, and encephalomyocarditis virus (Chen et al. 2013; Gruez et al. 2008;
Love et al. 2004; Ferrer-Orta 2004; Appleby et al. 2005; Thompson and Peersen
2004; Hansen et al. 1997; Vives-Adrian et al. 2014); the Birnaviridae, including
infectious bursal disease virus (Pan et al. 2007); and the Orthomyxoviridae,
including influenza A virus (He et al. 2008). All these polymerases have a
“right-handed” architecture, which is comprised of finger, palm, and thumb
domains. The RdRps exist in a closed hand formation, accomplished by connec-
tions between the finger and thumb domains [for review see (Ferrer-Orta
et al. 2006; Ng et al. 2008)]. Loops extending from the fingers (fingertips) sur-
round the active site and create the entrance to the template channel, where template
recognition occurs (Butcher et al. 2001; Ferrer-Orta 2004; O’Farrell et al. 2003).
The template channel itself connects the fingers to the active site, located in the
palm. The palm is made up of a three-stranded β-sheet and 3 α-helices and is a
highly conserved feature. This catalytic domain contains 7 conserved motifs (A–G)
present in all RdRps thus far, which catalyze the nucleotidyl transfer reaction.

The enzymatic function relies on a two-metal-ion mechanism proposed for all
polymerases. This mechanism was first shown for RdRps using the poliovirus
RdRp (Ng et al. 2008; Steitz 1998; Arnold et al. 1999). The incoming nucleotide
enters the active site with metal ion B, which orients the NTP in the active site using
the β- and γ-phosphates of the NTP and a conserved aspartic acid (Asp) in motif A.
Following this, metal ion A binds the α-phosphate group of the NTP, the Asp of
motif A, and another conserved Asp in motif C. In addition, metal ion A binds the
3′-OH of the nascent RNA strand, lowering the 3′-OH affinity for the H to allow
nucleophilic attach of the NTP α-phosphate (Ng et al. 2008; Steitz 1998).
Therefore, two protons are transferred during this reaction (Castro et al. 2007): one
from the nascent RNA 3′-OH to an unknown acceptor and one to the pyrophosphate
(PPi) leaving group from a general acid, usually a lysine, in Motif D (Castro
et al. 2009; Cameron et al. 2009). The presence of this general acid greatly
enhances the efficiency of catalysis (Castro et al. 2009) (Fig. 1a, b).

Fidelity Variants and RNA Quasispecies 309



6 Structural and Kinetic Basis of Fidelity

The structures of wild-type and RdRp fidelity variants are essentially identical,
having only one or few amino acid changes, indicating that structural dynamics of
nucleotide addition are more likely to alter fidelity than large-scale structural
changes (Cameron et al. 2009; Marcotte et al. 2007). The isolation of the
high-fidelity variant G64S and the design of novel substrates for biochemical
studies uncovered the mechanisms of nucleotide addition. This novel symmetrical
substrate, called sym/sub, was a self-complementary 10-nucleotide heteropolymeric
RNA primer. Regardless of the orientation of enzyme binding, both 3′-OHs permit
extension of the substrate (Arnold and Cameron 2000). Using sym/sub, five kinetic
steps are observed during the incorporation of a single nucleotide to a nascent RNA,
called the single-nucleotide addition cycle. This cycle, which is most likely con-
served for all RdRps, begins with (1) NTP binding to the enzyme-template complex
(ERnNTP), followed by a conformational change (2), which allows the complex
becomes catalytically active (*ERnNTP). (3) Phosphodiester bonds are then formed
between the incoming nucleotide and the nascent strand (*ERn+1PPi), leading to a
second conformational change (4) (ERn+1PPi), followed by (5) pyrophosphate
release (ERn+1)(Arnold and Cameron 2004; Arnold et al. 2004)(Fig. 2).

It has been shown that steps 2 (first conformational change) and 3 (phosphoryl
transfer) are partially rate-limiting in the single-nucleotide addition cycle and
therefore likely to influence fidelity. Step 2 involves reorientation of the triphos-
phate of the NTP to be available for phosphoryl transfer, and interactions with
residues in the ribose-binding pocket. These interactions should be altered for an
incorrect bound nucleotide, reducing the stability of complex with the bound
nucleotide and the rate of the following phosphoryl transfer (Arnold and Cameron
2004; Arnold et al. 2004; Gohara et al. 2000). Therefore, residues in the binding
pocket should be crucial for determining if the correct nucleotide is present (Gohara
et al. 2004). Indeed, several conserved residues play major roles in orienting and
stabilizing the incoming NTP (Gohara et al. 2000, 2004). Once the triphosphate is
properly oriented, it is stabilized by a hydrogen bond network within residues of the
binding pocket, mostly located in motif A. Additionally, in motif A, Asp-238
interacts with the 3′OH, and in motif B, Asn-297 interacts with the 2’OH to tightly
hold the incoming triphosphate in the proper orientation. Asn-238 was also shown
to be crucial for NTP orientation in the FMDV RdRp (Ferrer-Orta et al. 2007).
Furthermore, Asp-238 and motif A are conserved in all animal virus RdRps

NTP + ERn

Step 1

ERnNTP
Step 2

*ERnNTP
Step 3

*ERn+1PPi

Step 4

ERn+1PPi

Step 5

ERn+1

Fig. 2 The five kinetic steps in the single-nucleotide addition cycle. ER, enzyme-template
complex. *ER, active enzyme-template complex. PP, phosphodiester bond. Adapted from (Arnold
and Cameron 2000, 2004)
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(Koonin 1991). Based on this work, it was proposed that the binding pocket can be
divided into a universal portion (motif A) and an adapted portion (motif B). These
motifs intersect in the nucleotide-binding pocket, where motif A carries out the
universal enzymatic functions and motif B is involved with nucleotide selection.
Motif A residue Asp-238 presumably links the rate of phosphoryl transfer to the
selection of the nucleotide, reducing the transfer efficiency when the incorrect
nucleotide is bound (Gohara et al. 2004). Both the hydrogen bond network and
interactions between the triphosphate and these specific binding pocket residues
determine the stability of the active complex and the rate of the following phos-
phoryl transfer.

Recent work also links motif D to the efficiency and fidelity of newly incor-
porated nucleotides. A conserved lysine (L359 in poliovirus) was shown to act as a
general acid to protonate the PPi (Castro et al. 2009). New results indicate that this
motif D lysine might interact with the β-phosphate of the NTP to achieve an active
(closed) enzyme conformation. Furthermore, binding of the incorrect NTP shifts the
RdRp conformation away from the active state, and the motif D lysine must be
protonated in order to achieve the RdRp active state (Yang et al. 2012). This may
explain why poliovirus mutants in motif D have altered fidelity phenotypes (Liu
et al. 2013; Castro et al. 2009; Yang et al. 2012). The dynamic changes of motif D
(shown by nuclear magnetic resonance) (Cameron et al. 2009) were previously
masked in crystal structures of RdRps in elongation complexes (Gong and Peersen
2010; Ferrer-Orta et al. 2007).

Although residue 64 is remote from the active site (in the fingers domain), G64S
polymerase was shown to have a lower equilibrium constant for the conformational
change that orients and stabilizes the incoming NTP (step 2). In fact, this residue is
indirectly connected to motif A via hydrogen bonds; substitution of an S in this
position ablates hydrogen bonding, explaining the reduced equilibrium constant for
step 2 (Arnold et al. 2005). Although it is unclear how G64S could be connected to
motif D, a conformational change was found to occur in motif D for G64S when the
incorrect nucleotide is bound that does not occur for the wild-type polymerase. This
decreases G64S′ ability to switch to the catalytically active form when the incorrect
nucleotide is bound, leading to a higher fidelity polymerase (Arnold et al. 2005;
Yang et al. 2010, 2012). Similar mechanisms were shown to be involved for the
equivalent mutation in FMDV (G62S) (Ferrer-Orta et al. 2010).

7 In Vitro Trends of Fidelity Variants

It is somewhat difficult to make generalizations from biochemical experiments
examining fidelity, which are only available for poliovirus, FMDV, and Coxsackie
virus B3. Although there are some exceptions (Arias et al. 2008), it seems that
higher fidelity polymerases tend to be kinetically slower, and low-fidelity poly-
merases tend to be faster. Notably, this was shown to be the case for high-fidelity
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poliovirus G64S and FMDV G62S (Arnold et al. 2005; Yang et al. 2010;
Ferrer-Orta et al. 2010), and low-fidelity poliovirus and CVB3 strains (Liu
et al. 2013; Gnädig et al. 2012). The kinetic proofreading hypothesis predicts that
there is most likely a trade-off between fast or faithful replication (Coffey
et al. 2011; Hopfield 1974). Without proofreading mechanisms (which is the case
for the majority of RNA viruses), increased accuracy may only be achieved by
reducing the rate of polymerization. This allows decreased stability of incorrect
nucleotides and higher dissociation constants, resulting in a preference for the
correct nucleotide. This phenomenon is well supported from structural and bio-
chemical studies with poliovirus (Arnold et al. 2005; Castro et al. 2009; Yang
et al. 2010, 2012). It has also been shown that biochemical fidelity assays correlate
well with in vitro tissue culture measurements of mutation frequencies (Gnädig
et al. 2012).

However, there are discrepancies between relative rates of nucleotide incorpo-
ration in biochemical assays using RdRp enzymes versus overall virus growth in
tissue culture. For example, even though biochemical data suggested that G46S
poliovirus had a 2.5-fold reduced yield from assembled elongation complexes, it
grew identically to wild type in one-step growth curves. This is not necessarily
surprising; given that a single-nucleotide incorporation cycle is cell-free solution is
not equivalent to a complete viral life cycle within infected cells (including binding,
entry, replication, packaging, and egress). Interestingly, growing G64S in compe-
tition with wild type did reveal a reduced relative fitness (Arnold et al. 2005). This
in vitro growth pattern has since developed as a recurring trend. Most RdRp fidelity
variants (high and low) grow similarly to wild type in isolation, but in competition
with wild type suffer replicative fitness costs (Zeng et al. 2014; Coffey et al. 2011;
Gnädig et al. 2012; Furió et al. 2005; Levi et al. 2010). Some studies with reverse
transcriptase anti/mutators show that the further the mutation frequency from wild
type, the lower the relative fitness in competition assays (Dapp et al. 2013; Furió
et al. 2007). Important exceptions to this general rule are the MHV and SARS
coronavirus mutators lacking 5-3′ exonuclease activity. These variants exhibited
clear and stable defects (up to one log) in replication compared to the wild type
(Eckerle et al. 2007, 2010; Graham et al. 2012).

8 In Vivo Trends of Fidelity Variants

Fidelity variants generate more or fewer mutations than wild-type viruses without
presenting altered consensus sequences with respect to their parental strains.
Therefore, they have proven to be invaluable tools to address the role of the mutant
spectrum in virus fitness and the behavior of quasispecies in vivo. Although major
growth defects are generally not observed in vitro, in vivo attenuation seems to be
the general rule for fidelity variants (Fig. 3). The precedent for in vivo attenuation
was set with the G64S poliovirus high-fidelity variant. Pfeiffer and Kirkegaard
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(2005) demonstrated that G64S was less pathogenic than wild-type virus in mice,
despite not finding significant replication differences in vitro. Vignuzzi et al. (2006)
also demonstrated an attenuated phenotype for G64S, where the 50 % lethal dose
(LD50) in mice was 300-fold higher than in wild type. Furthermore, while both
virus populations could colonize and infect spleens, kidneys, muscles, and
intestines when a systemic inoculation was performed, G64S was unable to dis-
seminate more distally to infect the CNS or to be shed in feces. Sequencing of
individual genomes from the high-fidelity population in vivo confirmed its
restricted genetic diversity. In this study, the restricted quasispecies of G64S was
artificially expanded by mutagen treatment to present the same number of mutations
as wild type. Importantly, the expanded G64S population (G64SeQS) recovered the
ability to infect and colonize the spinal cord and brain and had a similar lethal dose
compared to wild type. Furthermore, coinfections of a restricted G64S population
with either wild type or G64SeQS allowed the genetically restricted G64S popula-
tion to invade the spinal cord and brain. This seminal work provided strong evi-
dence that not only consensus changes impact virulence and pathogenesis, but that
mutant spectrum complexity can also be critical to pathogenesis and/or virus
survival in vivo (although this is not always the case). This study also provided
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indirect evidence that cooperative interactions within the quasispecies may play a
role in virus infection and disease progression. Since this first report, altering
mutation frequency has been linked to attenuation in animal models for several
variants. A recent study with FMDV also demonstrated that the higher their fidelity,
the greater the attenuation in a newborn mouse model (Zeng et al. 2014). For
HEV71, the higher fidelity G64R and S264L variants alone or in combination were
attenuated in mice (Sadeghipour and McMinn 2013). More recently, another
HEV71 antimutator, L123F, also exhibited reduced virulence and delayed symp-
toms in the AG129 mouse model (Meng and Kwang 2014). Finally, the chikun-
gunya virus, high-fidelity variant, C483Y, was more quickly cleared in the newborn
mouse model and was moderately attenuated in mosquitoes (Coffey et al. 2011).
Significant attenuation was also observed in colonized and field mosquitoes
infected with West Nile virus high-fidelity variants (Van Slyke et al. 2015). While
the high-fidelity influenza A virus replicated to wild-type-like titers in the lungs of
infected mice, lethality and neurotropism were reduced ten-fold (Cheung
et al. 2014).

Similar trends have been observed with low-fidelity/mutator variants. Mice
inoculated with the SARS-CoV strain lacking exonuclease activity (ExoN) exhib-
ited reduced symptoms and more rapid clearance of virus from the lungs.
Furthermore, the ExoN mutant retained elevated mutation frequencies in vivo
(Graham et al. 2012). Coxsackie virus B3 mutator strains exhibited reduced titers in
several target organs in the mouse model and were unable to establish persistent
infection. Generally, the degree of attenuation correlated with the extremity of the
mutator phenotype (Gnädig et al. 2012). A recent study demonstrated higher sur-
vival in mice inoculated with a low-fidelity poliovirus (Liu et al. 2013). For the
alphaviruses, the low-fidelity variants of chikungunya virus showed reduced titers
in all tissues tested in mice, including the primary target tissue (muscle). Similarly,
a Sindbis virus mutator was attenuated in mice, presenting fewer neurological
symptoms (such as limb paralysis) and was also attenuated in the fruit fly model,
Drosophila melanogaster (Rozen-Gagnon et al. 2014) (Fig. 3). The low-fidelity
NS5 methyl transferase variant of West Nile virus was also shown to be compro-
mised in the mosquito host (Van Slyke et al. 2015).

Some exceptions to this rule do exist: In FMDV, the high-fidelity R84H pre-
sented a 1.4-fold increase in mutation frequency that did not result attenuation in
mice (Zeng et al. 2013). A possible explanation for this lack of mutation is that
these variants manifest only moderate differences in mutation frequencies (under
twofold), compared to the attenuated variants described for FMDV. Therefore, there
may be a threshold for mutation frequency, below which no attenuation is observed.
In support of this threshold, a recent study demonstrated that for a range of
low-fidelity FMDV RdRp variants, the more extreme mutators were attenuated
in vivo, while those presenting twofold increases in mutation frequency retained
virulence (Xie et al. 2014). Similar data were found in Coxsackie virus B3 (Gnädig
et al. 2012), and only mutators with the highest mutation frequencies were
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attenuated. Consequently, this threshold should be different depending on the virus
and its ability to cope with increased mutational load (Graci et al. 2012).

9 Fidelity Variants as Vaccine Candidates

Based on the nearly universal attenuation of fidelity variants in vivo, such strains are
being explored as live attenuated vaccines (LAVs). Very few groups have used
fidelity variants to elicit protection, but these studies have been promising. A first
study examined immunogenicity and protection of the original high-fidelity G64S
poliovirus, as well as high-fidelity strains G64A/V/T/L, in mice. The authors
observed reduced viral shedding and high neutralizing antibody titers (indeed,
higher than those induced by inoculation with the Sabin vaccine strain).
Importantly, immunization conferred long-term protection; 6 months after a single
immunization with fidelity variants, the majority of mice survived lethal challenge
with wild-type poliovirus (Vignuzzi et al. 2008). A second study evaluated the
SARS-CoV ExoN mutator as a vaccine candidate and showed that the mutator
remains attenuated even in immunocompromised or aged mice (groups of concern
during routine immunizations). In addition, immunization with the mutator strain
elicited antibody responses and conferred resistance against lethal challenge; no
virus was detectable in the lungs of immunized mice (Graham et al. 2012). LAVs
have proven more efficacious than subunit vaccine counterparts, but pose safety
concerns [for review see (Lauring et al. 2010)]. One principal concern in LAVs is
reversion to virulence, which has been observed for a number of LAVs, including
the Sabin strains of poliovirus (Cann et al. 1984). While mutator strains raise the
question of safety and stability as LAVs because they generate more mutations than
wild-type viruses, the SARS-CoV ExoN mutator was shown to remain stable in
mouse models. Likewise, when the ExoN mutator was allowed to establish a
persistent infection in SCID mice for up to 30 days, no reversion was detected at
inactivated exonuclease sites. Interestingly, one of the attenuating mutations present
in the RdRp of the Sabin strain of poliovirus was shown to decrease fidelity. This
raises the possibility that in currently used vaccines, attenuation is already achieved
in part by altering the natural fidelity of an RNA virus (although whether the strain
including all attenuating mutations retains this lower fidelity has not been shown)
(Liu et al. 2013). In addition, the high-fidelity G64S/A/V/T/L polioviruses passaged
in mice did not revert at position 64 and remained attenuated. For LAV develop-
ment high-fidelity variants may be of particular interest, since lowered mutation
frequencies make mutations conferring virulence less likely to occur. Indeed, under
selective pressure to revert in vivo, high-fidelity variants were less able to do so,
whereas the wild-type virus quickly reverted at a significantly higher number of
sites (Vignuzzi et al. 2008). Since fidelity-altering mutations map to single or few
residues, combining these with other conventional attenuating mutations may be a
good strategy to further reduce reversion to virulence.
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10 Fidelity Variants and Lethal Mutagenesis

Viruses appear to have fine-tuned their mutation rate in order to maximize adap-
tation, while at the same time maintaining genomic integrity. Deviation from these
optimized mutation rates have been shown to be attenuating. The proposed
explanation for the observed attenuation is mutational meltdown, losing the ability
to maintain genetic information due to the extrinsic increase in mutation rates
(Eigen 1971; Domingo et al. 2005). Importantly, a consequence of the study of
lethal mutagenesis as an antiviral approach was the discovery of the high-fidelity
variants, which generally were more resistant to mutation-inducing drugs. This
discovery further boosted interest in determining how viral mutation rates could be
modulated intrinsically, leading to the isolation of more fidelity variants. Large
panels of high- and low-fidelity variants are now available to feedback into the
research on lethal mutagenesis as an antiviral approach: Due to their altered sen-
sitivity to such compounds, they are excellent tools to investigate the mutagenic
activities of known compounds or identify new mutagenic compounds. Indeed, the
first high- and low-fidelity variants of Coxsackie virus B3 were key in identifying a
previously unknown mutagenic activity for amiloride compounds (Levi et al. 2010).
Similar screens using compound libraries may thus identify other classes of
antivirals with mutagenic effects (Table 1).

Table 1 List of published high- and low-fidelity polymerase variants

Virus Position RdRp Phenotype Reference

Poliovirus G64S High-fidelity Pfeiffer and Kirkegaard (2003),
Vignuzzi et al. (2006)

CVB3 A372V High-fidelity Levi et al, plos pathogens

I176V Low-fidelity Gnädig et al. (2012)

L241I Low-fidelity Gnädig et al. (2012)

S164P Low-fidelity Gnädig et al. (2012)

P48K Low-fidelity Gnädig et al. (2012)

A239G Low-fidelity Gnädig et al. (2012)

Y268W Low-fidelity Gnädig et al. (2012)

Y268H Low-fidelity Gnädig et al. (2012)

F232Y Low-fidelity Gnädig et al. (2012)

I230F Low-fidelity Gnädig et al. (2012)

HEV71 G64R High-fidelity Sadeghipour et al. (2013)

S264L High-fidelity Sadeghipour et al. (2013)

L123F High-fidelity Meng and Kwang (2014)

FMDV R84H High-fidelity Zeng et al. (2013)

D5N/A38V/M194I/M296V High-fidelity Zeng et al. (2014)

M296I Low-fidelity Arias et al. (2008)
(continued)
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Antiviral Strategies Based on Lethal
Mutagenesis and Error Threshold

Celia Perales and Esteban Domingo

Abstract The concept of error threshold derived from quasispecies theory is at the
basis of lethal mutagenesis, a new antiviral strategy based on the increase of virus
mutation rate above an extinction threshold. Research on this strategy is justified by
several inhibitor-escape routes that viruses utilize to ensure their survival.
Successive steps in the transition from an organized viral quasispecies into loss of
biologically meaningful genomic sequences are dissected. The possible connections
between theoretical models and experimental observations on lethal mutagenesis
are reviewed. The possibility of using combination of virus-specific mutagenic
nucleotide analogues and broad-spectrum, non-mutagenic inhibitors is evaluated.
We emphasize the power that quasispecies theory has had to stimulate exploration
of new means to combat pathogenic viruses.

Contents

1 Introduction. Quasispecies Dynamics as an Obstacle for Virus Disease Control ........... 324
2 Mechanisms of Antiviral Resistance ................................................................................. 325
3 Error Catastrophe, Lethal Defection, and Lethal Mutagenesis: Deleterious Effects

of Mutations in Theoretical Replicons and Viruses ......................................................... 328
4 Quasispecies Dynamics and New Lethal Mutagenesis-Based Antiviral Designs ............ 333

C. Perales � E. Domingo (&)
Centro de Biología Molecular “Severo Ochoa” (CSIC-UAM), Consejo Superior de
Investigaciones Científicas (CSIC), Campus de Cantoblanco, 28049 Madrid, Spain
e-mail: edomingo@cbm.csic.es

C. Perales
e-mail: cperales@cbm.csic.es

C. Perales � E. Domingo
Centro de Investigación Biomédica En Red de Enfermedades Hepáticas y Digestivas
(CIBERehd), Barcelona, Spain

C. Perales
Liver Unit, Internal Medicine, Laboratori of Malalties Hepàtiques,
Vall d’Hebron Institut de Recerca-Hospital Universitari Vall d’Hebron,
Universitat Autonoma de Barcelona, 08035, Barcelona, Spain

Current Topics in Microbiology and Immunology (2016) 392: 323–339
DOI 10.1007/82_2015_459
© Springer International Publishing Switzerland 2015
Published Online: 21 August 2015



5 Potential of Sequential Treatments.................................................................................... 335
6 Summary and Prospects .................................................................................................... 336
References ................................................................................................................................ 337

1 Introduction. Quasispecies Dynamics as an Obstacle
for Virus Disease Control

High mutation rates and quasispecies dynamics of viruses have as one of their main
consequences the continuous supply of variant genomes whose frequency in the
population depends on their fitness in each environment. Under natural conditions,
the biological environment in which viruses replicate is changing continuously in
such a manner that the fitness landscapes should be depicted as extremely rugged
and variable, like waves with peaks and valleys in a stormy ocean. Even the
“flattest” in its position of advantage (Schuster 2016) pales in the middle of the
storm. Rugged fitness landscapes (meaning fitness variations as a function of
position in sequence space or the environment) are a consequence of fitness effects
of single mutations in viral genomes. Ruggedness does not exclude that different
genomes display equal fitness in the same environment or that the same genome
displays the same fitness in two different environments.Fitness landscapes in con-
nection with quasispecies theory are studied by Schuster (2016). Rough fitness
landscapes are further promoted by the mutant spectrum being itself part of the
environment, and its composition being affected by the stochastic nature of mutant
generation (see Sect. 3 for evidence of the influence of mutant spectra). An
experimental proof of the complex nature of fitness landscape during virus repli-
cation is the great number of hidden and transient selective pathways undertaken by
viral populations in response to inhibitory activities, as revealed by next-generation
sequencing (NGS) (Cale et al. 2011; Fischer et al. 2010; Tsibris et al. 2009). The
challenge for theoretical biology to grasp such a level of complexity is enormous,
but excitingly, important progress in this direction has been accomplished in recent
years, as documented in previous chapters. Thanks to the persistence of some, the
gap between theory and experimentation is gradually being bridged. A salient merit
of quasispecies theory for virology has been the realization of the implications of
successions of dynamic mutant spectra for virus adaptation and survival in the face
of selective pressures intended to limit their multiplication. How quasispecies
dynamics can inspire new antiviral strategies is the subject of the present chapter.

Important difficulties for the control of viral disease stem from the fact that
among the virus variants generated, there are many that can overcome an immune
response or replicate in the presence of antiviral inhibitors [reviewed in (Domingo
and Schuster 2016; Domingo et al. 2012; Nijhuis et al. 2009; Padmanabhan and
Dixit 2016; Perales et al. 2015; Richman 1996)]. Replicating RNA viruses are
“moving targets” regarding antiviral interventions. We term inhibitor-escape
mutants those that are present or arise in viral populations and that increase in
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frequency when the inhibitor is present during replication. A priori, there is no
reason for the genomic sites that encode residues that affect sensitivity to inhibitors
to be more mutable than the average genomic site in a virus. Inhibitor resistance
determinants are generally in protein-coding regions, and there is no evidence that
their surrounding nucleotides are in structures predictive of a hot spot for variation
(mutation rates above average). Consistently, when viruses have diversified in
nature and their populations are large and heterogeneous, mutations related to
inhibitor resistance can be present even without prior replication of the virus in the
presence of the inhibitor. This fact which by itself constitutes a specific example of
the adaptive value of mutant spectra was first documented with natural populations
of HIV-1 at a time in which the use of several antiretroviral agents was still limited
(Nájera et al. 1995). Many additional cases have been reported for pathogenic
viruses that display error-prone replication (reviewed in Domingo et al. 2012).
From all evidence, many selective pressures to which viruses are subjected during
their replication cycles remain undefined, such is the complexity of the virus–host
interactions, no matter the level at which we examine them. Fortunately, in the case
of viral inhibitors, the selective pressure is well defined and quantifiable: it is
adequate for scientific scrutiny and for preclinical explorations.

2 Mechanisms of Antiviral Resistance

The frequency of mutations that confer resistance to one or several inhibitors
depends on two parameters: the genotypic barrier to resistance and the phenotypic
barrier to resistance. The two parameters are linked to two key concepts of
quasispecies: transitions in sequence space and fitness (Domingo and Schuster
2016; Schuster 2016). The genetic barrier is determined by the number and types of
mutations required to go from a drug-sensitive virus into a resistant one. A low
genetic barrier means that only one step (one mutation) in sequence space is suf-
ficient for the phenotypic transition toward resistance, and for most viral poly-
merases, transition mutations (those that occur among purines or pyrimidines) are
more frequent than transversion mutations (those that occur between purines and
pyrimidines). The shorter the distance in sequence space and the easier to produce
the needed mutations, the lower the genetic barrier to drug resistance.

The phenotypic barrier to resistance is more difficult to specify in molecular terms
since it is given by the fitness cost that the virus has to endure as a consequence of
acquisition of the mutations needed for resistance. In this case, the type of mutation is
not a relevant determinant, since even a frequent transition can produce a deleterious
amino acid change or a perturbation in a regulatory region (through a change in
secondary or higher order structure in the viral genome). Fitness cost may be due to
effects at the RNA or protein level, or both. Since the frequency of individual gen-
omes tends to be ranked according to fitness (compare again with Domingo and
Schuster 2016), the higher the fitness cost of a mutation, the lower the frequency of
the genome harboring the mutation will be in the mutant spectrum. As a consequence,
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the less likely will be the dominance of the resistant mutant in the event that the viral
population size undergoes random fluctuations. The reason for fitness cost inflicted
by an inhibitor resistance mutation may lie in involvement of the protein targetted by
the inhibitor in any of the steps of a virus life cycle. Since most viral proteins are
multifunctional, the assignment of fitness decrease to a specific viral function is
challenging. The dynamics of mutant testing is such that even mutations that imply a
high fitness cost may be present transiently, since compensatory mutations may
increase fitness without reversion of the resistance mutations. Such compensatory
mutations that do not confer bona fide resistance but mediate the survival of
inhibitor-resistant mutants have been described for many viruses, and the reader is
referred to relevant database compilations.

One of the aims of current therapies is to produce a sharp fitness decrease without
allowing time and replicative capacity to the virus to find compensatory mutations
and pathways for fitness recovery. That is, the aim is to render fitness loss an irre-
versible transition. We documented that when a population of foot-and-mouth dis-
ease virus (FMDV) is small enough, it can continue replicating minimally without the
virus acquiring resistance to an inhibitor present during replication (Perales et al.
2011a). Therefore, a sustained low viral load that may give an opportunity to the host
immune system to clear a virus may be also considered a valuable antiviral strategy.
The impact of quasispecies dynamics on the survival of virus in the face of admin-
istration of inhibitors has been extensively recognized and reviewed from theoretical,
experimental, and clinical points of view (Padmanabhan and Dixit 2016). We have
previously reviewed several observations and models, with emphasis on hepatitis B
virus (HBV), hepatitis C virus (HCV), and human immunodeficiency virus type 1
(HIV-1), that can serve the reader to appreciate the complexity of the problem and to
complement the information given in the present book (Domingo et al. 2012). The
data banks that compile inhibitor resistance mutations identified in infected patients
serve to alert of a possible failure of treatments that include the inhibitor.
Unfortunately, the traditional sequence data banks ignore mutant spectra of viral
genomes, and relevant biological information is not available when the genetic
identity of viruses is limited to consensus sequences (Domingo et al. 2006).

The presence of specific amino acid substitutions that decrease the sensitivity to
inhibitors is not the only molecular pathway for a virus to achieve drug resistance.
A recently discovered mechanism for HCV is the association of high replicative
fitness with multidrug resistance (Sheldon et al. 2014). This finding was possible
thanks to the recent implementation of a cell culture system for HCV (Lindenbach
et al. 2005; Wakita et al. 2005; Zhong et al. 2005). The system allows the pro-
ductive infection of human hepatoma cells by a specific chimeric genotype 2a
HCV, under controlled laboratory conditions, with prospects of extension to other
HCV genotypes (Gerold and Pietschmann 2014; Li et al. 2015). The new cell
culture system for HCV allows robust viral production over hundreds of passages,
rendering the classic virus passage experiments (Domingo and Schuster 2016)
feasible for HCV. The initial virus is the progeny of a transcript from a plasmid
introduced into the cells. Therefore, the parental genome has a precise nucleotide
sequence to which subsequent genomic variations can be compared. Using this
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system, we showed that HCV that had been subjected to 100 passages in human
hepatoma cells increased its replicative fitness, and acquired resistance to multiple
inhibitors used in anti-HCV therapy, some directed to viral targets and others
directed to cellular targets. The fitness increase was accompanied of a broadening of
the mutant spectrum, in the sense that the average number of genomes with multiple
mutations increased. This raised the question of whether the multidrug resis-
tancemultidrug resistance was due to the broadening of the mutant spectrum that
might entail an increase of the frequency of resistance mutations or to the fitness
increase. The observed drug resistance was not due to inhibitor resistance muta-
tions, as established by independent experimental tests. One was the absence of
known HCV inhibitor mutations in mutant spectra of resistant HCV populations
examined by standard molecular cloning and Sanger sequencing, as well as by
NGS. In addition, the virus displayed a parallel kinetics of viral production in the
absence and presence of inhibitors over a 1000-fold range of the initial multiplicity
of infection (MOI, or the number of infecting particles per cell); the parallel kinetics
at different MOIs is incompatible with the drug resistance being due to the presence
of resistance mutations in a minority of the components of the mutant spectrum.
Finally, individual biological clones isolated from the parental, resistant population
did not manifest any decrease in resistance, again incompatible with the presence of
standard resistance mutations in a minority of mutant spectrum components
(Sheldon et al. 2014). Thus, the results have established high fitness (or a trait
associated with high fitness) as a new mechanism of multidrug resistance in HCV,
and it would not be surprising if the same conclusion proved valid for other viruses.

Therefore, quasispecies dynamics may facilitate resistance to antiviral agents by
at least two different mechanisms that may, however, be interconnected: by increase
of the complexity of mutant spectra that will display a high proportion of specific
resistance mutations and by a fitness increase itself prompted by continued repli-
cation in the same environment. Interestingly, fitness, viral load, and population
heterogeneity have been previously recognized as related parameters linked to the
survival and pathogenic potential of viruses (Domingo et al. 2012). A possible
molecular mechanism to explain why fitness is a drug-resistant determinant has
been proposed based on the likely competition between the number of replicating
viral genomes per cell in the HCV replication complexes (modified cellular
membrane sites where the viral polymerase and other viral and cellular proteins
colocalize to perform viral RNA synthesis) and the number of inhibitor molecules
that can potentially reach their target (Sheldon et al. 2014). Some aspects of this
competition model, at present merely tentative, are under investigation in our
laboratory. These observations underline that quasispecies features of viral popu-
lations encompass multifaced complications for therapeutic interventions. Not
surprisingly, it has been amply recognized that new paradigms are necessary to deal
with the control of diseases associated with heterogeneous, rapidly evolving
pathogens [not only viruses but also bacteria, cellular parasites, and cancer cells, as
well as prions and other protein conformation-associated neurological diseases
(further justification in Domingo and Schuster 2016)]. Next, we address some
strategies to confront the challenge.
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3 Error Catastrophe, Lethal Defection, and Lethal
Mutagenesis: Deleterious Effects of Mutations
in Theoretical Replicons and Viruses

The term “error catastrophe” was first used by Leslie Orgel to describe a cascade of
events affecting cellular information that implicated deterioration of both nucleic
acid and protein function in connection with the process of aging (Orgel 1963,
1973). Then, the same words were used in quasispecies theory to refer to loss of
stability of a mutant distribution when it ceases to be dominated by a master
sequence. The concepts behind the cascade of events in aging and loss of viral
quasispecies stability are closely related in that modification of key biological
macromolecules leads to functional deterioration. Quasispecies stability necessitates
that the ratio between fitness of the master genome and fitness of the rest of
genomes be above a certain value. The critical ratio depends on the average
mutation rate per nucleotide and the complexity of the encoded genetic information
that usually can be equated with genome length. For a given genomic complexity,
the mutation rate above which the information cannot be maintained is termed the
error threshold, expressed as the error threshold relationship. The theoretical origins
of the error catastrophe and error threshold concepts are presented in Domingo and
Schuster (2016) and Schuster (2016).

The challenge of translating the error threshold concept into experimental evi-
dence was undertaken for the first time by John J. Holland and his colleagues who
demonstrated that error frequencies at specific genomic sites of poliovirus (PV) and
vesicular stomatitis virus (VSV) could be increased minimally by chemical muta-
genesis, therefore proving that mutagenic treatments adversely affected virus
infectivity (Holland et al. 1990). This first experimental study was followed by
another by Larry Loeb, Jim Mullins, and colleagues who showed that replication of
HIV-1 in the presence of the pyrimidine nucleoside analogue 5-hydroxydeoxy-
cytidine (5-OH-dC) as mutagenic agent led to increases in the frequency of G to A
transitions, predicted from the misincorporation of 5-OH-dC during reverse tran-
scription, together with loss of HIV-1 replicative potential (Loeb et al. 1999). This
mutagenic analogue was at the origin of related compounds, and one of them was
later administered in the first mutagen-based clinical trial with AIDS patients
[(Mullins et al. 2011); see Sect. 6 in this chapter]. Loeb and colleagues coined the
term “lethal mutagenesis” to refer to mutagen-driven lethality. These initial studies
were followed by many others that have used purine and pyrimidine analogues
licensed for human use to investigate mutagenesis as a means to extinguish viruses
that employ different replication strategies (single stranded segmented or unseg-
mented, positive and negative strand RNA viruses, and retroviruses). The conclusion
of these studies has been that viruses do not tolerate substantial increases in mutation
rate and that an excess of induced mutations can lead to viral extinction [references
for most specific studies can be found in the reviews by (Anderson et al. 2004; Dapp
et al. 2013; Domingo 2005; Domingo et al. 2012; Graci and Cameron 2008)], in
confirmation of the predictions of quasispecies theory. It should be noted that despite
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the generally deleterious effects that mutations have in viruses well adapted to an
environment, the results of sensitivity of viruses to increased mutation rates were not
necessarily to be expected. Some complex DNA viruses and bacteria not only tol-
erate increases of mutation rate, but actually their adaptive potential can be enhanced
by the incorporation of mutations in the genome. An example is provided by mutator
bacteria that benefit of increases in mutation rate of 102- to 103- fold over basal levels
that operate in standard bacteria. Also, in contrast to the early results of Holland and
colleagues, the reversion induced by chemical mutagenesis of several mutations of
the Escherichia coli Lac Z gene tolerated increases in frequency of 102- to 103-fold,
with good survival rates (Cupples and Miller 1989). These observations suggest that
the key point is not whether mutations are deleterious or not, but whether a bio-
logical system has evolved to replicate near or far from an error (or extinction)
threshold that determines its tolerability to mutations. The mutation rates of RNA
viruses are poised near a maximum compatible with survival, while they are still
effective for adaptation (Domingo 2000; Drake and Holland 1999).

Several theoretical models have been proposed to explain lethal mutagenesis of
viruses as well as the relationship between the error threshold of quasispecies theory
and lethal mutagenesis; they are discussed in (Tejero et al. 2016). The models range
from straightforward arguments such as that extinction is associated with insuffi-
cient virus progeny production for the virus to be propagated, to models that
conclude that the transition into error catastrophe as defined by quasispecies theory
would preclude virus extinction. We will not evaluate such proposals except to state
that some of them have failed to incorporate information provided by experimental
results, and as stated by Manfred Eigen, “pure theory” can become “poor theory”
(Eigen 2013). Here, we will summarize a view that has been based on an increased
understanding of how mutagenic agents affect viral genomes at the molecular level,
and how the alterations translate into loss of infectivity. The major observations that
led to our current understanding of mutagenesis-driven RNA virus extinction are
expressed in Fig. 1. The flow of experimental evidence went as follows. The initial
studies established an association of mutagenic activity with decreases of infectivity
but did not exclude that the effects of mutagenic agents could be unrelated to the
mutations introduced in the viral genomes (Loeb et al. 1999; Sierra et al. 2000).
A subsequent study on the mutagenic activity of ribavirin on PV documented a
decrease of specific infectivity (the ratio between infectivity and amount of viral
RNA) concomitantly with an increase in mutant frequency of the viral population,
thus reinforcing the conclusion that most antiviral activity of ribavirin was exerted
through mutagenesis of the viral genome (Crotty et al. 2001). The critical experi-
ments that led to our current view of the molecular events that underlie
mutagenesis-driven extinction were performed by Ana Grande-Perez and col-
leagues working with the arenavirus lymphocytic choriomeningitis virus (LCMV)
(see also Grande-Perez et al. 2016). The key point was the analysis of the kinetics of
decrease of infectivity and viral RNA in persistently infected cell cultures treated
and untreated with the mutagenic base analogue 5-fluorouracil (FU). The decay of
infectivity preceded the decay of viral RNA, suggesting that non-infectious
but replication-competent viral RNA was generated during the transition

Antiviral Strategies Based on Lethal Mutagenesis … 329



toward extinction; the experimental results were supported by a theoretical model
developed by Susanna Manrubia that predicted the requirement of a class of
defective genomes, termed defectors, in LCMV extinction (Grande-Pérez et al.
2005b).

Two pathways for viral extinction were distinguished: one at low mutagenic
intensities that allow viral replication to proceed and generate interfering, defector
mutants that jeopardize replication of standard virus and contribute to decrease of
infectivity. This pathway was termed lethal defection, and it is now known as the
lethal defection model of viral extinction. The second pathway occurs with higher
mutagen doses and leads to extinction because the viral quasispecies fails to rep-
licate and to infect (Grande-Pérez et al. 2005b). The final step in Fig. 1 recapitulates
experiments with specific foot-and-mouth disease virus capsid and polymerase
mutant RNAs that exerted an inhibitory activity on standard, infectious
foot-and-mouth disease virus (FMDV) RNA co-electroporated in the same cells
(Perales et al. 2007). The inhibitory effect of specific mutants reinforces the lethal
defection model of viral extinction which is also in agreement with previous results
on the inhibition of FMDV RNA replication by mutagenized pre-extinction FMDV
populations (González-López et al. 2004). More recent results with FMDV have
documented that infectious clones retrieved from the complex population in which
lethal defection takes place display up to 100-fold fitness decreases relative to

Fig. 1 Flow of the main
findings that have converted
the concept of error threshold
into a viable antiviral strategy.
The main experimental and
theoretical observations with
relevant references are
described in the text
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clones from control populations (Arias et al. 2013). This result suggests an overlap
between the lethal defection and overt lethality steps as depicted in Fig. 2 that
summarizes our current understanding of lethal mutagenesis. Interestingly, the
mechanism of lethal mutagenesis of viruses derived from experimental results fits
well the early descriptions of Leslie Orgel in that fitness deterioration was due to
collapse of interdependent nucleic acids and protein trans-networks (Orgel 1963).
The studies of Celia Perales and colleagues with specific defector mutants suggest a
molecular mechanism of interference consisting in the production of altered pro-
teins that cannot form functional complexes needed to complete the viral infectious
cycle. According to this model, such “defective” complexes can decrease the
functionality of the partner that includes unaltered proteins, as visualized in Fig. 3
(Perales et al. 2007). There is yet no direct evidence of the presence of such inactive
homopolymeric or heteropolymeric complexes in virus-infected cells subjected to
mutagenesis, but the model is consistent with several experimental observations
made with different RNA viruses.

Fig. 2 Scheme that relates the error threshold concept of quasispecies theory with virus extinction
by lethal mutagenesis. The profound influence of copying fidelity (horizontal axis) is illustrated by
five successive domains corresponding to decreasing fidelity values (increase in error rate). The
first domain of quasispecies stability is followed by one of lethal defection (due to generation of
interfering genomes) that precedes overt lethality due to accumulation of mutations that drives the
system beyond an error threshold, translated into an extinction threshold in the case of viruses. On
the right, once the threshold has been crossed, the resulting entity has lost any biological meaning,
and it can be thought of as being composed of random sequences devoid of information. Below the
diagram, some influences that favor virus extinction and others that favor virus survival are
depicted, as justified in the text. The figure is reproduced from Domingo et al. (2012), with
permission from the American Society for Microbiology, Washington DC, USA
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The negative effects of increased mutation rates in viruses have to be interpreted
not only in terms of proximity to an error threshold as in quasispecies theory, but
also in view of the several steps that separate the occurrence of mutations from their
functional consequences. Specifically, the effects of mutations have to do with the
complex programs of gene expression evolved by viruses which are perfectly
exemplified in the present volume by the intricacies of arenavirus–host interactions
described by Juan Carlos de la Torre and colleagues (Grande-Perez et al. 2016).
Mutations may perturb viral replication in at least two different ways. One is the
detrimental effect of any individualmutation on the genome harboring it, due to loss of
function. Since many viral are multifunctional (again, among multitude of examples
in the literature, Grande-Perez et al. 2016 describe the specific case of arenavirus
nucleoprotein), amino acid replacements in a viral protein can have a multiplicative
effect that depends on the array of functions in which the protein is involved. A second

Fig. 3 A model of lethal defection mediated by trans-acting viral gene products. Increased
mutagenesis of viral genomes (vertical arrow) results in a protein that is active as an hexameric
complex, with increasing number of deleterious amino acid substitutions (yellow, blue and red). In
a replicating quasispecies, depending on the mutational load, the hexameric protein can display a
range of interfering and protein activities, as given by the subunit composition of the hexamer. It is
worth noting that the blue subunit may rescue some activity when the red protein is the majority,
but may decrease the activity when the yellow protein is the majority. This model assumes that the
protein acts in trans and that the activity of the hexamer is modulated by the subunit composition.
References that justify the model are given in the text. The figure is reproduced from Domingo
et al. (2012), with permission from the American Society for Microbiology, Washington DC, USA
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mechanism is a consequence of the trans-acting activity of many viral , as mentioned
in the molecular bases of lethal defection (Fig. 3). When viral proteins are defective
due to amino acid substitutions, they can jeopardize replication of other genomes
despite the latter expressing a functional protein because many proteins function in
association with other proteins in oligomeric or multimeric complexes (Perales et al.
2007) (Fig. 3). The accumulation of mutations, with the resulting amino acid sub-
stitutions, triggers an amplification effect in deleteriousness due to the very nature of
viral replication cycles.

It may seem that the mechanisms that underlie the violation of an error threshold
for stability of genetic information in viruses may be irreconcilably far from the
simple mathematical basis proposed by quasispecies theory (loss of superiority of
the master sequence). Consideration of the error threshold and events preceding
virus extinction from the point of view of the occupation of sequence space sug-
gests that the two events are conceptually closely related. Indeed, loss of superiority
of the master sequence can be equated with drift of any mutant sequence in
sequence space (Tejero et al. 2016). Random drift in sequence space would lead to
viral genomes soon hitting a region incompatible with function, and this possibility
is actually supported experimentally. Studies with several mutagens have shown
that the effect of a mutagen is to displace viral clouds toward regions of sequence
space that are unfavorable for survival. Direct evidence was provided by experi-
ments of selective amplification of A, U-rich subpopulations of FMDV genomes on
their way to extinction by ribavirin mutagenesis (Perales et al. 2011b). Movements
toward unfavorable regions of sequence space are also suggested by mutant
spectrum analyses of other viruses subjected to nucleotide analogue mutagenesis
(Agudo et al. 2008; Ortega-Prieto et al. 2013). Thus, in practical terms, loss of virus
infectivity is a consequence of delocalization of genomic sequences in sequence
space. How such a drift can be applied to antiviral strategies is addressed next.

4 Quasispecies Dynamics and New Lethal
Mutagenesis-Based Antiviral Designs

For the crossing of the error threshold value to lead to the elimination of a virus
during a natural infection, several conditions must be fulfilled. If the effect of a
mutagen is not sufficient to eliminate all viable genomes, and the concentration of
mutagenic agent ceases to be effective with time, the virus will rapidly regain its
replicative capacity and may re-invade susceptible cells and tissues. The capacity to
regain fitness was documented with LCMV in cell culture by quantifying the
recovery of infections progeny production after serial rounds of heavy mutagenesis
by 5-fluorouracil (a dose that evoked a 105- to 108-fold decrease in virus titer in
infections at a MOI of 0.01 infectious units per cell) followed by recovery passages
in the absence of 5-fluorouracil. In the absence of mutagen, viral fitness was
transiently impaired, but by passage 2 or 3, progeny production reached normal
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levels (Grande-Pérez et al. 2005a). Recovery of viral infectivity upon removal of a
mutagenic activity prior to virus extinction was also supported by a theoretical
model of virus dynamics in the presence of mutagens and inhibitors that was
developed by Susanna Manrubia (Perales et al. 2009).

An important aspect of lethal mutagenesis in vivo is viral compartmentalization
into different tissues and organs, a situation that was treated in a theoretical model
by Steinmeyer and Wilke (Steinmeyer and Wilke 2009). The model addressed virus
sanctuaries or refugia, as well as virus migration among refugia. In clinical practice,
in the absence of quantification of inter-compartment migration, it will be desirable
to ensure the access of the mutagenic agent to all sites where the virus replicates.
This is actually a condition that should be fulfilled in any antiviral intervention, and
one of the reasons of resistance to lethal mutagenesis treatments of retroviruses that
establish latency mediated by provirus integration.

Despite these limitations, considerable evidence suggests that lethal mutagenesis
using base or nucleoside analogues that are licensed for human use or under
advanced clinical trials can effectively inhibit viral infections in vivo (Arias et al.
2014; Ruiz-Jarabo et al. 2003). Of particular interest is the introduction of a new
nucleoside analogue termed favipiravir or T-705 which is a broad-spectrum anti-
viral agent, active against many viruses, including viruses of emerging infections
with pandemic potential such as Ebola hemorrhagic disease virus (De Clercq 2015;
Oestereich et al. 2014; Smither et al. 2014). In many cases, the mechanism of action
of favipiravir has not been elucidated, but at least in two virus–host systems, human
influenza virus in cell culture and murine norovirus in vivo, this analogue exerts its
activity at least partly through lethal mutagenesis (Arias et al. 2014; Baranovich
et al. 2013).

The events that allow diagnosing an antiviral activity as being a consequence of
lethal mutagenesis are as follows: (i) irreversible loss of viral infectivity and
absence of viral RNA in the cells or organism following treatment. (ii) Transient
occurrence of the specific types of mutations expected from the base pairing
properties of the analogue, prior to virus extinction. Preferred mutation types
observed with several viruses are A → G, U → C in the case of 5-fluorouracil and
favipiravir, and G → A, C → U in the case of ribavirin. (iii) Decrease of specific
infectivity, which is given by the ratio between the amount of infectivity and the
amount of viral RNA at a given time point in the course of lethal mutagenesis. This
is probably due to the increase in frequency of defective viral genomes that, irre-
spective of their capacity to replicate genomic RNA, cannot produce infectious
particles, at least measured by established experimental methods. The progressive
load of defective genomes is consistent with the decrease of infectivity preceding
the decrease of viral RNA in the course of treatment, observed with several virus–
host systems. In fact, the lack of synchronization of decrease of infectivity and viral
RNA was one of the early signs that led to the formulation of the lethal defection
model of viral extinction (Grande-Pérez et al. 2005b) (Sect. 3). (iv) Invariance of
the consensus sequence during the transition toward extinction (González-López
et al. 2005; Grande-Pérez et al. 2005a; Ortega-Prieto et al. 2013). This is expected
from the fact that no selection of specific mutants occurs during the transition to
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extinction, except in the case in which a mutagen-resistant mutant is selected during
treatment, an unlikely occurrence (see Sect. 6). An invariance of consensus
sequence is consistent with uncontrolled drift of genomic sequences underlying loss
of infectivity, in agreement with some theoretical models (Sect. 3 and Chap. 7). The
invariance of consensus sequence in a process that results in virus elimination
illustrates how relevant it is to monitor modification of mutant spectra, and how
limited is the information provided exclusively by the consensus sequence.

5 Potential of Sequential Treatments

The use of combination therapies, with two or ideally more antiviral agents
administered simultaneously, has been successful for the control viral infections
because it is a means to greatly increase the genetic barrier to resistance [review in
(Domingo et al. 2012); see also Chap. 12]. Our initial experiments using a single
mutagenic agent documented also that treatment efficacy was significantly
increased by administering a standard, non-mutagenic inhibitor together with the
mutagenic agent, particularly to achieve extinction of high-fitness viruses (Pariente
et al. 2001, 2003; Tapia et al. 2005). Yet, subsequent experiments, supported by a
theoretical model that took into consideration the interplay between a mutagenic
and an inhibitory activity during viral replication, indicated that a sequential
inhibitor–mutagen administration could be more effective than either the corre-
sponding combination or the converse order of administration (mutagen–inhibitor)
(Iranzo et al. 2011, Moreno et al. 2012; Perales et al. 2009, 2012). The advantage of
the sequential inhibitor–mutagen administration has two main reasons: (i) the
interplay between mutagens and inhibitors; when both are present during viral
replication, the mutagen may increase the frequency of inhibitor-resistant mutants
thus delaying or preventing extinction; and (ii) the need of defector mutants to
replicate their RNA to exert their lethal defection activity. When the inhibitor is
present together with the mutagen which is responsible of generating defectors, the
inhibitor prevents defector activity (Perales et al. 2007, 2012). Extension of
sequential protocols to treat infections in animal models is needed to evaluate their
potential as a new antiviral design.

The advantage of a sequential inhibitor–mutagen administration is probably not
universal. This suggestion is based upon the fact that the theoretical model of
interplay between mutagens and inhibitors predicts a different range of mutagenic
and inhibitory activities for which the sequential or combined administration is
preferred (Iranzo et al. 2011; Perales et al. 2012). This range has to be defined, both
theoretically with replicative parameters and experimentally for each virus–host
system. There is no universal predictive diagram. In the experiments carried out
with FMDV, we observed that the advantage of the sequential treatment was more
accentuated with high concentrations of inhibitor (Perales et al. 2009, 2012). This
implies that if the virus to be extinguished displays an intrinsically high inhibitor
resistance (as a consequence of any of the resistance mechanisms described in
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Sect. 2), the advantage of the sequential treatment may require high inhibitor
concentrations that might not be attainable. This is an important point which is now
under investigation in our laboratory.

6 Summary and Prospects

The progress that has taken place between the time at which it was discovered that
quasispecies dynamics applied to RNA viruses and the time at which we are
realistically approaching new antiviral strategies based on the error threshold
concept is impressive. The practical influence that quasispecies theory has had in
virology is without antecedent. Until the series of observations sketched in Fig. 1
were initiated, it was necessary to dispel the incredulity of the scientific community
regarding the high mutation rates that distinguished RNA viruses from cellular
genomes. It was also necessary to calculate mutant spectrum complexities to
ascertain that the population heterogeneities that render RNA virus mutant clouds
were real and portrayed an unprecedented level of intrapopulation diversity. Finally,
it was necessary to argue that there was no conceptual barrier for quasispecies to be
an adequate framework to explain virus evolution and pathogenesis (Domingo and
Schuster 2016). Many authors have contributed to solve the points listed above, but
here, we like to stress the contribution of the late John J. Holland in this endeavor.
In the outstanding review written in 1982 by Holland et al. (1982), a number of
disease implications of rapid RNA genome evolution were proposed, and many of
them have been confirmed. It is expected that parallel progress in quasispecies
theory and experimental studies (as exemplified in different chapters of this book)
will continue to provide new insights in the understanding of RNA viruses and
ways to combat them.

Regarding antiviral treatments, some recent developments, not only those related
to lethal mutagenesis that we have summarized, offer great promise. Some inhib-
itors that target cellular functions required for virus replication may be effective and
provide a high barrier to resistance. In this line, some inhibitors of nucleotide
metabolism have proven to display antiviral activity, not only because they deprive
the cell of nucleotide substrates that are needed in large concentrations in the virus
replication complexes, but also because they induce in the cells some components
of the innate immune response that are active to inhibit virus replication [among
several studies, see (Lucas-Hourani et al. 2013; Ortiz-Riano et al. 2014) and ref-
erences therein]. This class of compounds displays a broad-spectrum antiviral
activity, meaning that they can inhibit a considerable number of viruses under
different host context. This is expected if the mechanism of action is to evoke a
general immune response since the virus must produce a constellation of mutations
to overcome it (Perales et al. 2013, 2014). Interestingly, some of the lethal muta-
gens in use or under investigation are also broad-spectrum antiviral agents, prob-
ably due to structural similarities among viral polymerases that render likely the
incorporation of nucleotide analogues. It cannot be excluded, however, that the
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broad-spectrum antiviral nature of mutagens may be favored by independent
mechanisms of activity, as has been well studied in the case of ribavirin. Thus, it
may be possible to develop new sequential or combination treatments in which
inhibition and mutagenesis, the two legs of the design, produce a broad-spectrum
antiviral activity that offers a high genetic and phenotypic barrier to resistance.
Quasispecies research is an example of how basic science can lead to unanticipated
practical applications.
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