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Preface

This book contain papers accepted for IP&C 2015, the International Conference on
Image Processing and Communications, held at UTP University of Science and
Technology, Bydgoszcz, Poland, September 9–11, 2015. This was the eighth
edition in the IP&C series of annual conferences. The idea of organizing these
conferences was to facilitate exchange between researchers and scientists in the
broad fields of image processing and communications, addressing recent advances
in theory, methodology, and applications.

At this IP&C conference, a wide variety of topics are covered by a relatively
small selection of papers presented in single-track sessions. This year, there were
62 manuscripts submitted to the conference. Each paper was carefully reviewed by
scientists and researchers in IP&C areas. Of these papers, 34 were accepted for
presentation.

The book should be of interest to a large group of researchers, engineers, and
practitioners in image processing and communication. I hope that, by reading this
book, researchers in both academia and industry with an interest in this area will be
encouraged and facilitated to pursue it further.

We acknowledge the hard work and dedication of many people. We thank the
authors who have contributed their work. We are grateful for the help, support, and
patience of the Springer publishing team.

Bydgoszcz Ryszard S. Choraś
September 2015
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Classifier Selection Uses Decision Profiles
in Binary Classification Task

Paulina Baczyńska and Robert Burduk

Abstract The dynamic selection of classifiers plays an important role in the creation
of an ensemble of classifiers. The paper presents the dynamic selection of a posteriori
probability function based on the analysis of the decision profiles. The idea of the
dynamic selection is exemplified with the binary classification task. In addition, a
number of experiments have been carried out on ten benchmark data sets.

Keywords Ensemble pruning methods · Classifiers selection · Multiple classifier
system

1 Introduction

Classification is one of the important steps in pattern recognition, which belongs
to machine learning fields [1]. The classification task can be accomplished by a
single classifier or by a team of classifiers. In the literature, the use of the multiple
classifiers for a decision problem is known as the multiple classifier systems (MCS)
or an ensemble of classifiers EoC [4, 10]. The construction of MSC consists of
three phases: generation, selection and integration [2]. In the second phase, which is
discussed in this paper, one or a subset of the base classifiers is selected to make the
final decision which it is to assign an object to the class label.

The output of an individual classifier can be divided into three types [17].

• The abstract level—the classifier ψ assigns the unique label j to a given input x .
• The rank level—in this case for each input x , each classifier produces an integer
rank array. Each element within this array corresponds to one of the defined class
labels. The array is usually sorted and the label at the top being the first choice.

P. Baczyńska · R. Burduk (B)

Department of Systems and Computer Networks, Wroclaw University of Technology,
Wybrzeze Wyspianskiego 27, 50-370 Wroclaw, Poland
e-mail: robert.burduk@pwr.edu.pl
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R.S. Choraś (ed.), Image Processing and Communications Challenges 7,
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4 P. Baczyńska and R. Burduk

• Themeasurement level—the output of a classifier is represented by ameasurement
value that addresses the degree of assigning the class label to the given output x . An
example of such a representation of the output is a posteriori probability returned
by Bayes classifier.

According to these three types of outputs of the base classifier, various problems of
the combination function of classifier’ outputs are considered. The problems studied
in [18, 24] belong to the abstract level. The combining outputs for the rank level are
presented in [12] and problems studied in [15, 16] belong to the last level.

The selection of classifiers is one of the important problems in the creation of
EoC [14, 23]. This task is related to the choice of a set of classifiers from all the
available pool of classifiers. Here you can distinguish between the static or dynamic
selection [20]. In the static classifier selection one set of classifiers is selected to
create an EoC. This EoC is used in the classification of all the objects from the
testing set. The main problem in this case is to find a pertinent objective function for
selecting the classifiers. One of the best objective functions for the abstract level of
classifier’ outputs is the simple majority voting error [22]. In the dynamic classifier
selection for each unknown sample a specific subset of classifiers is selected [3]. It
means that we are selecting different EoCs for different objects from the testing set.
In this type of the classifier selection, the classifier is chosen and assigned to the
sample based on different features [25] or different decision regions [6, 13].

In this workwe propose the dynamic selection of a posteriori probability functions
(PPFs). In detail we propose the new method based on the analysis of decision
profiles. In particular we use the average and standard deviation of the PPFs from
the correct prediction of the base classifiers.

The text is organized as follows: after this introduction, in Sect. 2 the idea of
EoC is presented. Section3 contains the description of the proposed dynamic selec-
tion of PPFs. The experimental results on ten benchmark data sets are presented in
Sect. 4. Finally, conclusions from the experiments and future research proposals are
presented.

2 Ensemble of Classifiers

Let us assume that we possess K of different classifiers Ψ1, Ψ2, . . . , ΨK . Such a set
of classifiers, which is constructed on the basis of the same learning sample is called
an ensemble of classifiers or a combining classifier. However, any of Ψi classifiers
is described as a component or base classifier. As a rule K is assumed to be an odd
number and each of Ψi classifiers makes an independent decision. As a result, of
all the classifiers’ action, their K responses are obtained. Having at the disposal a
set of base classifiers one should determine the procedure of making the ultimate
decision regarding the allocation of the object to the given class. It implies that the
output information from all K component classifiers is applied to make the ultimate
decision.
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In this workwe consider the situationwhen each base classifier returns the estima-
tion of a posteriori probability. This means that the output of all the base classifiers is
at themeasurement level. Let us denote a posteriori probability estimation by p̂k(i |x),
k = 1, 2, . . . , K , i = 1, 2, . . . , M , where M is the number of the class labels. One
of the possible methods for such outputs is the linear combination method. This
method makes use of the linear function like Sum, Prod or Mean for the combination
of the outputs. In the sum method the score of the group of classifiers is based on the
application of the following sums:

si (x) =
K∑

k=1

p̂k(i |x), i = 1, 2, . . . , M. (1)

The final decision of the group of classifiers is made following the maximum rule
and is presented accordingly, depending on the sum method (1):

ΨS(x) = argmax
i

si (x). (2)

3 Proposal Selection Methods of a Posteriori Probability
Estimations

3.1 Algorithm with the Use of Average

Being given K classifiers from the initial pool of classifiers we select a posteriori
probability functions (PPFs) returned by this pool. The selected PPFs are integrated
and are used to built the ensemble. The final decision is made on the basis of the
dynamically selected PPFs. It means that the selection is performed for each new
object (from the testing sets).

Now we present a novel algorithm for the selection of PPFs. For K base classifier
their outputs are arranged in the decision profile:

D P(x) =
⎡

⎢⎣
p̂1(1|x) p̂1(2|x)

...
...

p̂K (1|x) p̂K (2|x)

⎤

⎥⎦ . (3)

for the case of the binary classification task.
During learning of the base classifiers we obtain m decision profiles, where m is

the number of objects from the learning set. In the first stage of the proposed selection
of PPFs algorithm we calculate the decision scheme according to the formula:
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DSS−M =

⎡

⎢⎢⎣

d̂s11 d̂s12
...

...

d̂sK1 d̂sK2

⎤

⎥⎥⎦ , (4)

where

d̂skω =
∑m

n=1 I (Ψk(xn) = ωn) p̂k(ωn|xn)∑m
n=1 I (Ψk(xn) = ωn)

. (5)

The d̂skω is calculated only from those PPFs for which the classifier k did not make
an error.

The above decision scheme is used in the selection of PPFs from the decision
profile for the new object according to the formula:

if p̂k(ω|x) < d̂skω then p̂k(ω|x) = null, k = 1, . . . , K , ω = 1, 2. (6)

The obtained decision profile, designated as D PS−M , for the new object contains
the selected PPFs. Based on the D PS−M we can use the various algorithms for the
integration of PPFs. In experimental studies we use the sum method (2) to make the
final decision by the ensemble classifier after the selection of PPFs. The algorithm
using this method is denoted as ΨS−M .

3.2 Algorithm with the Use of Average and Standard Deviation

The condition described in (5) concerns the use of averages form PPFs. Now propose
a different decision profile which is calculated using mean and standard deviation of
PPFs. This decision profile D PS−M S is calculated as follows:

DSS−M S =
⎡

⎢⎣
d̂s11 d̂s12

...
...

d̂sK1 d̂sK2

⎤

⎥⎦ , (7)

where

d̂skω = d̂skω +
√∑m

n=1(I (Ψk(xn) = ωn) − d̂skω)2

m − 1
. (8)

Now, by substituting in condition (6) values from the decision profile DSS−M S we
obtain the new algorithm ΨS−M which uses average and standard deviation of PPFs.

In the experimental studies we also use the proposed algorithms in which the
normalization of PPFs was performed. The normalization refers to the columns of
the decision profile D P(x). The algorithms with the normalization are labeled as
Ψ N

S−M S and Ψ N
S−M .
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4 Experimental Studies

In the experiments 7 base classifiers were used. One of them (labeled as Ψ1) used
the decision trees algorithms, with the splitting rule based on entropy, the number of
branches equal 2 and the depth of the precision tree having at most 6 levels. Two of
them work according to k − N N rule where k parameter is equal to 3 or 5 and are
labeled as Ψ2 and Ψ3 respectively. The classifier labeled as Ψ4 is the rule induction
classifier. This classifier uses a tree-based modeling in which a tree is run and models
for which the purity is at or above a specified threshold are removed from the training
data set and placed to the side. The fifth classifier Ψ5 uses Support Vector Machines
models with Decomposed Quadratic Programming estimation method. The sixth
classifier Ψ6 uses least squares regression model to predict the class label. The last
of the base classifiers Ψ7 is a multilayer perception model with 3 hidden units. In the
experiments SAS Enterprise Miner environment has been used.

The aim of the experiments was to compare the proposed selection method algo-
rithms with the base classifiers. In the experiential research we used 10 benchmark
binary data sets. The eight benchmark data sets come from the UCI repository [8].
The last two are generated randomly—they are the so called Banana and Higleyman
sets. The numbers of attributes, examples and ration in the classes are presented in
Table1.

The results containing the classification accuracy and mean rank positions pro-
duced by the Friedman test [23] are presented in Tables2 and 3. The studies did not
include the impact of the feature selection process on the quality of classifications.
Therefore, the feature selection process [11, 21] was not performed. The presented
results are obtained via 10-fold-cross-validation method.

Table2 shows the results of the classification for the proposed selection methods
of PPFs with and without normalization. Additionally, the mean ranks obtained by
the Friedman test were presented. To compare the results the post-hoc Nemenyi test

Table 1 Description of data sets selected for the experiments

Data set Example Attribute Ration (0/1)

Banana 400 2 1.0

Blood 748 5 3.2

Breast cancer
wisconsin

699 10 1.9

Haberman 306 3 0.2

Highleyman 400 2 1.0

Ionosphere 351 34 1.8

Indian liver patient 583 10 0.4

Mammographic mass 961 6 1.2

Parkinson 197 23 0.3

Pima Indians diabetes 768 8 1.9
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Table 2 Classification accuracy and mean rank positions for the proposed selection algorithms
produced by the Friedman test

Data set Ψ N
S−M S Ψ N

S−M ΨS−M S ΨS−M

Banana 0.928 0.967 0.889 0.970

Blood 0.775 0.779 0.795 0.784

Cancer 0.942 0.955 0.841 0.949

Haberman 0.726 0.749 0.664 0.749

Higle 0.838 0.923 0.793 0.930

Ion 0.867 0.907 0.787 0.892

Liver 0.657 0.700 0.556 0.676

Mam. 0.831 0.827 0.771 0.836

Park. 0.856 0.913 0.882 0.908

Pima 0.773 0.761 0.734 0.748

Mean rank 2.9 1.7 3.6 1.7

Table 3 Classification accuracy and mean rank positions for the base classifiers (Ψ1, . . . , Ψ7) and
proposed selection ΨS−M algorithm produced by the Friedman test

Data set Ψ1 Ψ2 Ψ3 Ψ4 Ψ5 Ψ6 Ψ7 ΨS−M

Banana 0.953 0.987 0.984 0.942 0.859 0.859 0.989 0.970

Blood 0.780 0.747 0.742 0.757 0.760 0.776 0.788 0.784

Cancer 0.929 0.962 0.956 0.940 0.960 0.945 0.948 0.949

Haberman 0.716 0.723 0.739 0.720 0.733 0.742 0.723 0.749

Higle 0.913 0.925 0.920 0.920 0.828 0.788 0.940 0.930

Ion 0.884 0.841 0.844 0.878 0.878 0.864 0.887 0.892

Liver 0.687 0.669 0.657 0.676 0.714 0.711 0.690 0.676

Mam. 0.818 0.799 0.788 0.830 0.800 0.798 0.810 0.836

Park. 0.892 0.867 0.851 0.903 0.877 0.882 0.872 0.908

Pima 0.739 0.722 0.724 0.727 0.768 0.777 0.736 0.748

Mean rank 4.7 5.4 5.9 4.9 4.2 4.7 3.3 2.4

was used. The critical difference for this test at p = 0.05 is equal C D = 0.086.
The results clearly show that the proposed algorithms which use only means of
PPFs in the process of creating the decision scheme are better than other proposed
algorithms. This is because the post-hoc test detects significant differences between
the algorithms, for example between ΨS−M S and ΨS−M .

Table3 shows the results of the classification for all base classifiers and one of
the proposed algorithms ΨS−M which was chosen on the basis of previous results.
The critical difference for this set of algorithms at p = 0.05 is equal C D = 3.32.
It means, that the mean ranks of the proposed algorithm ΨS−M and base classifier
Ψ3 are significantly different. For the other pair of classifiers this property does not
occur. It should be noted that the proposed selection algorithm has the lowest average
rank which is a promising result.
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5 Conclusion

The paper presents new selection algorithms of PPFs. The selection process the
decision profiles are used. After this process the integration of the outputs of base
classifier is performed in accordance with the sum rule. This means that a classifier
ensemble is created wherein not all PPFs are used to make the final decision. The
paper presents two approaches. In one of them only an average of PPFs from the
decision profile is used. In the second case under consideration average and standard
deviation of PPFs from the decision profile are used.

In the paper several experiments on benchmark data sets were carried out. The
obtained results for algorithms which utilize only averages of PPFs from the decision
profiles are promising. This is due to statistical difference in mean ranks for the
certain algorithms. Additionally, the paper presents the selection methods of PPFs
which can work in the parallel and distributed environment or can be applied in
various practical tasks involving multiple elementary classification tasks [5, 7, 9].
The distributed computing approaches enable an efficient use of the classification
systems with ensemble methods [19].

In the future works we plan to discuss the impact of use of the standard devia-
tion, presented in the Sect. 3.2 with an additional parameter. In addition, the further
experiments should apply not only to the binary classification task.
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13. Jackowski, K., Woźniak, M.: Method of classifier selection using the genetic approach. Expert
Syst. 27(2), 114–128 (2010)
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2DHMM-Based Face Recognition Method

Janusz Bobulski

Abstract So far many methods of recognizing the face arose, each has the merits
and demerits. Among these methods are methods based on Hidden Markov models,
and their advantage is the high efficiency. However, the traditional HMM uses one-
dimensional data, which is not a good solution for image processing, because the
images are two-dimensional. Transforming the image in a one-dimensional feature
vector, we remove some of the information that can be used for identification. The
article presents the full ergodic 2D-HMM and applied for face identification.

Keywords Biometrics · Face recognition · Two dimensional Hidden Markov
models

1 Introduction

Face recognition has great potentials in many applications dealing with uncoopera-
tive subjects, in which the full power of face recognition being a passive biometric
technique can be implemented and utilised. Face recognition has been an active
area of research in image processing and computer vision due to its extensive range
of prospective applications relating to biometrics, information security, video sur-
veillance, law enforcement, identity authentication, smart cards, and access control
systems. The benefits of facial recognition are that it is not intrusive, can be done
from a distance even without the user being aware they are being scanned. A num-
ber of approaches have been developed for extracting features from still images.
Turk and Pentland [15] proposed Eigenfaces employed Karhunen-Loeve Transform
(KLT) [6]. Others popular methods for face features extraction are wavelet transform
[9]. The most popular method of face identification is Principal Component Analysis
(PCA) [10]. PCA is an unsupervised learning method, which treats samples of the
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different classes in the same way. Fisherfaces proposed by Belhumeour and Hes-
panha [2] is a supervised learning method using the category information associated
with each sample to extract the most discriminatory features. Other popular meth-
ods use Wavelet Transform [8], Hidden Markov Models [14] or characteristic points
[12]. Previous methods which based on HMM processed one-dimensional data. This
is not a problem in application such as speech recognition, because feature vectors
are only one dimension. 1D HMM is unpractical in image processing, because the
images are two-dimensional. When we convert an image from 2D to 1D, we lose
some information. So, if we process two-dimensional data, we should apply two-
dimensional HMM, and this 2D HMM should works with 2D data. One of solutions
is pseudo 2D HMM [7, 16], which is extension of classic 1D HMM. There are
super-states hiding linear one-dimensional hidden Markov models. So, we have 1D
model with 1D data in practise. Article [17] presents analytic solution and proof of
correctness two-dimensional HMM, which is similar to MRF [11, 13], and works
with one-dimensional data. Additional it can be apply only for left-right type of
HMM. This article presents real solution for 2D problem in HMM. There is shown
true 2D HMM which processes 2D data. Similar to 1D HMM, the most important
thing for 2D HMMs is also to solve two basic problems, namely probability evo-
lution and parameters estimation. Moreover the presented algorithms are regarding
ergodic models, rather than of type “left-right” [17]. In this paper we focus on the
face recognition method from single digital images with two dimensional hidden
Markov models (2D-HMM) base on the feature extraction with wavelets. The paper
is organized as follows: first we preprocessing procedure to get the pure face image;
next we describe feature extraction; then we present the problem two dimensional
data in HMM; afterwards, experiments are performed on the facial database with
different experimental conditions. Finally, conclusions are given in last section.

2 Propose Method

2.1 Pre-processing Procedure

Pre-processing procedure is the most important step for face recognition. The ideal
output of processing is to obtain face images, which have normalized intensity, equal
size and containing whole face in vertical pose. Moreover this procedure should
also eliminate the effect of illumination and lighting. The database [5] used in the
experiment provides the majority of these conditions. The pre-processing procedure
of our system performs the following steps in converting image to a normalized
face image for feature extraction: (1) locating and cropping the face region using
a rectangle according to face shape; (2) selecting face area; (3) scales image in
that way, that distance between the inner corners of the eyes is equal 120 pixels. A
detailed description of the face normalization procedure can be found in [4]. The
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Fig. 1 The effect of pre-processing procedure (image from [5])

points coordinates of the inner corners of the eyes is obtained from database. The
effect of pre-processing procedure is shown in Fig. 1.

2.2 Features Extraction

One of the parts persons identification systems is features extraction, and this process
is very important because effectiveness of systemdepend of it. The features extraction
has to get out information from a signal (image), which will be base for person
identification. The separation of useful information from face is very important,
because this data will be use to identification and should describing clearly the face.
One of the popular technique for features extraction is Wavelet Transform (WT) [8].
One major advantage afforded by wavelets is the ability to perform local analysis—
that is, to analyse a localized area of a larger signal. In wavelet analysis, we often
speak about approximations and details. The approximations are the high-scale, low-
frequency components of the signal. The details are the low-scale, high-frequency
components.Using 2DWT, the face image is decomposed into four subimages via the
high-pass and low-pass filtering. The image is decomposed along column direction
into subimages to high-pass frequency band H and low-pass frequency band L.
Assuming that the input image is a matrix of m × n pixels, the resulting subimages
become m/2 × n matrices. At second step the images H and L are decomposed
along row vector direction and respectively produce the high and low frequency
band HH and HL for H, and LH and LL for L. The four output images become the
matrices of m/2 × n/2 pixels. Low frequency subimage LL possesses high energy,
and is a smallest copy of original images. The remaining subimages LH, HL, and HH
respectively extract the changing components in horizontal, vertical, and diagonal
direction. The very important aspect of features extractionwithWT is suitable choice
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of wavelet function [1]. The choice should adapt shape of wavelet to individual case
and take into consideration the properties of the signal or image. The bad choice of
wavelet will cause problems of analysis and identification processed signal. In order
to point the best wavelet function was made the experiment. The best result achieved
with function db10 from among accessible function.

2.3 2D HMM

HMM is a double stochastic process with underlying stochastic process that is not
observable (hidden), but can be observed through another set of stochastic processes
that produce a sequence of observation. HMM is the good tools and solution for
process one-dimensional data. Unfortunately, this is unpractical in image processing,
because the images are two-dimensional. When we convert an image from 2D to 1D,
we lose some information. So, if we process two-dimensional data, we should apply
two-dimensional HMM, and this 2D HMM should works with 2D data [3].

The statistical parameters of the 2D model (Figs. 2 and 3):

• The number of states of the model N 2

• The number of data streams k1 × k2 = K
• The number of symbols M
• The transition probabilities of the underlying Markov chain, A = {ai jl}, 1 ≤

i, j ≤ N , 1 ≤ l ≤ N 2, where ai j is the probability of transition from state i j to
state l

Fig. 2 Two-dimensional
ergodic HMM
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Fig. 3 The idea of 2DHMM

• The observation probabilities, B = {bi jm}, 1 ≤ i, j ≤ N , 1 ≤ m ≤ M which
represents the probability of generate the mth symbol in the i jth state.

• The initial probability, Π = {πi jk}, 1 ≤ i, j ≤ N , 1 ≤ k ≤ K .

• Observation sequence O = {ot }, 1 ≤ t ≤ T, ot is square matrix simply observa-
tion with size k1 × k2 = K

There are two fundamental problems of interest that must be solved for HMM to
be useful in face recognition applications. These problems are the following:

1. Given observation O = (o1, o2, . . . , oT ) and model λ = (A, B,Π), efficiently
compute P(O|λ)

2. Given observation O = (o1, o2, . . . , oT ), estimate model parameters λ =
(A, B,Π) that maximize P(O|λ)
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Solution to Problem 1

The modified forward algorithm

• Define forward variable αt (i, j, k) as:

αt (i, j, k) = P(o1, o2, . . . , ot , qt = i j |λ) (1)

• αt (i, j, k) is the probability of observing the partial sequence (o1, o2, . . . , ot ) such
that the state qt is i, j for each kth stream of data

• Induction

1. Initialization:
α1(i, j, k) = πi jkbi j (o1) (2)

2. Induction:

αt+1(i, j, k) =
[ N∑

l=1

αt (i, j, k)ai jl

]
bi j (ot+1) (3)

3. Termination:

P(O|λ) =
T∑

t=1

K∑

k=1

αT (i, j, k) (4)

Solution to Problem 2

The modified parameters re-estimation algorithm

• Define ξ(i, j, l) as the probability of being in state i j at time t and in state l at time
t + 1 for each kth stream of data

ξt (i, j, l) = αt (i, j, k)ai jlbi j (ot+1)βt+1(i, j, k)

P(O|λ)
(5)

= αt (i, j, k)ai j bi j (ot+1)βt+1(i, j, k)
∑K

k=1
∑N2

l=1 αt (i, j, k)ai jlbi j (ot+1)βt+1(i, j, k)

• Define γ(i, j) as the probability of being in state i, j at time t , given observation
sequence.

γt (i, j) =
N2∑

l=1

ξt (i, j, l) (6)

• ∑T
t=1 γt (i, j) is the expected number of times state i, j is visited

• ∑T −1
t=1 ξt (i, j, l) is the expected number of transition from state i j to l

Update rules:

• ¯πi jk = expected frequency in state i, j at time (t = 1) = γ1(i, j)
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Table 1 Comparison of recognition rate

Method Number of faces Correctly Incorrectly Recognition rate [%]

PCA 60 56 4 94

1D HMM 60 54 6 90

2D HMM 60 55 5 92

• āi j = (expected number of transition from state i, j to state l)/(expected number
of transitions from state i, j):

āi jl =
∑

t ξt (i, j, l)∑
t γt (i, j)

(7)

• b̄i j (k) = (expected number of times in state j and observing symbol k)/(expected
number of times in state j):

b̄i j (k) =
∑

t,ot =k γt (i, j)
∑

t γt (i, j)
(8)

3 Experiment

The image database UMB-DB was used for experiments. The University of Milano
Bicocca 3D face database is a collection of multimodel (3D + 2D colour images)
facial acquisitions. The database is available to universities and research centers
interested in face detection or face recognition. They recorded 1473 images of 143
subjects (98 male, 45 female). The images show the faces in variable condition,
lighting, rotation and size [5].

We chose three sets of 60 persons each, in order to verify the method, and for each
individual chose three images for learning and three for testing. The 2DHMM imple-
mented with parameters N = 4; N 2 = 16; K = 16; M = 25. Wavelet transform
was chosen as features extraction technique, and db10 as wavelet function. Table1
presents the average results of experiments.

4 Conclusion

The obtained results are satisfactory in comparison to other method and proposed
method may be the alternative solution to the others. Recognition rate of the method
is 92%, which is better than 1D HMM. In comparison to PCA the result is worse
but our method is faster. In this paper, the new conception of face recognition with
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two-dimensional hidden Markov models is presented. We show solutions of princi-
ple problems for ergodic 2D HMM, which may be applied for 2D data. Presented
method allows for faster face processing and recognition because they do not have
to change the two-dimensional input data in the image form into a one dimensional
data. Therefore, we do not lose the information contained in the image.
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Corner Detection Based on Directional
Gradients—Comparative Study

Arkadiusz Cacko, Marcin Iwanowski, Grzegorz Sarwas
and Michal Swiercz

Abstract The paper presents a comparative study of image corner detectors based
on directional gradient and computation of cornerness function, themaxima ofwhich
indicates the position of corner points. Various combinations of different directional
gradients and formulas defining the cornerness function are investigated. In particu-
lar, gradients computed not only along principle axes of the image coordinates system
but also along two diagonals are considered. The experiments conducted show that
some of combinations perform better than classic Harris and KLT corner detectors.

Keywords Corner detection · Feature points · Local features

1 Introduction

Corner detectors are very popular tools used for the description of visual scene. They
are widely used to characterise the content of a digital image by pointing at details of
the visual scene. They are also used as feature points, based on which the descriptors
are extracted.

In this paper we focus on classical solutions which generic principle of feature
points detection using corners is based on the three-step scheme. At first the image
gradients are computed. Next, the gradients are combined together in order to obtain
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a cornerness function that describes, for each image pixel, the possibility of finding
the corner in the particular image point. Finally, from the cornerness function, a list
of feature points is extracted. We investigate in this paper the application of various
diagonal gradients as well as various formulas of cornerness function in view of their
efficiency and invariance to basic image transformations.

Based on this scheme several popular corner detectors has been proposed [2, 3].
Some improvements of this idea was introduced in [8, 9] where authors proposed
has more accurate algorithm for corner and edge detections using different quadratic
polynomial to approximate the variation around pixels. In [4, 5] authors propose
Harris-like scale and affine invariant detectors using local extrema over scale of
normalized derivatives.

However it is possible to propose other combinations of particular methods that
also allow to detect corners within the image [1, 6]. The main goal of the research
described in these paper have been comparing various combinations of directional
gradients and defining the cornerness function. It will be shown that some of those
combinations surpasses the classical methods in terms of the accuracy of pointing at
meaningful image details as well as invariance to some image transformations.

The paper is divided as follows: In Sect. 2 we describe classic corner detector
methods. Then in Sect. 3 we propose some modifications of original version which
have been tested. Results of these tests are described in Sect. 4. Section5 concludes
the paper.

2 Classic Corner Detectors

Harris corner detector [2] is commonly used for finding of feature points. It is an
improvement of Moravec’s corner detector [7] based on the convolution operator
with simple linear gradient masks:

H = [−1 0 1
]
, V = [

1 0 −1
]T

. (1)

The abovemasks are used to get two directional linear gradients using convolution
operator (denoted as ⊗): gH = I ⊗ H , gV = I ⊗ V . The directional response
obtained (Eq.1) is used to construct the covariance matrix:

M =
[

IH H IH V

IH V IV V

]
, (2)

where:

IH H = g2H ⊗ W , IH V = (gH · gV ) ⊗ W , IV V = g2V ⊗ W, (3)
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are second order moments convoluted using Gaussian mask W . The final cornerness
function is defined by:

r = det (M) − k · trace(M)2 = λ1λ2 − k(λ1 + λ2)
2, (4)

where λ1 and λ2 are eigenvalues of matrix M . Parameter k is chosen manually, often
set up as k = 0.04.

In order to obtain the list of corner pixels, the regional maxima of cornerness
function r are computed. These maxima may suffer from two defects. Their values
could be insignificantly low. It means that either the corner described by this maxi-
mum is poorly visible or it is not a real corner of a visual scene, but a kind of artefact
being the result of e.g. noise. In order to solve this problem, the cornerness function
is thresholded at given level t , and only maxima that are higher than t are consid-
ered. The second problem is the fact that single maximum may consist of several
connected pixels. To solve it, the reduction of connected set of pixels into single
pixel is usually performed, by means of e.g. thinning.

There exist many modifications of original Harris algorithm. One of them is
Kanade-Lucas-Tomasi detector—KLT [3] where the authors proposed to modify
cornerness function, so that it is computed as minimum of eigenvalues of matrix M :
r = min(λ1,λ2). Other approximation was proposed in [8, 9] where authors show
other way to compute cornerness function.

3 Modifications of Classic Scheme

Classic detectors consist of three principal steps, that refer to computation of gradi-
ent, cornerness function and finding points. The gradients used in first two of these
stages may be replaced by some other ones. In our research we investigated some of
alternatives in view of the quality of corner detection. We assumed that directional
gradients, apart from vertical and horizontal versions, may also be formulated in two
diagonal variants. The choice of diagonal gradients was motivated by the assumption
that vertical and horizontal gradients may not be enough to achieve high quality of
corner detection. Considering the diagonal variants may increase accuracy of finding
local corner points. Using both normal and diagonal gradients provide us with four
different edge responses.

In case of the second issue we investigated gradient masks covering larger than
two-pixel only (comparing to described by the Eq.1) neighborhood. Larger (in terms
of the number of pixels belonging to) neighborhoods allow to consider wider context
in which the corner pixel may be detected.

In our research we examined various directional gradients as well as methods of
combining obtained directional responses into single cornerness function.
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The following gradient masks have been investigated:

1. Classic masks:

H1 = [−1 0 1
]
, V1 = [

1 0 −1
]T

, D1 =
⎡

⎣
0 0 1
0 0 0

−1 0 0

⎤

⎦ , D′
1 =

⎡

⎣
1 0 0
0 0 0
0 0 −1

⎤

⎦ .

(5)

2. Prewitt masks:

H2 =
⎡

⎣
−1 0 1
−1 0 1
−1 0 1

⎤

⎦ , V2 =
⎡

⎣
1 1 1
0 0 0

−1 −1 −1

⎤

⎦ , D2 =
⎡

⎣
−1 −1 0
−1 0 1
0 1 1

⎤

⎦ , D′
2 =

⎡

⎣
0 −1 −1
1 0 −1
1 1 0

⎤

⎦ .

(6)

3. Sobel masks:

H3 =
⎡

⎣
−1 0 1
−2 0 2
−1 0 1

⎤

⎦ , V3 =
⎡

⎣
1 2 1
0 0 0

−1 −2 −1

⎤

⎦ , D3 =
⎡

⎣
−2 −1 0
−1 0 1
0 1 2

⎤

⎦ , D′
3 =

⎡

⎣
0 −1 −2
1 0 −1
2 1 0

⎤

⎦ .

(7)

4. Three-pixel wide neighborhood:

H4 =
⎡

⎣
−1 0 0 0 0 0 1
−1 0 0 0 0 0 1
−1 0 0 0 0 0 1

⎤

⎦ , V4 =
⎡

⎣
1 0 0 0 0 0 −1
1 0 0 0 0 0 −1
1 0 0 0 0 0 −1

⎤

⎦
T

,

D4 =

⎡

⎢⎢⎢⎢⎢⎢⎢⎢⎣

0 0 0 0 1 0 0
0 0 0 0 0 1 0
0 0 0 0 0 0 1
0 0 0 0 0 0 0

−1 0 0 0 0 0 0
0 −1 0 0 0 0 0
0 0 −1 0 0 0 0

⎤

⎥⎥⎥⎥⎥⎥⎥⎥⎦

, D′
4 =

⎡

⎢⎢⎢⎢⎢⎢⎢⎢⎣

0 0 1 0 0 0 0
0 1 0 0 0 0 0
1 0 0 0 0 0 0
0 0 0 0 0 0 0
0 0 0 0 0 0 −1
0 0 0 0 0 −1 0
0 0 0 0 −1 0 0

⎤

⎥⎥⎥⎥⎥⎥⎥⎥⎦

.

(8)

The four directional gradients are combined together in order to obtain single
cornerness function. They are used to compute the second-order matrix as defined
in Eq.2. Since two pairs of perpendicular gradients are used here, two matrices are
computed: M based on gradients with masks H and V , and M ′ based on D and
D′. The elements of these matrices are filtered using the lineal low-pass filter with
the mask W (Eq. 3). Type of such mask has influence on pixel neighbor context
taken while processing cornerness response. We have examined the impact of the
change of a filter mask on the quality of detected corners. The following masks ware
investigated:
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1. Gaussian

W1 = [
0.12 0.23 0.29 0.23 0.12

]T · [
0.12 0.23 0.29 0.23 0.12

]
. (9)

2. Box filter

W2 = [
0.2 0.2 0.2 0.2 0.2

]T · [
0.2 0.2 0.2 0.2 0.2

]
. (10)

3. Triangle-shaped filter

W3 = [
0.1 0.2 0.3 0.2 0.1

]T · [
0.1 0.2 0.3 0.2 0.1

]
. (11)

Matrices M and M ′ was used to compute the cornerness function. We assumed
here the following variants:

1. Smallest of eigenvalues of M (similar to KLT method, further referred to as klt):

r = min{λ1,λ2}, (12)

where λ1,λ2 are the eigenvalues of the matrix M .
2. Smallest of eigenvalues of M and M ′ (normal and diagonal, minsv)

r = min{λ1,λ2,λ
′
1,λ

′
2}, (13)

where λ′
1 and λ′

2 are eigenvalues of matrix M ′. This estimation takes into account
the smallest of all eigenvalues to improve corner response detection.

3. Mean of smallest eigenvalues of M and M ′ (meansv)

r = min{λ1,λ2} + min{λ′
1,λ

′
2}

2
. (14)

This estimation takes into account both responses (classical anddiagonal gradient)
to compute more accurate result.

4. Determinant of the matrix M (determinant)

r = det (M) = IH H · IV V − IH V
2. (15)

This is simplified, low computational version of cornerness function.

We did not modify in our research the final step of processing i.e. extraction of
points from the cornerness function—this step is performed using the approach used
in the Harris method (see previous chapter).
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4 Tests

4.1 Methodology of Testing

Evaluation of the quality of corner detectors requires two principal factors to be
taken into account: correctness and stability. The first factor—correctness is usually
verified by comparing, for a particular image, automatically detected corners with
the indication of a human observer.

The second factor used to determine the quality of the detector—stability—refers
to insensitivity of the detector to typical image transforms that may happen in case of
images presenting the same visual scene from various points of view. In our testing
scheme we’ve chosen several image transforms that may simulate the real distortions
that may occur in case of various images of the same scene. Among these transforms
are: blurring, speckle noise, gamma correction, illumination change, zoom and rota-
tion. Moreover, to validate the level of dependence the invariance from the strength
of the given transform, we prepared series of transformswith increasing strength. For
example, a series of blur transforms consists of Gaussian blurs computed for increas-
ing standard deviation value. The possible image transforms are of two kinds—with
and without the geometric transformation. The presence of the geometric transfor-
mation is important, because in this case, the position of the corner points changes.

In order to measure the invariance to particular image transform we compare
the corner points before and after applying this transform on the input image. This
comparison is made by computing the factor equal to the number of corner points
matched divided by the total number of them.

In Fig. 1, the position of corner points before and after the geometric transform
of rotation is shown. Cross mark indicates the corner found on original image (a)
and the same corner transformed to coordinates of rotated image (b). Circle mark
represents corners found on transformed image (b).

Let P be a set of corner points on image I : P = {p1, p2, . . . , pn}, where n
is the number of points detected on image I . Let TA is the operator of geometric
transformation with parameters described by the matrix A, and P ′ is set of corner
points transformed by TA:

Fig. 1 Detected corners before a and after b image rotation
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P ′ = TA(P) = {
p′

i : ∀i∈(1,...,n) p′
i = TA(pi )

}
. (16)

We also define the I ′ as the image I transformed by TA:

I ′ = TA(I ) (17)

The size of image is same as transformed image, which means that after geometric
transform the image is cut to original size (see Fig. 1).

Let Q be a set of corner points on image I ′: Q = {q1, q2, . . . , qm}, where m is
the number of points detected on image I ′.

Since the corner points of P ′ and Q are in the same coordinate system, it is possible
to compute the Euclidean distance D between them. A pair (p

′
i ∈ P

′
, q j ∈ Q)

represents corresponding corner points (point p
′
i has the counterpart of q j ) in the

context of the transformation TA if and only if the following stability conditions are
met:

D(p′
i , q j ) ≤ D(p′

i , qk), ∀k : k ∈ (1, . . . ,m) ∧ k �= j ; D(p′
i , q j ) ≤ ε. (18)

Therefore, for each “original” point pi we are looking for points being closest to
“new” corner point qi from transformed image such that its distance to p′

i is shorter
than given ε value. Consequently it is possible that some of the “original” corner
points do not have a corresponding point in the transformed image. It may happen
that the “original” point has several equally distanced corresponding points in the
transformed image.

To measure the overall stability rate of detectors, the function S is introduced:

S(P ′) = k

n′ , (19)

where k ≤ n is the number of points p′ ∈ P ′ which has corresponding points in
Q and n′ ≤ n is the number of points in P ′ with coordinates that are located in
transformed image range.

To measure the quality of detectors we use S(P
′
) functions for sequence of image

transformations.

4.2 Results

Considering all 4 types of gradients (Eqs. 5–8), 4 formulas of cornerness function
(Eqs. 12–15) and 3 low-pass filters (Eqs. 9–11), the total number of 48 detectors
has been tested. Classic Harris detector, KLT and some proposed by us have been
examined against minimal and mean values of S(P

′
) of the same sequence of affine

transformations. Sequence consists of 170 image transforms including 72 rotations
(every 5◦) of image, 20 different scale factors of image (from 95 to 105%), 18
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Table 1 Chosen results of tests (best methods are indicated in bold) and comparison with classic
Harris and KLT methods

Gradient mask Corner function Blurring mask Mean Min

H1, V1, D1, D′
1 Minsv W2 94.53 88.18

H2, V2, D2, D′
2 Minsv W1 92.83 86.15

H2, V2, D2, D′
2 Meansv W2 93.70 87.94

H3, V3, D3, D′
3 Minsv W1 95.03 88.42

H3, V3, D3, D′
3 Meansv W1 95.13 88.70

H4, V4, D4, D′
4 Minsv W2 95.91 90.97

H4, V4, D4, D′
4 Meansv W2 89.58 81.02

D3, D′
4 Determinant W1 92.74 83.4

D3, D′
4 Determinant W2 95.82 90.13

Harris detector 87.77 73.13

Kanade-Lucas-tomasi (KLT) detector 93.25 85.11

blurring factors, 20 levels of noise, 40 brightness values (60–150%). Some of the
chosen results (taking into account mean value of S(P

′
) results) are presented in

Table1. The measures included in the table refers to mean and minimum value of
S(P ′). Some of the results performs better than classic Harris and KLT method.

5 Conclusions

The aim of a study presented in this paper was to compare various combinations of
directional gradient cornerness functions and linear filters within the classic three-
step schema of corner detection. As the results of experiments have shown some of
these combinations provide us with methods witch perform better than classic Harris
and KLT method. Taking into consideration diagonal gradient responses gives more
accurate information about possible edge/corner presence. Also, using determinant
version of cornerness function allows improving computational efficiency.
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Sensor Fusion Enhancement for Mobile
Positioning Systems

Karol Ciążyński and Artur Sierszeń

Abstract Recently, a great amount of mobile devices are equipped with various
sensors such as accelerometers, GPS receivers, gyroscopes, microphones and cam-
eras. Moreover, all these devices use embedded Bluetooth and wireless network
cards for mobile communication. One of the most significant development of recent
years is GPS. This system has become the standard for navigation for many people
all over the world. A huge variety of applications employ GPS from car position-
ing to mobile phone navigation for emergency purposes. In spite of the fact that
this system is commonly used in everyday’s actions it has some limitations. GPS is
unable to determine the position inside the buildings, because of the loss of signal
from satellites. Recently, due to existence of ubiquities mobile devices the curiosity
in location based services has considerably increased. The application of Bluetooth
andwireless networkwas employed for portable positioning systems.However, those
systems considerably increase the accuracy for indoor localization, still the outcome
is not satisfactory. Thus, the combination of a variety of signals measured by mobile
equipments could provide an enhancement for mobile system used in positioning.

1 Introduction

Mobile positioning techniques have been very popular recently. It is related to the
existence of ubiquities computers and context awareness of mobile phones. The sig-
nificance of the information about the current accurate position plays an crucial role
in today’s world. Position localization system is employed for indoor positioning,
context-aware applications, augmented reality and mobile guides in public build-
ings such as hospitals, university campuses or shopping malls. The inspiration is
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Institute of Applied Computer Science, Lodz University of Technology,
ul. Stefanowskiego 18/22, 90-924 Łódź, Poland
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to design an enhancement for indoor positioning system that is able to obtain the
instantaneous position more precisely. The categorization of positioning techniques
relies on whether extra external infrastructure is required or not. The first group
of approaches includes WLAN triangulation, Assisted-GPS and RFID tags. It is
possible to use features of wireless network system and its existing infrastructure
to determine the position indoors. Analyzing the propagated signal mobile device
could estimate the distance between the terminal itself and the access point. Then,
combining the signals from more access points with the utilization of triangulation
the system could estimate the current position. The position estimated by WLAN
location system could be accurate but requires prior installed infrastructure in the
buildings and is very prone to any environmental changes even such as other people
movement. The second category of indoor positioning systems includes inertial sen-
sors. This kind of approaches are significantly cheaper and simpler solutions but often
much less accurate and requires frequent recalibration in order to decrease errors of
estimations. Both approaches separately are not perfect and could not guarantee the
satisfactory accuracy. Thus, the idea arises to enhance theWLAN positioning system
with inertial components. The combination of both approaches could significantly
increase the precision of position determination.

2 Related Works

The application of positioning system for smartphone based on dead-reckoning
method employing step counters is presented in [4]. This is navigation process based
on calculating current position by application of previously determined position and
advancing that position based upon identified or estimated speed over elapsed course
and time. Adaptive Kalman filters with activity based map matching are applied to
enhance the position estimation. Dual approach that is an advancement of previous
solution is presented in [2]. This method combines step detection and step heading
with matching the detected step onto expected path to the destination with the appli-
cation of sequence alignment algorithms. Two complementary methods for position
estimation using mobile phone are presented in [5]. Accelerometer and magnetome-
ter are used in the firstmethod. The reference direction for gravitywith the component
of the electromagnetic field that is perpendicular to the gravity provides the reference
formagnetic north. Eachmeasurement is collected externally so the orientation errors
are not accumulated over the time. The second method for tracking the orientation
uses the gyroscope sensor that is less noisy than two previous sensors (accelerome-
ter and magnetometers) and is not prone to external factors. The movement pattern
recognition in urban street behavior is described in [3]. The data receiving from the
accelerometer of the pedestrians mobile device was collected. It involved dealing
with complex events which inevitably lead to an increase number of errors. The
methods employed for the recognition method considered various filters based on
solely threshold settings that proved beneficial [1].
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Fig. 1 Accelerometer measures the acceleration and Gyroscope measures the rotation

3 Background Theory

A gyroscope is a sensor that uses gravity of Earth to help the measurement of current
orientation. Its design includes freely-rotating disk that is called a rotor. This piece
of equipment is mounted onto a spinning axis in the center of much larger and more
stable wheel. When the axis turns, the rotor remains inactive in order to indicate
the central gravitational pull. An accelerometer is an equipment that is designed
to determine non-gravitational acceleration. When the device starts moving in any
direction, an accelerometer is responding to vibrations associated with this move-
ment. The sensor employs microscopic crystals that stress when vibrations occur.
Next, voltage from that stress is generated in order to create a data corresponding to
the acceleration. Two schemes of sensors are presented in Fig. 1.

4 Measurement Results

Acceleration evaluation have been performed using iPhone 4 mobile phone with
the operational system iOS 7.1.1. The number of experiments with various velocity,
acceleration and the direction of the smartphone movement have been carried out.
From the number of the results with low and high acceleration the one with high
acceleration is presented. The sample frequency for data collection is stable and is
equal to 75Hz. The devicewasmoved towards the y-axis for 100cm. First experiment
was performed with the law acceleration that was equal to about 20m/s2. In this step
the velocity has reached the level of 0.8m/s. The device with accelerometer was
moved for a distance of 100cm. This kind of motions have been performed 10 times.
Figure3 presents the data of the accelerations without any filtering. Figure4 presents
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the data of acceleration with the usage of low pass filter. The low pass filter has been
used in order to reduce the noise of the accelerometer sensor. The data was gathered
separately in three dimensions.

Figures2 and 3 present the current acceleration in three directions. However, the
mobile phone was moved only in y-direction, the acceleration in x and z direction is
not equal to 0. Nevertheless, the acceleration values in y-direction are much higher
than two other ones. Obtaining the instant acceleration it is possible to determine
the current velocity of the device. The Fig. 4 presents the instantaneous velocity in
three directions. The results present that the signal is disturbed with random noises.
Figure4 presents that when the equipment is stopped at third second (when the
acceleration is about 0) the velocity still has not reached 0. This results in the error
that is increasing during the time. In order to limit this error an enhancement has been
introduced in y-direction. Figures4 and 5 present “y-direction (enhanced)” when the

Fig. 2 Raw acceleration data within time

Fig. 3 Acceleration data with low pass filter within time
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Fig. 4 Instantaneous velocity within time

Fig. 5 Displacement within time

error is reduced by calibration of the non-accelerated moments in time. Figure5
presents the calculated displacement in three directions.

The similar experiments have been performed for gyroscope evaluation. The sam-
ple frequency for gyroscope data collection is equal to 10Hz. The device was rotated
towards the y-axis once (360). The experimentwas carried outwith the angular veloc-
ity about 3 rad/s. The device in this step was rotating towards one axis. This kind of
rotation was performed 10 times with different angular velocities. Figure6 presents
the instantaneous velocity in three directions. The experiment was carried out with
the angular velocity about 3 rad/s. The device in this step was rotating towards one
axis. This kind of rotation was performed 10 times with different angular velocities.
Figure6 presents the instantaneous velocity in three directions. The estimation of
rotation could be determined with the usage of known angular velocity. Figure7
presents the calculated rotation in three directions. The rotation in y-direction is
obtained properly. However one could notice that the rotation in other two dimen-
sions is not equal to 0. It’s cause by the noise.
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Fig. 6 Instantaneous angular velocity within time

Fig. 7 Angular rotation within time

5 Conclusions

The paper presents the possibility of enhancements for a precise indoor positioning
system for smartphones employing an accelerometer and gyroscope sensors that are
embedded in mobile device. The indoor positioning system that are based onWLAN
received signal strength comparison are very prone to any environmental distortions.
This article presents the opportunities of embedded sensors in today’s mobile phones
like gyroscope and accelerometer. Those two sensors could provide an enhancement
for WLAN positioning system in order to obtain more precise current position. The
performance of the inertial sensors could be satisfactory as a short duration distance
measurements for mobile platform. Nevertheless, in long term positioning the values
obtained with those sensors is fulfilled with random noise. Thus, further research will
be focused on the reduction of undesirable noise.
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Thermal Face Recognition

Ryszard S. Choraś

Abstract This paper presents a method for recognition of infrared images of faces.
In this paper, we propose two steps to realize the recognition faces based on InfraRed
images. Firstly, find out the signature in face infrared face thermograms using
marphological operations. Secondly, measure the texture parameters of face regions.

Keywords Face recognition · InfraRed face images · Signature face images ·
Texture features

1 Introduction

Thermal Infrared (IR) imaging has been used extensively in a wide range of appli-
cations in particular biometric applications. Thermal infrared images represent the
heat patterns emitted from an object. The camera absorbs the IR energy emitted by
the object and converts it into electrical signal [8]. Sensors in the IR camera respond
to thermal radiation in the infrared spectrum range at 0.7−14.0µm. The infrared
(IR) spectrum can be further divided into different spectral bands. The IR spectrum
is divided into [5]:

• the active IR band:

– Near-IR,
– Short-Wave IR,

• the passive IR band:

– the Mid-Wave (MWIR),
– Long-Wave InfraRed (LWIR) band.
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The wavelength ranges of different infrared spectrums are shown in Fig. 1. The
wavelength ranges of different infrared spectrums are shown in Table1.

Biometrics refers to the automatic recognition of a person based on physiological
and/or behavioral traits. Face recognition is widely used applications of biometric
techniques. The vessels transport warm blood throughout the body; the thermal pat-
terns of faces are derived primarily from the pattern of blood vessels under the skin.
The vein and tissue structure of the face is unique for each person, and therefore the
IR images are also unique. Thermal face recognition analyzes the thermal patterns in
an infrared image band [3, 7]. Advantages of thermal IR imaging in face recognition
include the invariance to illumination changes. Facial feature extraction has become
an important issue in automatic recognition of human faces.

In these work, we used the frontal face IR images from 35 different persons.
The main stages in the feature extraction process are:

1. Image acquisition,
2. Image preprocessing
3. Extraction of thermal face signatures,
4. Extraction of texture features.

Fig. 1 Infrared spectrums

Table 1 Wavelength ranges for different infrared spectrums

Spectrum Wavelength range (µm)

Visible spectrum 0.4–0.7

Near infrared (NIR) 0.7–1.0

Short-wave infrared (SWIR) 1–3

Mid-wave infrared (MWIR) 3–5

Thermal infrared (TIR) 8–14

Far-infrared (FIR) 15–1,000
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This paper is organized as follow. In Sect. 2 very briefly the image acquisition
techniques are discussed. Section3 presents the geometrical face descriptor vector
based onmorphological operations and face signature. In Sect. 4 thermal face texture
features are presented.

2 Image Acquisition

Process of acquire a thermal image is shown in Fig. 2. By using a thermal imaging
camera, the system performs an infrared scan of a persons face. Infrared cameras
detect the heat distribution in the image.

Thermal imaging cameraswill havemultiple color palettes, that are user selectable.
In many applications (e.g. in medicine, biometrics), where the temperature range is
more limited a “rainbow” palette is preferred, with red as hot and blue/black as cold
(Fig. 3a and b). The rainbow palette has the best thermal sensitivity for displaying
the differences in temperature.

Fig. 2 Capture a thermal image

Fig. 3 Face images: “rainbow” color palette (a and b) and gray level palette (c and d)
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Another palette is the black/white palette where the intensity of the gray level is
proportional to the temperature on the object surface and where the brighter pixels
have higher temperature values (Fig. 3c and d).

3 Image Preprocessing

Before performing feature extraction, the original thermal IR images are subjected
to some image processing operations, such as:

• face segmentation (Fig. 4),
• morphological operation on face ROI image,
• face signature extraction.

Morphological operations work with two sets [9]. One set is the image to be
processed. Another set is called structuring element. Mathematical Morphology is
a tool for extracting image components, that are useful in the representation and
description of region shape.

Fig. 4 Original face images (a and c) and cropped face images (b and d)
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In gray scale imageswe deal with digital image functions of the form f (x, y) as an
input image and b(x, y) as a structuring element. (x, y) are integers from Z × Z that
represent a coordinates in the image. f (x, y) and b(x, y) are functions that assign
gray level value to each distinct pair of coordinates.

Dilation is the maximum pixels set union when structuring element overrides
image, while erosion is the minimum pixels set union when image is overlapped by
structuring element.

Greyscale Dilation defined as

δb( f (x, y)) = f ⊕g b = max{ f (x − z) + b(z)}

This process consists stages: (1) reflect the structuring element, (2) position the
structuring element at position x , (3) pointwise add the structuring element over the
neighborhood, and (4) take the maximum of that result over the neighborhood.

Greyscale Erosion defined as

εb ( f (x, y)) = f �g b = min{ f (x + z) − b(z)}

This process consists stages: (1) position the structuring element at position x , (2)
pointwise subtract the structuring element over the neighborhood, and (3) take the
minimum of that result over the neighborhood.

Top-Hat transform (T H) is a well known morphological operation for locally
extracting structures from given images:

T H = f (x, y) − γb( f (x, y)) = f (x, y) − δb[εb( f (x, y))].

After (T H) morphological operation the face RO I images is obtained and in
next step we utilizing a standard thining algorithm.

The thinning algorithm modifies each pixel according to its initial value and to
those its neighborhood.

A pixel is considered deletable if it satisfies the following conditions:

1. 1 < B(p) ≤ 7 where B(p) =
8∑

i=1
pi

2. A(p) = 1 is number of 01 transitions in the eight neighbors of pixel p.

Additional conditions may permit the removal of element if it is on south or east
edge or if is on a corner

3. (p1 = 0) or (p7 = 0) or (p3 = 0 and p5 = 0)

The next conditions may permit the removal of element if it is on north or west
edge or if it is on a corner

4. (p3 = 0) or (p5 = 0) or (p1 = 0 and p7 = 0) (Fig. 5).
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Fig. 5 Pixel notation

Based on signature image the feature vector is determined using the following
algorithm. The centroid of binary signature image (after the normalization) is placed
in the point (0, 0) of the coordinates system. The centroid also becomes the centre
of the concentric circles of the radius ri . The algorithm uses the surrounding circle
of signature image for partitioning it to o = � r ′max

Δr � radial partitions, where r ′max is
the maximal possible radius, Δr is the distance between the consecutive circles and
�� is the maximal integer number less than o [2]. The intersection points of signature
imagewith the created concentric circles of radius ri are calculated and this extraction
phase results is thus represented by vector of intersection point coordinates with each
point representing the position of a intersection landmarks (Fig. 6).

The feature vector created on the basis of the presented feature extraction algo-
rithm can be formulated as:

V = {V1, . . . , Vl , . . . , Vo, } (1)

where Vl is a n dimensional vector of point coordinates Vl = [(x1, y1), . . . , (xn, yn)

with each point representing the position of a landmark (the intersection points of
signature image with the concentric circles of radius ri ) and n is the predefined
constant number of landmarks in the each ri . In ourworkwe arbitrary used i = 1, 2, 3
(three circles) and n = 8 for each circle (Fig. 7).

Fig. 6 Signatures of images
with (a) Fig. 4(b) and (b)
Fig. 4(d)



Thermal Face Recognition 43

Fig. 7 The intersection
points of signature image
with the created concentric
circles [2]

4 Texture Feature

Texture is a powerful descriptor that helps in the feature extraction for face analy-
sis and recognition process [1, 4]. Texture can be characterized by the statistical
distribution of the image intensity using Grey Level Co-occurrence Matrix (GLCM),
proposed by Haralick [6].

The co-occurrence matrix C(i, j) counts the co-occurrence of pixels with gray
values i and j at a given distance d. The distance d is defined in polar coordinates
(d,α), with discrete length and orientation. In practice, α takes the values 0◦; 45◦;
90◦; 135◦. The co-occurrence matrix C(i, j) can now be defined as follows:

C(i, j) = Pr(P(p1) = i ∧ P(p2) = j | |p1 − p2| = d) (2)

where Pr is probability, and p1 and p2 are positions in the gray-scale image P .
Let r be the number of gray-values in the image, then the dimension of the co-

occurrence matrix C(i, j) will be r × r . So, the computational complexity of the
co-occurrence matrix depends quadratically on the number of gray-scales used for
quantization.

Features can be extracted from the co-occurrence matrix to reduce feature space
dimensionality and the formal definitions of eight features from the co-occurrence
matrix are done

Energy ∑

i, j

C(i; j)2 (3)

Entropy
−

∑

i; j

C(i; j)logC(i; j) (4)
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Inverse Difference Moment

∑

i; j

1

1 + (i − j)2
C(i; j) (5)

Inertia (or contrast) ∑

i; j

(i − j)2C(i; j) (6)

Correlation ∑

i; j

(i − μi )( j − μ j )C(i; j)

σiσ j
(7)

Angular Second Moments ∑

i

∑

j

C(i, j)2 (8)

Variance ∑

i

∑

j

(i − j)2C(i, j) (9)

Inverse Difference Moment

∑

i

∑

j

1

1 + (i − j)2
C(i, j) (10)

Homogeneity
∑

i; j

1

1 − (i − j)2
C(i; j) (11)

where

C(i; j) the (i; j)th entry in a co-occurrence matrix C ;∑
i defined as:

∑i=M
i=1 where M is the number of rows;∑

j defined as:
∑ j=N

j=1 where N is the number of columns;∑
i; j means

∑
i
∑

j ;
μi defined as: μi = ∑

i i
∑

j C(i; j);
μ j defined as: μ j = ∑

j j
∑

i C(i; j);

σi defined as: σi = ∑
i (i − μi )

2 ∑
j C(i; j);

σ j defined as:σ j = ∑
j ( j − μ j )

2 ∑
i C(i; j);

μx ,μy the mean of row and column sums respectively;
σx ,σy the standard deviation of row and column sums respectively.

Four directional GLCM are computed and for each GLCM above features are
computed (Table2).
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5 Conclusions

In this paper, a thermal face recognition method is proposed based on face signa-
tures and texture features. Signatures and texture features of the thermal image are
most successful approaches for face recognition. The proposed features vector can
be used for identifying the individual in an image. Recognizing the faces eith visible
images is difficulty in low illumination conditions. Thermal images are less sensi-
tive to illumination variations. The experimental results indicate that, thermal face
recognition improves better recognition accuracy than visible faces under wide range
illumination changes.
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Feature Reduction Using Similarity Measure
in Object Detector Learning with Haar-Like
Features

Jerzy Dembski

Abstract This paper presents twomethods of training complexity reduction by addi-
tional reduction the number of features to check in object detector training task with
AdaBoost training algorithm. In the first method, the features withweak performance
at first weak classifier building process are reduced based on a list of features sorted
by minimum weighted error. In the second method the feature similarity measures
are used to reduce that features which is similar to earlier checked features with
high minimum error rates in possible weak classifiers for current step. Experimental
results with MIT-CMU 19 × 19 face images show that the error presented by ROC
curves is near the same for the learning with and without additional feature reduction
during the computational complexity is well reduced.

Keywords Face detection · Adaboost classifier · Feature selection

1 Introduction

The AdaBoost face detector using rectangular Haar-like wavelet features first
described by Viola and Jones [7] is the most popular in recent years. The detec-
tor learning process using AdaBoost algorithm is computationally complex mainly
due to the need to check all possible rectangular features, the decision threshold and
polarity for each feature in each weak classifier building process. The most of works
focus on detection speed optimization which is important to make any pictures or
video stream scanning be possible in real time. The AdaBoost cascade variant with
dynamically acquiring negative examples also proposed in [7] accelerates detection
by quick rejection of negative parts (without objects) of an image in compare with
original AdaBoost scheme [6]. Generally as the learning process is more computa-
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tionally complex, the detection process is quicker. Besides there are some reasons to
accelerate also the training process [9]:

• we can use more examples and higher sized images with more details to train
classifier in the same time,

• in context detection tasks the higher sized training images are need and apart of
this more types of objects need to be detected,

• in autonomous agents learning tasks high learning speed allow agents to learn to
detect earlier unknown objects in real time,

• higher training speed increase research possibilities for new algorithms and feature
sets investigation.

2 The Object Detector Training

2.1 Features

In the simplest case Haar-like wavelets are used as features in such a way that
each feature is calculated as a difference of mean pixel intensities between two
neighbouring rectangular regions. Each pair of rectangles can vary in vertical and
horizontal size, vertical or horizontal neighbouring and can be placed in any possible
location in the image window. For instance, in the case of 19×19 windows there are
34200 edge features like the one shown in Fig. 1a. Two other features are shown in
Fig. 1b, c. The neighbourhood of edge and line features can be positioned vertically
or horizontally. Only few arithmetic operations are need to calculate each of this
feature thanks to integral images technique. The number of all possible rectangular
features increase very quickly with the size of example images as was shown in
Table1.Another feature types are gathered in [9], especially rectangular featureswith
flexible sizes and distances, joint Haar-like features which compensate greediness of
standard singular rectangular feature choice at each weak classifier selection step. In
[1, 4] the usability of Haar-like rotated rectangular features is checked. Quite another
features described in [3] are illumination invariant and are based on modified census
transform similar to local binary patterns (LBP).

(b) (c) (d)(a)

Fig. 1 Features based on intensity differences: a edge, b line, c center-surround, d calculation of
the sum of pixel intensities using integral image



Feature Reduction Using Similarity Measure … 49

Table 1 Number of edge Haar-like features based on image sizes

Size
(pixels)

19 24 28 32 48 64 128

Number
of features

34200 86400 159152 270336 1354752 4259840 67633152

2.2 The AdaBoost Algorithm

The standard strong classifier AdaBoost learning algorithm presented in Table2 can
be treated as a cascade level building process. The weak classifier in general manner
can be shown as a function with 4 arguments h(x, f, p, θ), where x is an input image,
f —selected feature, p—polarity e.g. the direction of class 1 and θ—threshold. The
number of possible weak classifiers L = 2N (K −1) depends on N—number of fea-
tures and K—number of examples, which is equal to number of thresholds, because
only thresholds between neighbouring examples due to current feature value are sig-
nificant. The set of training examples must be sorted by values of each considered
feature with complexity O(K log(K )), so the computational complexity of all pos-
sible weak classifiers checking process is O(N K log(K )) with memory complexity
O(N K ). Practically this process is often placed inside the main loop of the algo-
rithm with O(T N K log(K )) computational complexity but without memory usage
for example-feature value table. In both cases the complexity reduction can be done
by feature reduction.

Table 2 Adaboost classifier (cascade layer) learning algorithm

for each training example {(x1, d1), (x2, d2) . . . (xK , dK )}
• initialize weights wi = 1/Kc, where Kc is a number of examples which

belong to the same class c as i-th example
• generate all possible weak classifiers h j (x), j = 1 . . . L

while false positive error f > fmin or true positive rate d < dmax

1. normalize weights: wi ← wi∑K
j=1 w j

2. select the weak classifier ht (x), which minimizes the weighted classifica-
tion error: εt = min j

∑K
i=1 wi |h j (xi ) − di |

3. decrease the weights of properly classified examples: wi ← wi
εt

1−εt

4. find the best threshold value Θ for strong classifier with minimum false
positive error if false negative error is under expected value for node
(cascade layer) d >= dmax

end while
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The strong classification function H(x) consisted with T weak classifiers is a
result of AdaBoost learning process and is described by the formula:

H(x) =
⎧
⎨

⎩

1 if
∑T

t=1 αt ht (x) ≥ Θ

0 otherwise,
(1)

where αt = log(1 − εt ) − log εt is a weight of t-th weak classifier.

2.3 The Classifier Cascade Learning

The main idea of AdaBoost cascade version (Fig. 2) is to reduce time complexity
during detection due to huge asymmetry between the number of picture regions
which contain object e.g. face (positive examples) and without it. The asymmetric
classification error rates are assumed: small for positive examples (false negative
rate) and big for negative examples (false positive rate). It is desirable to reject
non-objects (non-faces) regions as quick as possible but leave almost 100% of true
positive examples. The final false positive error rate can be estimated as a product
of all layer’s false positive error rates because the succeeding layers are independent
and are trained without examples rejected in previous layers. For instance in my
experiments the assuming false positive error rate fmax = 0.4, true positive rate
dmin = 0.995. For 10-layers cascade classifier estimated final false positive error
Fmax = f 10max = 0.410 = 1.0486e−004 and the true positive rate Dmax = 0.9910 =
0.9044. Another idea described in [7] is negative examples acquisition procedure
using a set of images e.g. photographs which don’t contain detected objects (faces).

Fig. 2 Cascade of classifiers
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3 Feature Reduction

The quick growth of the number of rectangularHaar-like features presented in Table1
is the main reason for taking into account feature reduction methods due to weak
classifier building process computational complexity which depends on the number
of features which was described in Sect. 2.2.

3.1 Related Works

In [5] the Viola-Jones full exhaustive search was replaced by simple heuristic search.
The next feature was chosen as the best from neighbouring features and so on it
reduces the number of features about 300 times. Other fast learning presented in
[8] is based on precomputing classification table for each training example provided
that each example in each weak classifier evaluation process have the same weight
during cascade node training process.

3.2 Methods Based on a Subset of the Best Features from First
Weak Classifier Building Step in Cascade Layer

In this group of methods features are sorted using weighted classification error at
the first weak classifier building step of cascade layer learning process. In following
steps only a subset of the best features from first step is using for weak classifier
building procedure. This method seems to be very effective in spite of its simplicity
as was shown in Sect. 4.

3.3 Methods Based on Features Similarity Measures

Two similarity measures are taking into account in this work:

• the spatial similarity based on the area of overlapping rectangular fields,
• permutational similarity based on example permutations comparison.

The spatial similarity measure is specific for rectangular features only and is cal-
culated as R/(S1 + S2 − R), where S1, S2-areas of rectangle 1 and 2, R-area of
overlapped part of rectangles as is shown in Fig. 3.

For the permutational similarity calculation the set of examples is sorted by first
and second feature value to obtain two permutations of example indices and next
mean distance between example positions on sorted lists is evaluated. It is due to
the way of weak classifier optimal threshold finding described in Sect. 2.2: similar
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Fig. 3 Overlapped
rectangular features

permutation is correlated with similar weighted error values for each feature. The
standard algorithm (Table2) is supplemented with a step of building a list of each
feature L-nearest neighbours using one or both measures. Thanks to this list during
weak classifier selection at step 2, the similar features to earlier checked features are
leaved. Additionally the list of M best (from the least weighted error weak classifier)
features is created during step 2. In the next step of the modified algorithm the weak
classifier selection (step 2) is repeated with the unchecked nearest neighbours of
the M best features. This step can be named condensation step. The weak classifier
generation step in the new algorithm was replaced by on-line feature generation
process which need to sort examples during each of T weak classifier selection
procedures.

4 Experiments and Results

The object detection learning system [2] with modular parallel computing architec-
ture was used in experiments with face detector training. The MIT-CMU 19 × 19
images from file svm.train.normgrey1 was divided into training and testing sub-
sets. Each subset contains 1200 positive and 1200 negative examples. Addition-
ally beginning from cascade level 2 the 10,000 negative examples from non-face
image repository were added to training subset. Each negative example has been
rejected from training set only when it was classified as non-face, so the last cascade
layers were trained with the subset of the most difficult negative examples. Only
the edge rectangular features were used for classifier building. For each cascade
level fmax = 0.4, dmin = 0.995. The theoretical false positive error for cascade
Fmax = 10−6. The similarity measure method parameter M = 10. The ROC curves
for each of reduction method are presented at Fig. 4. Figure4a shows that using a
subset of features 4 times smaller that the full set of features (8550/34200), the out-
put classifier is the same. If the number of features is reduced 1024 times to only 33,
the classification errors are near the same as in the case without any reduction but
the number of weak classifiers in final cascade is 2 times bigger which increase the
detection computing time. Figure4b shows that regardless of spatial similarity degree
the generalization results are similar as in Fig. 4a. This similarity can be explained
by constant requirements ( fmax , dmin) for each cascade level and algorithmic ability
to complement small feature quality by quantity of weak classifiers in cascade level.

1The file svm.test.normgrey is not used because contains quite different examples which can disturb
a comparison of reduction methods.
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Fig. 4 ROC curves of the AdaBoost classifiers trained with two rectangular edge features reduction
methods: a based on the feature performance at first weak classifier building step in a cascade layer
(Sect. 3.2), b based on feature similarity measure (Sect. 3.3)

Table 3 Training time and classifier complexity comparison for two reduction methods

No reduction (a) Features performance (b) Features similarity

Reduction
factor

1 1/4 1/64 1/1024 80% 60% 40%

Number
of
features

34200 8550 534 33 14800 5500 3600

Number
of weak
classifiers

119 119 124 286 130 113 122

Number
of levels

17 17 15 16 17 16 16

Training
time [s]

13990 6071 3349 3679 7324 3481 2845

(a) based on the feature performance in the first weak classifier building step in a cascade layer
building process (Sect. 3.2), (b) based on feature similarity measure (Sect. 3.3)

The training times, general numbers of weak classifiers and numbers of cascade
levels are compared in Table3. The training time is not proportional to reduction
factor in the first method which is due to additional negative examples preparation
time and other actions but the time reduction is noticeable in both methods and
probably will be higher with training images size.
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5 Conclusions

The experiments show that the generalization error curveswith andwithout reduction
is near the same. The speed of detection which depends on the distribution of weak
classifiers in subsequent cascade layers (Table3) is also similar except the most
extremely case with 1/1024 feature reduction factor.

The exhaustive “brute-force” rectangular Haar-like features checking during each
weak classifier building process due to experimental results seems to be unnecessary
in practice and an amount of time which is saved in this way should be used in my
opinion rather for higher sized images as learning examples, context based learning
or learning with bigger sets of examples.

The heuristic Haar-like feature searching presented in this paper can be replaced
by another more efficient method like simulated annealing or genetic algorithm.
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Assessment of the Brain Coverage Ratio
in the Postoperative Craniosynostosis Based
on 3D CT Scans

Anna Fabijańska, Jarosław Gocławski and Wanda Mikołajczyk-Wieczorek

Abstract This paper considers the problem of numerical quantification of the post-
operative craniosynostosis. In particular, the method for assessment of the brain
coverage ratio based on 3D CT brain scans is proposed. The method determines the
percentage of brain surface which is not covered by skull and is intended to measure
the rate of skull regeneration after the cranial vault remodelling. Results of apply-
ing the method to the postoperative cases of the craniosynostosis are presented and
discussed.

Keywords Craniosynostosis · Brain segmentation · Brain coverage ratio

1 Introduction

Craniosynostosis is a birth defect which manifests itself as a serious malformation
of the skull shape. It is caused by the premature closure of the cranial sutures which
changes the growth pattern of a skull. In particular, when two or more sutures close,
the growth of a skull in the direction of the suture fusion is stopped, but the compen-
satory growth in other directions occurs [1].

The only method of the craniosynostosis treatment is the surgical correction of
a skull shape called the cranial vault remodelling. It restores the normalized skull
shape via the excision of the fused suture, removal of the abnormal or fused bones
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Fig. 1 A sample skull
before and after the
corrective surgery

and their replacement by the remodelled bones [4]. However, after the surgery some
parts of the brain remain uncovered, until the final regeneration of the skull. This is
presented in Fig. 1 which shows a sample skull before and after the surgery.

The postoperative assessment of the craniosynostosis is mainly based on the mea-
surement of skull characteristic dimensions obtained from CT scans. These can only
be used for a skull shape monitoring. However, there are no tools for measuring the
rate of a skull regeneration. In particular, it would be beneficial to investigate how
quickly the parts of brain uncovered during the surgery are afresh covered in the
treatment process.

Having in mind the above mentioned needs, this paper proposes a method for
assessment of the brain coverage ratio (BCR). In particular, the method determines
the percentage of brain surface which is not covered by a skull. The method is
dedicated to 3D CT brain images where image intensities represent Hounsfield units.

The introduced approach is described in details in Sect. 2. This is followed by the
results provided by the method shown in Sect. 3. Finally, Sect. 4 concludes the paper.

2 The Proposed Approach

The main idea behind the introduced approach is to calculate the ratio of pixels
on the surface of a brain which are not covered by a skull. Therefore, after the
preprocessing (see Sect. 2.1), the brain segmentation is performed (see Sect. 2.2) [2,
6]. This is followed by the identification of pixels which belong to the brain surface
but have no neighbours in the skull (see Sect. 2.3).

2.1 Preprocessing

In the preprocessing step, intensities of the input 3D image I (x, y, z) are changed
in accordance to Eq.1.

I2(x, y, z) =
{

1
150 I (x, y, z) if I (x, y, z) ∈ [0, 150]
0 otherwise

(1)
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The preprocessing highlights intensities within the range of [0–150] HU which
relate to the region of brain and skull. Remaining intensities are suppressed to the
range limits. In particular, after the preprocessing, the background and the skull are
represented by 0 and 1 respectively, while the region of brain obtains values from
the range (0, 1).

Additionally, in the preprocessing step, linear interpolation of intensity is per-
formed across Z direction, in order to equalize a slice thickness and a pixel spacing,
and thus ensure uniform processing in all directions.

2.2 Brain Segmentation

The brain segmentation is performed via a series of morphological operations [5, 7].
Firstly, based on image I2 binary masks of the skull s (see Figs. 2c and 3b) and

the head h (see Figs. 2b and 3a) are created by thresholding described in Eqs. 2 and 3
respectively.

s(x, y, z) =
{
1 if I2(x, y, z) ∈ [0.9, 1]
0 otherwise

(2)

h(x, y, z) =
{
1 if I2(x, y, z) > 0

0 otherwise
(3)

Fig. 2 The consecutive steps of the brain segmentation shown on a sample 2D slice; a original
slice; b bead region; c skull region; d brain region before erosion; e brain region after erosion; f
brain region after erosion compared to skull region; g brain region after dilation; h final brain region
compared to skull
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Fig. 3 The consecutive steps of the brain segmentation visualized in 3D; a a head; b a skull; c a
head after skull removal; d the coarse brain; e the final brain; f the surface of brain

Then, the coarse image of brain b1 (see Figs. 2d and 3c) is obtained by subtracting
the binary image of skull from the binary image of head, as described in Eq.4 [2, 3].

b1 = h − s (4)

However, the binary image b1 covers not only the brain, but also includes its
peripherials such as the nose, ears and skin as well (see Fig. 3c). Therefore, in the
next step image erosion with a big cube structuring element se = ones(15, 15, 15)
is performed in accordance to Eq.5 in order to remove skin and disjoint brain and
eye regions.

b2 = b1 � se (5)

The largest connected component bmax in the image b2 representing the brain
space is subsequently selected (see Figs. 2e and 3d) and then back-dilated with the
same structuring element se (see Eq. 6) in order to produce binary image b3 (see
Figs. 2h and 3e).

b3 = bmax ⊕ se (6)

Thefinal binary imageof brainb is still defined as the largest connected component
in imageb3. The size of the structuring elementwas determined empirically (for slices
of the resolution 512 × 512 pixels and slice thickness equal to pixel spacing).
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The partial results of consecutive steps of the proposed brain segmentation
approach are illustrated in Figs. 2 and 3. In particular, Fig. 2 presents the results
applied to a sample slice, while Fig. 3 visualises them in 3D.

2.3 Determination of Brain Coverage Ratio (BCR)

After the brain region is detected, the pixels which belong to the surface of a brain
are identified. In particular, the one-pixel-width outline of the brain region is found in
each slice as shown in Fig. 4a–c. The intensities of the outline and remaining pixels
are set to the values 1 and 0 respectively. Two dimensional outlines obtained for each
slice are next stacked into a volumetric space in order to build 3D outline of brain
o(x, y, z).

Next, the spherical neighbourhood of each outline pixel is investigated in order
to determine if the pixel is covered by a skull or not. In particular, the outline pixel

Fig. 4 The brain outline determination; a a sample CT brain slice; b the brain mask; c the brain
outline; d a spherical neighbourhood of a sample outline pixel
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is considered covered by skull if there is at least one pixel of the intensity 1 (which
corresponds to the skull) in its spherical neighbourhood in the input image I2(x, y, z).

With the above assumptions the brain coverage ratio BCR is defined as a fraction
of the covered outline pixels to the total number of pixels in the brain outline. This
is described by Eq.7.

BC R =
(
1 −

∑
u(x, y, z)∑
o(x, y, z)

)
· 100%, (7)

where:

u(x, y, z) =
{
1 if o(x, y, z) is uncovered by skull,

0 otherwise.
(8)

The radius R of the spherical neighbourhood of the outline pixel is equal to
7 pixels. The radius size was determined empirically (for slices of the resolution
512 × 512 pixels and the slice thickness equal to the pixel spacing).

3 Results

The results of applying the proposed approach to 5 sample 3D CT brain datasets are
shown in Fig. 5. The cases of the decreasing brain cover ratio (BCR) were selected.
For each case the skull s (in blue), the uncovered brain region u (in red), the combi-

Fig. 5 The results of brain cover ratio determination; the consecutive rows show: the skull, the
uncovered brain region, the comparison of these two regions and the resulting BCR
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nation of these two regions and the resulting BCR value are shown in the row-wise
order.

Based on the visual results shown in Fig. 5 it can be visually assessed that the
uncovered regions of brainweremostly correctly identifiedby theproposed approach.
This can be best seen when compared to skulls. The comparison shows that skull
discontinuities were completely filled by the regions identified as uncovered.

Some erroneous pixels can be observed in the bottom part of a skull. They corre-
spond to the regions where the brain is connected with the spinal cord and the brain
segmentation is extremely difficult. These pixels however are less than 0.5% of the
outline pixels and thus may be neglected.

Unfortunately, the accuracy of the proposed approach cannot be assessed numer-
ically due to the lack of the reference results.

4 Conclusions

The approach proposed is this paper is intended tomeasure the ratio of brain coverage
by the skull in the postoperative craniosynostosis. The measurement is performed
based on 3D CT brain scans. The introduced BCR index can be easily applied to
investigate the rate of skull regeneration after the cranial vault remodelling. Themost
sensitive part of the method is the morphological erosion of prototype brain region
cutting-off its peripherials. It requires careful, interactive selection of the structuring
element size,which can vary for different cases.Although the approach is very simple
it can be a very useful diagnostic tool in the case of the assessment at the craniosystosis
treatment. Such functionality is not a part of basic CT software support typically
including only linear, angle or aerial measurements. The computational complexity
of the algorithm was not tested, because the method is still under development and
will be accelerated by 3D GPU computing.

The introduced method is simple, fast and efficient, and thus can be easily intro-
duced to everyday clinical routine.

Acknowledgments This research was funded by the Ministry of Science and Higher Education of
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(project no. IP 2012 011272).
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Combined Imaging System for Taking Facial
Portraits in Visible and Thermal Spectra

Piotr Jasiński and Paweł Forczmański

Abstract This work explores the subject of thermal imagery in the context of face
recognition. Its aim is to create a database of facial images taken in both thermal
and visual domains. To achieve this, a specialized photographic stand was designed,
which allows simultaneous capture of images from IR thermal camera and SLR
digital camera. To ensure precision, stability and fluency of photographic sessions,
a Matlab application has been developed, through which it is possible to remotely
control both devices, as well as automatically download captured images onto a hard
drive and save themwithin an organized folder structure. Additionally, several image
fusion techniques have been implemented in order to effectively combine visual and
thermal data for use in face recognition algorithms.

Keywords Thermovision · Biometrics · Face · Database · Image fusion

1 Introduction

Biometric identification systems are becoming more and more accessible to average
citizens and are no longer perceived only as a sophisticated way of guarding military
secrets. Even low-cost laptops are equipped with webcams and pre-installed soft-
ware capable of face recognition, which is still one of the most popular biometric
features, easy to capture, describe and recognize [7]. It will not be long before bio-
metric information replaces logins and passwords as means of securing our virtual
accounts. However, there are situations when standard biometric solutions are not
enough, e.g. when environmental conditions are not fully controlled [10] or we need
a higher level of security. One of the possible solutions is thermal imaging. Data from
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infrared sensors allows face recognition algorithms to disregard the necessity of vis-
ible light properly illuminating the subject [8]. Additionally, thermal imaging also
provides great protection against spoofing attempts (using a photo instead of a real
face [18]), because heat signatures of objects are completely different from real facial
ones [16]. Such developments call for more ways of collecting data for researching
combined thermo-visual personal identification systems, as well as means of testing
and benchmarking said systems.

Hence, we propose a unified capture procedure based on a Matlab application
and a photographic stand of our own design. Through its use it is possible to create
a database of fused visual and thermal facial images, ready to serve any testing or
research purposes. Similar idea has been presented in [5].

1.1 Existing Databases

Among the vast variety of existing face databases [9, 14] only a few include images
captured using infrared technology. We selected the following as most prominent
ones (see Fig. 1 for exemplary images):

• Equinox HID—one of the oldest, officially no longer available. It is divided in
3 parts, which differ by lighting angle (above, right, left). It includes 90 classes,
each contains 10 shots (30 if we count all lighting cases) in visual and thermal
domains. There is little variation in subject position (only expression) and some
images suffer from minor pixel artifacts.

• Surveillance Cameras face database (SCface) [15]—contains 130 classes, 32 shots
each. A lot of different positions are meticulously captured, in both controlled and
uncontrolled environments, however apart from visual ones, the images are only
near-infrared (non-thermal).

• IRIS Thermal/Visible Face Database [19]—30 classes of simultaneously acquired
unregistered thermal and visible face images under variable illuminations, expres-
sions, and poses. Unfortunately, affected by poor quality of old equipment.

Fig. 1 Example infrared images from existing databases: Equinox HID, SCface, IRIS, and USTC-
NVIE, respectively
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• Natural Visible and Infrared facial Expression (USTC-NVIE) [20]—perhaps the
closest to our concept, this database is comprised ofmore than 100 classes recorded
simultaneously by a visible and an infrared thermal camera, with illumination
provided from three different directions.

Out of all the databases presented above none mention the problem of capturing
visual and thermal images in a way to ensure their proper alignment for an eventual
fusion. They either use a complicated device with one lens and two types of sensors
(e.g. [6]), or ignore said dilemmawhatsoever. Thus our unified capture system (being
cheap, accessible and precise at the same time) will make a valuable addition to the
existing pool of combined visual-infrared face database solutions.

2 Capture System

Developed system is composed of two separate layers. The hardware layer is a
photographic stand, which consists of (the numbers are referenced in Figs. 2 and 3):

1. Infra-Red (IR) camera mounted on a 108 cm tall tripod with tubular and bull’s
eye spirit levels

2. Digital Single Lens ReflexCamera (DSLR)mounted on a 116 cm tallW803 Light
Stand

3. CY-25WT fluorescent lamp mounted on a 116 cm tall W806 Light Stand (2 total)
4. fluorescent tube reflector lamp mounted on a 118 cm tall W806 Light Stand (2

total)
5. focus marker (5 total)
6. approx. 2m long piece of string
7. a 50 cm tall chair with back support
8. calibration board mounted on a 152 cm tall W803 Light Stand
9. a 275 cm × 200 cm greenscreen.

Fig. 2 The photographic stand
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Fig. 3 Photographic stand
layout. Top view. One dotted
square is the equivalent of a
floor tile measuring
30 cm × 30 cm

In our case, theDSLR isCanonEOS600D,with a 14-bit CMOS sensor registering
5184 × 3456 pixels with 74.2◦ × 27.5◦ field of view (FOV), interfaced by USB 2.0
(see Fig. 2), and the IR camera is FLIR SC325, with 16-bit sensor of 320×240 pixels
working at 60Hz, having 25◦ × 18.8◦ FOV, interfaced by Ethernet.

The construction of the stand is referenced to the tile pattern on the room’s floor,
because of the need for periodic disassembly due to other activities in the room (see
Fig. 3).With only the central pointmarked it is not a problem toquickly and accurately
reconstruct the stand, as all elements are positioned directly on, or referenced to tileset
fugue crossings. One such tile is a 30 cm × 30 cm square.

The central point is the one which marks the position of both cameras, but only
the IR camera’s stand. While the IR camera is mounted directly on top of its stand,
the DSLR camera is placed above using a sideways extension from its stand. It is
worth noting that DSLR’s stand exact position is not relevant, because it acts as
a support, with DSLR camera’s placement being relative only to IR camera. When
setting cameras, themost important factor is proper alignment of the lenses.We try to
make them as close as possible, while preserving their coplanarity and maintaining
the littlest rotation. Of course achieving a perfect setup is not possible with our
equipment, hence the requirement for calibrating the system.

To conduct calibration, we must register four points of reference, captured by
both cameras. We propose using a pinboard with four metal tacks and a paper sheet
(shown as element no. 8 in Fig. 2). Due to low emissivity of metal-like materials their
temperature in standard conditions (20 ◦C) will always be considerably lower when
compared to the surrounding paper (emissivity: 0.7–0.9 [4]). As a result the tacks
can be clearly distinguishable in visual and thermal images alike. For the purpose of
calibration, the stand with pinboard mounted on it takes the place of subject’s chair
in a way that the pinboard’s surface is perpendicular to the floor and its middle is at
115 cm height (intended position of subject’s face). After the images for calibration
have been captured we switch the stand with a chair. It is of utmost importance to
avoid any change in both camera’s position or calibration will have to be redone.

The whole station is lit by four lamps, with three being minimum as per [17].
The two large tube reflector lamps illuminate the subject widely from 45◦ angles
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and the CY-25WT lamps provide lighting from left and right sides (90◦). Addition-
ally, the DSLR camera has its own built-in flash light (approx. 13/43 ISO 100, in
meters/feet [1]) which is used as direct frontal illumination. No extra light sources
are required for the IR camera nor do the existing lamps have any effect on ther-
mal measurement, apart from their heat generation. That however, considering their
distance from subject and from camera, is low enough to be omitted in our case.

An important element of the photographic stand are five focus markers (shown in
Fig. 2), which serve as stimulation for the subject when instructed to turn his/her head
for achieving different shooting angles. The optimal subject’s linesight height for our
stand is regulated at 115 cm and such is the required height of themarkers. Themark-
ers themselves are improvised from pieces of yellow sticky tape. Their positioning
is coherent with other photographic stand elements. Two outer markers are wrapped
around tube reflector lamp stands and two inner markers are wrapped around paper
clips suspended on a piece of string, rigidly tethered between the same lamp stands.
The central marker is essentially a piece of tape carefully placed in a small space
between the camera lenses. With this setup, all markers are collinear and placed on a
line perpendicular to the subject’s line of sight. The following angles of head rotation
come as a result of consecutively focusing on all markers:−45◦,−20◦, 0◦, 20◦, 45◦.

The software layer comprises of several interacting modules. It is built with a
Matlab GUI application at its core. Using only a single window (see Fig. 5) it is
possible to control both cameras, manipulate the database and fuse captured images
after easily pre-processing them (Fig. 4).

The remote control part is possible thanks to SDK’s provided by imaging hardware
manufacturers. FLIR ThermoVision SDK [3] allows for a simple ActiveX formant
to be embedded into our GUI, and through it commands can be sent using Matlab’s
invoke routine. The case is more complicated with Canon’s EDSDK [2], because its
functionality is oriented around C++ libraries. The most common way to integrate
C++ and Matlab is to use a MEX function [11], so we implemented one which
includes image capture and download procedures.

Fig. 4 System elements
overview
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Fig. 5 Matlab application GUI

3 Data Acquisition

3.1 Operating Procedure

The first step when using our application to create a database would be obtaining
four calibration points. It can be done by clicking the ‘Manual CP selection’ option
(having first captured images of the calibration board) and consecutively selecting
the tacks on both thermal and visual pictures. Four pairs of their coordinates will
be stored for the purpose of inferring a chosen spatial transformation [12, 13]. We
recommend using projective transform (default), because it fits best to our case of
images shot from two different perspectives.

After calibration the system is ready to take a sequence of mugshots frommultiple
subjects. The procedure for remote shooting from both cameras was coded into
‘CAPTURE CHIM’ button. Each new subject has to be signified by the ‘NEW ID’
button which prepares a separate folder.

Having collected all images, the pre-processing step takes place. With a pair of
chosen pictures and calibration points loaded we need to press the ‘WARP’ button,
which will transform the visual image so that it matches the thermal’s control points.
Afterwards comes croppingwhich is relative to subject’s eye position (indicated using
‘Manual eyeCP selection’). Eye distance (d) determines the size of crop rectangle (3d
horizontally and 4d vertically), and the point in between eyes marks its centre. Those
measures are adjusted automatically by the application when clicking ‘CROP’. The
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warping and cropping actions can also be done straight away after each capture, but
we recommend postponing them to keep the photo sessions fluent.

The images which have been processed and are coplanar, centered and similar
in size can be fused (‘COMBINE’ button). The default ratio of visual/thermal pixel
value is 0.7, but can be freely adjusted with a slider.

3.2 Data Structure

As the preferred format for face databases is just a simple folder structure, we did
not use any database management engines, but rather made our application auto-
matically handle catalogue and file creation/placement/naming. The main folder’s
default name is ‘database’ and within it, numerated subfolders are created, each rep-
resenting a different subject (class). Every class folder will store the raw images
captured from IR and DSLR cameras, naming them accordingly: #imageNum-
ber_deviceID.fileExtension (e.g. #002_flir). Subfolders within the class folder con-
tain absolute temperature values (abs_temp, saved in Matlab array), images after
warping (warp), eye coordinates on both images (eyeCP, saved in Matlab structure),
images after cropping (crop), and images fused together from cropped faces, thermal
and visual (fusion). Exemplary aligned images taken in visible and thermal spectra
are presented in Fig. 6.

Fig. 6 Example images taken during experimental run
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4 Summary

In the paper a dedicated, low-cost photographic stand has been presented, which
allows simultaneous capture of images from IR thermal and DSLR cameras. It has a
modular architecture consisting of interacting hardware and software layers and may
be employed to create a database of facial portraits in visible and thermal spectra. As
a control unit an application in Matlab has been developed, which remotely controls
both devices, and automatically saves captured images within an organized folder
structure. In order to provide a data fusion, several geometrical transforms have
been tested in order to effectively combine visual and thermal data for use in face
recognition algorithms.
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7. Forczmański, P., Kukharev, G.: Comparative analysis of simple facial features extractors. J.
Real-Time Image Proc. 1(4), 239–255 (2007)
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9. Forczmański, P., Furman, M.: Comparative analysis of benchmark datasets for face recogni-
tion algorithms verification. In: International Conference on Computer Vision and Graphics
(ICCVG), LNCS, vol. 7594, pp. 354–362 (2012)
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The PUT Surveillance Database

Michał Fularz, Marek Kraft, Adam Schmidt and Jakub Niechciał

Abstract In this paper we present a new, publicly available database of color, high
resolution images useful in evaluation of various algorithms in the field of video
surveillance. The additional data provided with the images facilitates the evaluation
of tracking, recognition and reidentification across sequences of images.

Keywords Video surveillance · Image dataset · Object recognition · Object
tracking · Reidentification

1 Introduction

The demand for vision-based surveillance has seen a significant increase over the last
years, as it has awide range of possible applications. These include public and private
spaces monitoring for crime prevention, traffic monitoring and control, overseeing
airports, train stations, stores, parking lots, offices and many more.

Image data is a rich source of useful information on the observed objects and
places. Moreover, the costs of cameras and other necessary hardware decreases,
while the capabilities and performance of the deployed systems constantly improve,
so the existing video surveillance systems are scaled up, and the number of newly
implemented systemsgrows.This however is notwithout its ownchallenges.An ever-
increasing amount of data produced by these systems is overwhelming. The human
operators are no longer capable of keeping up with the incoming data. Tiredness
and loss of vigilance becomes a real problem, as maintaining focus is hard or even
impossible with such a monotonous task [7, 10]. These shortcomings of human-
operated large scale systems draw increased attention to automated surveillance.

The need for dedicatedmachine vision algorithms in the field of video surveillance
has sparked a lot of interest in the research community andmany solutions to common
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Poznań, University of Technology, Piotrowo 3A, 60-965 Poznań, Poland
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problems e.g.moving object detection, tracking, object recognition and identification
have been proposed [1, 3, 17]. The multitude of available algorithms and solutions
and the large scale of systemsmake the testing of performance of developed methods
a non-trivial task.High quality evaluation data is therefore in high demand.Motivated
by this need, this paper describes a publicly available database of high quality, high
resolution images with rich annotation, prepared with the goal of autonomous video
surveillance algorithm evaluation.

2 Review of Existing Solutions

Nowadays, multiple databases are made publicly available by the research com-
munity, but the vast majority of these databases focus on a single aspect of video
surveillance. Examples of databases focusing on providing a rich set of objects of
a single class for evaluation of detection and recognition algorithms are pedestrian
databases [8, 9, 13, 15]. A large portion of pedestrian datasets are acquired with
automotive applications in mind and focus on detection alone, without labeling the
individual instances of an object across the whole sequence. Such information is
usually available in datasets designed for the testing of object reidentification algo-
rithms, but the detailed information on object’s location and size in the form of a
bounding box is often unavailable, and the registered images contain only one type
of objects [4, 12].

An interesting approach to database generation is presented in [16]. The authors
generated the test images using a video game engine and have shown, that using syn-
thetic data for detector/classifier training enables the detection of real-world objects
of the same class. The database is constrained to pedestrian images only, but the
approach shows great promise, as the acquisition and annotation procedure can be
automated to a great extent, and the number of observed object classes can be easily
increased by virtual world object introduction and manipulation.

3 Acquisition Procedure

A high resolution Basler ace acA1600-60gc GigE Vision camera was used for image
acquisition. The camera is capable of capturing color images of 1600 × 1200 pixel
resolution with the speed of 60 frames per second. A zoom lens with the focal length
range of 4.4–11mmwas used to adjust the field of view to match the observed scene.
The images were saved using a lossless image compression format to ensure that no
additional artifacts or noise are introduced and will not influence the results of tests
performed using the database images [11]. The images were acquired with a frame
rate of 10 frames per second. The observed scenes reflect setups of typical surveil-
lance systems—urban areas with sidewalks, pedestrian crossings and intersections.
Thus, the presence of both pedestrians as well as vehicles in the registered sequences
was assured (Figs. 1 and 2).
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Fig. 1 Example images from database with objects of interest marked
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Fig. 2 Images of one person in different poses retrieved from the database

4 Additional Data

Each registered frame in the database is supplemented with an XML data file, con-
taining information useful for evaluation of a wide range of automated surveillance
algorithms.

To maintain consistent file format for future extensions of the database containing
data registered collaboratively using multiple cameras, the viewpoint/camera ID is
encoded into the file.

The objects of interest on all the registered frames were manually marked with a
minimumboundingbox.Although time consuming,manual annotationwas preferred
over automated methods for its accuracy and reliability. Information on the object’s
class (human, car, cyclist) and object’s unique ID is also stored. The IDs remain
consistent throughout all frames in a single sequence, enabling reliable evaluation
of algorithms in the presence of occlusions or other events causing loss of sight
of an object. Moreover, the description of objects enables the evaluation of object
recognition [6] and object re-identification [2] algorithms.

The center of gravity and the dimensions of the bounding box are stored in
the corresponding frame description XML file. This enables tracking performance
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evaluation by computing the average Euclidean distance between the center locations
of the tracked targets and themanually labeled ground truths. The bounding box over-
lap is another frequently used performance metric for tracking evaluation. Given the
tracked object bounding box rt and the manually annotated ground truth bounding
box rGT , the score is computed as S = rt ∩rGT

rt ∪rGT
[14, 18]. Minimum bounding box can

also be useful in evaluation of background subtraction algorithms [5].
To facilitate the testing of algorithms that require a fixed aspect ratio of detected

regions, another set of bounding boxes is created by creating a minimum bounding
box of proportions assigned to the particular class and centered at the same point.
This is especially useful for testing the classification algorithms, as they typically
use a fixed-size window for feature extraction [8, 19]. With this information, image
samples serving as both positive and negative examples can be cropped and used in
classifier training.

5 Potential Applications of the Database

The presented database contains images and additional data useful in research and
evaluation of image and video processing algorithms for surveillance, in particular:

• evaluation of algorithms performing the task of background subtraction,
• evaluation of single target and multi-target tracking, also in the presence of
occlusions,

• evaluation of object detection and classification/recognition algorithms based on
various learning methods,

• evaluation of methods for object reidentification,
• work on the fusion of two or more of the above.

Other potential uses of the database include applications in object recognition
outside the field of surveillance, e.g. object (pedestrian, vehicle) recognition in auto-
motive driver assistance.

6 Conclusions and Future Work

An annotated image database aimed at facilitating the testing of algorithms in the
field of video surveillance is presented in this paper. The database contains high
quality, high resolution images with rich annotation. As the database is intended as a
work in progress, it will be gradually extended with further data. Particular emphasis
will be placed on registering sequences of heterogeneous camera setups observing a
single scene, as such a system is the most general reflection of real-life surveillance
networks.
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7 Obtaining the Database

The database is freely available for research purposes. To access the database, please
contact one of the authors or visit the website at:
www.vision.put.poznan.pl/surv_database
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Applying Image Features and AdaBoost
Classification for Vehicle Detection in the
‘SM4Public’ System

Dariusz Frejlichowski, Katarzyna Gościewska, Paweł Forczmański,
Adam Nowosielski and Radosław Hofman

Abstract The main goal of works described in the paper is to test and select al-
gorithms to be implemented in the ‘SM4Public’ security system for public spaces.
The paper describes the use of cascading approaches in the scenario concerning the
detection of vehicles in static images. Three feature extractors were used along with
benchmark datasets in order to prepare eight various cascades of classifiers. The
algorithms selected for feature extraction are Histogram of Oriented Gradients, Lo-
cal Binary Patterns and Haar-like features. AdaBoost was used as a classifier. The
paper briefly introduces the ‘SM4Public’ system characteristics, characterizes the
employed algorithms and presents sample experimental results.

Keywords Video surveillance · Vehicle detection · Cascades of classifiers

1 Introduction

In the paper, the problem of selecting appropriate algorithms for the ‘SM4Public’
system is considered. The system is being developed within the framework of EU
cofounded project which is now at the research stage . The main goal of the project is
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the construction and implementation of innovative video content analysis-based sys-
tem prototype that will ensure the safety of various public spaces. The ‘SM4Public’
system will use real-time solutions and typical computer components. It will be
a highly customizable solution and offer features that enable its adaptation to the
actual situation. The idea of the system is based on the previously developed and
successfully finalized creation of the ‘SmartMonitor’ system which is an intelligent
security systembased on image analysis, designed for individual customers and home
use [5, 6].

Because ‘SM4Public’ system is being created for public space video surveillance,
it should effectively detect events threatening public safety, especially in places char-
acterized by simultaneous movement of large number of people and vehicles. There-
fore, specific system scenarios will be implemented, such as scenarios associated
with vehicle traffic, such as accident detection, infrastructure protection e.g. for dev-
astation or theft detection, breaking the law or detecting treats to life or health, such
as a fight or a fall.

Various solutions for vehicle detection in static images have been reported in
the literature so far. For instance in [13] a general approach to vehicle detection on
highways, road intersections and parking lots has been presented. This approach uses
only static images and employs a cascaded multichannel classifier based on corner
features, edge features andwavelet coefficients. Another solution to vehicle detection
in static images was presented in [1]. The proposed approach projects all input pixels
colours to a new feature space using colour transformation. The Bayesian classifier is
applied to distinguish between vehicle and non-vehicle pixels, and the Harris corner
detector is used to detect corners. The detected extreme corners enable to identify
and mark a vehicle with the rectangular shape.

In this paper, vehicle detection in static scenes is performed using AdaBoost-
based classification and three different feature extractors, namely Haar-like features,
Histogram of Oriented Gradients (HOG) and Local Binary Patterns (LBP). The
employed algorithms are described in the second section. In the third section ex-
perimental conditions and results are given. The experiments included the study on
eight cascades of classifiers which were built using features obtained by employing
above-mentioned feature extractors and various learning datasets known from the
literature. The fourth section concludes the paper.

2 The Description of the Applied Approaches

Visual Content Analysis algorithms enable automatic detection of vehicles without
human intervention. The vehicle detection from static images scenario do not require
complex calculations and high computational power, and is characterized by a high
detection rate and a small error probability. Therefore, it is possible to perform static
image analysiswith a time interval of a fewormore seconds. In the paper the attention
is focused on cascades of classifiers that were selected based on the computational
complexity, simplicity of implementation and the declared effectiveness. The selected
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feature extractors are, namely, Haar-like features, Histogram of Oriented Gradients
and Local Binary Patterns, and a cascading approach for object classification is based
on AdaBoost.

AdaBoost (‘Adaptive Boosting’) was proposed in [7] and is a method of training
boosted classifier using positive and negative samples. During the training process
only those weak classifiers that would be able to improve the prediction are selected.
For each weak classifier AdaBoost determines an acceptance threshold, but a single
weak classifier is not able to classify objectswith lowerror rate. The initialweights are
equal to 1

2 . In each iteration the weights are normalized and the best weak classifier
is selected based on the weighted error value. In the next step weight values are
updated and it is determined if an example was classified correctly or not. After all
iterations a set of weak classifiers characterized by a specified error rate is selected
and a resulted strong learned classifier is obtained. The classification is performed
iteratively and its effectiveness depends on the number of learning examples. During
classification, an image is analysed using a sliding window approach. Features are
calculated in all possible window locations. The window is slid with a varying step,
which depends on the required accuracy and speed.

HOG was proposed in [3] as an approach for human detection. It is based on
gradient information and therefore a greater detector window is required in order to
provide a sufficient amount of context information. The derivation of HOG repre-
sentation starts from gamma and colour normalization. The second step includes the
calculation of oriented gradients using directional filters (the detection of vertical
and horizontal edges). Then, the length and orientation of gradients are calculated.
In the third step, an image is divided into cells and frequencies of oriented gradients
of each cell are obtained. The fourth step includes cell grouping into larger overlap-
ping spatial blocks which is essential here. Then cells are separately normalized and
each cell is normalized several times, each time with respect to a different block.
Such procedure constitutes for local variations in illumination and contrast. Further-
more, it significantly improves the performance [3]. The final HOG representation
is obtained in the fifth step by concatenating oriented histograms of all blocks. The
representation is invariant to translation within an image plane. An exemplary ap-
plication of joint usage of HOG features and AdaBoost for human detection was
presented in [16].

LBP is a texture classification feature [10] and a particular case of the Texture
Spectrum model proposed in [9]. LBP labels pixels by thresholding the neighbour-
hood of each pixel and producing a binary number. Considering the eight- neigh-
bourhood case, the derivation of LBP representation consists of several steps. In the
first step, the analysed window is divided into equal cells, and each pixel in a cell is
compared with all its neighbours in a clockwise or counter-clockwise manner. It is
important to keep the direction and starting point of the comparison process consis-
tent for all cells. In the second step, the pixels value is checked and a neighbourhood
values are obtained as follows: if the central pixels value is equal or greater than
the neighbouring pixels values, then number ‘1’ is written; otherwise, ‘0’ is put.
This process produces a binary number, usually converted to decimal. The third step
involves the computation of histogram over the cell, based on the occurrence fre-
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quency of each number. In the final step, the concatenation of histograms of all cells
is performed and a feature vector for the window is obtained. The original LBP is
robust tomonotonic intensity changes, but is not invariant to object rotation within an
image plane. In [12] the extended LBP-based features are used in the framework of
AdaBoost learning for the detection of objects, e.g. frontal faces and side car views.

Haar-like features were proposed in [14] as a solution for face detection. A simple
rectangular Haar-like feature is defined as the difference of the sum of pixels of areas
inside the rectangle, which can be characterized by any position and scale in an input
image. For instance, using two-rectangle feature, the borders can be indicated based
on the pixel intensities under the white and black rectangles of the Haar-like feature.
Such features could be calculated fast using the integral image approach. Individual
Haar-like features are weak classifiers, therefore they are combined in a cascade
using AdaBoost algorithm [14]. During training, the most important image features
are selected in a way enabling to reject negative regions at early stage of recognition,
what reduces the number of calculations. During classification subsequent features
of an unknown object are calculated only if the answer of the previous feature is equal
to the learned value. Otherwise, the examined region is rejected. Haar-like features
were applied together with AdaBoost for vehicle detection based on static images
e.g. in [11, 15]. They were also successfully applied to human silhouettes detection
in [4].

3 Experimental Conditions and Results

Extraction of objects from static scenes is based on the determination of the image
part containing an object under detection. The process of detecting objects in static
images assumes the absence of information about the objects size and location.
Several issues may arise during this process, namely an appropriate selection of
characteristic object features, the mechanism for feature matching and the method
for scanning the source image. Object detection using sliding window approach
is relatively frequently utilized in the literature. An input image is appropriately
scanned and the selected image parts are matched with the templates from training
set. If information about an object are unknown, then the search process has to be
performed in all possible locations and for all probable window or image scales.
In each location of the search window the features of a particular image part are
calculated. The obtained features are used during the classification process in order
to indicate the most probable object location. This strategy is called a pyramid.

During the experiments, the detectors based on Haar-like, HOG and LBP features
were used. For classification a standard boosted cascade algorithm was applied,
namely AdaBoost. The main goal of the experiments was to verify the effectiveness
of the selected detectors in the task of the vehicle detection from static scenes. Eight
different cascades of classifiers were built using various learning databases presented
in the literature [2, 8]. The cascades varied also under following parameters: the size
of search windows, the scaling factor in the pyramid and candidates rejection based
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Table 1 Results of performance tests—detection accuracy and number of false detection for
particular cascades are provided

No. Cascade Feature
type

Window
size

View Scaling
factor

Minimum
no. of
neigh-
bours

Detection
accuracy

No. of false
detections

1 UIUC 1 [2] LBP 20× 20 Front 1.05 15 0.43 Low

2 UIUC 2 [2] HOG 24× 48 Side 1.01 1 0.23 High

3 UIUC 3 [2] LBP 25× 50 Side 1.03 9 0.31 High

4 UIUC 4 [2] LBP 24× 48 Side 1.03 13 0.58 High

5 UIUC 5 [2] LBP 24× 48 Side 1.03 13 0.27 High

6 CALTECH
SURF [8]

Haar-
like

20× 20 Front 1.01 2 0.92 Medium

7 OpenCV 1 Haar-
like

40× 40 Front 1.01 1 0.62 Low

8 OpenCV 2 Haar-
like

40× 40 Front 1.01 7 0.16 Low

on the number of neighbours. The characteristics of cascades are provided in Table1.
The experiments were performed using video frames taken from the project video
sequence database. The results of vehicle detection for sample images containing
various scenes including frontal and side car views are illustrated in Figs. 1, 2, 3
and 4. White rectangles correspond to the detected regions. The complete results
including detection accuracy and number of false detections are also provided in
Table1 .

As can be concluded from the presented figures, there is a small number of false
detections and missed objects, however the vehicle detection in static scenes gives
acceptable results. The in-depth analysis of the results presented in Fig. 1 and a
comparison with test data in Figs. 1, 2, 3 and 4 unveils, that the efficient vehicle

Fig. 1 Exemplary results of vehicle detection using cascade no. 6: Haar-like features and CAL-
TECH SURF dataset
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Fig. 2 Exemplary results of the vehicle detection using cascade no. 7: Haar-like features and
OpenCV dataset

Fig. 3 Exemplary results of the vehicle detection using cascade no. 4: LBP features and UIUC
dataset

Fig. 4 Exemplary results of the vehicle detection using cascade no. 2: HOG features and UIUC
dataset

detection is not a trivial task. Vehicles (e.g. cars) as three-dimensional objects are
hard to detect using presented appearance-based methods. It comes from the fact that
the shape of such object varies with the changes of camera orientation. Extending
the learning database with all possible projections of three-dimensional vehicles is
complex, hence a construction of one common cascade may be impossible.
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The proposed solution for the vehicle detection scenario is based on the coarse-
to-fine strategy and involves a cascade of classifiers employing different features.
The application of the classifier should be focused on one vehicle view only and
as many potential vehicles as possible should be firstly detected, regardless of the
occurrence of false detections. This task could be performed using Haar-like features
at the initial stage, since this is the most satisfactory approach. Then LBP features
to resulting objects should be applied. At the final stage HOG features should be
included in order to adjust the results.

4 Summary and Conclusions

The paper covered the topic concerning the problem of vehicle detection from static
scenes in the ‘SM4Public’ system. The main goal was to verify the possibility of im-
plementing various cascading approaches based on three different feature extractors
and AdaBoost classification. During the experiments eight cascades of classifiers
were prepared using various benchmark learning datasets and tested using images
extracted from the video sequences recorded for the project test database. Three
feature extractors were experimentally tested, namely Histogram of Oriented Gra-
dients, Local Binary Patterns and Haar-like features. The experimental results have
shown that the vehicle detection is possible, however the classifier should be applied
depending on the specific car view—the position and orientation of the camera
strongly influence the detection accuracy. Moreover, the initial stage should detect
the greatest possible amount of probable vehicle objects and more than one classifier
can be used to improve the results. In addition it is advised to prepare an image sam-
ple set depicting vehicles from other orientations and simultaneously representing
expected parameters of the surveillance camera.
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Automatic Analysis of Vehicle Trajectory
Applied to Visual Surveillance

Adam Nowosielski, Dariusz Frejlichowski, Paweł Forczmański,
Katarzyna Gościewska and Radosław Hofman

Abstract In this paper we discuss a problem of automatic analysis of vehicles
trajectories in the context of illegal movements. It is crucial to detect restricted or
security critical behaviour on roads, especially for safety protection and fluent traffic.
Here, we propose an vision-based algorithm for vehicle detection and tracking,which
is later employed to recognize patterns in resultant trajectories. Experiments were
performed on real video streams. They gave encouraging results.

Keywords Vehicle detection · Vehicle tracking · Vehicle behaviour analysis ·
Trajectory analysis · Intelligent transportation systems (ITS)

1 Introduction

Road congestion as the result of poor planning of transport routes, existence of bot-
tlenecks, and lack of existing infrastructure adaptation to the current traffic load is
one of the biggest problems in modern cities [14]. The effective management of
traffic emerges as one of the most important tasks. It requires proper approach and
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good analysis. Of great importance here is traffic surveillance using monitoring cam-
eras and automatic recognition of abnormal events with computer vision and image
processing methods. These solutions allow an immediate (real-time) response to
occurring events. In brief, the intelligent traffic video surveillance systems perform
localization, tracking and recognition of vehicles in video sequences captured by
road cameras [10]. By further analysis of the vehicle activities some more sophisti-
cated schemes for traffic management are provided, for example for public transport
planning purposes. All these contribute to the foundations concepts of Intelligent
Transportation Systems (ITS) which goal is [19]: “protect the safety, increase effi-
ciency, improve the environment and conservate energy”.

There are intrusive and non-intrusive technologies used in Intelligent Transporta-
tion Systems (ITS) [13]. Intrusive techniques (such as inductive loop or piezoelectric
cable) require the installation of the sensor directly onto or into the road surface [13].
With non-intrusive techniques there is no need for such interference since the com-
ponents are mounted overhead or on the side of the roadway [13]. Among many
sensing techniques (infrared-, ultrasonic-, acoustic-, GPS-, RFID- based) computer
vision techniques seem to have the greatest potential and applicability. Image-based
techniques can provide complete trafficflow information for [19]: trafficmanagement
system, public transportation systems, information service systems, surveillance sys-
tems, security systems and logistics management system.

In the paper the problem of trajectory of moving vehicle analysis is considered in
the context of illegal vehicle movement. First, some overview of vision-based ITS
solution is presented in Sect. 2. Then, in Sect. 3, the problem of possible use of tra-
jectory analysis is outlined. The algorithm for trajectory of moving vehicles analysis
is proposed in Sect. 4. Section5 describes the evaluation process and application of
the algorithm in the ‘SM4Public’ project. The article ends with a summary.

2 Vision-Based ITS Solutions

The best example of the use of computer vision methods in ITS is the ALPR
(Automatic License Plate Recognition) also called ANPR (Automatic Number Plate
Recognition). It uses optical character recognition to read vehicle registration plates.
Performed in distinctive localizations can provide the users average time of travel
information. It also forms the basis for the functioning of so called Limited Traf-
fic Zones (LTZ) [12]. Other ALPR applications are usually connected with the law
enforcement and include: border crossings, protection, speed enforcement, HIM
(Height-in-Motion), WIM (Weigh-in-Motion).

Image processing techniques help monitor the movement and flow of vehicles
around the road network providing: vehicle counting, congestion calculation, traffic
jam detection, lane occupancy readings [20], road accident detection, traffic light
control [15], comprehensive statistics. Some supplementary information is provided
for safer andmore efficient driving. Displayed on the variable message boards placed
by the road can provide the driver with already mentioned time of travel notifications
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or parking occupancy [4]. Cameras, however, are not only used as part of the road
infrastructure.Manyvehicles aremanufacturedwith onboarddriver assistant systems
that base heavily on image processing and allow for example [11]: collision avoidance
(thanks to detection and tracking of pedestrians or surrounding vehicles), adaptive
cruise control, driver fatigue detection or recognition of road signalization.

In all the abovementioned examples the functioning of the system is largely based
on automatic computer vision techniques. There is an abundance of work devoted
to ITS problems solved with vision-based techniques and the reader can find some
further references in literature surveys: [11, 19].

3 Trajectory Analysis and Its Potential Use

The use of moving vehicle trajectory analysis is extensive in Intelligent Transporta-
tion Systems. Motion trajectories obtained by vehicle tracking may be used off-line
in generation of comprehensive statistics. In real-time systems the trajectory analysis
is used for anomaly detection or even anomaly prediction. The task of analysis and
identification the vehicles motion pattern is also known in the literature as Vehicle
Behaviour Analysis [19]. The algorithms proposed so far in the literature can be
divided into the following categories [19]: pattern recognition based, statistic based,
traffic flow model based and artificial intelligence based.

The actual process of behaviour inference based on pattern matching and state
estimating is, in fact, preceded by two steps [10]: vehicle detection and vehicle
description using static and dynamic parameters.

The most commonly used segmentation methods for moving objects detection
include [10]: optical flow method, frame difference method, background subtrac-
tion method. After the detection of candidates a classification step is required to
differentiate between vehicles, pedestrians, bicycles or other moving objects. The
classification usually bases on shape, motion and cooccurrence matrix [10]. It must
be also noticed, that various solutions for vehicle detection have been proposed for
static images (e.g. [1, 17] or Viola and Jones detector [18]). The Viola and Jones
detector is interesting since its real-time implementation is possible. It is a sliding
window algorithm which considers pixel intensity arranged in the form of integral
image for fast summarizations. Adaboost procedure is used here to generate the
strong classifier on the base of arranged best weak classifiers (which base on simple
comparisons of summed regions of images). Features are calculated for all possible
window scales and in all possible image locations and examined for the presence of
the learned pattern (e.g. vehicle).

After the successive vehicle detection the succeeding tracking algorithm is com-
monly [10]: region-based, snake-based, feature-based, model-based or finally multi-
thread. With region-based tracking (used in our solution introduced in Sect. 4) static
features of themoving vehicle are extracted andmatched between subsequent frames.
As the result of the above steps the moving vehicle trajectory is obtained.
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Vehicle trajectory analysis has a wide range of applications. Vehicle behaviour
which may be directly connected with trajectory analysis includes:

• illegal parking,
• illegal left and right turns,
• illegal lane change and violation of traffic line,
• overtaking in prohibited places,
• illegal retrograde,
• traffic congestion.

There have been varied approaches to handle trajectory of moving objects analy-
sis based on video and some solutions have already been proposed. In [10] fuzzy
self-organizing neural network algorithm is applied to learn activity patterns from
the sample trajectories. Then, vehicle activities are predicted based on observed par-
tial trajectory and utilized for accidents predictions. The idea presented in [10] is to
predict accidents accurately in advance for a real-time system and generate appropri-
ate warning. In [16] trajectory analysis is conducted in order to detect the following
traffic events: illegal changing lane, stopping, retrogradation, sudden speeding up
or slowing down. The trajectories are obtained here by tracking the feature points
through the image sequences with a specially designed template [16]. Trajectories
seem to be modeled by straight lines here. Comparisons are based on the angle and
variance between the benchmark lane line and the trajectory.

4 The Proposed Algorithm

As stated in Sect. 3 the process of vehicle behaviour analysis consists of three steps:
vehicle detection, parametrization of features and behaviour recognition. We have
already evaluated some contemporary approaches for the task of vehicle detection in
context of static images. Various cascading approaches based on three different fea-
ture extractors and theAdaBoost classification have been examined.Altogether, eight
cascades of classifiers were prepared using various benchmark learning databases
presented in the literature and three feature extractors have been used: Haar-like fea-
tures, Histogram ofOrientedGradients (HOG) and Local Binary Patterns (LBP). The
choice was encouraged by literary reported computational complexity, simplicity of
implementation and the declared effectiveness.

The main goal of our preliminary experiments was to verify the effectiveness of
the selected detectors in the task of the vehicle detection from static scenes. The
proposed solution based on the coarse-to-fine strategy and involved a cascade of
classifiers employing different features. It occurred that Haar-like features are best
at the initial stage, since they offer most satisfactory results. Then LBP features
to resulting objects should be applied. At the final stage HOG features should be
included in order to adjust the results. In video sequences, however, we deal with
dynamic images and background modeling approaches and change detection can
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considerably enhance the process of vehicle detection reducing the false detection
rate parameter.

For the task of vehicle behaviour analysis we combined GMM background mod-
eling with AdaBoost classifier based on Haar-like features. The background model
employs a pixel-based approach. Every pixel is modeled by a set of five mixtures of
Gaussians in R, G and B channels. Similar approach has been successfully employed
for human motion tracking [5, 7].

Background subtraction operation results in an imagemask of possible foreground
pixels which are grouped using connected components as Region of Interests (ROIs).
This significantly reduces the search space and only on those locations (enhanced
with dilation procedure) the classifier of vehicle detection is employed. Each ROI is
handled independently. If classified as new vehicle object the tracking procedure is
initialized and an initial value is assigned. Detected ROI that contain moving vehicle
is further tracked using the Camshift algorithm. The Camshift algorithm was first
proposed in [2] as a solution for face tracking and is actually widely used for tracking
objects ofmiscellaneous type. It is amean-shift algorithmandmodels the object using
the colour distribution which is backprojected on new frames. Camshift originally
bases on features calculated in HSV colour space. In our experiments we discovered
that relatively small amount of cars in benchmark datasets are characterized by
the clear and unambiguous colour (red or yellow for example). Most vehicles are
characterized by shade of gray, black or white which are poorly described in HSV
colour space. What works well for objects of different type (e.g. faces [2]) does not
necessarily give satisfactory results with vehicles. For low and high intensity values
the hue calculation is subjected to significant error. That is the reason of color space
change to HSL model.

With new frames processed the new coordinates are added to the trajectory of
moving vehicle. The recognition of trajectory requires a reference model. Many
literature approaches are limited to straight lines or left and right turns (e.g. [16,
19]). We opted for the opportunity to draw the trajectory of any shape by the user.
This approach will allow a wide practical applications since the drawn forbidden
trajectory can model huge range of restricted or security critical behaviour. The
forbidden trajectory andobtained real trajectory consists of different number of points
coordinates and for the comparison purposes we adopted the Modified Hausdorff
Distance (MHD), first introduced in [3].

The example depicted in Fig. 1 demonstrates diversification of distance between
the forbidden trajectory and the one created on the fly from vehicle movement.
In presented situation a left turn has been assumed as forbidden trajectory. Figure
presents two examples. The upper one shows the case where trajectories are similar.
The distancemeasure (shown above each individual image) decreases. At the bottom,
trajectories at the beginning are similar and the distance measure decreases also.
However, in themiddle of themovement, the trajectories diverge, and theMHDvalue
increases gradually. After the movement the measured value of MHD is compared
with the threshold and if necessary triggers the alarm. Accompanied with ALPR
technology the system can be a good deterrent from dangerous and illegal driving
behaviour.
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Fig. 1 Two examples of trajectories and characteristics of the distance measure

The main problem with the MHD measure is its separable treatment of trajectory
points. Mutual relationships of coordinate points are important here, not their order
in the sequence. Those points (of a given trajectory) are treated as a set. For that
reason we introduced the start and stop areas (defined as patches in the calibration
step). These areas are also used as appropriate markers for restricting the appropriate
part of the actual vehicle trajectory included in the calculation of MHD.

5 Evaluation and Application in the ‘SM4Public’ Project

The proposed solution for trajectory ofmoving vehicles analysis was examined under
the auspices of ‘SM4Public’ project. The project concerns the scientific research on
the algorithms to be implemented in the prototype system for public spaces. The
system is now being developed within the framework of EU cofounded project and is
aimed at construction and implementation of innovative video content analysis-based
system prototype that will ensure the safety of various public spaces using real-time
solutions and typical computer components. The idea of the project was risen during
the development of the previous system entitled SmartMonitor [6–9]—an intelligent
security system based on image analysis, created for individual customers and home
use. The analysis of alternative system applications has shown that there is a need to
build other solution for public space video surveillance to effectively detect events
threatening public safety and transportation environment constitutes a special case
here. The problem addressed in the article concerns the specific system working
scenario: illegal vehicle movement detection.
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To evaluate the proposed solution some experiments have been conducted using
the public dataset of the i-LIDS bag and vehicle detection challenge (resolution of
720 × 576 and 25 fps). Sequence of moving vehicles have been used under the
assumption that forbidden trajectory is the left turn (as depicted in Fig. 1), we deal
with left hand drive and consider vehicles driving the left lane upward. 63 individual
trajectories from AVSS_PV_Easy_Divx.avi and AVSS_PV_Hard_Divx.avi sequences
have been analyzed. From those 63 trajectories 5 were illegal and consistent with
forbidden trajectory. For those 5 trajectories the value of MHD distance ranged from
8.61 to 15.06. For the trajectories different from the prohibited one the value ofMHD
systematically decreased to the breaking point (the smallest value observed equaled
to 27.16) and then grew steadily. It is clear that with the appropriate threshold the
perfect detection rate can be obtained. Themain problemobserved concerns tracking.
Caused byocclusions three trajectories have been lost. Fortunately, partial trajectories
are far from the given pattern.

6 Conclusions

In this paper we presented a novel algorithm for recognizing patterns in vehicle tra-
jectory. The emphasis was put on the problem of moving vehicle detection, tracking
and trajectory analysis in the context of illegal or dangerous movements. Detecting
restricted or security critical behaviour on roads is needed for safety protection and
traffic flow guarantee. As it was shown, the presented solution meets those require-
ments.
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9. Frejlichowski, D., Gościewska, K., Forczmański, P., Hofman, R.: Application of foreground
object patterns analysis for event detection in an innovative video surveillance system. Pattern
Anal. Appl. 1–12 (2014). doi:10.1007/s10044-014-0405-7

10. Hu, W., Xiao, X., Xie, D., Tan, T.: Traffic accident prediction using vehicle tracking and
trajectory analysis. In: Intelligent Transportation Systems. Proceedings. 2003 IEEE, vol. 1, pp.
220–225 (2003)

11. Kovacic, K., Ivanjko, E., Gold, H.: Computer vision systems in road vehicles: a review. In:
Proceedings of the Croatian Computer Vision Workshop, Year 1, pp. 25–30. Zagreb, Croatia
(2013)

12. Miklasz, M., Nowosielski, A., Kawka, G.: Automated supervision systems for limited traffic
zones. Arch. Transp. Syst. Telemat. 6(2), 41–45 (2013)

13. Mimbela, L.E.Y.,Klein, L.A.: Summary of vehicle detection and surveillance technologies used
in intelligent transportation systems. Federal Highway Administration’s (FHWA) Intelligent
Transportation Systems Joint Program Office (2003)

14. Munuzuri, J., Corts, P., Guadix, J., Onieva, L.: City logistics in Spain: why it might never work.
Cities 29(2), 133–141 (2012)

15. Pandit, V., Doshi, J., Mehta, D., Mhatre, A., Janardhan, A.: Smart traffic control system using
image processing. Int. J. Emerg. Trends Technol. Comput. Sci. (IJETTCS) 3(1), 280–283
(2014)

16. Song, H.-S., Lu, S.-N., Ma, X., Yang, Y., Liu, X.-Q., Zhang, P.: Vehicle behavior analysis using
target motion trajectories. IEEE Trans. Veh. Technol. 63(8), 3580–3591 (2014)

17. Tang, Y., Zhang, C., Gu, R., Li, P., Yang, B.: Vehicle detection and recognition for intelligent
traffic surveillance system. Multimedia Tools and Applications (online). Springer (2015)

18. Viola, P., Jones, M.: Robust real-time object detection. In: Second International Workshop
on Statistical and Computational Theories of Vision—Modeling, Learning, Computing, and
Sampling, Vancouver, Canada (2001)

19. Wu, J., Cui, Z., Chen, J., Zhang, G.: A survey on video-based vehicle behavior analysis algo-
rithms. J. Multimed. 7(3), 223–230 (2012)
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Algorithmically Optimized AVC Video
Encoder with Parallel Processing of Data

Tomasz Grajek, Damian Karwowski and Jakub Stankowski

Abstract Algorithmically optimized AVC (MPEG-4 part 10/H.264) video encoder
with parallel processing of data is presented in the paper. The paper reveals the
architecture of the proposed encoder together with the description of the applied
software optimization techniques. Conducted experiments show exactly the degree
of parallelization of computations in the encoder and the compression performance
of video encoding.

Keywords Optimized encoder · AVC video compression · MPEG-4 part 10 ·
H.264 · Encoding efficiency

1 Introduction

Hybrid video encoders are of a great importance in communication systems due to
their ability to represent a video on relatively small number of bits. The most popular
hybrid encoder that is currently used in areas such as IPTV and high definition (HD)
television is AVC (MPEG-4 part 10/H.264) video compression [4]. This technique
is well known and has already been described in many papers and books [6, 7].
As a matter of fact the newer technique of video compression has been worked out
recently (called High Efficiency Video Coding—HEVC) [5], but the application of
the new technique is an issue of further future. Therefore, the AVC technique is also
the subject of ongoing studies.
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The AVC allows 100 fold reduction of the encoded data stream for high quality
of the encoded video. Such a strong compression of a video is possible by the use of
the advanced intra- and inter-frame predictive coding of image blocks together with
the sophisticated methods of transform and entropy coding of residual data [6, 7].
Nevertheless, applied in the AVC algorithms make both the encoder and the decoder
computationally very complex. In the case of the HD videos and AVC, the real-time
video encoding is a big challenge even for todays’ high performance multimedia
processors. It is particularly true for the video encoder side, whose complexity may
be dozens of times greater than the complexity of the decoder. From that reasons,
an important research problem is finding of such an architecture of highly optimized
AVC compliant video encoder that will be able to exploit the potentials of todays’
multimedia processors in an efficient manner. This makes the topic of this paper.

2 Research Problem

The architectures of optimized AVC encoders have already been the topic of the
authors’ previous research. As a result of this works the optimized structure of AVC
video encoder was proposed, that was dedicated to x86-based platforms [3]. High
computational performance of the encoder was achieved performing algorithmic
optimization of encoder functional blocks, taking into account both the specificity
of the AVC algorithms (application the context-based coding mechanisms) and fea-
tures of x86-platforms (ability of using the vector operations and small size of fast
cache memory). Although the proposed architecture increased the throughput of
video encoder 77 times on average [3] (relative to the JM 13.2 reference software
of AVC and at the virtually the same compression performance of the encoders)
the encoder proposed earlier was intended for a single processor platforms with
sequential processing of video data in general. This paper makes the continuation of
the previous works and concerns the tuned version of the optimized AVC software
encoder with additional possibility of performing computations in parallel by the
use of multi-core/multi-threading technologies. It must be emphasized that paral-
lelization of computations in the AVC encoder is a very difficult technical problem,
especially in the context of the software realization of the encoder. It is commonly
known that the using of the context-based coding paradigm in AVC (the use of the
previously encoded data for encoding of the data of the currently processed image
block) together with the raster scanning order of image blocks force in a large extent
sequential processing of image data. The goal of the paper is to explore the possi-
bilities of concurrent application of multiple processors in the encoder, analysis of
such an encoder throughput and compression performance of video encoding. It must
be stressed, that the assumed constraint is to preserve the full compatibility of the
developed encoder with the AVC standard. The obtained results will be referenced
to those obtained for the sequential version of the optimized AVC encoder described
in [3].
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3 Architecture of Optimized AVC Encoder with Parallel
Processing of Data

3.1 Introduction

As stated before, the architecture of the optimized, sequential version of the AVC
encoder (thatwas proposed by the authors’ earlier [3])was the starting point forworks
on the version of the encoder that is capable to perform computations in parallel. At
the course of the study the authors found out that a possibility of dividing the frame
into independent fragments called slices is the only real way for doing computations
in parallel in the software version of the encoder. Since each slice is a self-contained
unit which content can be fully encoded and decoded without referencing to data of
other slices [6, 7], the individual slices of the image may be processed in parallel
with the use of multiple processors (or processor threads) at the same time.

Therefore, division of the images into multiple slices is the main solution applied
in the proposed video encoder. In this solution, the degree of computations paral-
lelization in encoder depends directly from the number of slices within an image and
the number of processor cores (or threads) available in the system. Nevertheless, not
all of the functional blocks of AVC encoder can be parallelized in this way. Notable
exception is deblocking filter and image interpolation procedure which, from the
reason of data dependencies, operates on the entire image.

3.2 Parallel Processing of Slices

In order to get the possibility of parallel processing of data in encoder, two parts were
extracted in the structure of the encoder. These are: (1) the management part, and (2)
the execution part. It was realized in such a way that two groups of encoder program
threads are created: master thread and a slave thread(s). There is only one master
thread, while there may be a higher number of slave threads. The master thread
is responsible for controlling the work of video encoder, that is to say allocation
of memory buffers, assignment of individual structures to objects, controlling the
global bitrate and the bitrate for individual images, dividing the image into slices,
and finally running the slave threads. Whereas, the individual slave thread deals with
encoding of assigned image slice, or the entire image (depending on configuration
of the video encoder). In case of one slave thread and a single slice within an image
(see Fig. 1), the master thread prepares all the data for encoding and runs the slave
thread. After that, the master thread waits until the slave thread will encode the image
and finish the operation. Then, the master thread performs deblocking filtering of
decoded image, and does the image interpolation to 1/2 sampling period (only for
the reference images), and manages the encoded image (i.e. inserting the image into
the reference image list, writing the bitstream to the output data stream, etc.).
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Fig. 1 Parallel processing of data in optimized AVC encoder

In case of two slave threads and two slices within a frame, the master thread
prepares the relevant data for the first and the second slave threads and runs them.
Each of the two slave threads encodes the image slices that were assigned to them. It
must be emphasized that the slave threads work in parallel, due to the fact that they
operate on a separate data sets. The master thread waits until the slave threads will
finish the encoding and proceed with deblocking filtering and image interpolation (if
necessary).

In the scenario of fewer number of image slices in comparison to the number of
slave threads, some of the slave threads will not be utilized. In the opposite situation
(the number of image slices exceeds the number of slave threads) when a given slave
thread will finish the encoding, it will get another task of encoding the next image
slice from the master thread. This process will continue until all image slices will be
encoded.

In the situation when at least two image slices are concurrently encoded, typically
there is a problem of simultaneous access of individual slave threads to a common
memory. It is especially criticalwhen at least one of threads trieswrite data tomemory
area that is used by another thread. In order to avoid such memory access conflicts,
encoder uses separate memory cache for each thread and avoid race conditions by
allowing slave threads only to read from common memory.

4 Methodology of Experiments

Coding efficiency of the optimized AVC encoder with parallel processing of data was
thoroughly investigated with set of test video sequences. The goal was to explore the
influence of allowed number of slices and allowed number of processor threads on
encoding speed and efficiency. Experiments were done according to the following
encoding scenario:
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• Full HD test video sequences were used: BasketballDrive, BQTerrace, Cactus,
Kimono1, ParkScene. The sequences were recommended by groups of experts
ISO/IEC MPEG and ITU VCEG as a test material for research on new video
compression technologies [2].

• Structure of group of pictures (GOP) was set to IBBPBBPBBPBBPBBP.
• Experiments were done for a wide range of bitrates (controlled by Q P = 22, 27,
32, 37). This results in the quality of a reconstructed video from excellent (Q P =
22) to very poor (Q P = 37).

• Allowed number of slices and allowed number of processor threads was set to 1,
2, 4, or 8.

• CABAC entropy encoder was used.
• Testing platform: Intel(R) Xeon(TM) CPU 3.06 GHz (6 cores, 12 processor
threads, Nehalem microarchitecture), 24 GB RAM, Windows 7 64-bit.

During experiments all combinations of number of slices and number of processor
threads was tested.

Dividing frame into slices results in slightly different bitstreams (from the view-
point of their size and quality of reconstructed videos). In order to compare results
achieved for different number of slices and number of processor threads settings the
Bjøntegaard metric was calculated [1]. The metric allows to compare the RD curves
of two encoders in terms of bitrate reduction and PSNR gain based on four RD
points (for Q P = 22, 27, 32, 37 in experiments). Such tests were done for luma (Y)
component. It should be noted, that the setting one slice per frame and one processor
thread results in pure sequential encoder. The pure sequential encoder provides a
benchmark for the performance of the parallel encoder.

5 Results

First of all we have evaluated influence of dividing frames into slices on encoding
efficiency. Achieved results have been gathered in Table1. Dividing frame into slices
results in increase of the bitrate on average on 0.60, 1.68 and 3.50% for 2, 4 and

Table 1 The average bitrate change (Bjøntegaard metric) resulted from dividing frame into 2, 4
and 8 slices per frame against 1 slice per frame

Sequence 2 slices per frame (%) 4 slices per frame (%) 8 slices per frame (%)

BasketballDrive 0.98 2.21 4.76

BQTerrace 0.69 1.81 3.30

Cactus 0.31 1.01 2.18

Kimono1 0.86 2.47 5.25

ParkScene 0.22 0.89 2.03

Average 0.60 1.68 3.50

Positive numbers correspond to bitrate increases
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Fig. 2 Speedup (execution time of analyzed case to one slice with one thread case ratio) for
BasketballDrive sequence for different Q P values

8 slices respectively in comparison to case with only one slice per frame. Obtained
results are consistent with those reported in [8].

Figure2 presents achieved encoding speedup for all combinations of investigated
number of slices and processor threads for exemplary video sequence. Achieved
speedup depend on target bitrate (controlled by Q P) due to different ratio between
parallelized slave thread(s) tasks and sequential master thread processing.

Table2 present results supplemented with achieved speedup resulted from using
more processor threads (i.e. how many times encoder using N processor threads is
faster that encoder with only one processor thread allowed). The first observation is
that number of allowed processor threads dose not influence total encoding time in
case of one slice per frame. The negligibly small increase of total encoding time for
four and eight processor threads results from thread management overhead. For two
slices and two and more processor threads we achieve 1.64 times faster encoder that
for one slice case. For four slices and four and more threads the achieved speedup is
about 2.5 and for the last case (eight slices and eight processor threads)—3.02.

Achieved results clearly confirm that some part of the encoder has not been par-
allelized. Otherwise, dividing frame into two slices and using two processor threads
would result in approximately two times faster encoder.
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Table 2 The average bitrate change (Bjøntegaard metric) and average speedup according to one
thread with one slice per frame case

DB-rate/speedup 1 slice per frame 2 slices per frame 4 slices per frame 8 slices per frame

1 thread 0.00 %/1.00x 0.60%/1.00x 1.68%/1.00x 3.50%/1.00x

2 threads 0.00%/1.00x 0.60 %/1.64x 1.68%/1.63x 3.50%/1.63x

4 threads 0.00%/0.99x 0.60%/1.64x 1.68 %/2.51x 3.50%/2.51x

8 threads 0.00%/0.98x 0.60%/1.66x 1.68%/2.54x 3.50 %/3.02x

Positive numbers of DB rate correspond to bitrate increases. Speedup means how many times the
execution time of analyzed case is lower than for one thread with one slice case

6 Conclusions and Final Remarks

The presented results prove that the use of the idea of frame slices can be the basis
for substantial parallelism of computations in the video encoder. The exact impact
of the number of processor threads and the number of slices in the image on the
degree of computations parallelisation in the encoder was numerically presented in
experimental section. In an exemplary scenario of four slices and four processor
threads the encoder works 2.5-times faster relative to the sequential encoder. Taking
into consideration the algorithmic optimizations that had been previously carried
out in the sequential version of the encoder (see [3] for more details) gives almost
200 times faster encoding with respect to the complexity of the JM 13.2 reference
software.

Since the use of N image slices (with the same number of processor threads) does
not give in general the N -times faster encoder (see experimental results) there exists
parts of the encoder that were not parallelized. Detailed analysis of the operations that
are carried out in the encoder allowed for identification of such a fragments. These
are mainly: image interpolation and deblocking of reconstructed images. Further
optimization of these functional blocks can be a source of additional acceleration
of the encoder. The results revealed also that the compression performance loss
(expressed as BD-Rate increase) will not exceed 3.5% in the scenario of 3-times
encoder acceleration.
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Neural Video Compression Based on SURF
Scene Change Detection Algorithm

Rafał Grycuk and Michał Knop

Abstract In this paper we present a new method for video compression. Our
approach is based on a well known neural network image compression algorithm:
predictive vector quantization (PVQ). In this method of image compression two
different neural network structures are exploited in the following elements of the
proposed system: a competitive neural networks quantizer and a neuronal predictor.
It is important for the image compression based on this approach to correctly detect
key frame in order to improve performance of the algorithm. For key frame detection
our method uses a SKFD method based on the SURF algorithm.

Keywords SURF · Key frame detection · Video compression · Image key point

1 Introduction

Data compression is becoming an increasingly important issue in all areas of comput-
ing and communications. There are various techniques for coding the data to reduce
the redundancy of the video. Most of algorithms combine spatial compensation of
images as well as movement compensation in time. Currently, there are many com-
pression standards for audiovisual data. They differ in the level of compression as
well as application. The most popular of these are H.261, MPEG and JPEG. H.261 is
the first of entire family H.26x video compression standards. It has been designed for
handling video transmission in real time. More information about the family H.26x
can be found in [2]. There is a whole family of international compression standards of
audiovisual data combined in theMPEG standard, which is described in more details
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in [5]. The best known standards are MPEG-1, MPEG-2, and MPEG-4. JPEG and
JPEG2000 standards are used for image compression with an adjustable compres-
sion rate. They are also used for video compression. The method involved in the
fact that each movie frames is compressed individually. In the proposed approach
a PVQ video compression algorithm is used, which combines techniques of VQ
(vector quantization) [7, 8], and DPCM (differential pulse code modulation). More
information on the techniques can be found in [3, 4]. For detection of key frames was
used SURF algorithm based on the key points of the image [12]. Correct detection
of key frames allows to change the necessary compression parameters such as the
predictor and the codebook [13, 14].

2 Related Works

2.1 Predictive Vector Quantization Method

The PVQ algorithm is a special approach to image compression. It combines vec-
tor quantization technique [7, 8] with the scalar differential pulse code modulation
scheme [3, 4], and combined with Huffman coding. The block diagram of the PVQ
algorithm consists of the encoder and decoder, each containing: an identical neural-
predictor, a codebook, a neural vector quantizer and the Huffman coder.

The successive input vectors V (t) are introduced to the encoder. The differences
E (t) = [e1 (t) , e2 (t) , . . . , eL (t)]T given by the equation

E (t) = V (t) − V (t) (1)

are formed, where: V (t) = [v1 (t) , v2 (t) , . . . , vL (t)]T is the predictor of V (t).
Statistically, the differences E (t) require fewer quantization bits than the original
subimages V (t). The next step is vector quantization of E (t) using the set of repro-
duction vectors G = [

g0, g1, . . . , gJ
]
(codebook), where g j = [g1 j , g2 j , . . . , gq j ]T

(codewords). For every L-dimensional difference vector E (t), the distortion (usually
the mean square error) between E (t) and every codeword g j , j = 0, 1, . . . , J −1 is
determined. The codeword g j0 (t) is selected as the representation vector for E (t) if

d j0 = min
0≤ j≤J

d j , (2)

where we can take ameasure d in expression (2) as e.g. the Euclidean distance.When
adding the prediction vector V (t) to the quantized difference vector g j0 (t) we get
the reconstructed approximation Ṽ (t) of the original input vector V (t), i.e.

Ṽ (t) = V (t) + g j0 (t) . (3)
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The predicted vector V (t) of the input vector V (t) is made from past observation of
reconstructed vector Ṽ (t − 1). In our approach, the predictor is a nonlinear neural
network specifically designed for this purpose. In future research we plan to employ
orthogonal series nonparametric estimates for the predictor design [9, 17], neuro-
fuzzy predictor [15], and decision trees for mining data streams [18, 19].

The appropriate codewords j0 (t) are broadcasted via the transmission channel to
the decoder. In the decoder, first the codewords j0 (t) transmitted by the channel are
decoded using codebook and then inverse vector-quantized. Next, the reconstructed
vector Ṽ (t) is formed in the same manner as in the encoder (see relation (2)).

2.2 SURF Key Frame Detection Method

The SKFD method was firstly proposed by Grycuk et al. [12]. The algorithm is
based on SURF [1, 16], which detects the frame keypoints and allow to compare two
frames an match the detected keypoints. The SURFmethod is widely used in various
systems: image recognition image databases, content-based image retrieval [10],
image description [11], object tracking [6] an many others. The SKDF consists of
several stages. In the first step the method divides input video on individual and
labeled frames. The next step initiates two local variables current and next and
loads the first frame to current and second one to next respectively. The following
stage detects the keypoints on both images and match the corresponding keypoints.
On output of this step we obtain the f actor , which is the percentage relation of the
matchedof corresponding and all keypoints. The f actor is in range0 ≤ f actor ≤ 1,
where 0—zero similarity and 1—complete similarity. If the f actor is comparedwith
t value (input parameter). If f actor is lower then t the next frame is tagged as key
frame. Then the next frame is set as current and to the next frame the following
frame is load. In the last step the previous steps are repeated until the next frame is
null. The correctness of SURFmethod is crucial, because founding the corresponding
keypoints has much influence on the factor.

3 Proposed Method

The proposed method for video compression is based on the existing compression
algorithmPVQ, andhas been extended to key framedetectionmethodbased onSURF
algorithm. During the first steps, the algorithm divides video input into individual
frames. Next it checks whether the current frame is a key frame or not. In this stage
SURFdetector searches corresponding key points on both image (current, key frame).
This step is crucial. When the result of this analysis is true, the algorithm create a
new parameters of compression. These parameters are used by neural coder based
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Fig. 1 Video compression algorithm

on PVQ algorithm, to compress all frames compatible with key frame. The next step
of the algorithm is saving compression parameters and compressed frames to the
output file. The diagram below Fig. 1 shows the proposed algorithm.

4 Experimental Result

Efficiency of our algorithm was tested using a set of frames extracted from uncom-
pressed video file. We conducted several experiments. The purpose of the first two
tests was to examine the behavior of algorithm when compressed frames were com-
patible with key frame (Fig. 2). During the first one, we checked the image quality
of individual frames (Fig. 3). Separate codebook and predictor was created for each
frame. In the second experiment, the same codebook and predictor was used for all
frames compatible with the key frame (Fig. 4).

For the third and fourth experiments, we examined algorithm behaviour when the
scene changed (Fig. 5). SKFD algorithmwas used in order to detect scene transitions

Fig. 2 a Original sequence. b Compressed sequence test 1. c Compressed sequence test 2
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Fig. 3 Difference between frames in test 1

Fig. 4 Difference between frames in test 2

Fig. 5 a Original sequence. b Compressed sequence test 3. c Compressed sequence test 4

and label new key frame (Fig. 6). minHessian parameter for this algorithm was set
to 500 similarly to our previous research [12]. Thanks to training of codebook and
predictor for keyframe, algorithm adapts better compression parameters to the set of
frames and improves the image quality after decompression (Fig. 7).
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Fig. 6 Key frame detection

Fig. 7 PSNR change

Fig. 8 Difference between frames in test 3

In third experiment we used the same codebook and predictor when the scene
was changing. The results show that this approach is insufficient in case of a major
scene changes (Fig. 8). In the fourth experiment, when detecting new key frame the
algorithm creates new predictor and codebook. Image quality after compression is
better than in the third experiment as shown in Fig. 9.
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Fig. 9 Difference between frames in test 4

5 Conclusions

The presented method is a novel approach for video compression. Simulations ver-
ified the correctness of the algorithm. The presented approach shows that the key
frame detection algorithm is especially useful for the presented compression algo-
rithm. During the experiments we discovered, that without the key frame detection a
video sequence compressed by our algorithm would exhibit a poor quality of frames
after the scene transition.On the other hand, the number of data resulting from includ-
ing the compression parameters for every frame would greatly impact on the output
files size. In the future work we will try to compare our method with other compres-
sion algorithm such as MPEG4 or H264. We will perform various simulations that
allows us to evaluate our method.
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Cell Detection in Corneal Endothelial Images
Using Directional Filters

Krzysztof Habrat, Magdalena Habrat, Jolanta Gronkowska-Serafin
and Adam Piórkowski

Abstract The article presents an algorithm for the detection of corneal endothe-
lium cells in images obtained with confocal microscopy (KH algorithm). Firstly,
preprocessing issues are presented. The proposed methodology is based on image
processing algorithms, especially filters. The method outputs images that are pre-
pared for further analysis, e.g. stereologicalmeasurements. Each step of the algorithm
is discussed in detail and other methods of digital images processing are compared
to the research results.

Keywords Preprocessing · Binarization · Segmentation · Cell counting · Corneal
endothelial

1 Methods for Cell Detection in Digital Images of Corneal
Endothelium

Image processing methods are successfully implemented in various branches of sci-
ence, for example medicine [15]. In computer image analysis (regardless of the
analyzed discipline) the main purpose of transformation is to obtain a properly seg-
mented binary image. In order to obtain such images a series of transformations is
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Powstańców Wielkopolskich 72 Av., 70–111 Szczecin, Poland

J. Gronkowska-Serafin
Oejenafdelingen, Regionshospitalet Holstebro, Laegaardvej 12a,
7500 Holstebro, Denmark

© Springer International Publishing Switzerland 2016
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carried out on the input image. This results in a contrast image, in which objects (e.g.
specific objects such as cells) are clearly distinguishable from the background.

1.1 Input Data

A watershed algorithm is used frequently to separate individual cells in images.
Unfortunately, this algorithm is sensitive to artifacts in the input images. These arti-
factsmight exist due to image acquisition issues andmay bemanifested, for example,
by the occurrence of stripes or other noise which confound essential information in
the image (Fig. 1). A detailed description of the structure and performance issues
of the proposed system is available in the literature [7]. The other issue is the cell
bindings which are visible in pictures, or which cause artifacts (e.g. nuclei are shown
as a “dimples” which are visible during analysis as a cell division which makes
one cell looks like two). In order to eliminate such issues it is necessary to perform
some transformations that reduce noise and normalize image illumination. This has
a crucial significance when analyzing corneal endothelium images as they are char-
acterized by a number of disturbances in the form of numerous horizontal stripes
caused by interlacing (Fig. 1b), especially in the upper area of the image.

Figure2 shows disturbances of illumination. The presented graphs (Fig. 2) show
an average level of pixel brightness in the original image in rows (Fig. 2a) and columns
(Fig. 2b).

2 Methods for Data Preprocessing

Uneven illumination leads to a situation in which the level of brightness tallies in
one place with the cell surface, but in another denotes intercellular space. An excep-
tional irregularity is visible along the columns. Significantly, these issues make it

Fig. 1 Fragments of the original (a) and normalized (b) image of corneal endothelium with visible
disturbances in the form of horizontal stripes, normalized (c) image of corneal endothelium where
noise is visible



Cell Detection in Corneal Endothelial Images Using Directional Filters 115

difficult to bring the images to a binary form which is sufficient for further analy-
sis. Consequently, a noise removal methodology has been introduced and compared
to commonly used methods (median filtering). These factors make the use of the
Watershed algorithms inapplicable [10].

Method of adjusting the brightness levels for images of corneal endothelium cells
The last stage of the initial transformation is adjusting the level of image brightness
in columns and rows. It is possible to use one of the two proposed methods according
to the following formulae. The first formula estimates the average value in each row
(2) or column (3) (depending on whether the image is adjusted in rows or columns),
compares the calculated value with the average brightness of the image (1). The next
step, depending on the obtained result, is to add or subtract a certain value so the
average brightness in a row or a column is equal to the average brightness of the
image (4), (5) [9]. The second formula differs from the first in the following way:
when in a given row or column the average brightness of a pixel is less than the
average brightness of the image, a certain number is multiplied instead of added to
get a value which is equal to the average brightness of the image (6), (7). This method
produces higher contrast (Fig. 4) when the average value in a row or column is lower
than the average image brightness The last method performs illumination adjustment

Fig. 2 Values of average levels of brightness in rows (a) and columns (b). The x–axis shows
the location of a pixel against the upper left corner of the image—profile, the y–axis shows the
illumination value of a given pixel

Fig. 3 Normalized (a) image of corneal endothelium with adjusted illumination along the columns
(b) and in both directions (c) and in the round neighborhood using r = 10 (d)
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Fig. 4 Normalized and averaged (a) image of corneal endotheliumwith adjusted illumination along
the columns (b) and in both directions (c) and in the round neighborhood using r = 10 (d)

for a round neighborhood of each pixel (9) (Fig. 3).
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Pouti j =
⎧
⎨
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Pini j + S − Ski f or Ski > S
Pini j f or Ski = S
Pini j S

Ski
f or Ski < S

⎫
⎬

⎭ (8)

Pouti j = Pini j + (S − Sri j ) (9)

where:
Pin—input image
Pout—output image
S—arithmetic mean of brightness levels of all image pixels
Sw j—arithmetic mean of brightness levels of pixels in j-row in the image
Ski—arithmeticmean for the levels of pixels brightness and in i-column in the image.
Sri j—arithmetic mean of brightness levels for all pixels in the distance equal or less
than r from pixel i, j .

3 Methods of Binarization of Corneal Endothelium Cells

In order to obtain a particular and logical image of the corneal endothelium it is
necessary to apply methods of binarization, as threshold binarization is not sufficient
[14], even with proper noise removal and brightness level adjustment.

3.1 Other Binarization Approaches

There are a few approaches to corneal endothelium image binarization.
In [13] the author describes a binarization process that consists of the following

stages: removal of the lowest frequency, gap closing, contrast enhancement, thresh-
olding, skeletonization, and finally improvements to the output image.

An interesting approach which uses shape masks for convolution is presented in
[5]. The authors designed three kinds of mask: ‘tricorn’, orthogonal (vertical and
horizontal) and diagonal.

Another method is the use of pyramid methods in image processing [1]. In [4]
the authors perform morphological operations to assess the thinned boundaries and
next use wavelet pyramidal decomposition to carry out the binarization of corneal
endothelial cells.

An interesting method is presented in [6]. The authors propose a scissoring oper-
ator which separates cells in the binary image, instead using a type of watershed
algorithm.

A very promising approach to binarization is presented in [2]. The authors use
the active contour technique to obtain the shape of each cell in the image.
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Fig. 5 Part of a normalized and averaged corneal endothelium image (a), binarized with adaptive
method with low threshold (b), average threshold (c) and high threshold (d)

To assess cells contours a supervised classification scheme can be used [12]. The
authors propose a multi-scale 2-dimensional matched filter to extract cells compo-
nents. To obtain the final segmentation, a Support Vector Machine classifier is used.

Adaptive binarization Adaptive binarization is one of the easiest methods for the
binarization of corneal endothelium images, however it is not very effective. This
method moves masks with odd sizes (adjusted to the average size of cells in pixels)
and determines a value of 0 or 1 for the central element on the basis of the mask
context and taking into consideration a particular point. Figure5 shows logical images
which were the result of three different threshold adjustments. This method does not
provide satisfying results. The vast majority of cells do not reflect their matrix shape,
and in many places the cells either combine or are ‘leaky’.

Top–Hat binarization algorithm Top-hat is a process which is performed by sub-
tracting the opening result from the input image. This makes it possible to obtain
an image with an adjusted background. The structural element used for the opening
process needs to be large enough to successfully remove all corneal cells from the
image. However, when it is too large it will cause incorrect background adjustment
which further complicates binarization. Unfortunately, even if this method seems to
be suitable for such processes as segmentation or binarization, it does not produce
good results for corneal endothelium images. Figure6 shows top-hat binarization
results with the use of three different thresholds.

Binarization with the use of a 9× 9 mask One of the suggested methods of bina-
rization of corneal endothelium images uses a 9× 9 size mask [8]. It was observed
in corneal endothelium images that there is regular space between cells (7 pixels in
average). With this is mind, a 9× 9 size mask was created in order to distinguish
intercellular boundaries. This fulfilled its aim relatively well because of its structure.
The strongest weight was given to the central point which promoted the darkest pix-
els. If we invert all elements in the mask, then the mask detects corneal endothelium
cells. Elements distribution is presented in (10). The filtering and binarization result
from an output image with the use of this mask is presented in Fig. 7.
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-2 -1 0 6 12 6 0 -1 -2
-2 -1 0 12 32 12 0 -1 -2
-2 -1 0 6 12 6 0 -1 -2
-2 -1 0 0 0 0 0 -1 -2
-3 -2 -1 -1 -1 -1 -1 -2 -3
-3 -3 -2 -2 -2 -2 -2 -3 -3

⎤

⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

(10)

Proposed binarization algorithm with the use of a 9× 9 size directional masks
(KH algorithm) The best binarization method so far (among methods presented
above) is a 9× 9 size filter mask. However, the mask is not perfect as it detects not
only intercellular space, but also small objects that look like “holes” in cells, which
are probably nuclei. A new method of four 9× 9 direction mask emerged whilst
taking into consideration filtering with a big mask and analyzing mistakes made
during binarization conducted with the previous methods (Table1, vertical mask and
its transposition to horizontal, and, diagonal masks) [3]. The way these masks work
is similar to the previous method in a sense that those masks emphasize not only one
central point, but also a line in the middle of the mask which is directed at an angle
of 0◦, 45◦, 90◦ or 135◦ against the vertical direction. In this way 4 output images
were obtained (Fig. 8).

Images obtained with this method were binarized (assuming that during filtering
there were some restrictions implemented and each value that exceeded the threshold
of 255 was assigned a value equal to this threshold) and a logical value 1 was set for
all pixels with value 255. Figure9 shows images that were processed in this way.

In the binary images that emerged, it is visible that besides intercellular spaces, the
mask has also detected small objects which look like “holes” in cells. With the use of
indexation it was possible to get rid of elements smaller than 40 pixels. The is shown
in Fig. 10. Binary images obtained in this way were bounded (binary addition), and

Fig. 6 Part of normalized and averaged image of corneal endothelium (a), binarized with the use
of the top-hat algorithm with low threshold (b), average (c) and high (d)
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Fig. 7 Normalized and
averaged (a) image of
corneal endothelium with
adjusted illumination along
the columns (b) in both
directions (c) in the round
neighborhood using
r = 10 (d)

Table 1 Four directional masks for cells’ boundaries detection

⎡

⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

0 0 0 0 0 0 0 0 0

0 0 0 0 0 0 0 0 0

22 -2 -4 -8 -16 -8 -4 -2 22

22 -2 -4 -8 -16 -8 -4 -2 22

22 -2 -4 -8 -16 -8 -4 -2 22

22 -2 -4 -8 -16 -8 -4 -2 22

22 -2 -4 -8 -16 -8 -4 -2 22

0 0 0 0 0 0 0 0 0

0 0 0 0 0 0 0 0 0

⎤

⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

⎡

⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

0 0 22 22 22 22 22 0 0

0 0 -2 -2 -2 -2 -2 0 0

0 0 -4 -4 -4 -4 -4 0 0

0 0 -8 -8 -8 -8 -8 0 0

0 0 -16 -16 -16 -16 -16 0 0

0 0 -8 -8 -8 -8 -8 0 0

0 0 -4 -4 -4 -4 -4 0 0

0 0 -2 -2 -2 -2 -2 0 0

0 0 22 22 22 22 22 0 0

⎤

⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

⎡

⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

22 22 22 0 0 0 0 0 0

22 -2 -2 -2 0 0 0 0 0

22 -2 -4 -4 -4 -8 -16 0 0

0 -2 -4 -8 -8 -16 -8 0 0

0 0 -4 -8 -16 -8 -4 0 0

0 0 -8 -16 -8 -8 -4 -2 0

0 0 -16 -8 -4 -4 -4 -2 22

0 0 0 0 0 -2 -2 -2 22

0 0 0 0 0 0 22 22 22

⎤

⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

⎡

⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

0 0 0 0 0 0 22 22 22

0 0 0 0 0 -2 -2 -2 22

0 0 -16 -8 -4 -4 -4 -2 22

0 0 -8 -16 -8 -8 -4 -2 0

0 0 -4 -8 -16 -8 -4 0 0

0 -2 -4 -8 -8 -16 -8 0 0

22 -2 -4 -4 -4 -8 -16 0 0

22 -2 -2 -2 0 0 0 0 0

22 22 22 0 0 0 0 0 0

⎤

⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

then negations were created and the final result was obtained. Figure11 presents the
proposed algorithm schema.

4 Results and Comparison of Selected Binarization Methods

The algorithms presented in the research paper were compared according to the
quality of binarization results. InFig. 12binarization results are presentedwith the use



Cell Detection in Corneal Endothelial Images Using Directional Filters 121

Fig. 8 Output images obtained after filteringwith a verticalmask,b horizontalmask, c left diagonal
mask , and d right diagonal mask

Fig. 9 Image binarization effects

Fig. 10 Images excluding objects with an area less than 40 pixels

of all 4 algorithms. Based on the obtained results it is possible to subjectively evaluate
the quality of output images. The proposed algorithm had the best performance in
distinguishing cells by giving them a regular edge shape.



122 K. Habrat et al.

Fig. 11 The proposed
algorithm schema

START 

LOADING 
DATA 

PREPROCESSING

9x9 FILTER 
HORIZONTAL

9x9 FILTER 
VERTICAL 

9x9 FILTER 
DIAGONAL L

9x9 FILTER 
DIAGONAL R

BINARIZATION BINARIZATION BINARIZATION BINARIZATION

SMALL OBJ 
REMOVING

SMALL OBJ 
REMOVING

SMALL OBJ 
REMOVING

SMALL OBJ 
REMOVING

STOP 

SUM, NEGATION 

Fig. 12 Results of
binarization of
non-normalized image with
adaptive method (b), with
the use of top-hat (c), with
the use of mask size 9 × 9
(d), proposed algorithm
(using 4 direction masks size
9 × 9) (e) and final
segmentation (f). Input
image (a)—normalized

5 Summary

The described research presents an adaptable algorithm for the detection of objects
that represent corneal endothelium cells. A detailed description of the methodology
of clarifying blurry images and binarizing such images has been presented and its
use has been compared to general and popular methods of image processing. The
proposedmethodology seems to be satisfactory from the point of view of the medical
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specialist. It is unfortunately sensitive to image resizing, which is the basis for the
Authors to conduct further research.

Further work involves a research on methods of segmentation (e.g. precise seg-
mentation [11]), a construction of a grid based on ‘tripple points’. An interesting issue
will be an adaptation of an algorithm for neighborhood map [10] for binarization of
corneal endothelial microscopy images.
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The Method of Probabilistic Nodes
Combination in 2D Information Retrieval,
Pattern Recognition and Biometric Modeling

Dariusz Jacek Jakóbczak

Abstract Proposed method, called Probabilistic Nodes Combination (PNC), is the
method of 2D curve modeling and interpolation using the set of key points. Nodes
are treated as characteristic points of unknown object for modeling and recognition.
Identification of shapes or symbols need modeling and each model of the pattern is
built by a choice of probability distribution function and nodes combination. PNC
modeling via nodes combination and parameter γ as probability distribution function
enables curve parameterization and interpolation for each specific object or symbol.
Two-dimensional curve is modeled and interpolated via nodes combination and dif-
ferent functions as continuous probability distribution functions: polynomial, sine,
cosine, tangent, cotangent, logarithm, exponent, arc sin, arc cos, arc tan, arc cot or
power function.

Keywords Pattern recognition · Shape modeling · Curve interpolation · PNC
method · Nodes combination · Probabilistic modeling

1 Introduction

The problem of curve modeling appears in many branches of science and industry.
There are several methods to describe and calculate geometry of the curve. Also
object identification and pattern recognition are still the open questions in artifi-
cial intelligence and computer vision. The paper is dealing with these problems via
handwritten text identification and recognition. Handwriting based author recogni-
tion offers a huge number of significant implementations which make it an impor-
tant research area in pattern recognition [18]. There are so many possibilities and
applications of the recognition algorithms that implemented methods have to be con-
cerned on a single problem. Handwriting and signature identification represents such
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a significant problem. In the case of biometric writer recognition, described in this
paper, each person is represented by the set of modeled letters or symbols. The sketch
of proposed method consists of three steps: first handwritten letter or symbol must
be modeled by a curve, then compared with unknown letter and finally there is a
decision of identification. Author recognition of handwriting and signature is based
on the choice of key points and curve modeling. Reconstructed curve does not have
to be smooth in the nodes because a writer does not think about smoothing dur-
ing the handwriting. So curve interpolation in handwriting identification is not only
a pure mathematical problem but important task in pattern recognition and artifi-
cial intelligence such as: biometric recognition [1, 7, 8], personalized handwriting
recognition [14], automatic forensic document examination [20, 25], classification of
ancient manuscripts [23]. Also writer recognition in monolingual handwritten texts
is an extensive area of study and the methods independent from the language are
well-seen. Proposed method represents language-independent and text-independent
approach because it identifies the author via a single letter or symbol from the sample.
So novel method is also applicable to short handwritten text.

Writer recognition methods in the recent years are going to various directions:
writer recognition using multi-script handwritten texts [10], introduction of new fea-
tures [2], combining different types of features [7], studying the sensitivity of charac-
ter size on writer identification [15], investigating writer identification in multi-script
environments [10], impact of ruling lines onwriter identification [4],model perturbed
handwriting [5], methods based on run-length features [7, 9], the edge-direction and
edge-hinge features [1], a combination of codebook and visual features extracted
from chain code and polygonized representation of contours [24], the autoregressive
coefficients [10], codebook and efficient code extractionmethods [11], texture analy-
sis with Gabor filters and extracting features [22], using Hidden Markov Model [13,
17, 19] or Gaussian Mixture Model [18]. But no method is dealing with writer iden-
tification via curve modeling or interpolation and points comparing as it is presented
in this paper. The paper wants to approach a problem of curve interpolation [3, 6,
16] and shape modeling [26] by characteristic points in handwriting identification.
Proposed method relies on nodes combination and functional modeling of curve
points situated between the basic set of key points. The functions that are used in
calculations represent whole family of elementary functions with inverse functions:
polynomials, trigonometric, cyclometric, logarithmic, exponential and power func-
tion. These functions are treated as probability distribution functions in the range
[0; 1]. Nowadays methods apply mainly polynomial functions, for example Bern-
stein polynomials in Bezier curves, splines andNURBS [21]. But Bezier curves don’t
represent the interpolation method and cannot be used for example in signature and
handwriting modeling with characteristic points (nodes). Numerical methods for
data interpolation are based on polynomial or trigonometric functions, for example
Lagrange, Newton, Aitken and Hermite methods. These methods have some weak
sides [16] and are not sufficient for curve interpolation in the situations when the
curve cannot be build by polynomials or trigonometric functions.

This paper presents novel Probabilistic Nodes Combination (PNC) method of
curve interpolation and takes up PNC method of two-dimensional curve modeling.
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The method of PNC requires minimal assumptions: the only information about a
curve is the set of at least two nodes. Proposed PNC method is applied in handwrit-
ing identification via different coefficients: polynomial, sinusoidal, cosinusoidal,
tangent, cotangent, logarithmic, exponential, arc sin, arc cos, arc tan, arc cot or
power. Function for PNC calculations is chosen individually at each modeling and it
represents probability distribution function of parameter α ∈ [0; 1] for every point
situated between two successive interpolation knots. PNC method uses nodes of the
curve pi = (xiyi) ∈ R2, i = 1, 2, . . . n: PNC needs 2 knots or more (n ≥ 2); if first
node and last node are the same (p1 = pn) then curve is closed (contour); for more
precise modeling knots ought to be settled at key points of the curve, for example
local minimum ormaximum, the highest point of the curve in a particular orientation,
convexity changing or curvature extrema. So this paper wants to answer the question:
how to model a handwritten letter or symbol by a set of knots [12]?

2 Probabilistic Modeling

The method of PNC is computing points between two successive nodes of the curve:
calculated points are interpolated and parameterized for real number α ∈ [0; 1] in
the range of two successive nodes. PNCmethod uses the combinations of nodes p1 =
(x1, y1), p2 = (x2, y2), . . . , pn = (xn, yn) as h(p1, p2, . . . , pm) and m = 1, 2, . . . , n
to interpolate second coordinate y for first coordinate c = α · xi + (1 − α) · xi+1,
i = 1, 2, . . . n − 1:

y(c) = γ · yi + (1 − γ)yi+1 + γ(1 − γ) · h(p1, p2, . . . , pm)

α ∈ [0; 1], γ = F(α) ∈ [0; 1] (1)

Two examples of h computed for MHR method [12] with good features because
of orthogonal rows and columns at Hurwitz-Radon family of matrices:

h(p1, p2) = y1
x1

x2 + y2
x2

x1 (2)

or
h(p1, p2, p3, p4) = 1

x21+x23
(x1x2y1 + x2x3y3 + x3x4y1 − x1x4y3)

+ 1
x22+x24

(x1x2y2 + x1x4y4 + x3x4y2 − x2x3y4)

The examples of other nodes combinations:

h(p1, p2) = y1x2
x1y2

+ y2x1
x2y1

, h(p1, p2) = x1y1 + x2y2 or h(p1, p2, . . . , pm) = 0 (3)
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Nodes combination is chosen individually for each curve. Formula (1) gives the
infinite number of possibilities for curve calculations (determined by choice of F and
h) as there is the infinite number of human signatures, handwritten letters and sym-
bols. Nodes combination is the individual feature of eachmodeled curve (for example
a handwritten letter or signature). Coefficient γ = F(α) and nodes combination h
are key factors in PNC curve interpolation and shape modeling.

2.1 Distribution Functions in PNC Modeling

Points settled between the nodes are computed using PNCmethod. Each real number
c ∈ [a; b] is calculated by a convex combination c = α · a + (1 − α) · b for
α = (b − c)/(b − a) ∈ [0; 1]. Key question is dealing with coefficient γ in (1).
The simplest way of PNC calculation means h = 0 and γ = α (basic probability
distribution). Then PNC represents a linear interpolation. MHR [12] is the example
of PNC modeling. Each interpolation requires specific distribution of parameter α
and γ (1) depends on parameter α ∈ [0; 1]:

γ = F(α), F : [0; 1] → [0; 1], F(0) = 0,F(1) = 1

andF is strictlymonotonic. Coefficient γ is calculated using appropriate function and
choice of function is connected with initial requirements and curve specifications.
Different values of coefficient γ are connected with applied functions F(α). These
functions γ = F(α) represent the examples of probability distribution functions
for random variable α ∈ [0; 1] and real number s > 0: γ = αs, γ = sin(αs · π/2),
γ = sins(α·π/2), γ = 1−cos(αs ·π/2), γ = 1−coss(α·π/2), γ = tan(αs ·π/4), γ =
tans(α·π/4), γ = log2(α

s+1), γ = logs
2(α+1), γ = (2α−1)s, γ = 2/π·arcsin(αs),

γ = (2/π · arcsinα)s, γ = 1 − 2/π · arccos(αs), γ = 1 − (2/π · arccosα)s,
γ = 4/π · arctan(αs), γ = (4/π · arctanα)s, γ = cot(π/2 − αs · π/4), γ =
cots(π/2 − α · π/4), γ = 2 − 4/π · arccot(αs), γ = (2 − 4/π · arccotα)s.

Functions above are strictly monotonic for random variable α ∈ [0; 1] as γ =
F(α) is probability distribution function. Choice of function and value s depends
on curve specifications and individual requirements. What is very important in PNC
method: two curves (for example a handwritten letter or signature) may have the
same set of nodes but different h or γ results in different interpolations (Figs. 1, 2, 3
and 4).

Algorithm of PNC interpolation andmodeling consists of five steps: first choice of
knots pi at key points, then choice of nodes combination h(p1, p2, . . . , pm), choice
of distribution γ = F(α), determining values of α : α = 0.1, 0.2, . . . , 0.9 (nine
points) or 0.01, 0.02, …, 0.99 (99 points) or others and finally the computations (1).
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3 Biometric Modeling and Pattern Recognition

The process of biometric identification consists of three parts: pre-processing, fea-
ture extraction and comparison (the result). Pre-processing is a common stage for
all methods with binarization, thinning, size standardization. Proposed approach is
based on feature extraction and comparison. Feature extraction gives the key points
(nodes) that are used in PNC curve reconstruction. PNC method enables signature
and handwriting recognition, which is used for biometric purposes. The language
does notmatter because each symbol is treated as a curve. This process of recognition
consists of three parts:

1. Before recognition—continual and never-ending building the data basis: patterns’
modeling—choice of nodes combination and probabilistic distribution function
(1) for known signature or handwritten letters of some persons in the basis;

2. Feature extraction: unknown author—choice of characteristic points (nodes) for
unknown signature or handwritten words;

3. The result: recognition or identification—comparing the results of PNC inter-
polation for known patterns from the data basis with coordinates of unknown
object.

3.1 Modeling—The Basis of Patterns (Continually Being
Larger)

Letters or symbols of some persons ought to be modeled by the choice of nodes,
determining specific nodes combination and characteristic probabilistic distribution
function. As the example for recognition in Sect. 3.3, the signature “rw” looks differ-
ent for person A (for example Richard Wright) and B (for example Rachel White).
So how to model handwritten characters via PNC method? Each model has to be
described (1) by the set of nodes, nodes combination h and a function γ = F(α) for
each letter. Less complicated models can take h(p1, p2, . . . , pm) = 0 and then the
formula of interpolation (1) looks as follows:

y(c) = γ · yi + (1 − γ)yi+1 (4)

Formula (4) represents the simplest linear interpolation for basic probability
distribution (γ = α). So in this example, used for recognition in Sect. 3.3, how
first letter “r” is modeled in two versions for nodes combination h = 0 (4) and
α = 0.1, 0.2 . . . 0.9? Of course α is a random variable and αin[0; 1].

Person A Nodes (1;3), (3;1), (5;3), (7;2) and γ = F(α) = α2:
Person B Nodes (1;3), (3;1), (5;3), (7;4) and γ = F(α) = α3:
These twoversions of letter “r” (Figs. 1, 2)with nodes combinationh = 0 (4) differ

at fourth node and probability distribution functions γ = F(α).Muchmore possibili-
ties of modeling are connected with a choice of nodes combination h(p1, p2, . . . , pm)
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Fig. 1 PNC modeling of
letter “r” with four nodes

Fig. 2 PNC modeling of
handwritten letter “r”

as (2)–(3) or others. Now let us consider the example for letter “w” with nodes com-
bination h = 0 (4), that is used for recognition in Sect. 3.3.

Person A Nodes (2;2), (3;1), (4;2), (5;1), (6;2) and γ = F(α) = (5α − 1)/4:
Person B Nodes (2;2), (3;1), (4;2), (5;1), (6;2) and γ = F(α) = sin3.5(α · π/2):
These two versions of letter “w” (Figs. 3, 4) with nodes combination h = 0 (4)

and the same nodes differ only at probability distribution functions γ = F(α). So
persons A and B with the parameters of their signatures are allocated in the basis
of patterns. The curve does not have to be smooth at the nodes because handwritten
symbols are not smooth. The range of coefficients x has to be the same for all models
because of comparing appropriate coordinates y. Every letter is modeled by PNC via
three factors: the set of nodes, probability distribution function γ = F(α) and nodes
combination h. These three factors are chosen individually for each letter, therefore
this information about modeled letters seems to be enough for specific PNC curve
interpolation, comparing and handwriting identification. What is very important—
PNCmodeling is independent of the language or a kind of symbol (letters, numbers or
others). One personmay have several patterns for one handwritten letter. Summarize:
every person has the basis of patterns for each handwritten letter or symbol, described
by the set of nodes, probability distribution function γ = F(α) and nodes combina-
tion h. Whole basis of patterns consists of models Sj for j = 0, 1, 2, 3, . . . ,K .
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Fig. 3 PNC modeling for
nine reconstructed points
between nodes

Fig. 4 PNC modeling of
handwritten letter “w”

3.2 Unknown Author—Key Points of the Curve (Feature
Extraction)

After pre-processing (binarization, thinning, size standarization), feature extraction
is second part of biometric identification. Choice of characteristic points (nodes)
for unknown letter or handwritten symbol is a crucial factor in object recognition.
The range of coefficients x has to be the same like the x range in the basis of pat-
terns. When the nodes are fixed, each coordinate of every chosen point on the curve
(xc

0, yc
0), (x

c
1, yc

1), . . . , (x
c
M , yc

M) is accessible to be used for comparing with the mod-
els. Then probability distribution functionγ = F(α) and nodes combination h have to
be taken from the basis ofmodeled letters to calculate appropriate second coordinates
yj

i of the pattern Sj for first coordinates xc
i , i = 0, 1, . . . ,M. After interpolation it is

possible to compare given handwritten symbol with a letter in the basis of patterns.

3.3 Decision of Recognition (The Result)

Comparing the results of PNC interpolation for required second coordinates of a
model in the basis of patterns with points on the curve (xc

0, yc
0), (x

c
1, yc

1), . . . , (x
c
M ,

yc
M), one can say if the letter or symbol is written by person A, B or another. The
comparison and decision of recognition [12] is done via minimal distance criterion.
Curve points of unknown handwritten symbol are: (xc

0, yc
0), (x

c
1, yc

1), . . . , (x
c
M , yc

M).
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Fig. 5 Letter “w” by
unknown author recognized
as person A

The criterion of recognition for models Sj = (xc
0, yc

0), (x
c
1, yc

1), . . . , (x
c
M , yc

M), j =
{1, 2, . . . ,K} is given as:

M∑

i=0

∣∣∣yc
i − y(j)i

∣∣∣ → min or

√√√√
M∑

i=0

∣∣∣yc
i − y(j)i

∣∣∣
2 → min (5)

Minimal distance criterion helps us to fix a candidate for unknown writer as a
person from the model Sj in the basis. For example using (5), if above data basis
consists of two persons A and B, the letter from Fig. 5 is recognized as person A.

4 Conclusions

The method of Probabilistic Nodes Combination (PNC) enables interpolation and
modeling of two-dimensional curves using nodes combinations and different coeffi-
cients γ: polynomial, sinusoidal, cosinusoidal, tangent, cotangent, logarithmic, expo-
nential, arc sin, arc cos, arc tan, arc cot or power function. Function for γ calculations
is chosen individually at each curve modeling and it is treated as probability distri-
bution function: γ depends on initial requirements and curve specifications. PNC
method leads to curve interpolation as handwriting or signature identification via
discrete set of fixed knots. So PNC makes possible the combination of two impor-
tant problems: interpolation and modeling in a matter of writer identification. Main
features of PNC method are: calculations for coordinates close to zero and near
by extremum require more attention because of importance of these points; PNC
interpolation develops a linear interpolation into other functions as probability dis-
tribution functions; PNC is a generalization of MHR method via different nodes
combinations; interpolation of L points is connected with the computational cost of
rank O(L) as in MHRmethod; nodes combination and coefficient γ are crucial in the
process of curve probabilistic parameterization and interpolation: they are computed
individually for a single curve.
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Future works are going to applications of PNC method in signature and hand-
writing biometric recognition: choice and features of nodes combinations h and
coefficient γ.
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3-D Reconstruction of Real Objects Using
an Android Device

Krzysztof Kowalak, Łukasz Kamiński, Paweł Gardziński, Sławomir
Maćkowiak and Radosław Hofman

Abstract In the paper, the autonomous system of reconstruction of 3-Dmodel based
on the matching characteristic features between the images for mobile devices with
Android OS is proposed. Ourmethod focuses on fully automated systemwithmarker
less calibration method. The experimental results show that although the recon-
structed objects contain certain artifacts or loss, the end result can be successfully
used by the average user.

1 Introduction

In recent years 3-D printing, 3-D visualization of a scene in everyday life and a video
content creating have earned massive popularity. A large number of 3-D models is
generated, put together in one scene, allowing viewers to navigate through it or print
it and used it in prototyping process. People in the industry spent uncountable hours
trying to model the world with detailed environment. This can be troublesome for
most people. It would be nice if anyone can reconstruct any scene depicted in their
photographs in a fairly accurate 3-D model.

This paper presents innovative approach towards 3-D reconstruction of objects,
which is characterized by low-cost of the system. The solution is based on mobile
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S. Maćkowiak
e-mail: smack@multimedia.edu.pl

R. Hofman
3D Vision Sp. z o.o., Warsaw, Poland
e-mail: radekh@3d-vision.com.pl

© Springer International Publishing Switzerland 2016
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devices with Android operating system as an image acquisition system and an appli-
cation which performs image processing operations and is running e.g. in the cloud
systems.

The most popular methods of the 3-D model objects reconstruction based on
images are: techniques based on the estimation of depthmaps from two ormore views
of the object [7, 8], reconstructions based on the matching characteristic features
between the images [9, 10] and volumetric reconstruction techniques from multiple
camera views [11, 12].

The techniques based on the estimation of depth maps frommany images are very
complicated and time consuming. This process can be accelerated by the application
of ToF cameras or cameras using structured light (e.g. an infrared light KinectOne)
and generate directly a cloud of points which is the distance to the object (the depth
of the scene). During the conducted research on the reconstruction of 3-D models
of objects using volumetric reconstruction algorithm, the authors came across a
problem with the accuracy of the internal and external camera parameters and the
effect of these parameters on the quality of the estimated 3-D model. These camera
parameters have a significant impact on the quality of the estimated model. Proposed
solution uses characteristic feature points matching between two images to perform
3-D reconstruction. Authors decided to use marker less calibration method. This
approach is dedicated for most people who want to create the 3-D models via mobile
devices by creating the series of the photos of the object and then send these images
to the server and nothing more. The details are presented in the next section.

This paper is organized as follows: next section describes the proposed system
of the 3-D model reconstruction and the advances operations on images. Section3
contains results obtained by running these apps. The Sect. 4 contains the conclusions
and the future scope of this work.

2 System Description

Proposed system of 3-D model reconstruction is using an Android device. Scanned
object must be captured from different sides in order to build a 3-D model. Cap-
tured images are used to reconstruct the spatial information about the scene. General
diagram of proposed system is shown on Fig. 1.

Fig. 1 General diagram of the proposed system
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2.1 Image Acquisition

Image acquisition of scanned object is done using a specially prepared Android
application. The main purpose of application is to support the user during scanning
process. In order to build a model, user should take a series of images of object from
different angles. It is worthmentioning that there is no calibration process of Android
device. Intrinsic and extrinsic parameters of camera and lens distortion coefficients
are estimated in the later stages of the algorithm. Besides the images of object,
designed application also provides information about model and manufacturer of the
device as well as focal length.

2.2 Feature Extraction

Spatial information about observing scene must be known in order to determinate
camera coordinates for each image in one common coordinate system. Many camera
calibration methods are well known in literature [1]. Generally, these methods can by
divided into two groups. One group of them is using marker with known geometry,
and the second group is marker less. Methods which are using a marker are less
complex than marker less methods, and are giving accurate results. Unfortunately,
the need to use marker carries some complications. The end user would have to have
a marker in possession and know how to use it. Therefore authors decided to use
marker less calibration method. In order to calibrate the camera without a marker it
is needed to find some points of interest in all views. In proposed system SIFT [2]
feature points are used. SIFT points are resistant and remain stable in case of scale,
orientation and lighting change. Additionally for each SIFT point his own descriptor
is calculated which is used in next step of algorithm.

2.3 Feature Matching

The next step of the algorithm is feature points matching between two views. Indi-
vidual views are matched in each to each scheme. This is more complex solution
than chain matching but provides resistance to interruption in case of impossibility
of matching of adjacent pair of images. Feature point matching relies on descriptors
comparison of these points. Brute Force method with L2 distance metric is used to
point matching between two views. The result of this operation is a list of matched
pairs among two images. It may happen that some points are matched incorrectly.
For this reason the correction step is performed which is using a fundamental matrix.
Fundamental Matrix is calculated between two images in RANSAC [3] scheme and
describes the transformation of point set from first to second image.
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Fig. 2 Example of reconstructed sparse model

2.4 Camera Calibration

The main goal of this step is to determine camera orientation and position in space
for each image of scanned object. Calculated intrinsic and extrinsic parameters must
be accurate that means reprojection error of 3-D point into image plane need to
be as small as possible. The problem of camera parameters determination can be
formulated as non-linear minimization of mean squared error and can be solved by
Levenberg—Marquadt [4] algorithm.

The camera parameters estimation process starts with single pair of images. The
initial pair should have high number of matched feature points and proper dis-
placement so that the 3-D position of points can be identified well. Initialization
of new view starts with using a DLT [5] (Direct Linear Transform) algorithm and
RANSAC [3]. After determining the parameters of the camera, points which are
observed by this camera are added to 3-D model of object. Example of sparse model
reconstructed in this step is shown in Fig. 2.

2.5 Dense Model Reconstruction

Dense model algorithm relies on usage of SIFT characteristic features and projection
matrices designated fromprevious step and increasemodel coverage bypatches. Each
characteristic point is a central point in patch with µ×µ size, where µ is equal 5 or 7.
For single patch normal vector n(p) is assigned, except central point c(p). Normal
vector is always directed on outside of the model. The next step is patch expansion.
New patches are created in empty space between neighboring patches. When the
expansion is finished, patches filtering process is performed. For each view, location
of each patch is verifying. If some of them is in front of or behind set of patches
plane, it is removed. Based on this dense model, surface reconstruction can be made
(Fig. 3).
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Fig. 3 Dense model reconstruction

2.6 Post Processing

The dense model which was obtained in previous step need some post processing.
First of all in reconstructed model appear some points which do not belong to the
scanned object. Additionally to build a complete 3-D model there is need to perform
surface reconstruction step. Point cloud filtering is done by SOR [6] (Statistical
Outlier Removal) filter. This filter is based on stochastic analysis of all points in the
cloud and rejection of those which do not meet certain criteria. During the filtration
process the distance between point and its neighborhood is calculated. Assuming that
the distribution of these distance is Gaussian, point that do not match the distribution
are removed. Example of point cloud before and after the filtration process is shown
in Fig. 4.

Last step of algorithm is surface reconstruction. Surface reconstruction is complex
problembecause the quality of reconstructed point cloud ismostly lowdue to noise. In
order to perform surface reconstruction Poisson [7] surface reconstruction algorithm
was used. This algorithm treats model reconstruction problem as spatial Poisson
problem. This method is resistant to noise in point cloud because is considering all
points simultaneously while giving satisfactory result. The result of this method is
shown of Fig. 5.

Fig. 4 Example of SOR filter application
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Fig. 5 Example of
reconstructed surface from
point cloud

3 Experimental Results

Studies conducted in this paper concerned the estimate subjective quality of recon-
struction on the basis of prepared test sequences of real objects.

Data for the tests were recorded using a popular smartphone with Android OS.
Four image sequences which vary in terms of difficulty of reconstruction were
recorded. Two test sequences have low complexity and two others have a higher
degree of complexity. All sequences were prepared in two versions: as a series of
images and a video sequence.

Moreover, all sequences were prepared in different lengths, in order to verify the
effectiveness of the reconstructionwhere there are plenty of images around the object
(high density scan), and in the case of the small number of input images.

According to project assumptions, the solution presented in this paper is prepared
for the end user who does not have the necessary knowledge to handle most of the
currently available solutions. As already described in Sect. 2, the algorithm does not
require any configuration by the user. In connection with this assumption, widely
available data sets do not meet the prescribed requirements. These sequences are
not recorded from the hand as it probably will do the average user. It was therefore
necessary to record our own sequences that satisfy the above requirements.

The effectiveness of the reconstruction in the presented solution was evaluated
based on a subjective assessment of quality of reconstruction by comparing the input
images with model reprojection to the image plane. The experimental results of
proposed approach is shown on Fig. 6.

The developed system of autonomous reconstruction of the 3-D model gives very
good results. Although the reconstructed objects contain certain artifacts or loss, the
end result can be successfully used by the average user. The reconstructed objects
can easily be used to further work in graphic programs or 3-D printers. Computation
time depends on number of images and images resolution. The presented technique
is characterized by wide application, but needed further study in order to further
improve the quality of reconstruction and reducing computation time.
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Fig. 6 Experimental results of the 3-D reconstruction of the test objects
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4 Conclusions

In this paper, the novel system for 3-D model reconstruction is proposed. The pro-
posed system is using only an Android device in order to capture images of scanned
object. Special application for Android was designed to guide the user during scan-
ning process. All calculations take place on the server where images were uploaded
by application. The main advantage of proposed approach is that user does not need
to have any special knowledge about scanning procedure. The marker is also unnec-
essary.

At the end of the algorithm the user receives complete 3-D model of scanned
object. The experimental results shows that the quality of 3-D model is satisfactory.
The model is saved in PLY file format which can be used by most graphics programs
available on the market. Reconstructed model of object can be further processed or
printed on 3-D printer.
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Methods of Natural Image Preprocessing
Supporting the Automatic Text Recognition
Using the OCR Algorithms

Piotr Lech and Krzysztof Okarma

Abstract Reading text fromnatural images ismuchmore difficult than fromscanned
text documents since the text may appear in all colors, different sizes and types,
often with distorted geometry or textures applied. The paper presents the idea of
high-speed image preprocessing algorithms utilizing the quasi-local histogram based
methods such as binarization, ROI filtering, line and corners detection, etc. which
can be helpful for this task. Their low computational cost is provided by a reduction
of the amount of processed information carried out by means of a simple random
sampling. The approach presented in the paper allows to minimize some problems
with the implementation of the OCR algorithms operating on natural images on
devices with low computing power (e.g. mobile or embedded). Due to relatively
small computational effort it is possible to test multiple hypotheses e.g. related to
the possible location of the text in the image. Their verification can be based on the
analysis of images in various color spaces. An additional advantage of the discussed
algorithms is their construction allowing an efficient parallel implementation further
reducing the computation time.

Keywords Image binarization · Natural images · OCR
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1 Introduction

Currently much attention in the image recognition applications is paid to the issues
related to the text recognition from natural images. Increasingly, the electronic
devices have some functions implemented allowing the real-time recognition of text
from images e.g. in driver assistance systems or mobile applications supporting the
visually impaired people making their life easier.

Nevertheless, well-known Optical Character Recognition (OCR) methods which
can be efficiently applied for scanned text documents may not always lead to sat-
isfactory results for natural images captured in open air environment with differing
lighting conditions. Proper recognition of such text is also dependent on the geomet-
rical distortions which may be present on the acquired images as well as the presence
of textures, different types of fonts as well as their colors. All those elements should
be considered during image preprocessing operations which may include color to
grayscale conversion as well as further image binarization, extraction of Regions
Of Interest (ROI), detection of lines, corners of different features etc. Quite similar
operations together with additional shape analysis can also be applied e.g. for stamps
detection on document images [7].

In many cases some of these operations should be conducted locally or in an adap-
tive way. Since most of modern electronic devices used for real-time text recognition
have some limitations related to available amount ofmemory and processing speed, it
is necessary to use relatively fast image preprocessing algorithms in order to increase
the accuracy of text recognition during further steps of analysis.

Typical natural images captured by camerasmay contain text datawhich is located
almost anywhere on the image plane so a proper extraction of Regions Of Interest
seems to be one of the most relevant issues as it allows significant savings in calcu-
lations conducted in further steps of image analysis.

A good example can be the images acquired by the cameras mounted inside the
vehicles which can be helpful e.g. for supporting the detection of speed limit signs as
well as road informationwhich can be useful for supporting the navigation e.g. during
temporary closing of some roads and necessity of detours. Useful text information in
such images is located on relatively small area of image and therefore an important
preprocessing operation which may influence the overall speed and accuracy of the
OCR algorithms is the ROI extraction which may be based on the object boundaries
detection often conducted using the binary image.

Recently many attempts to natural image OCR problem have been made using
various methods. One of the most popular, included e.g. in MATLAB’s Computer
Vision SystemToolbox, is based on detection ofMaximally Stable Extremal Regions
(MSER) [5]. Some other ideas utilize also some other features such as convolutional
co-occurrence Histogram of Oriented Gradients (HOG) [17] or some others (Shape
Contexts, Geometric Blur, Scale Invariant Feature Transform—SIFT, Spin image,
Maximum Response of filters and Patch descriptor) compared in the paper [4]. The
application of StrokeWidth Transform (SWT) for color reduction has been proposed
by Ikica and Peer [10] which can be helpful as a preprocessing step. A similar idea
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has also been investigated by Epshtein et al. [6]. Nevertheless, the computational
complexity of such approaches remains relatively high.

An interesting attempt to integrate text detection and its recognition into one
process has been investigated in the paper [15], similarly as in the paper [12] where
the evaluation of 12 different binarization methods has also been done. A complete
OCR system for natural images known as PhotoOCR has been recently presented
by Bissacco et al. [3] which utilizes quite complex segmentation approach based on
a combination of HOG and Weighted Direction Code Histogram (WDCH) features.

Nevertheless, the ROI identification in many cases may require the analysis of
the whole image which can be time consuming. In order to avoid such necessity
statistical random samplingmay be appliedwhich decreases significantly the amount
of processed data leading to very similar results.

Exemplary algorithms which can be easily applied using the statistical sampling
are the histogram based image binarization methods such as Kapur et al. [11] and
Otsu’s [14] algorithms. It is worth to notice that binarization and further processing of
binary images may also be considered as one of the methods for significant increase
of the overall OCR process. An additional useful operation may be the detection
of horizontal and vertical lines which may be helpful for corrections of perspective
projection or geometrical image distortions.

In the remaining part of the paper some experimental results obtained applying the
fast statistical sampling approach in order to support the automatic text recognition
from natural images are presented together with the description of the proposed
approach. Experimental testing of the algorithms has been conducted using high-
resolution natural images containing information characteristic for the surroundings
of roads, such as banners, traffic signs, etc.

The verification of obtained results has been done using the popular Tesseract
OCR engine [16] supported byGoogle with the use of the images fromNEOCR data-
base [13] which contains a set of natural text images together with meta-descriptions
with text boundaries on the test images as well as using some other available images.

2 Relevance of Color Conversion and Binarization

In order to illustrate the influence of the color to grayscale conversion method and
further binarization algorithm, an exemplary original image containing “natural text”
together with the result of its binarization using Otsu’s thresholding are presented in
Fig. 1. Before thresholding the original color image has been converted to grayscale
using the YUV and CIE LAB color spaces. As can be easily noticed, a proper
recognition of text from the right part of the image (for YUV luminance channel)
turned out to be impossible.

Apart from the problem of the proper choice of color to grayscale conversion
method and thresholding algorithm for such obtained image, an important issue
is the variability of attributes of the “natural text” used by different creators of
graphic elements which can be found on the information signs or billboards. It is
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Fig. 1 An exemplary natural image with results of its Otsu binarization for CIE LAB and YUV
luminance channels (from left to right respectively)

worth noticing that depending on the chosen color model the luminance of pixels
can be expressed as a linear of nonlinear combination of the RGB channels. The
most popular linear combinations are used in so called “television color models”
according to recommendations of the International Telecommunication Union ITU
BT-601.7 [2] for SDTV or ITU BT.709-5 [1] for HDTV signals, as well as in the
HSV color model where the Value (V) is just the average of the RGB channels.

Another possibility is the choice of the maximum of three RGB values according
to the luminance calculation in the HLS color model or a nonlinear combination
suggested by Commission Internationale de l’Eclairage (CIE) in CIE LAB and CIE
LUV color spaces.

Some other quite popular methods of color to grayscale conversion, which are not
considered in this paper mainly due to their computational demands, are Color2Gray
proposed by Gooch et al. [8] and Grundland and Dodgson [9].

After the conversion to grayscale further image thresholding is typically made
in order to obtain the binary image which can be analyzed. The most popular are
histogram based methods such as Kapur et al. [11] and Otsu’s [14] thresholding
leading to the choice of threshold value separating the objects from the background.
In Otsu’s thresholding the optimal value is obtained by minimizing the intra-class
variance (ormaximizing the variance between the classes i.e. inter-class one)whereas
Kapur method utilizes the probability distributions of object and background pixels.

Since the calculationof the histogram for thewhole imagemaybe time consuming,
this proceduremaybe significantly accelerated byprobabilistic histogramestimation.

3 Proposed Fast Natural Image Preprocessing

Acceleration of the procedure of the histogram calculation can be achieved by the use
of a simplified representation of image obtained by a simple statistical experiment.
Assuming that the specified image pixels reflect the population, the histogram esti-
mation can be based on a randomly chosen sample being a fragment of a population.

Nevertheless, it is important that the random sample (new representation of the
image) should be possibly the most similar to the whole population being a represen-
tative statistical miniature of the whole image. In this case, you can expect the results
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Fig. 2 The idea of the randomly chosen miniature representation of an image assuming 4 draws
from 24pixels (left) and the idea of the quasi-local binarization (right)

of the histogram calculation obtained for the random sample (i.e. new ultra-small
image) to be identical or at least very similar to those obtained for the whole popu-
lation (the original image). The idea of the miniature representation of the original
image is illustrated in the left part of Fig. 2.

It should be noted that when making e.g. 10,000 draws of pixels in compari-
son to the original High Definition image (i.e. resolution of 1920 × 1080 elements
and therefore containing 2,073,600 pixels) approximately 200-fold decrease of the
number of performed operations can be achieved.

The idea of global binarization is based on the assumption that the image his-
togram represents two classes related to objects and background, however it may
be not always fulfilled, especially for images containing relatively small luminance
differences where even small lighting irregularities may cause serious distortions
in the resulting binary image. The influence of lighting irregularity on the results
of binarization can be observed in Fig. 1. In fact, most of natural images typically
acquired in outdoor open space conditions may be troublesome for analysis in view
of irregular lighting and similar phenomena.

The solution which can be applied for a partial elimination of those disadvantages
may be the division of an image into smaller parts and calculation of local histograms
for them. They can be further used for a quasi-local binarization which idea is illus-
trated in the right part of Fig. 2 where T denotes the global threshold and T1−T6 are
the local ones. A disadvantage of the method is the necessity of choosing the proper
size of the block dividing the image into smaller fragments.

Both considered approaches can be combined, especially for high resolution
images where the chosen block size is relatively large, and the local threshold values
can also be determined using the statistical sampling within each block.

Improper results of binarization may also influence the results of edge detection
which is often conducted in order to determine the shape of individual characters.
Popular gradient based edge detection algorithms, such as Sobel, Prewitt or Roberts
filters, are very sensitive to uneven lighting of the scene, especially in their classical
applications for grayscale images. Nevertheless, such edge detectors can also be
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Result of global Otsubinarization

Result of global Kapur binarization

Result of fast quasi-local Otsubinarization with marked text boundaries

Result of fast quasi-local Kapur binarization with marked text boundaries

Fig. 3 Comparison of the results of global and fast quasi-local binarization for an exemplary image
from the NEOCR dataset

applied successfully for binary images obtained using the proposed fast quasi-local
binarization method with the use of Otsu method for determining the local threshold
values. In such case the edges in the binary image can be considered as closer to the
ideal representation of a sharp edge of an object.

In the next step a contour tracing algorithm (in our case a popularMoore Neighbor
Tracing method has been used which is available e.g. in MATLAB as bwboundaries
function) can be applied in order to find the fragments of an image containing pos-
sible text areas further processed using the OCR engine. The comparison of results
obtained for an exemplary representative test image from the NEOCR dataset is
shown in Fig. 3. It can be easily noticed that the proposed quasi-local binarization
significantly improves text detection for Kapur thresholding. The results of bound-
ary analysis obtained for global and quasi-local Otsu method are very similar and
therefore they have been shown only for the images obtained after the quasi-local
binarization.

Figure4 illustrates the comparison of the binarization results obtained using the
proposed statistical quasi-local approach and the popularmethod based on theMSER
features. It can be easily noticed that the similar readability of individual characters
using the MSER based approach requires additional segmentation whereas compa-
rable results may be obtained much faster using the proposed approach.

Further application of the Tesseract OCR engine for both images has led to similar
results aswell. Applying theOCRalgorithm to the binary image obtained as the result
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Original image Result of fast quasi-local binarization

Result of MSER based binarization Segmented result of MSER based binarization

Fig. 4 Comparison of the quasi-local binarization with MSER based before and after additional
segmentation

of the statistical quasi-local binarization, only one of thewords remains unrecognized
what can be considered as a very good result.

4 Conclusions and Future Work

Obtained experimental results have confirmed the validity of the proposed approach
which may be helpful for a fast preprocessing of natural images subjected to further
Optical Character Recognition. Nevertheless, our method requires a further research
in order to improve its universality by an automatic choice of the number of randomly
drawn samples as well as the proper block size depending on the resolution of the
image and rough estimation of its contents.

Further experiments can also be directed towards a fast correction of lighting
differences, which may be present in natural images, based on the obtained map of
local threshold values.
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Fast Machine Vision Line Detection
for Mobile Robot Navigation in Dark
Environments

Piotr Lech, Krzysztof Okarma and Jarosław Fastowicz

Abstract Navigation of mobile robots based on video analysis becomes one of
the most popular application areas of machine vision in automation and robotics.
Recently growing popularity of Unmanned Aerial Vehicles (drones) as well as some
other types of autonomous mobile robots leads to rapid increase of their application
possibilities e.g. related to exploration of some areas hardly accessible for people,
such as caves, underground corridors, bunkers etc. However, such places are specific
in view of lighting conditions so many classical image analysis algorithms cannot
be applied effectively for navigation of mobile robots in such environments. In order
to utilize the image data for robot navigation in such places some modified machine
vision algorithms should be applied such as fast line detection based on statistical
binarization discussed in this paper.

Keywords Machine vision · Robot navigation · Edge detection

1 Introduction

Fully visual universal navigation of mobile robots is still considered rather as a future
trend than a working solution. Such situation is caused partially by relatively high
price of high resolution cameras in comparison towidely available “classical” sensors
e.g. infrared, ultraviolet, laser, sonar, etc. Another reason is the necessity to develop
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the appropriate image analysis algorithms as the amount of data present on images
is much higher than can be collected using many other types of robot sensors. For
this reason image data is often considered as supplementary for signals acquired by
some other sensors [4].

Nevertheless, during recent years the availability of relatively cheap high quality
cameras has become much higher as well as the development of many embedded
systems and platforms which can be effectively applied in mobile robotics, including
drones and underwater vehicles [7, 8], allowing to performmuchmore computations
useful for real-time robot navigation purposes [1, 3]. The applications of machine
vision are becoming much more common not only in mobile robotics but also in
mechatronics and industrial automation [5] or transport, especially in view of devel-
opment of Intelligent Transportation Systems [12].

Despite the necessity of processing of relatively big amount of image data, sen-
sitivity of cameras to changing lighting conditions and computational demands,
machine vision applications in mobile robotics have several advantages allowing
to gain much more useful information than obtained from classical sensors. A good
example can be the application of cameras for line following robots [13] allowing
the prediction of line’s direction as well as navigation along the interrupted line.

Some of the most relevant issues of machine vision in robotics are related to
applications of Visual Self-Localization And Mapping (SLAM) [15, 16] as well as
visual odometry [11]. One of the most recent trends is the fusion of local image
features for robot visual localization discussed in the paper [2].

Since one of the challenges for machine vision applications is still related to their
applications in varying lighting conditions, the idea of fast statistical line detection
in dark images is presented in the paper together with results of some experiments
related to its applicability for the visual navigation of mobile robots in dark corridors.

2 Line Detection for Robot Navigation

Visual navigation of mobile robots in corridors is typically based on detection of
lines representing the elements of known environment such as wall corners, doors
and windows. Assuming good lighting conditions, the navigation task is quite easy
and the necessary lines can be determined by one of the classical edge detectors
such as Sobel, Prewitt, Roberts or Canny filters, well-known in image processing.
In case of high accuracy demands some of subpixel edge detection algorithms can
be applied, which are useful also in some other application areas [6]. However, in
most mobile robotic applications, the subpixel accuracy is not necessary as the time
constraints usually become more critical.

A reliable line detection based on edge filters requires images with relatively high
contrast so in case of dark images some problems occur as the gradient values become
relatively small and the presence of noise plays an important role.

It isworth noticing that an image containing high number of detected lines or edges
may be useless for robot’s navigation as the most desired situation is the presence of
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Exemplary original image

Sobel Canny

Exemplary image with brightness 40× magnified

Fig. 1 Exemplary results of line detection for a high resolution dark image

a limited number of lines in the image, useful for navigation purposes, representing
the boundaries of real objects. On the other hand, assuming the real-time navigation,
application of some time-consuming image analysis algorithms for high resolution
(e.g. FullHD or higher) images can be troublesome so decrease of image resolution
should be made in order to increase the performance of image analysis.

Some examples of edge detection applied for high resolution dark images are
presented in Fig. 1 where the high number of detected edges can be noticed both
for Sobel and Canny filters (due to high resolution neighboring edges have been
averaged and look like greyscale). Application of some other popular edge detection
filters leads to similar results.

Although the computational complexity of Canny edge detector is much higher
thanusingSobel filter, in both cases obtainedprocessing timemaybe toohigh for real-
time robot navigation purposes. The average processing time for 4608×2592 pixels
images during our experiments in MATLAB environment with Image Processing
Toolbox using the built-in edge function is about 4.3 s for Canny and 0.35 s for
Sobel filter. It should be stated that those values should not be considered as the
absolute values in view of real-time constraints as more efficient implementation
is possible. Nevertheless treating them as the reference values further comparison
of the processing speed may be conducted using the same environment apart from
specific implementation issues.

It is worth to notice that denoising filters (e.g. low-pass or median), which could
be potentially useful for removing any artifacts from images obtained as the result
of edge detection, are considered as too complex from computational point of view
and therefore their application has not been further analyzed in our experiments.
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Sobel (0.02 s) Laplacian of Gaussian (0.08 s)

Canny (0.20 s)Roberts (0.02 s)

Fig. 2 Exemplary results of line detection for a dark image using various edge filters after decrease
of image resolution with comparison of processing time

Downsizing the dark images should not be conducted using classical fast nearest
neighbor approach since the noise present in the image would bemixed together with
useful information representing the edges. Relatively good results can be obtained
using the bicubic or bilinear interpolation kernels as well as simple averaging,
depending on the specific edge filter applied for downsized greyscale image. An illus-
tration of such dependence is shown in Fig. 2 where the results of edge detection in
such downsized images, obtained using imresize function using box (averaging) ker-
nel, are presented together with average processing time for comparison purposes.

As can be noticed although the lines are almost invisible in the original image,
the most useful results (however far from ideal) can be obtained by Canny filter and
the effects of applying much faster Sobel or Roberts filters, or even Laplacian of
Gaussian (LoG) method, cannot be used effectively for robot’s navigation. Never-
theless, obtained binary images require further processing e.g. using morphological
filters.

3 Proposed Approach

Since the computation speed plays an important role in many robotic applications,
one of typical solutions in this area is the application of binary image analysis.
Regardless of the fact that image thresholding decreases the amount of image data
which can be used in further processing, such generalization of an image can be



Fast Machine Vision Line Detection for Mobile … 155

considered positively, especially for images containing many unnecessary details or
contaminated by noise.

Considering the fact that an input images for edge detection filters can be both
greyscale and binary, where the latter one represents rapid changes of luminance
associated with sharp edges, the image binarization step can be included into the
edge detection procedure before applying the edge filter. Since the most popular
universal image binarization method has been proposed by Otsu [14], it has been
chosen for the verification of the validity of the idea proposed in this paper. In order
to compare the results and the processing speed, two possible solutions, differing by
the order of consecutive operations, have been investigated:

• downsizing of greyscale image, binarization and edge detection,
• binarization, downsizing of binary image and edge detection.

The comparison of the obtained experimental results is presented in Fig. 3. Since
edge detection results achieved for two analyzed approaches are very similar, only

Sobel

Prewitt

Roberts

LoG

CannyZero-crossing

Fig. 3 Results of edge detection conducted for the binary images
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Sobel

Prewitt

Roberts

LoG

CannyZero-crossing

Fig. 4 Zoomed fragments of images obtained by edge detection conducted for the binary images

one set of images is presented in order to illustrate the differences among various
edge filters, which has been obtained using the first processing scheme.

Analyzing the zoomed images presented in Fig. 4 an advantage of relatively fast
Roberts filter can be noticed as the resulting image contains lines and isolated small
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groups of pixels which are relatively easy to remove usingmorphological operations.
The artifacts introduced by the other edge detectionmethods, resulting from the noise
present in the original dark image, can be much harder to remove leading to further
increase of total computational cost.

Considering the overall computation time for the proposed processing schemes
a significant increase of performance can be noticed in comparison to edge detection
conducted using the full resolution greyscale image (leading to unsatisfactory results
as shown in Fig. 1). Using the same experimental environment the average total
processing time for the first scheme is about 0.028s whereas for the second scheme
is about 0.051 s.

In both cases image downsizing (by the factor of 4.8 leading to 960× 540 pixels
resolution) lasts about 0.011s and edge detection using Roberts or Sobel filter takes
about 0.016 s. The difference is related to Otsu’s binarization which requires the
computation of image histogram which is much faster for smaller images—in our
experiments we have obtained 0.025s for full resolution image and 0.0015s for the
downsized one.

Since one of the bottlenecks of the proposed processing scheme is the bina-
rization step, especially conducted for the full resolution image, further increase of
the processing speed should be related with faster image thresholding. This can be
achieved using the statistical sampling proposed in the paper [10] allowing to esti-
mate the image histogram using strongly limited number of samples (e.g. using only
100 samples from the whole image) with the accuracy which is enough for proper
calculation of the threshold using e.g. Otsu’s method. Applying the proposed fast sta-
tistical histogram estimation for Otsu’s binarization about 30% of the computation
time has been saved during our experiments obtaining the same binarization results.

4 Concluding Remarks and Future Work

Another possibility of increasing the processing speed is the application of the statis-
tical sampling for image downsizing procedure removing the necessity of averaging
of all pixels in the block which is represented by a single pixel in the destination
image. Although such approach decreases the quality of the resulting image, it can
still be useful for line detection [9]. Nevertheless, an efficient application of such
approach can be considered mainly for significant change of image size. Its useful-
ness for dark images combined with the approach discussed in this paper will be
verified in our further research.

Proposedmethod of the fast edge detection on the dark images using the statistical
histogram estimation applied for Otsu’s thresholding before the use of Roberts filter,
allows an efficient processing of images which can be used for mobile robot navi-
gation purposes in hard lighting conditions. Our future experiments will concentrate
on the implementation and optimization of the algorithm on the physical mobile
robot’s board. Some simulation experiments e.g. using the Simbad robot simulating
environment are planned as well.
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Adjustment of Viterbi Algorithm for Line
Following Robots

Grzegorz Matczak and Przemysław Mazurek

Abstract Line following robots are used in numerous application areas.
The tracking of weak line is challenging, especially if SNR is high, so application
of Track–Before–Detect algorithm is necessary. The Viterbi algorithm is assumed
in this paper and the possibilities of optimization are considered. Two metric are
applied in Monte Carlo tests—the direct metric and proposed boundary metric. The
optimization of Viterbi algorithm is based on non single row movements of moving
window.

Keywords Track-Before-Detect · Tracking · Viterbi algorithm · Line following
robots

1 Introduction

Robot navigation could be based on satellite navigation (GPS), inertial navigation or
vision systems. Vision based navigation requires sophisticated algorithms for general
case, but the simplification for well known or defined working area is possible. Line
following robots use intentionally added line that defines possible routes. Many
line following robots are proposed and used, because vision system could be very
simple. Simplest systems uses two light reflective sensors for the measurement of
reflected light from the line and the background. Fixed value for both measurements
is obtained if the sensor is over the line. Different values occurs if the sensor is
misaligned and the error could be used by the control algorithm. Rapid movements
and high velocities require more advanced sensors, so linear light sensors are applied
also. Forward looking cameras (Fig. 1) allow the estimation of line before robot

G. Matczak (B) · P. Mazurek
Department of Signal Processing and Multimedia Engineering, West Pomeranian University
of Technology Szczecin, 26. Kwietnia 10 St., 71126 Szczecin, Poland
e-mail: grzegorz.matczak@gmail.com

P. Mazurek
e-mail: przemyslaw.mazurek@zut.edu.pl

© Springer International Publishing Switzerland 2016
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Fig. 1 Schematic of line
following robot with forward
looking camera

Fig. 2 Example line
following robot with forward
looking camera

(Fig. 2) at far distance also and this is the best solution, but requires sophisticated
algorithms. Systems with artificially added lines are simple to design and the desired
high background to line contrast could be achieved.

There are numerous application where the line is natural or artificial but signifi-
cantly degraded. The quality of the line is low in such cases, so the contrast between
the background and the line is not sufficient for the application of simple vision sys-
tems and algorithms. This paper assumes such cases, that are important for numerous
applications of line following robots.

1.1 Related Works

Navigation using lines, that are highly deteriorated are considered in numerous Lane
Departure Warning (LDW) systems. The traffic safety could be improved if LDW
system is used [14]. The very interesting research area is the combined navigation
and inspection of power lines by UAVs [2]. There are numerous application of line
following robots related to the harvesting, trash compacting [12].

Line estimation could be improved by the application of Track–Before–Detect
algorithms. Such class of tracking algorithm [1, 13] allows the line estimation for
SNR < 1 cases also. Viterbi algorithm [15] for line following robots is proposed
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in [8]. Lines that are noise pattern only, couldbeprocessedby the approach considered
in [10]. Directional filtering of lines improves estimation also [7]. Local approach
for the detection of disturbed lines is considered in [4] for example.

1.2 Content of the Paper

Two metrics for quality of estimation are considered in Sect. 2 (direct and new pro-
posed boundary metric). The selection of metric influences the results and it is shown
in Sect. 2. The optimization of Viterbi algorithm could be based on different para-
meters and two of them are selected and considered in Sect. 3 due to mobile robot
applications. Monte Carlo tests are provided in Sect. 4. The results and discussion
are provided in Sect. 4. Final conclusions are described in Sect. 5.

2 Metrics for Horizontal Error

The direct metric (Ei) for the horizontal error value could be defined as a difference
between true Xi and estimated X̂i positions:

Ei = Xi − X̂i. (1)

Alternative approaches are possible and another metric is proposed (EB) that
considers width of line, so left (XL

i ) and right (XR
i ) boundaries are used. The error

value in horizontal direction is typically non–zero for directmetric, but the error value
should be zero if the estimated line position is located between line boundaries:

EB
i =

⎧
⎨

⎩

0 : XL
i ≤ X̂i ≤ XR

i
XL

i − X̂i : X̂i ≤ XL
i

X̂i − XR
i : XR

i ≤ X̂i

. (2)

Estimated line position (Fig. 3 left), with pixel accuracy, that is inside boundaries
gives zero value error for direct metric. The application of boundary metric allows
the acceptation of all position between boundaries (Fig. 3 right).

New boundary metric is proposed, because the selection of metric has impact
on results. The example of line tracking for wide line is presented in Fig. 4 and
direct metric and boundary metrics are compared. The cumulative error value is
significantly reduced which shows impact of the metric. The results of Monte Carlo
test for variable noise are shown in Fig. 5 and the difference between both metrics is
well visible.
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Fig. 3 Direct (left) and boundary metrics (right) regions of zero value error (gray)
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3 Adjustment of Viterbi Algorithm for Mobile Robots

Moving windows approach has a high degree of similarity to driving mobile robot
with digital camera looking down on route. Mobile robots very often moves at dif-
ferent speed and directions. Windows approach ensure possibility of moving mobile
robot simulation in the same direction with different speed.

Windows approach fromprevious publications [7, 8, 10] defines shiftingwindows
in image.Window has dimensions width as image width and window height as depth
parameter. Window in the image was started from n = 1 row and finish on n = nmax ,
where nmax is known from value of depth parameter. Next processing of window
starts from n = 2 row and finish on n = nmax + 1 row. The shift of window is
equal one pixel in this case. This is the smallest possible move of the window in
simulation. Added ability to change value of shifted window contributed to model
mobile robot speed. If we parametrize this adding part we get (n + step), where the
step is mentioned parameter of shifted window. Markings shown in Fig. 5.

The selection of depth and step parameters depends on several factors. First is
resolution of image. The image from digital camera can be in different resolution.
When resolution is low, the computation is fast but with less accuracy. When resolu-
tion increases, the accuracy is improved and the number of computation is growing.
When the same image is captured with differs resolution, the depth parameter is
various, because for higher resolution gained greater number of pixel. Second factor
is height of the digital camera relative to ground, because when camera is on higher
position it can register more route. Last factor is FPS (Frames Per Second) value of
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Fig. 5 Mean of horizontal error (left) and maximal mean error (right). Monte Carlo test for std.
dev. = 0.13 and line direction change probability 0.25
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Fig. 6 Shifted window approach

digital camera. Higher number FPS provided better accuracy with following line,
because faster moving of mobile robot can be register (Fig. 6).

4 Results and Discussion

The same set of generated line wasmade on the imagewith 200×60 pixel resolution.
After generated line, disturbing lines with standard deviation from Gaussian noise
were added. Next to the image Gaussian noise was added. Each set has 300 test
scenario for specified Gaussian noise in std. dev. range (0–1.3) every 0.05 value.

Two values of parameters were studied in this paper: depth = (16, 32), and three
value of parameter step = (1, 0.25· depth, 0.5· depth). For parameter depth = 16
and step = (1, 4, 8), results are shown in Fig. 7. The results for parameter depth = 32
and step = (1, 8, 16) are shown in Fig. 8.

The change of parameter step does not aggravate the algorithm, so algorithm will
work with high speed of mobile robot. The result is better for higher noise level. The
number of computation changes with step parameter. The algorithm finds faster for
higher step parameter. The comparison between different depth parameter (Figs. 7
and 8) shown that parameter have small impact on the results.

The algorithm is resistant to change speed of mobile robot that is related to depth
parameter. If we want our robot to move quickly we need to have as much as possible
scope of the road. It can be achieved in several ways: by increasing the field–of–view
of camera, or by increasing of height from the ground. The camera with more FPS
could be applied for the better accuracy.
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Fig. 7 Mean error and maximal mean error for different step parameter, (Monte Carlo test for std.
dev. and line direction change probability 0.25 and depth = 16)
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5 Conclusions

The computational cost of considered algorithm is acceptable for modern micro-
controllers for low–resolution images. Proposed approach allows the reduction
of computation cost by the application of larger step of moving window. High
resolution images need TBD processing using multiple processors [9] or GPGPUs
[5, 6].

Presented example assumes additive Gaussian noise disturbance. The removal of
non–line object from the image could be based on concept presented in [3]. Texture
related disturbances could be also identified [11].
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Studentized Range for Spatio–Temporal
Track–Before–Detect Algorithm

Przemysław Mazurek

Abstract Two preprocessing approaches, dedicated to the tracking of low SNR
objects, are compared—the variance and studentized range. Both approaches are
applied using sliding window for noised signal for improving the detection of
weak object. Influences of window size are compared and studentized range shows
improvement over variance. Both approaches are compared using the Monte Carlo
test with numerous tracking scenarios using ST–TBD (Spatio–Temporal Track–
Before–Detect) algorithm. The results shows better performance of the studentized
range for the detection and tracking weak point objects.

Keywords Track-Before-Detect · Tracking · Studentized range

1 Introduction

Tracking systems are applied for numerous applications [1, 10] and the tracking of
weak objects (SNR< 1) is important especially for rapid and robust detection of
moving objects. Applications of advanced detection techniques together with proper
motion model allow the detection and tracking of weak signals. The conventional
detection and tracking scheme is not sufficient for really weak objects, due to limi-
tations of the detection part, unfortunately. The detection algorithm converts raw to
binary data, so the part of information about object is lost. Even the application of
motion estimation algorithms cannot improve final results. The alternative approach
based on the tracking before detection allows raw data processing and is well suited
for such class of objects. Signals hidden in the background noise floor could be
processed and the object could be tracked successfully. The main limitation of this
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approach (TBD–Track–Before–Detect) is the giant computation cost, because all
possible trajectories should be processed even if no one object is in the range.

1.1 Related Works

Advantages of TBD approach could be achieved only if the signal is preprocessed
to the expected value range by the particular TBD algorithm. The typical TBD
algorithm improves SNR only if the signal values are over the mean value of the
noise. Numerous techniques are proposed for conversion (preprocessing) of specific
signals to the desired signal representation. In [4] is presented solution for amplitude
modulated signals using hierarchical approach. In [5] are considered noise signals
(object position is characterized by the local noise only), so the noise that is below
the background noise floor is tracked. The application of autocovariance allows the
preprocessing [8] repetitive object patterns also. Filter banks with multiple window
of analysis are considered in [7]. The considered preprocessing techniques were
applied to the class of extended objects. This class is related to the object that occupies
multiple pixels of signal. Point object with single pixel excitation in observed signal
is assumed in this paper. Moreover the observed excitation is not directly related to
the linear trajectory, but the position is perturbed by the uniform noise.

1.2 Content and Contribution of the Paper

There are numerous TBD algorithms and the selected one is the ST–TBD (Spatio–
Temporal Track–Before–Detect) algorithm that could model a few another algo-
rithms also, e.g. TBD Velocity Filters. This algorithm works as a kind of multidi-
mensional filter, that estimates the position and velocity for all possible trajectories
assumed by the motion model.

The detection of noise objects cannot be based on the threshold oriented algorithm,
because observed signal is noise only. The preprocessing of measured signal allows
the estimation of noise parameters and the application of the detection. Such pre-
processing is not sufficient for really weak signals because estimated value is noised
also, but long time measurements desired by TBD algorithm allows the estimation
of the trajectory.

The model of object and two preprocessing techniques are considered in Sect. 2.
ST–TBD algorithm is considered briefly in Sect. 3. The performance of preprocess-
ing algorithms is estimated using Monte Carlo test in Sect. 4. The tracking perfor-
mance using preprocessing techniques and ST–TBD algorithm together is presented
in Sect. 5. The discussion is provided in Sect. 6 and the final conclusion in Sect. 7.
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2 Variance and Studentized Range Preprocessing

The tracking of the noise signals needs preprocessing techniques but numerous of
them are possible. Additive Gaussian noise of background floor and zero mean value
are assumed. The signal is assumed as point object.

The example tracking scenario with multiple 1D measurements is presented in
the Fig. 1. The trajectory is linear but the position of observed excitation is perturbed
by the uniform noise:

x(n) = x(0) + nV + Wu, (1)

where x(n)—position of object at time n, x(0)—starting position, V—velocity of
object, and W magnitude of noise u.

The value of excited pixel is modeled as:

x∗
pix = xpixecoef (2)

and this pixel is from W–range area. Such model assumes fixed moving window
assigned to ideal trajectory. The position of excited pixel is selected from this window
as a pixel with highest value. Excitation coefficient ecoef increases the value of
this pixel and during the evaluation of preprocessing algorithms ecoef ∈ 〈1 − 2〉
is assumed. Exemplary reference and after excitation signals are shown in Fig. 2.
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Increased value of single pixel (maximal one) changes mean and variance. During
the evaluation of preprocessing algorithm the mean changes were rejected due to
very small effects.

The preprocessing based on the variance uses moving window approach:

std(x)2 = 1

N − 1

N∑

i=1

(xi − x̄)2 . (3)

Alternative preprocessing approach, that is especially important for the detection
of outliers, is the studentized range [2, 9]. It is difference between the largest and
smallest data in a sample measured in units of sample standard deviations:

q(x) = max {x1, x2, . . . , xN } − min {x1, x2, . . . , xN }
std(x)

. (4)

Window of analysis N of the preprocessing algorithm is not identical to the window
of dispersion of the signal model R.

3 Spatio–Temporal Track–Before–Detect Algorithm

ST–TBD algorithm is a kind of the multidimensional recursive filter [3]. The follow-
ing pseudocode shows processing details:

Start
P(k = 0, s) = 0 : Initial (5)

For k ≥ 1 and s ∈ S
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P−(k, s) =
∫

S
qk(s|sk−1)P(k − 1, sk−1)dsk−1 : MotionUpdate (6)

P(k, s) = αP−(k, s) + (1 − α)X(k) : InformationUpdate (7)

EndFor
End

where: S—state space: e.g. 2D position and motion vectors, s—state (spatial and
velocity components), k—time moment, α—smoothing coefficient α ∈ (0, 1),
X(k)—measurements, P(k, s)—estimated value of objects, P−(k, s)—predicted
value of objects, qk(s|sk−1) —state transitions (Markov matrix).

There are two processes inside ST–TBD: smoothing of the state–space due to
Markov transition between velocities and sharpening due to Information Update
formula. Smoothing coefficient is responsible for the balance betweenboth processes.
High valued smoothing coefficient reduces the influence of incoming noised data,
improves SNR and increases time response of algorithm. The Information Update
formula is a kind of exponential smoothing filter for state–space.

4 Performance of Preprocessing Algorithms

The assumed model of signal synthesis allows the determination of the properties of
preprocessing algorithm using Monte Carlo test. Such test gives unbiased estimates
of algorithms. The comparison of two signal processing algorithm is based on the
defined ratios. The result of particular algorithm for emphasized signal is compared to
the reference one, so this ratio is related to the properties of the detection. Moreover,
ratios are important, because allow the comparison between two different algorithms.
They are defined as:

Rs2 = s2e
s2

, Rq = qe

q
(8)

and for variable values of ecoef is obtained result show inFig. 3.MonteCarlo approach
is applied and mean value of ratios is calculated using 1000 tests.

There are two important results—studentized range gives better estimation, for
more important, small values range of ecoef , and results depends on the window
size N . Variance estimator is preferred for small window size (e.g. N = 11) and
studentized range is preferred for larger window size (e.g. N = 21 or N = 31).
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Fig. 3 Comparison of preprocessing algorithms based on mean Rs2 and Rq ratios

5 Tracking System Performance

Tracking system allows the detection and the tracking of weak signals, so even
small ecoef values could be detected using numerous measurements. Such cases for
assumedmotion model are undetectable for humans. TheMonte Carlo test is applied
and 7000 cases of tracking scenarios are processed for every window of analysis size
and smoothing coefficient. Such test requires 2 days of computation using 2.4GHz
CPU and Matlab code (all tests require 24days of computations).

Tracking scenarios assume 1D tracking and 11 of motion vectors (velocities: 0–
10). The length of the signal is 1400 pixels. Maximal value of the state–space after
100 processing steps is detected for the estimation of position and velocity. Mean
position error is calculated for similar ecoef . The results are shown in Figs. 4, 5 and 6
for windows of analysis: 11, 21 and 31 respectively. The velocity of object (excluding
noise) is linear and is fitted to the one of values from velocity set.
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and two different smoothing coefficient values of ST–TBD algorithm. Window analysis size is 11
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and two different smoothing coefficient values of ST–TBD algorithm. Window analysis size is 31
pixels

6 Discussion

The smoothing coefficient influences the results. The same assumed fixed error value
(mean position error) is obtained for higher values of ecoef . Studentized range esti-
mator allows better detection (smaller mean position error) objects if the peak pulse
is emphasized more then 1.1–1.2 (ecoef = 1.1− 1.2). The improvement depends on
the window of analysis. The lower boundary of this range is obtained for smaller
smoothing coefficient. Increased window of analysis changes the lower boundary
and smaller window size reduces value of this boundary.

Variance estimator gives comparable results to studentized range for ecoef < 1.1,
that is expected, because studentized range formula usedmaximal andminimal value
from window of analysis. Peak that is not observed as an emphasized does not
increases value of the studentized range.

7 Conclusions

The proposed approach based on the preprocessing of input signal using studentized
range shows important advantages over the variance. Studentized range applied for
the preprocessing of signals for the ST–TBD algorithm gives smaller mean position
errors or gives better sensitivity on weaker pulses (5–20%).
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Better detection of emphasized pulses in noise is possible using sliding window
approach and TBD algorithm. The signal processing using raw signals uses all avail-
able information about the object. Peaks related to the object could be observed even
for non–point object. Extended object, that occupies a few pixels, could be detected
if some parts reflect or emit signal in random order. The proposed preprocessing
algorithm is simple and the main computation cost is related to ST–TBD [3, 6],
but efficient processing is possible using modern CPU, GPGPU and FPGA chips.
Moreover, parallel processing of 1D, 2D and more dimensional signals using TBD
algorithms is possible without additional costs.
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Real-Time US Image Enhancement
by Forward-Backward Diffusion Using GPU

Mariusz Nieniewski and Paweł Zajączkowski

Abstract The forward-backwarddiffusion (FBD) canbeused for edge improvement
in any image. The case considered in this paper is that of ultrasound (US) images.
The US images are imperfect since the useful signal representing anatomical details
is obscured by speckles inherent in this approach. A method such as the nonlinear
coherent diffusion (NCD) can remove speckles to a large extent. However, the NCD-
processed image can be further enhanced by the FBD. This paper describes the details
of the proposed GPU implementation of the FBD algorithm. The obtained execution
time of one iteration of the FBD algorithm is less than 2.2 ms for 1 MB image.

Keywords Forward-backward diffusion · US image · Parallel computing

1 Introduction

The US imaging is a common diagnostic tool used all over the world. However, the
US images have some limitations due to the fact that they are covered with bright
speckles. There exist many algorithms for speckle removal as described in the book
[4] and review paper [2]. One of the best despeckling methods is the NCD [1, 5].
However, the careful examination of effects of this method reveals that the quality
of the filtered images might be further improved [6] and this can be done with FBD
algorithm that is inherently faster than the NCD.

The specific aim of the current paper is a development of the fast FBD algorithm
executable in a GPU. The FBD can be used jointly with the NCD or independently.
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Fig. 1 Carotid artery. a Result of three iterations of the NCD. b Result of subsequent 10 iterations
of the FBD

Fig. 2 Change of brightness
distribution along the
vertical line segment in
Fig. 1a after 10 FBD
iterations. The parameters
α = 0.1,λ = 0.2 (to be
explained below)
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An example of the NCD-despeckled US image of a carotid artery is shown in
Fig. 1a. The size of image is 260 × 256 pixels, and the number of brightness levels
is 256. The result of FBD iterations (Fig. 1b) can be appreciated by considering the
brightness distribution along the straight line segment superposed on the image in
Fig. 1a. Figure2 indicates some sharpening of the edges and the smoothing of flatter
areas along this line segment.

Another example of a carotid artery, not related to the NCD-despeckling, is shown
in Fig. 3a, obtained from [9]. This image obviously has been despeckled in someway.
The size of images in Fig. 3 is 369× 446 pixels. The interesting thing about Fig. 3 is
that it shows the upper and lower intima media. Particularly the upper intima media
usually is hardly visible, and it is desirable to improve its visibility for purposes of
image segmentation and facilitating medical diagnosing. As illustrated by Figs. 3b
and 4, the FBD sharpens the cross section near the ends of the straight line segments
where intima media is visible as a local maximum of intermediate height.
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Fig. 3 Carotid artery with visible intima media. a Original image. b Result of five iterations of the
FBD
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Fig. 4 a–cBrightness distribution along vertical linesegments in Fig. 3. The parametersα = 1,λ =
0.1. d Brightness along the middle segment obtained for one FBD iteration. The actual image is not
shown. The parameters α1 = 10,λ = 0.1
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2 Forward-Backward Diffusion

The FBD in general follows developments in [6, 7]. The difference scheme for
one iteration of the FBD is as follows. The new brightness I k+1

i, j of the pixel with
coordinates i, j, in iteration k+1 is calculated as a function of pixels in iteration k

I k+1
i, j = I k

i, j + λ[cN ∇N I + cS∇S I + cE∇E I + cW ∇W I ]k
i, j (1)

The delta increments in the above equation are defined in “geographical” N, S, E,
and W directions

∇N Ii, j = Ii−1, j − Ii, j ∇S Ii, j = Ii+1, j − Ii, j (2)

∇E Ii, j = Ii, j+1 − Ii, j ∇W Ii, j = Ii, j−1 − Ii, j (3)

Theλ coefficient in Eq. (1) should lie in the range [0, 0.25] for numerical stability [7].
The diffusion coefficients cN , . . . , cW are calculated at every iteration as a function
of the magnitude of the brightness gradient ‖∇′.‖ in the respective directions

ck
Ni, j

= c(‖∇′
N I k

i−1/2, j‖) ck
Si, j

= c(‖∇′
S I k

i+1/2, j‖) (4)

ck
Ei, j

= c(‖∇′
E I k

i, j+1/2‖) ck
Wi, j

= c(‖∇′
W I k

i, j−1/2‖) (5)

The function c(.) in the above equations is specific to the FBD, and in accordance
with [3, 6] it has two components, the first being responsible for the forward diffusion,
and the second for the backward diffusion

c(s1) = 1

1 + (s1/k f )n
− α1

1 + ((s1 − kb)/w)2m
(6)

In Eq. (6), s1 denotes themagnitude of the gradient component, and the parameters
k f , kb, w, n,m, and α1 define the shape of the c(s1) function. In our experiments the
following values were assumed: k f = 10, kb = 40, w = 20, n = 4,m = 1,α1 =
0.1, and λ = 0.1 unless otherwise specified. The gradients ∇′

N , . . . ,∇′
W in Eqs. (4)

and (5) are replaced by respective delta increments in Eqs. (2) and (3). The parameters
specified above were obtained experimentally and can be used for a relatively wide
class of US images.

3 Implementation of the NCD Algorithm Using the GPU

The principle of operation of the FBD algorithm is explained by means of Fig. 5,
together with the List of Symbols. The main diffusion equation Eq. (1) can be rewrit-
ten in the form
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outImage

Idble

LOOP ITERATIONS 

Idble
imagedif

IdbleIn

FINAL CALCULATIONS 

Idble

INITIAL CALCULATIONS 

IdbleStart

IdbleStart

outputHost

cudaMemcpy(HostToDevice) toInt<<<dimGrid,dimBlock>>>

cudaMemcpy(DeviceToHost)

fbdh<<<blockGridRowsConv,threadBlockRowsConv>>>

fbdv<<<blockGridColsConv,threadBlockColsConv>>>

cudaMemcpy(DeviceToDevice)

Fig. 5 Main function: initial calculations, loop iterations, and final calculations

I k+1
i, j = I k

i, j + λ[cN ∇N I + cS∇S I ]k
i, j︸ ︷︷ ︸

vertical

+λ[cE∇E I + cW ∇W I︸ ︷︷ ︸
hori zontal

]k
i, j (7)

where two components corresponding to the vertical and horizontal diffusion are
recognized. These components are calculated by two GPU kernel functions fbdh
and fbdv to be shown in simplified form below.

The main function, executed in the CPU, takes the input image IdbleIn in
double format from the CPU memory and transfers it to the GPU global memory.
Idblein is maintained as Idblestart without changes through all the itera-
tions, and its copy Idble is modified in each iteration. The main function executes
the main iteration loop a given number of times. In each iteration the input image
is Idble from the previous iteration and the pixels needed for padding, that is
extending the image outside the Idble, are taken from IdbleStart. The main
loop successively calls the fbdh and fbdv kernels. The fbdh outputs the auxiliary
array Ihor. The fbdv uses the input image Idble as well as Ihor. The Ihor
is necessary for summation of the horizontal and vertical diffusion components. The
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output image outImage from the fbdv is sent to the global GPU memory. The
image Idble obtained after the final execution of the loop is sent to the additional
kernel toInt for converting it into imagedif in integer format. The imagedif
is transferred from the GPU global memory to the CPU memory. Each of the fbdh
and fbdv kernels transfers data from the global memory to the shared memory,
calculates the values of the function gFunc implementing Eq. (6) and sends the
results to the global memory. If a certain block is to generate some portion of the
output image then it must have access to a larger window of the input data and uses
a so called apron around the required output [8]. Furthermore, when processing the
pixels on the edge of the image the window sticks out of the image and then image
padding is used. The fbdh uses a window of size equal to the image portion to be
generated plus one column to the left and one to the right and transfers pixel values
to the data array. Similarly, the fbdv uses a window including one row below
and one row above the image portion to be generated and transfers the results to the
data.

Consider now the fbdh (Algorithm 1) for an image of size 1024 × 1024 pixels,
for which the critical parameters are specified after the symbol �→ in several lines of
the List of Symbols. The width of the block is 192 pixels, and each warp reads one
pixel value. Line 20 of the algorithm calculates ∇W I k

i, j , whereas line 21 calculates

λ[cW ∇W I ]k
i, j (Eq. 3) and sends the result to dataNeighbor. Line 25 calculates

the intermediate value I k
i, j +λ[cE∇E I +cW ∇W I ]k

i, j and stores it in the array Ihor.
When calculating this value, the following relations obtained from Eqs. (2) and (3)
are used

∇W Ii, j = −∇E Ii, j−1 ∇S Ii, j = −∇N Ii+1, j (8)

List of Symbols
width,height (width and height of the image), e.g. (1024, 1024)

ROW_TILE_W = 190 (width of a tile used in row processing)

KERN_RAD = 1 (radius of a 3 × 3 kernel)

COL_TILE_W = 32 (width of a tile used in column processing)

COL_TILE_H = 80 (height of a tile used in column processing)

blS = 16 (block size)

λ = 0.1,n = 4,m = 1,kf = 10,kb = 40,w = 20, α1 = 0.1 (diffusion parameters)

dim3 blockGridRowsConv(�width/Row_TILE_W�,height) �→ (6,1024)

dim3 blockGridColsConv(�width/COL_TILE_W�, �height/COL_TILE_H�) �→(32,13)

dim3 threadBlockRowsConv(ROW_TILE_W+ 2× KERN_RAD) �→ 192

dim3 threadBlockColsConv(COL_TILE_W,32) �→ (32,32)

dim3 dimBlock(blS,blS) �→ (16,16)

dim3 dimGrid(�(width+ blS− 1)/bS�, �(height+ blS− 1)/blS�) �→ (64,64)

Turning now to the fbdv (Algorithm 2), the size of the block for fbdv is
COL_TILE_W×32 = 32×32, and the size of the tile is COL_TILE_W× (2× KER_RAD

+COL_TILE_H) = 32× 82. The tile is larger than the block, and each warp has to
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process several pixels. As a result, the Algorithm 2 has appropriate iterative for
loops. The loop in lines 11–18 transfers pixel values to the data. The loop in
lines 22–26 first calculates the differences according to Eq. (2), and then λ[cN ∇N I ]k

i, j .

The loop in lines 35–39 calculates the sum of the result from the kernel fbdh and
λ[cN ∇N I + cS∇S I ]k

i, j . Using the values given above each warp executes at most three
times any of the for loops.

The function gFunc implements Eq. (6) with the exception that the values kn
f and

α1/w
2m are calculated in advance and then used in each call of the function (Fig. 6).

Algorithm 1 fbdh
1: input: Idble in global memory, IdbleStart in global memory;
2: output: Ihor in global memory;
3: _ _shared_ _data[ROW_TILE_W+ 2× KERN_RAD];
4: _ _shared_ _dataNeighbor[ROW_TILE_W+ 2× KERN_RAD];
5: tileStart ← IMUL(blockIdx.x,ROW_TILE_W);
6: loadPos ← tileStart− KERN_RAD+ threadIdx.x;
7: rowStart ← IMUL(blockIdx.y,width);
8: if loadPos >= tileStart− KERN_RAD then
9: smemPos ← loadPos− tileStart+ KERN_RAD;
10: if max(tileStart− 1,0) <= loadPos <= min(tileStart+ ROW_TILE_W,

width− 1) then
11: data[smemPos] ← pixel value from Idble;
12: else
13: data[smemPos] ← pixel value from the first or last column of

IdbleStart
14: end if
15: end if
16: writePos ← tileStart+ threadIdx.x;
17: smemPos ← writePos− tileStart+ KERN_RAD;
18: if writePos <= min(tileStart+ ROW_TILE_W− 1,width− 1) + 1 then
19: v ← data[smemPos− 1] − data[smemPos];
20: dataNeighbor[smemPos− 1] ← ˘× gFunc (v, . . .) × v;
21: end if
22: if writePos <= min(tileStart+ ROW_TILE_W− 1,width− 1) then
23: Ihor[rowStart+ writePos] ← data[smemPos]

+dataNeighbor[smemPos− 1] − dataNeighbor[smemPos];
24: end if

Row tile 1

ROW_TILE_W=190

Row block 1

threadBlockRowsConv
=192

Column
tile

COL_TILE_W=32

COL_TILE_H=80

threadBlockColsConv.x=32

threadBlockColsConv.y
=32

Column
block

Fig. 6 Blocks and tiles
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4 Experimental Results

The experiments conducted with the proposed FBD algorithm consisted in modi-
fying dimensions of the grid and block and measuring the execution times for the
largest image considered. The use of the NSight allowed us to analyze the occupancy
of registers, the operation of warps and of shared memory. In particular, by changing

Algorithm 2 fbdv
1: input: Ihor,IdbleStart,Idble in global memory
2: output: outImage in global memory;
3: smemStride ← COL_TILE_W× 32;
4: smemSize ← COL_TILE_W× (2× KERN_RAD+ COL_TILE_H);
5: _ _shared_ _data[smemSize];
6: _ _shared_ _dataNeighbor[smemSize];
7: tileStart ← IMUL(blockIdx.y,COL_TILE_H);
8: columnStart ← IMUL(blockIdx.x,COL_TILE_W) + threadIdx.x;
9: if columnStart < width then
10: smemPos ← IMUL(threadIdx.y,COL_TILE_W) + threadIdx.x;
11: for i = tileStart+ threadIdx.y− KERN_RAD : blockDim.y : tileStart +

COL_TILE_H do
12: if max(tileStart−1,0)<= i<=min(tileStart+COL_TILE_H,height−

1) then
13: data[smemPos] ← pixel value from Idble;
14: else
15: data[smemPos] ← pixel value from the first or last row of IdbleIn;
16: end if
17: smemPos ← smemPos+ smemStride;
18: end for
19: smemPos ← IMUL(threadIdx.y+ 1,COL_TILE_W) + threadIdx.x;
20: tileEndClamped ← min(tileStart+ COL_TILE_H− KERN_RAD,

height− 1);
21: for i = tileStart+ threadIdx.y : blockDim.y : tileEndClamped+ 1 do
22: v ← data[smemPos− COL_TILE_W] − data[smemPos];
23: dataNeighbour[smemPos− COL_TILE_W] ← ˘× gFunc (v, . . .) × v;
24: smemPos ← smemPos+ smemStride;
25: end for
26: smemPos ← IMUL(threadIdx.y+ 1,COL_TILE_W) + threadIdx.x;
27: gmemPos ← IMUL(threadIdx.y+ tileStart,width) + columnStart;
28: if mod(width,32) ==0 then
29: gmemStride = width;
30: else
31: gmemStride = width− mod(width,32) + 32;
32: end if
33: for i = tileStart+ threadIdx.y : blockDim.y : tileEndClamped do
34: outImage[gmemPos] ← Ihor[gmemPos] + dataNeighbor[smemPos−

COL_TILE_W]−dataNeighbor[smemPos];
35: smemPos ← smemPos+ smemStride;
36: gmemPos ← gmemPos+ 32× gmemStride
37: end for
38: end if
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Fig. 7 Computing times for the FBD algorithm executed inGPU (left) andMatlab (right). Height×
width of test images are: 256× 256,256× 512,512× 512,512× 1024,1024× 1024

the row tile width and column tile height we found that the shortest total execu-
tion time was obtained for ROW_TILE_W=190, COL_TILE_H=80, although
the differences were rather small for a wide range tested dimensions. We used the
GeForce GTX 560 graphics card, the Intel Celeron 1.8 GHz CPU with 2 GB RAM,
and Visual Studio 2010 with 64-bit Windows 7. As can be checked in Fig. 7 the best
total execution time of a single iteration of the FBD algorithm was less than 2.2 ms.

Execution time of one iteration of diffusion algorithm implementing directly
Eq. (7)was on the order of 30ms for 1MB image. Taking advantage ofEq. (8) reduced
the execution time to about 15ms. Assuming constant valuesm = 1, n = 4, w = 20,
and replacing raising to the power by multiplication in Eq. (6) reduced the execution
time further down to about 2.6 ms, when measured using functions inserted in the
main code. Figure7 illustrates the times reported by the CUDA Launches Summary
obtained by the Nsight. These times are the averages of five iterations, measured
for the release version of the program. The difference between execution times of
release and debug versions was less that 1µs. Apart from the times specified in Fig. 7
there is a time connected with the transfer of the input image from the CPU memory
to the global memory and the transfer from the global memory to the CPU memory.
These times are similar to cudaMemcpy times shown in Fig. 7.

5 Conclusion

The execution time of the FBD algorithm in the GPU is on the order of 2.2 ms for
one iteration for 1 MB image using a moderate graphics card, which is acceptable in
real-time US applications. In the case of an equivalent Matlab program with similar
acceleration measures as for the GPU version the time obtained for 1 MB image is
77 s. Thismeans thatMatlab program is out of the question for real-time applications,
where ten or more frames per second have to be processed.
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There are two possible scenarios of the use of the FBD.One is a general sharpening
of the image. The weight of the backward diffusion α1 can then be set to lower
value. The other case is that when one wants to facilitate extraction of a particular
component, say the carotid artery, even at the price of the deterioration of the other
parts of the image. In this case α1 may be set to a higher value. An illustration of
these two cases of α1 is given Fig. 4c, d. Finally, it is worth noting that the FBD
algorithm is by no means restricted to US images, and enhancement of a variety of
other images is possible.
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Face-Based Distributed Visitor Identification
System

Adam Nowosielski

Abstract In this paper the problem of the expansion of the simple face recognition
system using the distributed system architecture is considered. The basic principle of
the simple real-life face recognition system assumes the operating in specific local-
ization using a single camera. People’s faces are detected first and then recognized.
Taking as a basis a primary face recognition system for the task of visitor identi-
fication the extension to additional localizations is analyzed. In order to maintain
the simplicity of the components the final Distributed Visitor Identification System
integrates the results from the individual subsystems and provides the data exchange.
As a result face-based people re-identification is obtained. The resultant solution, by
linking the information between separate localizations, enables new applications like
for example the reported people flow analysis.

Keywords Face recognition · Face detection · Distributed face recognition ·
Re-identification · People flow

1 Introduction

The problem of visitor identification encompasses many applications where the
essence is to recognize a human. The recognition process may be performed using
variety of techniques and clues but biometrics emerges here as the most important
and suitable technology.With the face recognition the process of visitor identification
becomes non-invasive and not disturbing.

Potential applications of visitor identification include the recognition of [8, 13]:
residents or their guests (visitors) in smart home, a frequent buyer in the shop, a
missed or suspected person in a specific location etc. The foundation of the func-
tioning of this class of systems is local-area usage with relatively small and dynamic
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face database [8, 13]. The system is directly associated with the specific camera and
the operating time should be real-time.

The extension of the face recognition system for the visitor identification task to
additional localizations and cameras is analyzed in the paper. Using the distributed
system architecture individual face recognition systems are combined to form a Dis-
tributed Visitor Identification System. In addition to increasing the area of operation
the association of the information between the separate localizations enables new
applications. The resultant solution has a great potential in people flow analysis. The
improvements in transfer conditions, schedule optimization and route planning can
be achieved with pedestrian traffic distribution analysis in big public transport inter-
changes [11]. With the distributed face recognition this task is feasible and reliable.

Since the local visitor identification is limited to a specific location comprising
private property or premises with the expansion process some privacy issues may
emerge. Whereas the expansion within the closed area of the private or company
property should not raise objections the concerns may arise with the application
in public spaces. There is a possibility to overcome the issue in some applications
with the anonymous recognition. For example in the problem of traffic distribution
analysis there is no need of name or other privacy sensitive data storage [11].

The rest of the paper is structured as follows. In Sect. 2 a brief discussion on people
re-identification and face recognition is provided. Then, in Sect. 3 face recognition
system structures for local visitor identification are reported. The structure of the
Distributed Visitor Identification System is proposed in Sect. 4 and an example
implementation is outlined in Sect. 5. The paper ends with a summary.

2 Re-identification as a Face Recognition Problem

Identification and identity verification are the two classical tasks in face recogni-
tion [5, 8, 15]. The identification tries to specify the identity of a person using the
database of known individuals. In the second task the claimed identity is verified on
the base of comparison of provided biometrics with the stored template. The recog-
nition here is one-to-one whereas the identification process is based on one-to-many
comparisons. In both cases some thresholds values ensure the security of the system.

In recent years in the literature devoted to computer vision a newproblemof people
re-identification appeared. It is defined as [4]: recognizing an individual in diverse
locations over different non-overlapping camera views, considering a large set of
candidates. A person is tracked across multiple cameras which requires the ability
to re-identification on leaving and reappearing between the field-of-view of different
cameras [2]. Scene observationwithmultiple cameras is of particular interest for [17]:
video surveillance, sports coverage and healthcare. The association of objects across
views is one of the most important tasks here. Another issue is the dynamically
evolving gallery and probe sets associated with the open set scenario [2].

Many researchers indicate that for such conditions the classical biometrics like
face or gait may not be applicable (due to low resolution or frame rate [2, 4]) and they
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propose to use the entire body appearance. A personwears the same clothes and looks
similar between subsequent observation points [4]. Re-identification based only on
visual information is considered as appearance-based [2, 4]. The most commonly
used features are color and texture information [17]. These features model the static
appearance of a person [17]. Many solutions utilize additional spatial information
about the location of cameras and predictable temporal reasoning [17]. Since the
human body is an example of articulated objects it is willingly modeled by segments
for which features of different kind are extracted [1, 2]. What is more, a person may
be modeled with single-shot or multiple-shot (several frames) strategy [1, 2].

The task of re-identification is considered challenging since many unfavorable
factors exists: varying pose, illumination and viewpoint diversity. By providing the
appropriate imaging conditions: high resolution cameras and the appropriate camera
placement, it is possible to employ the face recognition for the re-identification
problem. The adequate system architecture should be provided and the appropriate
set-independent face features should be used. The dynamically evolving gallery and
probe set exclude the possibility of using entire dataset calculated features (e.g.
classical PCA methods [5, 8, 15]).

3 Visitor Identification System Structures

The face-based Visitor Identification System is a specific case of a face recogni-
tion system and more specifically—the face identification system. It consists of the
following fundamental blocks [8, 13]: face detector, feature extractor, database and
classifier. Since the Visitor Identification System operates on real-life video stream,
the face detection block is compulsory. Its task is to analyze input image for the pres-
ence of a face and provide the detected and properly cropped face image to the next
stage. The actual process of face recognition starts at the stage of feature extraction
which aims at describing face using a set of features. From the input face image
only relevant information are preserved in the resultant feature vector. These feature
vectors are stored in face database and compared in the classifier. The whole process
is depicted on the scheme in Fig. 1. There are two types of connections between
the blocks. The dotted line denotes the registration mode—the stage when users are
enrolled to the database. The regular line reflects the operation of the system in the
identification mode.

Fig. 1 Typical face
recognition system structure
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Fig. 2 Local visitor identification system in parallel architecture (based on [8])

The classic face recognition methods have been divided into two categories [8]:
feature-based and appearance-based (holistic) approaches. Those categories are
presently refereed as intensity based approaches [5]. According to the data acquisi-
tion two other techniques are referenced [5]: video based and special sensor based
(like 3D approaches or infrared face models). Numerous attempts have been made
to build a hybrid solution with different techniques fusion (e.g. [5–8, 10, 13]). This
leads to a duplication of feature extractor blocks and classifiers. The repetition of
the functional blocks is achieved using the parallel or serial architecture [8]. Both
structures are provided on the the schemes in Figs. 2 and 3 [7, 8]. Additionally, the
recognition result in the parallel system organization is formulated in a decision
block on the base of some certain logical rules or in a voting fashion [8].

Another possibility of the expansion of the base structure of the Visitor Identifica-
tion System (Fig. 1) is by the integration of additional function blocks. The capabili-
ties of the system can be improved and some of characteristics can be strengthened.
An example of the extension of the holistic face recognition system is provided in [14]
where the following additional function blocks are incorporated in the base structure:
virtual face image generator, light compensator, masking block, face tracker, feature
space reducer and template selector. These additional function blocks implement
some expansion strategies like [14]: improvement of the face database representa-
tiveness, stabilization of the results, reduction in computational complexity, increase
in recognition efficiency, increase of the capabilities of the system.

Fig. 3 Local visitor identification system in cascade architecture (based on [8])
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The above quoted extensions of additional function blocks, the serial and parallel
architecture, all allow improvements in the base face recognition system and they
may be integrated successfully in the visitor identification task. On the other hand, all
these enhancements improve the efficiency of the individual instance of of the system.
The high expectations and new possibilities are associated with the integration of
several instances of the Visitor Identification System in the distributed structure.

4 Distributed Visitor Identification System Structure

The local visitor identification task assumes that the face recognition is performed in
a specific location. The system has a dedicated camera which video stream is directly
analyzed. For many locations many individual systems operates independently. With
the information exchange between these systems a distributed system for visitor
identification can be constructed. Registered in one location the face can be searched
for in other locations. It is of great importance for the high security places (e.g.
buildings with some restricted areas) or for the people flow analysis. The Distributed
Visitor Identification Systemmay also be used for the task of loitering detection. The
prolonged loitering behavior may indicate suspicious intentions [3].

The distributed system may operate in an open or closed space scenario. The
second case is straightforward in the database management context. On the entry
to some protected area (a building) a person is registered, tracked while moving
inside the closed space, and finally removed from the database on leaving. With
the open space scenario the person registered in one place may not appear in other
locations. The automatic removal of individuals should be ensured in order to secure
the database from overloading. A time of registration should be associated with a
new face and the time window should be used for the validity inspection.

The information exchange between individual Visitor Identification Systems
should be provided with the emphasis on the privacy issues. The local system should
only be limited to send or receive data required for the process of recognition. In
this context, a coded face image information, i.e. a feature vector, is the only data
required.

Based on the above discussion the structure of the face-based Distributed Visitor
Identification System can be proposed. The appropriate scheme is presented in Fig. 4.
The system named GlobVIS encompasses a number of local visitor identification
subsystems LocVIS. The only connecting element of individual subsystems is the
face database block which must be considered in a broader sense. It acquires feature
vectors, manages the feature vectors and distributes them to local systems. There
is a feedback loop from each local classifier to the database which indicates the
information transfer of the recognition results. Recognized at a time in one location
a person cannot be considered for recognition in other places. Some localizations
may also be associated unambiguously with the exit from the observed area and with
the feedback information the removal from the database may be triggered without
regard for the time window.
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Fig. 4 Face-based distributed visitor identification system structure

5 Evaluation and the Application in Pedestrian Traffic
Distribution Analysis Task

The system structured on the presented concept has been built for the task of pedes-
trian traffic distribution analysis. This kind of analysis is performed for public trans-
port schedule optimization and route planning. For these tasks the traditional survey
of people flow is based on counting and interviewing of travelers and the utilization
of face recognition techniques is a new solution [11].

The concept of the distributed face recognition system has been utilized in the
examination of Bemowo-Ratusz interchange in Warsaw. Pedestrian traffic distrib-
ution analysis was needed for the planned redevelopment of tram lines. The inter-
change consisted of three bus stops and two tram stops with 25 different lines. The
survey based on face recognition techniques was accompanied with the traditional
interview-based examination. The results of the comparison and the outcome of the
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appropriate survey have already been published in [11]. The results of traditional and
face recognition based studies demonstrated good correlation. The current analysis
concentrates on the aspects of the distributed face recognition.

In theBemowo-Ratusz interchange case theDistributedVisitor Identification Sys-
tem consisted of 10 local subsystems. Each local Visitor Identification System was
constructed on the base of cascade face detector and parallel feature extraction mod-
ule. The Viola Jones method [16] was used at first stage of the serial face detector.
The results were verified by the proprietary Verilook algorithm [12] at the second
stage. For the classification task, the global approaches based on appearance have
been combined with the local feature extractor LIFE (Light Invariant Feature Extrac-
tor) [9]. The integration was made using the weighted voting procedure. The global
approaches included simple features [7]: scale, random, histogram, spectrumDFT
and spectrumDCT.

The material was gathered during the morning and evening rush hours (the period
of 3h each). The timewindowof 10-min has been adopted here. For the face detection
stage the already reported results equal to 83% for the morning session and 79%
for the evening session [11]. In the respective sessions about 500 and 570 thousands
separate face images have been detected. For the recognition stage the value of
75% have been obtained. For more details of the examination and the comparison
with traditional (survey based) approaches the reader is referenced to [11]. Since
the examination of conducted people flow was a pilot study, the system prototype
operated on the material gathered simultaneously by 10 cameras and processed later
offline. Nonetheless, these results were achieved for the real-life data.

6 Conclusions

The extension of the face recognition system for the visitor identification task to
additional localizations and cameras was analyzed in the paper. Using the distrib-
uted system architecture individual face recognition systems were combined to form
the Distributed Visitor Identification System. The resultant solution enables face-
based re-identification of people under dynamically evolving gallery and probe sets
associated with the open set scenario.
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Color Space Optimization for Lacunarity
Method in Analysis of Papanicolaou Smears

Dorota Oszutowska–Mazurek, Przemysław Mazurek, Kinga Sycz and
Grażyna Waker–Wójciuk

Abstract There are numerous cells nuclei analysis algorithms. The lacunarity is
the texture analysis algorithm and could be applied for binary or grayscale images of
cells nuclei. The cells in Papanicolaou process are stained so numerous conversions
to grayscale or binary images are possible. The optimization of RGB color space
using weights is proposed for polynomial based analysis using lacunarity and the
cell area of binary image. Obtained results show significant differences for best and
worst cases for the number of cells of atypical and correct classes with similar cells
area.

Keywords Lacunarity · Image analysis · Cytology

1 Introduction

Image analysis of cell nuclei is important because Computer Aided Diagnosis allows
rapid discrimination of cells automatically. Such systems are applied for full analysis
of specimen or as a tool for the detection of most important cells due to atypia. Image
analysis of cells is based on the grayscale images typically and algorithms are defined
for such image class. Selected image analysis algorithms are used for binary images
only. The conversion fromgrayscale image to binary using fixed or adaptive threshold
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Fig. 1 Example microscopic images of cell nuclei

is possible. Such conversion reduces information, but could be applied if binary input
data of the image is accepted. There are numerous image analysis algorithms that
could be applied for biological objects. Exemplary likewavelets analysis is not unique
approach and many variants are possible due to selection of wavelet, analysis tree
and estimators that are applied for specified details or approximations.

The color images of cells are obtained by the selection of proper staining technique
(Fig. 1). The Papanicolaou process (Pap) is applied in cervical screening and is a good
example of staining process [3, 4, 8]. It is a kind of chemical segmentation that is
necessary for cytoscreneers. The color of cells depends on a few factors and could
be applied for analysis. This process is related to cytoplasm intentionally, so colors
are visible in cytoplasm. The cell nucleus is inside of cell and stained also, but the
dark color—black is dominant. The color of cell nucleus is an effect of staining
and cytoplasm folding during the preparation of slide. This phenomenon could be
applied for better discrimination between atypical and correct cells classes. The
optical density of cell nucleus is observed due to specific transparency as well as
volumetric light effects for such thin object, also.

1.1 Related Works

Cell nuclei are fractals or multifractals [19] and there are many algorithms for mul-
tiresolutional analysis of cell nuclei, like box–counting, triangular prism method
[14, 15], variogram [16], lacunarity [17], Slit–Island Method, Area–Perimeter
Method [10]. Multiresolutional analysis using fractals or wavelet could be applied
for nucleus of different cells [1, 5, 11]. The most sophisticated problem is the seg-
mentation of cells and cell nuclei, and many research are related to this topic [6, 7, 9,
12]. There are numerous texture analysis algorithms [13, 21]. In [2] ‘haar’ wavelet
is proposed for cell nuclei and surrounding area. Multispectral images are analyzed
in [20] using ‘daub2’, ‘daub16’, ‘bior2.2’ and Gabor transform.
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1.2 Content and Contribution of the Paper

The lacunarity estimator for binary images is considered in Sect. 2. Image preprocess-
ing as well as estimation is considered in Sect. 3. Proposed color space conversion
to grayscale image for further binarization, results and discussion are provided in
Sect. 4. Final conclusions are provided in Sect. 5.

2 Estimation of Lacunarity

Lacunarity is applied for the analysis of binary images typically [18]. Numerous
extensions to grayscale images are available also, based on multiple analysis with
different threshold values for example.

Lacunarity, like variogram, is not single value but function, which properties of
binary texture depend on scale. Lacunarity is applied for analysis of holes in such
texture typically. A few techniques of analysis are available including tiles or sliding
window. Sliding window is assumed in this paper. Box window with r–pixels is
assumed, so the area of analysis have R × R resolution. The number of 1’s inside
window is from the following range:

s ∈ 〈0, r〉. (1)

The number of pixels with 1’s inside window Wi is calculated:

si =
∑

i

Wi , (2)

and i denotes different 2D positions of window W in image.
The frequency table is initialized simply:

n(s, r) = 0 (3)

and updated using recursive formula:

n(s, r) ← n(s, r) + 1 (4)

because for different position i of window si is calculated. The size of window r is
also modified, so this value is not fixed.

The normalization of the frequency table is necessary after processing of all
position and all allowed sizes of window:

Q(., r) = n(., r)∑
n(., r)

. (5)
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The results of this operation is the probability table Q. The obtained probability table
is applied for the computation of two moments. The first moment is:

Z1(r) =
∑

i

si Q (si , r) (6)

and second moment is:
Z2(r) =

∑

i

s2i Q (si , r) . (7)

The lacunarity Λ(r) for r = R × R window size is calculated using the following
formula:

Λ(r) = Z2(r)

[Z1(r)]2 . (8)

Normalized lacunarity is obtained using scaling:

Λnorm(r) = Λ(r)

Λ(1)
. (9)

The proposed approximation in [17] of lacunarity function uses the following
polynomial:

log10(Λ(r)) = a3(log10(r))3 + a2(log10(r))2 + a1(log10(r)) + a0, (10)

and the most significant coefficient (a2) is selected for the classification purposes.
Obtained results [17] depends on the selection of color space, and additionally

grayscale and channel switching method are applied. The differences show the sen-
sitivity to selection of color space, so optimization of color space could be technique
for results improvement.

3 Image Preprocessing

Automatic segmentation is outside of the research scope. Acquired images are seg-
mentedmanually, so cell nuclei are obtained. Color image of cell nucleus is converted
to grayscale (C) using mean of all color channels (CR , CG and CB of RGB color
model):

C(x, y) = (CR(x, y) + CG(x, y) + CB(x, y)) /3. (11)

The obtained image is normalized, so fixed contrast is obtained. It is necessary,
due to further thresholding and light condition variances. Adaptive threshold does
not need normalization. The median filter is applied for the selection of threshold
level MED(C):
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Cbin(x, y) =
{
1 : C(x, y) > M E D(C)

0 : C(x, y) ≤ M E D(C)
, (12)

where C is the image of cell nucleus only.

4 Color Space Optimization—Experiments and Discussion

There are numerous color spaces that could be applied for the image analysis.Original
images obtained from camera uses RGB color space. The aim of optimization is
the selection of weight related to appropriate channels. Such linear transformation
changes threshold level as well as binary texture. The classification process uses cell
area and a2 coefficient of polynomial so this coefficient will be different. The cell
area is fixed and independent on weights of color channels.

C(x, y) = (wRCR(x, y) + wGCG(x, y) + wBCB(x, y)) /3 (13)

Themain discriminant is the area of cell nuclei, but is not sufficient. There is small
subclass of atypical cells inside correct cells region. The ellipsoid discriminant of
95% confidence region for this subclass is depicted in Fig. 2. All weights are set to
1, so the color space is not optimized. There are 12 of correct cells that are examined
by cytoscreener as a possible atypical.

The application of weights allows the determination of better color space as a
combination of R, G and B channels. The number of correct cells is calculated inside
95% confidence region related to atypical cells. The results are shown in Fig. 3.

The relation betweenweights due to adaptive threshold obtained by the application
of median occurs, but redundant results are depicted intentionally in Fig. 3. The best

Fig. 2 Distribution of
atypical and correct cell
nuclei—no weights
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Fig. 3 Number of correct cells inside atypical 95% confidence region (dark blue—7, red—17)
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Fig. 4 Distribution of
atypical and correct cell
nuclei—best results
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Fig. 5 Distribution of
atypical and correct cell
nuclei—worst results
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significant solution is the green channel with small weight of blue channel. The
red channel is rejected (wR = 0). Red and blue cytoplasm cells are obtained in
Papanicolaou process. The green channel preserves important information about
differences between classes. The best result is 7 correct cells that are examined by
cytoscreener as a possible atypical (Fig. 4).

Improper selection of weights gives poor results (Fig. 5). The worst result is 17
correct cells that are examined by cytoscreener as a possible atypical.
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5 Conclusions

The proposed approach of color space optimization could be applied for other color
space and estimation algorithms. The analysis is based on discrete sampling of color
space weights, but gradient optimization could be also applied.

The number of correct cells that are assigned to atypical region is reduced signifi-
cantly for our database. There most important result is the selection of color channel
weights that shows importance of green channel that is not available in Papanicolaou
process directly.

The effect of light condition and chemical process related to cell region and are
complex and considered for further work.
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Toward Texture-Based 3D Level Set Image
Segmentation

Daniel Reska, Cezary Boldak and Marek Kretowski

Abstract This paper presents a three-dimensional level set-based image segmenta-
tion method. Instead of the typical image features, like intensity or edge information,
the method uses texture feature analysis in order to be more applicable to image sets
withs distinctive patterns. The current implementation makes use of a set of Grey
Level Co-occurrence Matrix texture features that are generated and selected accord-
ing to the characteristics of the initial region. The region is then deformed using
the level set-based algorithm to cover the desired image area. The generation of the
texture features and the level set surface deformation scheme are performed with
graphics card hardware acceleration. The preliminary experiments, performed on
synthetic data sets, show promising segmentation results.

Keywords Image segmentation ·Deformable models · Level set · Texture analysis

1 Introduction

Level set methods are a group of algorithms broadly used in many areas of computer
science, particularly in computer vision [14]. Level set-based deformable models [7]
are especially useful for the task of image segmentation, i.e. partitioning of the image
into distinct regions. The idea of a level set segmentation is based on an implicitly
represented shape (a curve for a 2D image or a surface for a 3D volume), defined
within the image domain. This shape is then deformed in an evolution process driven
by external (image data) and internal (smoothness/curvature) forces. The resulting
shape contains the targeted image region of desired characteristics.
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R.S. Choraś (ed.), Image Processing and Communications Challenges 7,
Advances in Intelligent Systems and Computing 389,
DOI 10.1007/978-3-319-23814-2_24

205



206 D. Reska et al.

Level sets have an important ability to adapt their topology, which is a big advan-
tage over the traditional parametric deformable models [4]. A level set shape can
contract or expand, but also naturally divide or merge, therefore can handle changes
in the segmented region topology without any additional frameworks [6]. The image
data forces can be also modified to incorporate region [2, 13] or texture-based [9, 15]
features. A known downside of the level sets is their computational intensity, espe-
cially in 3D.Recently, this limitation has been addressed by utilization of the graphics
card (GPU) acceleration, which can significantly increase the performance of the 3D
methods [5, 12] and open new possibilities for more interactive applications.

In this paper, we propose a texture-based level set method for segmentation of
three-dimensional image volumes. The method replaces the traditional intensity-
based data term in the level set speed equation with a term based on image texture
features. In its current form, the method utilizes features based on Gray-Level Co-
occurrence Matrices (GLCM) [3]. The texture feature generation process, as well
as the level set evolution algorithm, uses hardware-accelerated implementations on
GPU. The preliminary experiments were performed on synthetic images, where the
texture-based approach showed an improvement over traditional methods.

2 Texture-Based Level Set Method

The proposed segmentation method incorporates a texture-based image data term
into a 3D level set algorithm. In the image domain, the level set defines a surface
that can deform according to the characteristics of the initial region: the surface can
expand into a region with a uniform texture that is similar to the initial region or
contract from an area where the texture does not meet the similarity criteria.

The initial spherical surface is manually initialized inside the segmented region.
The texture features are then generated for the part of the volume inside the bounding
box of the surface. Next, the algorithm selects themost uniform features for the initial
region and uses them in the level set-based deformation process.

2.1 Texture Feature Generation and Selection

The texture feature generation process creates a set of feature maps for the volume
inside the initial surface and then selects the features that have a low dispersion inside
the initial region. This condition selects the texture features that will distinguish the
segmented area from regions with different textures.

Currently, the method uses 2D texture features, generated separately for each of
the images in the data stack (that composes the volume). To find the initial texture
feature set, the algorithm selects the 2D images intersected by the bounding box
of the initial surface and calculates partial texture maps only for the areas of the
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intersection.Amaskof the initial surface region is alsogenerated andused to calculate
the characteristics of the features only for the volume points (voxels) inside the start
region. For each of the features mi , the mean of the feature values x̄i , standard
deviation σi and Relative Standard Deviation %RSDi = σi

x̄i
× 100 are calculated.

The texture feature used for the segmentation process must have the %RSD lower
than a user-specified threshold (equal to 65% by default). After this selection step,
all of the selected features are calculated for the entire input data set (again in 2D:
each selected feature for every image). Additionally, the selection step can reduce
the number of maps by analyzing their similarity for different orientations in groups
with the same feature, window size and displacement. The details of this process are
described in [10].

The currently used texture features, generated from theGrey-Level Co-occurrence
Matrix, are: Entropy, Correlation, Homogeneity, Contrast and Energy. The maps are
generated for different sets of GLCMparameters: window size (from 3×3 to 11×11
by default), displacement (from 1 to 3 pixels) and orientation (0◦, 45◦, 90◦, 135◦ and
for all four angles). The algorithm, however, is not limited to the GLCM approach –
any method that can generate a feature map of the segmented image can be used.

2.2 Level Set Surface Deformation

The manually initialized surface is deformed using the level set method. In this
approach, we can define the surface S in a form of a set of points p = (x, y, z) in
the image domain as S = {p|φ(p, t) = 0}, where φ(p, t) : �3 �→ � and t is the
time step of the simulation. During the simulation process, the surface points are
moved according to a speed function F(p, t), which allows the surface to expand or
contract in order to eventually enclose the segmented region.

In this work, we modify the speed function proposed by Lefohn et al. [5],
defined as:

F(p, t) = αD(p) + (1 − α)C(p, t), (1)

where D(p) is the image data term that drives the deformation, C(p, t) is the surface
curvature term and α ∈ [0, 1] is a user-defined parameter for balancing the influence
of the two terms. The original image intensity-based data term was defined as:

Dint (p) = ε − |I (p) − T |, (2)

where I (p) is the intensity value in point p and ε and T specify the target intensity
range: I (p) between T − ε and T + ε promotes the expansion of the surface, while
the intensity out of the range encourages a shrinkage.
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Our proposed texture term Dtex influences the surface motion by taking all the
previously generated texture features into consideration: the surface is encouraged
to expand to a point p if a feature similarity condition is fulfilled for all the selected
texture features, or to contract otherwise, as defined in:

Dtex (p) =
{
v if ∀m ∈ Mbest : |valm(p) − x̄m | ≤ θ × σm

−v otherwise,
(3)

where m is a texture feature in the selected set Mbest , x̄m and σm are the feature
mean and standard deviation in the initial surface, valm(p) is the value of the texture
feature m in the point p, v is a predefined constant value and θ is a user-defined
parameter that denotes the term sensitivity.

The level set equation is solved with a GPU-accelerated implementation of the
upwind scheme [8]. The simulation time is currently determined by specifying the
desired number of iterations. Due to the numerical stability requirements of the
method, during a single iteration each surface point can be moved only by one
position.

3 Experimental Results

This section shows the experimental segmentation results of the proposed method.
As the algorithmwas mostly GPU-bound, the experiments were performed on work-
stations with three types of Nvidia graphics cards: GeForce GT630 (with 96 CUDA
cores),NvidiaQuadroK2000 (384CUDAcores) andGeForceGTX780 (2304 cores).
The total segmentation time for the presented examples is presented in Table1. In
comparison to the intensity-based level set method (see Eq. (2)), the proposed algo-
rithm was about 2 times slower (on average). Each experiment consisted of 1000
iterations of the level set method.

The algorithm was implemented using the MESA system [11]—a platform for
designing and evaluation of the deformable model-based segmentation methods.
MESAprovides a template system for construction of active contours fromexchange-
able elements (i.e., models, energies and extensions), allowing an easy comparison of
the proposed approach with other methods. The GPU-accelerated algorithms were

Table 1 Segmentation time of the proposed method on different GPUs (in seconds)

Data set GPU type

GF GT630 Quadro K2000 GF GTX780

Volume 1 38 12 3.5

Volume 2 120 42 9
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implemented in OpenCL [16] and integrated with the existing code using a Java
binding library (JOCL from www.jocl.org).

The method was tested on synthetic volumes, created using the Brodatz texture
database [1]. The initial surfaces were initialized manually. The experiments usually
required an adjustment of the θ and α parameters.

The first example (see Fig. 1) shows a segmentation of a synthetic volume (256×
256 × 9 voxels) with an ellipsoidal region of a high contrast texture. The intensity
variance of the pattern makes it impossible to segment with default intensity-based
speed function (see Fig. 1c). The texture-based speed function, however, managed to
correctly drive the surface to the region boundaries (see Fig. 1d).

The second example (see Fig. 2) presents a more challenging case: a volume
(256 × 256 × 20 voxels) containing a region with a complex surface and a texture
identical to the background, but rotated by 90◦. The default method failed to extract
the region (see Fig. 2c). The texture-based method, however, managed to extract a
rough outline of the surface due to the strong directional characteristics of the region
pattern. The final form of the extracted surface is visible in Fig. 2f.

Fig. 1 Segmentation results of the first data sets: a 3D visualization of the set and initial surface,
b initial surface in a 2D cross-section of the set, c sample result of the algorithm with the default
image term, d result with the texture data term

www.jocl.org
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Fig. 2 Segmentation results of the second volume: a,b 2D slices from the volumewith initialization
visible on (b), c example volume slice with a result of the algorithm with the default image term,
d, e results with the texture data term, f 3D visualization of the extracted surface

4 Conclusions and Future Work

In this paper a texture-based level set method for segmentation of three-dimensional
image volumes is proposed. The method implementation makes a heavy use GPU
acceleration, achieved with OpenCL. While the present method is still in an early
stage of development, the preliminary results on synthetic images show a potential
for other applications, possibly in natural or medical image analysis.

In the future work, an important enhancement would be an utilization of fully
3D texture features [17] instead of the currently used combination of 2D textures.
Moreover, the utilized feature set (based on GLCM) can be easily extended by incor-
poration of other texture feature extraction methods. Furthermore, while the current
numerical level set solving method is relatively much faster than a CPU implemen-
tation, the nature of the method can suggest an employment of a different, more
effective algorithm. As the surface is initialized inside the segmented region and is
generally expected only to expand, a less computationally intensive method like fast
marching [14] or narrow band [12] could be more suitable here.

Acknowledgments This work was supported by Bialystok University of Technology under Grant
W/WI/5/2014 and S/WI/2/2013.
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The Calibration of the Pan-Tilt Units
for the Active Stereo Head

Adam Schmidt, Li Sun, Gerardo Aragon-Camarasa and Jan Paul Siebert

Abstract We present a method for precise calibration of the pan-tilt unit based on
the Levenberg-Marquardt optimization. Two different error functions are proposed—
the first based on the position of the calibration marker and the second one indirectly
incorporating the orientation of themarker. The proposedmethodwas experimentally
evaluated and the obtained results confirm its usefulness for the precise stereo-head
operation.

Keywords Pan-tilt calibration · ptu · Active vision

1 Introduction

The pan-tilt units (PTUs) have been widely used to increase the effective field of
view of cameras and to facilitate objects tracking. The applications of PTUs include,
but are not limited to, acquisition of multi-scale images [15], driver assistance [4]
and rail detection [12], surgical imaging [9], biometrics [7, 17].

Beside facilitating the operation of single cameras the PTUs constitute a crucial
element of the active stereo heads used in robotics such as the Yorick head [3] or
the Medusa head [2]. The ability to rotate the cameras is especially important for
mimicking the version and vergence movement and designing bio-inspired visual
perception and recognition systems [1, 14].

Regardless of the particular application it is important to know the pose of the
camera for given pan and tilt angles. However, the precision of the pose estimation
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gets even more crucial if the stereo head is used for accurate depth reconstruction as
in [16].

Over the years several approaches to the calibration of the PTUs have been pro-
posed. In his workHartley [8] presented a two-stage algorithm for the self-calibration
of the pan-tilt camera. The first non-iterative stage calibrates the camera intrinsics
and kinematics parameters. The second, iterative refines the calibration. Neubert and
Ferrier [13] proposed a closed-form solution based on the Lie theory approach to
kinematic modelling. Davis and Chen developed a calibration method for wide-area
surveillance networks [6]. The algorithm uses a single LED target observed simul-
taneously by several cameras to establish the geometric relationships between the
cameras. Sinha and Pollefeys presented a method based on the bundle adjustment.
However, the accuracy of their solution suffers from the assumption that the inter-
section of the pan and tilt axes coincides with the camera’s optical center. Huang
et al. [10] noticed that calibrating PTUs with telephoto lenses is hindered by near-
ortographic projection. Instead of using an object of known size they introduced an
external stereo-head to establish a set of 3D points for the PTU calibration. The same
problem has been noticed by Kim [11]. Their solution was based on using direct
points’ observations instead of inter-image homographies to reduce the influence of
degenerate configurations.

Here we present an algorithm for calibration of the pan-tilt unit aimed at providing
precise estimates of the camera’s pose according to the set pan and tilt angles. The
Levenberg-Marquardt algorithm is used to find the kinematic parameters of the PTU.
The preliminary results show that a very high precision of the pose estimates can be
obtained.

2 System Overview

The considered system consists of a PTUwith a camera attached to it. The PTU-D46
unit and the Nikon digital SLR camera D5100 were used in the experiments (Fig. 1).
Moreover, a static chessboard marker is used for the calibration.

The PTU unit contains two perpendicular rotation axes intersecting in a point
considered to be the origin of the PTU’s coordinate system. The camera’s pan is
modeled as a rotation around the z axis and the tilt is modeled as a rotation around
the x axis. There is no assumption regarding the coincidence of the camera’s optical
center and the origin of the PTU coordinate system. Moreover, the camera’s axes are
not necessarily aligned with the PTU’s axes. The transformation between the PTU’s
mounting point and the camera’s optical center is represented with a translation

vector tc = [
t x
c t y

c t z
c

]T
and the rotation represented according to the Rodrigues’

formula as a vector rodc = [
rodx

c rody
c rodz

c

]T
. Thus, the transformation between

the PTU’s coordinates and the camera’s coordinates is given as:
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Fig. 1 The active stereo head used in the experiments

T C
PT U (α,β) = Tz,αTx,β

[
R(rodc) tc

0 1

]
(1)

Tz,α =

⎡

⎢⎢⎣

cos(α) − sin(α) 0 0
sin(α) cos(α) 0 0

0 0 1 0
0 0 0 1

⎤

⎥⎥⎦ (2)

Tx,β =

⎡

⎢⎢⎣

1 0 0 0
0 cos(β) − sin(β) 0
0 sin(β) cos(β) 0
0 0 0 1

⎤

⎥⎥⎦ (3)

θ =
√
rodx

c
2 + rody

c
2 + rodz

c
2 (4)

rc = [
rx ry rz

]T = rodT
c
1

θ
(5)

R(rodc) = cos(θ)I + (1 − cos(θ)) rcr T
c + sin(θ)

⎡

⎣
0 −rz ry

rz 0 −rx

−ry rx 0

⎤

⎦ (6)

where α and β are the pan and tilt rotation angles respectively.
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Similarly, the pose of the marker is represented with the translation vector tm
and rotation vector rodm . The transformation between the marker’s and the PTU’s
coordinates can be calculated as:

T M
PT U =

[
R(rodm) tm

0 1

]
(7)

3 Pan-Tilt Calibration

The camera was calibrated using the rational lenses model presented in [5]. Once the
intrinsic parameters of the camera are known it is easy to calculate the pose of the
marker w.r.t. the camera’s coordinate points. This pose depends on the current pan
and tilt angles of the PTU and its estimate is denoted as:

T M
C (α,β) =

[
RM

C (α,β) t M
C (α,β)

0 1

]
(8)

The proposed calibration procedure requires capturing N images of the marker
for different pan and tilt anglesαi and βi where i ∈ 〈1, N 〉. Once the observations are
gathered the Levenberg-Marquardt algorithm is used to find the vector of parameters
x = [

tc rodc tm rodm
]
minimizing the assumed error function.

In the simplest form the error function compares the observed position of the
marker w.r.t. cameras coordinates with the coordinates calculated according to the
current estimate of the system’s parameters:

err1 =
N∑

i=1

eT
i ei (9)

ei = T C
PT U (αi ,βi )

−1tm − t M
C (αi ,βi ) (10)

However, such error function does not take into the account neither the marker’s
orientation w.r.t. PTU’s coordinates (rodm) nor its observed orientation (RM

C (α,β)).
Unfortunately, due to the different units used, it is impossible to directly incorpo-
rate position and rotation errors in the same error function without using arbitrarily
selected weights. This issue is alleviated by introduction of the second error function
comparing the positions of three corners of the calibration marker:

err2 =
N∑

i=1

3∑

j=1

eT
i, j ei, j (11)

ei, j = T C
PT U (αi ,βi )

−1 p j − T M
C (αi ,βi )p j (12)
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p1 = [
0 0 0 1

]T (13)

p2 = [
w 0 0 1

]T (14)

p3 = [
0 h 0 1

]T (15)

where w and h stand for the width and height of the marker.

4 Experiments and Results

1240 images of the calibration marker were taken with the pan angle α ranging
from −20◦ to 19◦ and tilt angle ranging from −20◦ to 10◦ with the increment of 1◦.
Half of the images was used for the calibration while the second half constituted the
verification set.

The kinematic parameters obtained using both the proposed error functions are
given in Table1. It is worth noting that for the function err1 the marker’s orientation
rodm was not estimated.

The obtained parameter vectors were compared using three metrics:

• the distance between the estimated and the observed position of the marker:
• the minimum rotation angle between the estimated and the observed orientation
of the marker

• the distance between the estimated and the observed image positions of the chess-
board corners (the reprojection error).

Table2 contains the mean values of the metrics for both the error functions used.
The histograms of the metrics are presented in Fig. 2. It is clearly visible that both
error functions minimize the error of the marker’s position estimates. However, the
simpler function fails to correctly reduce the rotation and reprojection errors. On the
other hand, using the second error function resulted in obtaining precise estimates
of the camera’s pose in terms of position, rotation and reprojection.

Table 2 The error metrics for the estimated parameters

err1 err2

Distance (m) 0.0014 0.0014

Angle (◦) 6.3669 0.3794

Reprojection (pixels) 16.8591 2.9048
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Fig. 2 The histograms of the error metrics

5 Conclusion

We presented an optimization based method for calibration of the PTU used in an
active stereo head. Instead of assuming that the camera’s optical center and the PTU’s
rotations’ center coincide the full pose of the camera w.r.t. PTU’s coordinate system
was estimated. Abandoning this simplification resulted in a precise calibration of the
PTU’s parameters.

The rotation component of the measurements has been indirectly incorporated
into the error function significantly improving the precision of the calibration. Such
an approach allowed us to avoid the bi-objective optimization and arbitraryweighting
of position and rotation errors.
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In the future wewill extend themethod to work with both PTUs of the stereo-head
simultaneously and to estimate the pose of the PTU w.r.t. robot’s base frame. The
results of the calibration will be evaluated in the robot manipulation tasks.
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Some Remarks on the Optimization-Based
Trajectory Reconstruction of an RGB-D
Sensor

Adam Schmidt, Marek Kraft, Dominik Belter and Andrzej Kasiński

Abstract In this paper we present an analysis of the optimization-based trajectory
reconstruction of an RGB-D sensor. Several approaches varying in the error function
formulation as well as the camera’s poses and features’ positions initialization are
considered. Their performance in terms of both the accuracy and the processing time
is evaluated within a simulated environment.

Keywords Sparse bundle adjustment · Structure frommotion ·RGB-D ·Trajectory
reconstruction

1 Introduction

Spatial relationship between two camera poses at which the images of same scene
were taken is a central problem in vision-based navigation. An accurate estimation
of a series of such transformations is a central problem in many applications. While
the most accurate methods are certainly based on a rich set of correspondences and
global, batch optimization, such an approach is in many cases too time-consuming
and impractical. Therefore, two alternative approaches to real-time structure from
motion (SFM) or simultaneous localization and mapping (SLAM) operating on a
sparse set of input data have evolved in the research community.

The first group are the methods based on filtering, aimed at accumulating knowl-
edge from past measurements to update the structure and motion information in the
form of possibly accurate probability distribution with minimum scatter. Common
approaches to filtering-based SLAM include the use of various forms of Kalman
filter [1] and particle filter [10].
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R.S. Choraś (ed.), Image Processing and Communications Challenges 7,
Advances in Intelligent Systems and Computing 389,
DOI 10.1007/978-3-319-23814-2_26

223



224 A. Schmidt et al.

Keyframe-based methods, on the other hand, aim at solving the problem using
optimisation approach, but due to the real-time constraints they operate on a limited
number of past frames or features. For keyframe-based methods, estimation of the
structure of the scene and the motion of the sensor can be performed using sev-
eral approaches. Out of these approaches, the most commonly used is an iterative
technique called sparse bundle adjustment (SBA) [15]. SBA finds the relationships
between camera poses and a sparse 3D model of the scene by minimizing the repro-
jection error [4, 8]. The intrinsic camera parameters can also be estimated in the
process. Trajectory estimated by using SBA is often used in conjunction with SLAM
to impose constraints on the trajectory of the robot [5].

The two approaches have been recently bridged in graph-based SLAM, where
the problem is formulated as a graph optimization task. Every node of the graph
corresponds to a pose of the robot and the edges in the graph express the spatial
constraints between the nodes established by performing measurements. Once the
graph is constructed, a configuration of the nodes that is maximally consistent with
the measurements is found by solving an error minimization problem. Interestingly,
the graph-basedSLAMwasfirst proposed in 1997 [9], but it took several years for it to
become popular due to its relatively high complexity. However, recent advancements
in sparse linear algebra and the SFM itself sparked a new interest in graph-based
SLAMmethods, which are currently considered to be the state-of-the-art techniques
w.r.t. speed and accuracy [3].

Advancements in the field of robot sensors and perception keep up with the
progress in the field of algorithm development for robot navigation. Historically,
3D mapping relied on expensive and bulky laser scanners. With the recent launch
of compact, inexpensive RGB-D sensors based on structured light [6] or time of
flight cameras [7] provided the robotics community with an attractive and powerful
alternative solution. The depth data from such sensors can be easily integrated into
a SFM framework [2].

In this paper an analysis of optimization-based trajectory reconstruction of an
RGB-D sensor is presented. A range of approaches varying in the choice of objective
function and the use of additional data for optimization initializationwere tested, both
in terms of accuracy, as well as computation speed.

2 State Model

The state model consists of a number of point features and a series of the camera’s
poses. The point features represent the spatial structure of the environment. Each of
them is modeled as a Cartesian position vector:

xi
f = [

pi
x pi

y pi
z

]T
(1)
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The camera poses represent the camera’s trajectory i.e. the spatio-temporal evolution
of the camera’s state. The camera’s pose at moment j is defined as:

x j
c = [

t j rod j
]T =

[
t j
x t j

y t j
z rod j

x rod j
y rod j

z

]T
(2)

where t j is the Cartesian position vector and rod j encodes the orientation using the
Rodrigues’ notation. This particular representation of orientation was selected as it
is compact (only 3 variables) and, unlike rotation matrices or quaternions, does not
require any regularization, which facilitates numerical optimization.

The complete state of the system is then defined as:

x =
[

xi
f . . . x f N

f x j
c . . . xcN

c

]
(3)

where f N is the number of features and cN stands for the number of the camera’s
poses.

During its movement the camera constantly observes the environment. If a feature
is detected, its position in the current image is stored.Moreover, due to the availability
of the RGB-D sensor, the measurement of the 3D position of the feature w.r.t. the
current camera’s coordinates is registered as well. Thus, two observation vectors h2D

and h3D are defined. Each of them consists of particular observations of i-th feature
at moment j :

hi, j
2D = [

ui, j vi, j
]

(4)

hi, j
3D = [

xi, j yi, j zi, j
]

(5)

3 Trajectory Reconstruction

The process of camera’s trajectory reconstruction can be expressed as finding the
estimate of the state vector x that minimizes the difference between the actual obser-
vations and their values predicted using the state vector’s estimate. Once properly
formulated such a problem can be solved using various optimization methods e.g.
the Levenberg-Marquardt algorithm.

In this paper, two variants of the error function are presented. The first one,
traditionally used in the bundle adjustment approach, is based on the reprojection
error of the observed features:

err2D =
∑

h2D

ei, j
2D

T
ei, j
2D (6)

e2D
i, j = H

(
R(rod j )T (xi

f − t j )
)
− hi, j

2D (7)



226 A. Schmidt et al.

where H stands for the camera’s projection function (e.g. the pinhole model) and
the rotation matrix R(rod j ) is calculated as:

θ =
√
rod j

x
2 + rod j

y
2 + rod j

y
2

(8)

rc = [
rx ry rz

]T = rod j 1

θ
(9)

R(rod j ) = cos(θ)I + (1− cos(θ)) r T
crc

+ sin(θ)

⎡

⎣
0 −rz ry

rz 0 −rx

−ry rx 0

⎤

⎦ (10)

The second one uses the 3D positions of the features, which is possible due to the
availability of depth measurements:

err3D =
∑

h3D

ei, j
3D

T
ei, j
3D (11)

ei, j
2D = R(rod j )T (xi

f − t j ) − hi, j
3D (12)

The analytic form of the Jacobian can be easily calculated for both of the error
functions. Moreover, as each observation depends only on state of a single feature
and a single camera’s pose the Jacobians are sparse, which significantly facilitates
the operation of the Levenberg-Marquardt algorithm.

The success of the optimization procedure strongly depends on the accuracy of the
initial guess of the estimated parameters vector. In the described case the consecutive
poses of the camera can be either initialized as coincident or with some arbitrarily
chosen values. However, the initial estimate of the camera’s displacement can be
obtained by the means of a visual odometry algorithm, e.g. the one described in [11].
The initial positions of the features can be calculated using either the depth obtained
during the first observation or an arbitrary value of the initial depth.

4 Experiments

4.1 Data

To perform comparison experiments we designed a simulation environment. The
simulation environment provides ground truth position of the camera and ground
truth for the map (features’ positions). To provide measurements for the localization
method we create a set of 3D points. In the presented experiment, we create a cubical
environment, which represents a room (5.5× 5.5× 5.5 m). On each wall 1000 points
are randomly generated. The camera is then moved along a reference trajectory
(Fig. 1). Then we determine the set of 3D points which are visible from current
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Fig. 1 Example which
demonstrates the experiment
in the simulation
environment. The camera
moves along reference
trajectory. The measurement
m = [u, v, d]T is generated
according to the uncertainty
model of the RGB-D sensor

mi

mj

feature position
(ground truth)

measurement

viewpoint. To this end, we compute the position of each 3D point in the current
camera frame. The inverse model of the camera is then applied to compute the
projection of the point on the camera image [u, v, d]T :

⎡

⎣
u
v

d

⎤

⎦ =
⎡

⎢⎣

x fx
z + Cx

y fy
z + Cy

z

⎤

⎥⎦ . (13)

If the projection of a selected point is located on the camera image we apply the
uncertainty model of the camera to generate measurement.

The uncertainty model of the camera is based on the approach proposed by Park
et al. [12]. We compute the covariance matrixΣΣΣ f(3×3) of each observed feature:

ΣΣΣ f = Jp ·��� p · JT
p , (14)

where Jp(3×3) is Jacobian of the forward model of the camera [x, y, z]T = f (u, v, d)

with respect to u, v and d, whileΣΣΣ p(3×3) is the covariancematrix of image coordinates
u, v, and depthd. The values of pixel uncertainty variancesu and v are constant but the
variance σd of depth d increases with the measured depth (c.f. Fig. 1). The obtained
uncertainty matrix is used to randomly select a measurement which is inside the
ellipsoid determined by the sensor model (Fig. 1).

The trajectory generated for the experiment consisted of 160 camera poses evenly
distributed over a square path. The length of the square’s side equaled 3.5 [m].

4.2 Results

Six scenarios differing in the error function and initialization methods used were
considered in the experiment. Their summary is given in Table1. For obvious reasons
combinations of the 3Dmeasurements and arbitrary initialization of the featureswere
omitted.
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Table 1 The six experiment scenarios

Scenario Error function Poses initialization Feature initialization

s1 err2D Coincident Arbitrary

s2 err2D Coincident Measurement

s3 err2D Odometry Arbitrary

s4 err2D Odometry Measurement

s5 err3D Coincident Measurement

s6 err3D Odometry Measurement

Table 2 The results for the six experiment scenarios

Scenario RMS ATE Processing time (s)

s1 14.2633 60.5

s2 1.9699 162.47

s3 0.2138 4395.19

s4 0.0036 1028.89

s5 0.0168 3264.57

s6 0.0168 40.28

The obtained trajectories were compared with the ground truth data using the
absolute trajectory error (ATE)metric proposed by Sturm et al. [14]. The comparison
is basedon aligning the two trajectories in the termsof least-squares to compensate for
the effects of the scale ambiguity and the initial pose estimate. The processing time
on a computer with the Intel Core i5 2.6GHz and 12GB RAM for each scenario
was registered as well. Table2 presents the obtained results and Fig. 2 shows the
trajectories obtained in the successful experiments.

The trajectory reconstruction failed when no initial data regarding the camera
poses was provided and err2D was used even if the initial positions of the features
were used.

If the initial estimate of the camera poses was given the err2D was sufficient
to obtain satisfactory results. Moreover, if the initial positions of the features were
provided as well, the system achieved the best accuracy. However, it is worth noting
that the processing time required to reconstruct the trajectory makes it impossible to
use such an approach in even close-to-real-time situations.

Using the err3D error function resulted in almost 5 times bigger RMS of the ATE.
However, the accuracy is still sufficient for many applications. It is worth noting
that the error was exactly the same regardless of features’ positions initialization.
Providing the initial estimates of the features’ positions tremendously reduced the
processing time of the system. It is especially important considering the possible
applications in the visual robot navigation.



Some Remarks on the Optimization-Based … 229

Fig. 2 Trajectories obtained for the successful scenarios. Blue—GT, green—aligned

5 Conclusions

In this paper we presented a comparison of different approaches to the reconstruc-
tion of the RGB-D camera’s trajectory. The proposed method was based on the
Levenberg-Marquardt optimization algorithm and minimized either the reprojection
error of the point features or their 3D position error. The validating experiments were
performed in a simulated environment to ensure maximal control over the environ-
ment parameters.

Surprisingly, the best results in the terms of accuracy were obtained through
minimizing the reprojection error and using the depth measurements only for initial-
ization. Such behaviour can be explained by indirect incorporation of the features’
depth into the measurements—the more distant the feature is the less is the influence
of its position estimate on the reprojection error.

Minimizing the 3D position error gave worse (yet still acceptable) accuracy. How-
ever, a significant improvement in the terms of processing time was observed.

The future work will include testing the presented approach with more com-
plicated trajectories with both the simulated data and trajectories obtained with a
physical motion registration system (e.g. the PUT RGB-D dataset [13]).
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according to the decision DEC-2013/09/B/ST7/01583, which is gratefully acknowledged.



230 A. Schmidt et al.

References

1. Davison, A., Reid, I., Molton, N., Stasse, O.: MonoSLAM: real-time single camera SLAM.
IEEE Trans. Pattern Anal. Mach. Intell. 29(6), 1052–1067 (2007)

2. Endres, F., Hess, J., Sturm, J., Cremers, D., Burgard, W.: 3D mapping with an RGB-D camera.
IEEE Trans. Robot. (T-RO) 30(1), 177–187 (2013)

3. Grisetti, G., Kümmerle, R., Stachniss, C., Burgard,W.: A tutorial on graph-based SLAM. IEEE
Intell. Trans. Syst. Mag. 2(4), 31–43 (2010)

4. Hartley, R., Zisserman, A.: Multiple View Geometry in Computer Vision. Cambridge Univer-
sity Press (2003)

5. Kaess, M., Dellaert, F.: Probabilistic structure matching for visual SLAMwith a multi-camera
rig. Comput. Vis. Image Underst. 114(2), 286–296 (2010), special issue on Omnidirectional
Vision, Camera Networks and Non-conventional Cameras

6. Khoshelham, K., Elberink, S.O.: Accuracy and resolution of Kinect depth data for indoor
mapping applications. Sensors 12(2), 1437–1454 (2012)

7. Lachat, E., Macher, H., Mittet, M.A., Landes, T., Grussenmeyer, P.: First experiences with
kinect v2 sensor for close range 3D modelling. ISPRS—International Archives of the Pho-
togrammetry, Remote Sensing and Spatial Information Sciences (2015)

8. Lourakis, M.I., Argyros, A.A.: SBA: a software package for generic sparse bundle adjustment.
ACM Trans. Math. Softw. (TOMS) 36(1), 2 (2009)

9. Lu, F., Milios, E.: Globally consistent range scan alignment for environment mapping. Auton.
Robots 4(4), 333–349 (1997)

10. Montemerlo, M., Thrun, S., Koller, D., Wegbreit, B.: FastSLAM: A factored solution to the
simultaneous localization and mapping problem. In: Eighteenth National Conference on Arti-
ficial Intelligence. pp. 593–598. American Association for Artificial Intelligence, Menlo Park,
CA, USA (2002)
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Combining Multiple Nearest-Neighbor
Searches for Multiscale Feature Point
Matching

Michał Swiercz, Marcin Iwanowski, Grzegorz Sarwas
and Arkadiusz Cacko

Abstract Multiscale feature point descriptors are used to describe the surrounding
of image feature points, taking into account neighboring image details at various
levels. The feature vectors are divided into several parts, each of which describes
surrounding at increasing distance from the feature point. In this paper a method
for matching such descriptors is proposed. It is based on multiple nearest-neighbors
searches that are applied to match parts of the descriptor, followed by combining the
partial matching results into final indication of the closest descriptor.

Keywords Feature points · Matching · Nearest-neighbor · Feature extraction

1 Introduction

In this paper a method for matching of multiscale feature point descriptors is pro-
posed. Feature points,well established concept inmodern imageprocessing, allows to
find correspondence between points detected on various images, and consequently—
to reason about the similarity between images or their parts. In this paper we propose
the method for matching feature descriptors based on multiple nearest-neighbors
searched. In order to apply this method, the feature descriptor must consist of sep-
arable levels of features detected on multiple scales (multiscale descriptor). Such
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a descriptor is also presented in this paper. It consists of statistical measures of
groups of pixels—fields located around the feature point. These fields are positioned
at increasing distances from the feature point—in the case presented in the paper,
two distance-levels are investigated. Features are computed for fields at each dis-
tance separately. Owing to that, in fact, feature point is described by multiple (in our
case—two) feature vectors. In the matching phase each of them is considered inde-
pendently when using the nearest-neighbor matchings. Every search finds k closest
feature vectors in the reference set. Next, the results of all searches, consisting of
set of closest vectors and distances to them, are combined together using distance
sorting. Finally the list of closest points is based of combined distances from different
searches.

Feature points became one of the hottest topics in image processing over the last
decade [1, 2, 4, 7, 8, 11, 12, 15]. They allow to describe the content of an image by
extracting meaningful features of the visual scene in a manner invariant to various
image transformations. Most of the feature point approaches are based on two-step
principle consisting of feature point detector followed by extractor of the description
its neighborhood. One of the principal issues concerning feature point descriptors is
their matching [3, 5, 9, 10, 13, 14, 16]. As most feature point methods, formulating
a feature-based description of the image is a two-step process. A necessary first
step is finding points in the image that represent the area containing some important
information about the objects in the image. This should be a well-defined, area with
a high gradient, and an obvious choice for such an area is the corner of an object
in the image. The corner detection used in this paper is a modified Harris corner
algorithm [6], but our descriptor method can be used in conjunction with any corner
detection method displaying sufficient stability and the ability to consistently detect
the same corner under different parameters of the visual scene. Analysis of the feature
point detection step is beyond the scope of this paper, we just assume it meets the
above criteria of stability.

The paper is organized as follows. Section1 describes a multicales feature point
descriptor that is used in the current study. In the Sect. 3, the proposed approach to
feature vector matching is presented. Section4 shows the results of tests and, finally,
Sect. 5 concludes the paper.

2 Multiscale Feature Point Descriptor

To provide strong descriptive properties and invariance to rotations, the proposed
method recognizes the surroundings of a detected feature point as a series of circular
rings around the feature point. Each ring is associated with a certain, fixed radius R
around the feature point. The neighborhood of the feature point is probed by placing
a probing window in evenly distributed probing points along the circumference of
each ring, and extracting probing sets of pixels from the feature point’s neighborhood,
that lie underneath the probing mask.
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The probing masks used in the described method are defined by Eq.1 for the inner
ring, and by Eq.2 for the outer ring. For each ring, the position of the probing mask
is defined by a function, which genetares the offsets for position of the mask’s center,
rounded to the nearest integer (3). These offsets, combined with the coordinates of
the feature point, mark the final position of the probingmask, to indicate which pixels
should be extracted as part of a given probing set.

P1 =
⎡

⎣
1 1 1
1 1 1
1 1 1

⎤

⎦ (1)

P2 =

⎡

⎢⎢⎢⎢⎣

0 1 1 1 0
1 1 1 1 1
1 1 1 1 1
1 1 1 1 1
0 1 1 1 0

⎤

⎥⎥⎥⎥⎦
(2)

Fn = {(α, r) : α = {0, 1
k

∗ 360,
2

k
∗ 360, . . . }, r = Rn} (3)

where α and r are the polar coordinates of the probing mask’s center, relative to the
position of the feature point, Rn is the radius of the n-th ring, and k is the number
of probing points along the ring’s circumference. These polar coordinates are then
transformed into Cartesian coordinates and rounded to the nearest integer to obtain
final offsets of the probingmask’s position. The pixels laying under the probingmask
superimposed on the image constitute a probing set.

In the presented method, each ring n is associated with a separate feature vector,
constructed from several sub-vectors (probing set feature vectors), each associated
with a certain probing set of pixels along the ring. Elements of the probing set feature
vectors are the median values of red, green and blue channels of probing set pixels’
colours, as defined by Eq.4

min = [med(Rin ),med(Gin ),med(Bin )] (4)

where med is the median operator, Rin , Gin , Bin are, appropriately, the red, green
and blue components of the RGB color of the pixels of the i-th probing set on the
n-th ring.

These sub-vectors are subsequently combined into the complete feature vector
Dn for the n-th ring (ring feature vector), describing a certain circular area (which
can be intuitively imagined as a “donut”) around the feature point, as specified by
Eq.5

Dn = [m1n ,m2n , . . . ,mkn ] (5)

where mi j is the i-th feature sub-vectors of the n-th ring (as described by Eq.4), and
k is the number of probing sets in the n-th ring.
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In the presented method, the descriptor (the describing dataset of a specific fea-
ture point) is a structure, consisting of feature vectors for all the rings. These feature
vectors are not combined into a single vector for the purposes of descriptor-space
searches and comparisons, but rather function as separate entities, that can be inde-
pendently compared—i.e., a ring feature vector can be compared with any other ring
feature vector provided that their length is equal.

3 Feature Vectors Matching

A simple nearest-neighbour search provides a matching method that is not sufficient
for such a descriptor structure. Therefore, a new method was developed, which
chooses the best matches not on the basis of a simple distance in the descriptor space,
but on the basis of the smallest sum of distances for the corresponding best matches
across all of the rings. Also, since there is no priority direction in the Cartesian
coordinates space of the image, we cannot be sure that the order of the probing sets
is the same between two compared images, as rotation of the tested image versus the
reference image will change that order.

The problem of scale in the context of the proposedmethod can be partially solved
by introducing a set of predefined scales of comparison. Each feature point in the
reference image can have a set of descriptors extracted with different ratio of ring
radiuses and probing window sizes, such that, for example, if we enlarge the image
by the factor of 2, and simultaneously increase the radiuses of all the rings and the
size of the probing window by the same factor, we will obtain the characteristics
of a similar portion of the image and in a similar way, but on a different scale. By
producing such dummy descriptors with different scale factors for every reference
feature point, we increase the chance of a correct match, even if the scales of the test
and reference images vary. The matching process is multi-stage and is performed as
follows:

1. For a tested descriptor, for each ring and its feature vector Dn k-nearest-neighbour
search is utilized to find the k nearest neighbors for this vector among the n-thRing
feature vectors Qn in the reference set. Each of these k nearest neighboursmust be
within a threshold distance thn of the tested point’s feature vector, set separately
for each ring n, otherwise it is eliminated from further matchings. However, due
to the difficulties with test image rotation discussed above, we utilize a multi-
comparison scheme, where we also perform a series of circular shifts of the
feature vector Dn by the multiples of the length of the feature sub-vector m (so,
with a probing set sub-vector consisting of 3 features—medians—these shifts
would be in multiples of 3). Each of these shifted vectors is also compared to the
reference set, and for each ring, 5 best matches are taken into account.

dist(Dn, Qn) = {dist (shi∗l(Dn), Qn)} , (6)
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Table 1 Best matches and their normalized distances (in brackets), in rings

Ring 1-st best 2-nd best 3-rd best 4-th best 5-th best

1 1(10) 5(13) 2(20) 7(33) 4(50)

2 5(5) 1(22) 7(25) 8(30) 9(60)

Table 2 Best matches and their total distances

1-st best 2-nd best 3-rd best 4-th best 5-th best 6-th best 7-th best

5(18) 1(32) 7(58) 2(–) 4(–) 9(–) 8(–)

where l is the length of the probing set sub-vector, sh is the circular shift vec-
tor operator, mn is the number of probing points in n-th ring and i : {i =
1, 2, . . . ,mn}

2. Once step1 is complete,we select thefinal bestmatchbynormalizing thedistances
in each ringby the number of probingpoints in that ring and summing the distances
in the feature space for each match, across all the rings, taking the smallest sum.
A match needs to present in all of the rings to be taken into account. Table1
presents an example of this process. In ring 1, the best match to our tested feature
point is feature point 1 from the reference set (with distance of 10 in the feature
space), the second best match is point 5 in the reference set, etc. After summing
the distances for each match, across all the rings we obtain results as presented in
Table2. It is then determined that the best match is point 5 from the reference set.
Points 2, 4, 8 and 9 are disregarded, as they do not appear in every ring matching.

4 Results

In order to assess the performance of the proposed ring descriptor, we have tested
it on a set of images with varied characteristics, as presented in Fig. 1. Furthermore,
additional test images were artificially generated by subjecting the test set to a num-
ber of affine transformations and other distortions (full 360◦ rotations, blur, Gaussian
noise, gamma distortions, intensity changes, scale changes). This image base was
tested against the reference images and the match correctness was evaluated. Match-
ing feature points were considered to be the closest reference and detected test points
in the Cartesian coordinate space of the image, within the distance of 4 pixels from
the reference points. The test were performed under the configuration of n = 2 rings
with radiuses, respectively, 1.5 and 3.5 pixels, the probing window specified in Eq.1,
8 probing points in ring 1 and 16 probing points in ring 2. The aggregated results are
presented in Table3 (Fig. 2).
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Fig. 1 Example: Rings around the feature point (FP) with marked probing points along the rings
and position of an example probing mask (M)

Table 3 Test results for different families of distortions

Types of distortion Average accuracy (%) Worst accuracy (%)

Rotation, blur, scale, noise 76.2 55.1

Rotation 71.6 51.2

Blur, noise, intensity 85.4 68.2

Fig. 2 Test images
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5 Conclusions

The problem of constructing a feature point based description of an image is complex
and requires one to develop a robust algorithm of extracting meaningful characteris-
tics of each feature point’s surroundings. In this paper, a robust method for building
feature point descriptors is presented. We have shown that the method is resistant
to various image transformations and distortions, and that it can be utilized to par-
tially solve the problem of scale in image comparison. Furthermore, it is relatively
light in terms of computation effort and can be easily parallelised by dividing the
processing of feature extraction and feature point matching into multiple indepen-
dent workloads. The results presented in the paper are preliminary one, but since the
results are promising, the research will be continued in two directions: investigation
of other variants of multiscale descriptors, as well as an application of other schemes
of multilevel matching.
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Detection of Face Position and Orientation
Using Depth Data

Mariusz Szwoch and Paweł Pieniążek

Abstract In this paper an original approach is presented for real-time detection of
user’s face position and orientation based only on depth channel from a Microsoft
Kinect sensor which can be used in facial analysis on scenes with poor lighting
conditions where traditional algorithms based on optical channel may have failed.
Thus the proposed approach can support, or even replace, algorithms based on optical
channel or based on skeleton or face tracking information. The accuracy of proposed
algorithms is 91% and was verified on Facial Expressions and Emotions Database
using 169 recordings of 25 persons. As the processing time is below 20ms per frame
on a standard PC, the proposed algorithms can be used in real-life applications.
The presented algorithms were validated in a prototype application for user emotion
recognition based on depth channel information only.

Keywords Face detection · Depth image processing · Kinect sensor

1 Introduction

In many situations, emotions may play an important role in the human-computer
interaction as they have great impact on the way of using software, learning or train-
ing results, and also overall experience received from using computers. Affective
computing is one of the emerging research areas on human behavior that develops
emotion recognition, interpretation, and processing methods to create affective and
affect-aware software to better adapt its behavior to user’s needs. Such applications
can have a significant impact in many fields such as healthcare, education, entertain-
ment, software engineering, e-learning, etc. [13].
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e-mail: pawpieni@pg.gda.pl

© Springer International Publishing Switzerland 2016
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Affect recognition methods can use different information channels, such as video
[7], audio [17], standard input devices [9], physiological signals [16], depth informa-
tion [3], and others. As single channel approach can be limited by different factors,
combination of multiple types of inputs from different modalities, or different fea-
tures over the same modality, can significantly improve the system’s classification
abilities [7]. Unfortunately, in many cases only few input channels are available,
which limits the range of possible solutions, as well as recognition accuracy.

The most popular source of non-invasive and non-intrusive information is a video
camera as it allows for recognition of facial expressions, gestures, and body move-
ment. Some algorithms concentrate only on facial expression recognition (FER) as
they are typically used by humans to analyze the affect of other people [5]. Unfor-
tunately, algorithms using video camera are very sensitive to face illumination con-
ditions, causing great problems with a dark or unevenly illuminated scene. One of
the possible solutions is to use additional channel with scene depth information. As
depth sensors use additional light source (e.g. infrared) the information is generally
insensitive to different ambient light conditions. Rapid development and increas-
ing availability of relatively cheap RGB-D consumer sensors allows for creation of
real-time systems for recognition of facial expressions and, going further, human
emotions and moods.

In this paper, we focus on real-time processing of depth channel information in
order to obtain a reliable detection of the face location and its orientation regardless of
the scene illumination conditions. In the next section the important problems of depth
image processing and face detection are presented. In Sect. 3 we propose an original
approach based on some low-pass filtering and shape analysis methods. Next, we
present some experiments and preliminary results obtained using prototype emotion
recognition software. Finally, we present some conclusions and future works.

2 Related Work

Many approaches for affect recognition have been proposed during the last years
and most of them focus on facial analysis, as facial expressions are one of the most
natural ways for humans to express their emotions. Although, in general, multimodal
analysis gives better results, many PC systems are equipped with video cameras and
standard input devices only. As visual channel carries usually most information in
human interaction it is the most common input device used in human affect recogni-
tion. Unfortunately, optical image analysis is often difficult or even impossible due
to insufficient or uneven illumination of the scene. In such cases analysis of depth
channel information may be used to provide lacking information about face local-
ization and its orientation or even for further facial expression recognition. Analysis
of depth data usually consists of several stages, such as depth image preprocessing
and segmentation followed by detection of a face position and its orientation.
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2.1 Preprocessing of Depth Images

Preprocessing is an essential stage in analysis of depth images obtained from
consumer-grade range sensors, such as Microsoft Kinect. This is caused by several
factors including: relatively low depth measurement accuracy, its temporal inconsis-
tencies due to random temporal noise, and existence of regions (holes) where depth
measurement is impossible due to object’s occlusion or other reasons [8]. Addition-
ally, the precision of depth images highly depends on the properties of materials
covering the subjects, as well as their distance and even orientation relative to the
camera axis. Depth image preprocessing consists usually of several steps, such as
image denoising, background removal, and data reconstruction.

Denoisingmethods depend on the assumed noisemodel of the acquisition process.
Using median filters can efficiently remove single salt and pepper noise. Unfortu-
nately, the holes tend to group in larger formations in depth images. Moreover, the
size of holes regions increases for scenes containing rapid objects movements. In
[4] estimation of special noise covariance matrix is proposed for noise removal in
depth images. Another possible method is temporal averaging of subsequent frames,
possibly with greater weights assigned to the latest ones [12]. The problem is that
averaging too many frames causes significant delay in frames processing and exces-
sive blur of moving objects due to low-pass filtering.

Background removal, which is a part of segmentation stage, is a rather simple
operation for depth images. In the case of using Kinect sensor or another device of
comparable class and accuracy, the useful depth for face recognition is in the range
from 0.6m to about 2m determining a kind of natural background boundary. After
identifying of near located, interesting objects (possibly human heads) other, more
distant pixels can be marked as background and removed. The only problem appears
when two or more people are close to the depth camera or one to another.

The characteristic features of depth images are jagged edges of objects and
holes on their surface (Fig. 1a), which are caused by problems with depth mea-
surements. Some of this degradation elements can be eliminated during denoising
phase. Remaining artifacts can be removed by other methods, such as morphological
filters, shape analysis or temporal filtering. Removal of small holes can be achieved
by morphological closing. Greater holes can be closed by using slightly increased
values of their edges, assuming that they are entirely located on the same surface
(Fig. 1).

In general the reconstruction results, especially those using information from
subsequent frames, gives better results for images with a static and slow-changing
content. In the case of rapid changes, the reconstruction results are much worse
and can even lead to depth image degradation filling it with relatively large regions
containing improper depth values. Fortunately, facial expressions are usually slow
enough to correctly preprocess each frame.
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Fig. 1 Sample results of preprocessing and reconstruction of a depth image: an original depth
image (a), an averaged depth image for n = 3 (b), and the reconstructed depth image (c)

2.2 Face Detection

Face detection in depth images is, generally, an easier task comparing to analysis of
visual images. The main advantage of depth images is the possibility of easy and
quick segmentation of consistent regions e.g. areas with similar depth location and
roughly continuous depth gradient. Moreover, earlier background elimination allows
to significantly reduce the analyzed area.

There are several approaches possible to detect a face in depth images. One pos-
sible approach is to treat depth images as grey level images and use them as the input
to classical algorithms used for face detection, such as Viola-Jones and others. In the
case of using algorithms depending on sliding windows it is also possible to change
the window size according to the typical face size, depth camera resolution, and the
region distance from a camera [10].

Another approach is to use a shape matching algorithm. Classical Active Appear-
ance Models [11] or 3D Morphable Objects [1] can be supported by additional
constraints, such as typical pose of human who sits in front of the camera, as well as
possibility of determining approximate real size of objects in a depth scene. Using
the information about the typical size of an average human face [14] and its distance
from a depth sensor allows to create a list of candidate objects of a proper size. Such
selection can significantly increase face detection efficiency. However, it should be
taken into account that a face can be rotated to some extent that would influence its
effective size.
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2.3 Detection of Face Orientation

Detection of face orientation in a certain coordination system, usually relative to the
camera axis, is another problem in the facial analysis systems. In most cases user’s
face is not perpendicular to the camera axis due to user’s head movement and camera
or sensor location below or above the monitor frame. Using any shape matching
algorithm allows for automatic detection of a face orientation. In other cases, at
least three nonlinear, characteristic points should be found that define a face plane
in 3D space. Such algorithms usually start from nose detection as one of the most
characteristic landmarks. In [2] the maximum direction vector approach is proposed,
while in [6] the algorithm of effective energy is proposed.

3 Detection of Face Position and Orientation Using Depth
Channel

The proposed approach consists of several steps including: depth image preprocess-
ing and its segmentation, detection of a face position, and its orientation. These steps
will be described in the next subsections. One of the main assumption of proposed
algorithms is to work in real time on a modern PC. This speed criterion forces the
application to use rather simple but fast algorithms which often use various heuristics
but still gives satisfying results.

3.1 Preprocessing of Depth Images

In the proposed approach two averaging stages are used that are performed in time and
space domain, respectively. The preprocessing in time domain is based on weighted
averaging of n subsequent frames. The exact value of n is a compromise between
the wish to increase the averaging accuracy on the one hand and the possibility
of introducing too much delay in the measurement, and loss of a facial movement
information on the other hand. The temporal averaging formula is as follows:

d
′
(x,y)[i] = 1

n

n∑

j=0

w[ j] · d(x,y)[i − j] (1)

where d(x,y)[i] is a depth value of a pixel P at (x, y) coordinates in the depth frame
DF [i], and w[ j] is a weight of the frame DF [i − j]. Experiments proved that in the
case of analysis of human face the value of n = 3 combined with the weight vector
wT = [9, 4, 1] gave satisfactory results. Additional experiments proved that elimi-
nation of uncertain measurements from averaging formula (1) can further improve
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the quality of a preprocessed image. In that case, all pixels P(x,y) which are marked
as too near, too far or unrecognized, are not taken into account in the formula (1),
e.g. their values are temporary reset together with decreasing the denominator n. A
sample result of the averaging process is presented in Fig. 1b.

Unfortunately, averaging of a small number of frames (n = 3) cannot eliminate
all uncertain pixels in the depth image. This problem occurs mainly for surfaces
which lay in the shadow and cannot be exposed to the structural infrared pattern. The
problem can also be observed for many specular materials, very detailed surfaces
(e.g. hair) and for surfaces that are almost perpendicular to the viewing plane. The
good example of such artifacts in depth images containing a face are areas around
the nose which is usually separated from the rest of the face by a few-pixel-wide
frame (black pixels in Fig. 1a).

In the proposed approach an additional spatial filtering step is performed to elim-
inate small areas of such pixels. For each uncertain pixel its new depth value is taken
from the nearest neighboring pixel of a proper value in the 7× 7 N 4-neighborhood.
The final effect is somewhat similar to the result of the morphological dilation used
three times. Using the simple N 4-neighborhood speeds up the preprocessing time
while still giving satisfying results. Using the full N 8-neighborhood does not signif-
icantly improve results while increasing the complexity from linear to square one.
The neighborhood size is limited to 7 × 7 which is sufficient for images contain-
ing faces in the small distance from the depth sensor. For further located faces the
considered neighborhood can be reduced. Such simple filtering does not allow for
exact image reconstruction but it quickly eliminates small holes in the face area. The
sample results of additional filtering are presented in Fig. 1c.

3.2 Image Segmentation and Detection of Face Position

The face of a person sitting in front of the monitor is a very specific and character-
istic element of a depth image (Fig. 1) but there are two potential problems with its
detection. The first concerns other segments of the depth image of a similar size and
shape (e.g. other faces) or segments located near the face (e.g. user’s body or a hand)
that can merge or occlude the face area. The second problem is a face rotation that
can significantly change its properties in the depth image. In the proposed approach
four criteria are used to extract consistent and homogeneous candidate segments S
from the preprocessed depth image DF and to classify them as the face area F .
These criteria are based on anthropometric features of the face and some assumed
constraints of user’s location and orientation relative to the depth sensor.

The first criterion is depth continuity which specifies the maximum distance
between neighboring pixels within the face area F . The threshold value was esti-
mated as ε1 = 1cm. Such relatively high value results mostly from possible depth
discontinuities in the region around the nose. Using any region growing algorithm,
such as using breadth-first search (BFS) or other, allows for easy creation of a set of
candidate segments S.
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For each segment S the second criterion of depth homogeneity is applied which
specifies the maximum allowed depth distance between pixels within the face area.
For the faces directed towards the depth sensor this distance can be estimated as
ε′
2 = 5cm which results from the distance between the nose top and the end of
cheeks. Unfortunately, for faces rotated around the horizontal axis X the maximum
depth distance within the face area is often much higher, and can be estimated as
ε′′
2 = Hsin(α), where H ≈ 22cm is the typical height of the human face [10].
For the angle α = 45◦ it gives ε′′

2 ≈ 15cm. Choosing the greater of these two
values ε2 = max(ε′

2, ε
′′
2) for the threshold of the second criteria allows for a rough

elimination of these candidate segments that are too stretched along the Z axis.
The third criterion of background separability defines theminimumdepth distance

between the face and its surrounding pixels. The threshold value ε3 = 5cm appeared
to be sufficient for effective face separation.

The forth criterion of the face size finally verifies the candidate segments S for the
proper dimensions of the analyzed region regardless of their distance from a depth
sensor. This criterion assumes that for a typical face its height H ≈ 22cm and width
W ≈ 15cm [10]. For further calculations an average face distance fd from a depth
sensor can be estimated by (2):

fd = 1

S̄

S̄∑

j=0

d(x,y) : P(x,y) ∈ S (2)

where S is the number of pixels P in the analyzed region S. In that case the expected
face’s dimensions h f (height) and w f (width) in pixels can be evaluated using [8]:

h f = si zeh · H

tan( F OVh
2 ) · 2 · fd

, w f = si zew · W

tan( F OVw

2 ) · 2 · fd
(3)

where si zeh and si zew are the image dimensions and F OV is the depth sensor’s
field of view.

Evaluation of expected h f and w f values allows for their easy comparison with
the actual height hS and width wS of the analyzed region S using (4):

|h f − hF | < ε4 ∧ |w f − wF | < ε5 (4)

where hS is the distance between the highest and lowest points of region S and
wS is calculated similarly as the distance between the leftmost and rightmost edge
points. Unfortunately, it has occurred during validation tests that evaluation of effec-
tive threshold values ε4 and ε5 is impossible in practice due to their high volatility
caused by rotation of the user’s head and its frequent merging with his/her neck and
shoulders. This problem results mainly from the sensor location below the monitor.

In the case of lower sensor location another approach is proposed that is based on
the analysis of line widths in the potential face area S which should not be too narrow
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nor too wide comparing with the expected face width w f . This width criterion can
be formulated as (5):

w f · ε6 < w
′ [y] < w f · ε7 (5)

where w
′ [y] is the width of line y in the potential face area S.

The number h
′
of lines meeting the formula (5) should not exceed certain part of

the total lines in the area that is expressed by the last formula (6):

ε8 · h
′
< h f (6)

Analysis of training data allowed to empirically determine the best values of these
three thresholds as ε6 = 0.4, ε7 = 1.45, and ε8 = 0.41.

The first three criteria and additional formulas (5), (6) allow to efficiently detect
a face area F in the depth image DF assuming that only one person is sitting in front
of the sensor.

3.3 Detection of Face Orientation

The next stage is detection of face rotation angles around each axis. In the proposed
approach we start with determining the rotation γ around the Z axis, which can be
approximated by a relative shift of the gravity centers P1(x1, y1) and P2(x2, y2) of
the upper and lower part of the face (light grey areas in Fig. 2a):

γ = arctan(
x1 − x2
y1 − y2

) (7)

Further processing aims at determining the face plane by approximation of its
rotation anglesα and β around the X and Y axes, respectively (Fig. 2b, c). Evaluation
of these angles is performed on partially straightened up face area which can be
received by its rotation by −γ angle around the Z axis. For the rotated face area
the gravity centers are calculated: P3(x3, y3, d3), P4(x4, y4, d4), P5(x5, y5, d5), and

Fig. 2 Centers of gravity of: upper and lower facial areas (a), upper and lower halves (b), left and
right halves (c)
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P6(x6, y6, d6) of the proper half of the face according to Fig. 2b, c). In order to
estimate the α and β rotation angles the following formulas can be used:

α = arctan(
d3 − d4
y3 − y4

),β = arctan(
d5 − d6
x5 − x6

) (8)

where di ≡ d(xi , yi ) is an average depth value in the corresponding region.

3.4 Face Image Normalization

The final stage of a face image processing in the proposed approach is its normaliza-
tion which should allow for effective facial expression recognition regardless of its
position, distance and rotation relatively to the sensor. Information estimated during
the previous stages allows to estimate values for these affine transformations of the
face in the camera’s field of view. The normalization is performed by transforming
real pixel coordinates P(x,y,d(x,y)) into uniform analysis space using three dimen-
sional transformation matrixMwhich is a superposition of the scalingMS , rotation
MR , and translation MT matrices:

P
′
(x ′

,y′
,d ′

(x ′
,y′

))
= P(x,y,d(x,y))MSMRMT (9)

The MS
x and MS

y scaling factors are calculated basing on an average face dis-
tance fd from a sensor as MS

x = MS
y = fd/dmin , where dmin = 400 is the

minimum object distance that is recognizable by the Kinect sensor. Depth value
is not scaled thus MS

z = 1. The rotation matrix MR is determined by the three
angles α, β, γ, while the translation matrix MT is based on a face gravity center

Fig. 3 Sample of the face normalization: detected face (a), face profile with a facial plane (b),
normalized face in a uniform analysis space (c)
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P(xavg,yavg,d(xavg,yavg)) asMT
x = xavg ,MT

y = yavg , andMT
z = (xavg, yavg)−dmin .

Superposition of the above three matrices defines a uniform transformation matrix
M that allows for affine transformation of the face area into the analysis space. As the
resulting F

′
area may contain undefined values for some coordinates P

′
(x ′

,y′
,d ′

(x ′
,y′

))

additional linear approximation is performed for such points. In thisway anypotential
hole in the face area is filled by average values of its horizontal neighbors. Examples
of normalized faces in a uniform analysis space are given in Fig. 3.

4 Experiments and Preliminary Results

The algorithms described in the previous section were implemented as the initial
depth image processing and segmentation stages in Emoti DET prototype applica-
tion that recognizes user’s emotions basing on depth stream from the Kinect sensor.
Several facial landmarks are determined in the recognized face area F in the next
stage. Then, specific movement patterns of the landmark areas are recognized and
classified as one of 9 emotions, namely neutral, joy, surprise neutral and positive,
euphoria, fear, fright, anger, and scorn.

EmotiDET application is able tomanage depth streamdirectly fromKinect sensor,
as well as from video files. In order to verify the recognition efficiency of proposed
approach FEEDB database was used as a testing dataset [15]. FEEDB contains 1650
recordings of 33 emotions and facial expressions expressed by 50 young students,
who seem to be quite representative in some applications such as video games. All
recordingswere acquired usingMicrosoft Kinect sensor and contain both RGB color,
as well as depth streams from the sensor. The recordings were done in standard
scenery of an IT laboratory with mixed natural and fluorescent illumination. No
special control on illumination or other people in the background were done. All
the images were taken against an artificially lighted non-homogeneous background
(walls and ceiling). Participants sat in an upright, frontal position at different places
allowing for differentiated background and lighting conditions. Participants were
instructed to begin and end each expression with a neutral pose, and to estimate a
difficulty in expressing of particular emotions. Kinect sensor was placed just below
the monitor frame. All participants were asked to keep the optimal distance to the
sensor that is about 60–80cm.

Unfortunately, analysis of FEEDB recordings showed that many of them do not
suit the experiment requirements. In many cases students were unable to express the
requested emotion or were overriding their faces with hands. Some recordings were
expressed carelessly, artificially long or did not start or end with neutral expression.
Finally, 169 recordings were chosen which best satisfied the above conditions and
were accepted by a human expert.

In the first experiment the face detection efficiency of the face position and rotation
was estimated as 91%. The main problem for 15 recordings was identified as too low
location of the Kinect sensor that caused a frog perspective in the depth images in
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Fig. 4 Examples of face detection stages: original RGB (a), and depth image (b), detected face
area (c), and face plane (d)

which user’s face oftenmergeswith his/her neck and shoulders. The frame processing
time is about 20ms on a standard PC that seems enough for further analysis steps.
Sample results of detecting user’s face and its orientation are presented in Fig. 4a–d.

In the second experiment the results of the previous stage were used for detection
of some facial landmarks and their movement patterns in order to recognize user’s
emotions. Although the average recognition efficiency for nine emotions was only
slightly above 50% one should take into account that these results were obtained
basing on analysis of depth channel only. Fusing this approach with recognition
results obtained from other information channels would certainly increase the final
efficiency of emotion recognition.

5 Conclusions and Future Works

In this paper an original approach was presented for detection of the face position and
rotation using only depth channel information. The initial requirements of processing
in a real-time enforced some compromises and usage of simple heuristic algorithms
for depth image preprocessing, detection of user’s face position and its orientation.
Depending on the processing power and availability of other information channels
it is possible to use more sophisticated algorithms at any of the processing pipeline
stages, as well as fusing the results at any stage with results from other channels such
as RGB video, user’s skeleton, or physiological signals.

The carried out experiments proved that depth channel contains sufficient infor-
mation for efficient and fast detection of the face location and its orientation. Its
advantage over processing a video channel is independence of lighting conditions in
the analyzed scene. Time instability and quite high noise and measurement errors of
depth images can be efficiently corrected using low pass filtering in time and spatial
domains. Unfortunately, the usual location of the Kinect sensor below the monitor
may cause merging of user’s face and body area, which is hard to analyze and may
cause face detection failure. It is very probable that using smaller RGB-D sensors,
such as Intel RealSense, built-in the monitor or located just above its upper frame
would significantly improve the detection rate.
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Further research proved that using only depth information for recognition of facial
expressions and user’s emotion leads to, generally, unsatisfactory results. Neverthe-
less, depth information seems to be very useful in the case of poor scene illumination.
Thus, our further research will focus on the fusion of RGB and depth channels in
order to reliably and efficiently recognize facial expressions from depth sensors in
real time.
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A Comparative Study of Statistical Models
with Long and Short-Memory Dependence
for Network Anomaly Detection

Tomasz Andrysiak, Łukasz Saganowski and Adam Marchewka

Abstract Protection of systems and computer networks against novel, unknown
attacks is currently an intensively examined and developed domain. One of pos-
sible solutions to the problem is detection and classification of abnormal behaviors
reflected in the analyzed network traffic. In the presented article we attempt to resolve
the problem by anomaly detection in the analyzed network traffic described with the
use of five different statistical models. We tested two groups of models which dif-
fered in autocorrelation dependences. The first group was composed of AR, MR and
ARMA models which are characterized by short memory dependences. The second
group, on the other hand, included statistical attempts described with ARFIMA and
FIGARCH models which are characterized by long memory dependences. In order
to detect anomalies in the network traffic we used differences between real network
traffic and its estimated model. Obtained results of the performed experiments show
purposefulness of the conducted comparative study of exploited statistical models.

Keywords Anomaly detection · Statistical models · Network traffic prediction

1 Introduction

For many years, there have been used safety systems based on formerly isolated
and classified patterns of threats, named signatures. Anti-virus software, systems
for detection and breaking-in counteraction and protection against information leaks
are just examples from a long and diversified list of application of those techniques.
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Nevertheless, there is one aspect in common, namely, they are able to protect systems
and computer networks from known attacks described by the mentioned patterns.
However, does lack of traffic matching known signatures mean there is no threat?

A means to defend from novel, unknown attacks is a rather radical change in
operation concept. Instead of searching for attack signatures in network traffic it is
necessary to browse for abnormal behavior which is a deviation from the normal
traffic characteristic. The strength of such an approach is visible in solutions which
are not based on knowledge a priori of attack signatures but on what does not respond
particular norms, profiles of the analyzed network traffic. The techniques based on
the above mentioned assumptions should be able to detect both: simple attacks of
DoS type (Denial of Service) orDDoS (DistributedDenial of Service), and intelligent
network worms up to hybrid attacks which are a combination of numerous differ-
ent destruction methods. The consequence of such kind of attacks is inception of
network anomalies, which creates a possibility to detect them, or even prevent from
unwanted actions. The hardest challenge, however, is differentiation between dan-
gerous behavior and normal movement in its initial stage in order to limit the usage
of network resources. Anomalies are abnormalities, variations from the adopted rule.
Anomalies in network traffic can signify device damage, an error in software or attack
on resources and network systems. The essence of anomaly disclosure in computer
networks is therefore detecting abnormal behaviors or actions which in particular
can constitute a source of a potential attack [6]. One of possible solutions to the pre-
sented problem is implementation ofAnomalyDetection Systems. They are currently
used as one of the main mechanisms of safety supervision in computer networks.
Their action consists in monitoring and detecting attacks directed onto information
system resources on the basis of abnormal behaviors reflected in parameters of net-
work traffic. Anomaly detection methods have been a topic of numerous surveys and
review articles. In works describing the methods there were used techniques consist-
ing in machine learning, neural networks, clustering techniques and expert systems.
At present, anomaly detection methods that are particularly intensively developed
are those based on statistical models describing the analyzed network traffic [6].
The most often used models are autoregressive ARMA or ARIMA, and Conditional
Heteroscedastic Models ARCH and GARCH, which allow to estimate profiles of a
normal network traffic [18]. In the present article we propose using estimation of
statistical models AR, MR, ARMA, ARFIMA and FIGARCH for defined behavior
profiles of a given network traffic. The process of anomaly detection (a network
attack) is realized by comparison of parameters of a normal behavior (predicted
on the basis of the tested statistical models) and parameters of real network traffic.
This paper is organized as follows. After the introduction, in Sect. 2 we present the
definition of long and short memory dependence. In Sect. 3 the different statistical
models for date traffic prediction are described in details. Then, in Sect. 4 the Anom-
aly Detection System based on AR, MR, ARMA, ARFIMA and FIGARH model
estimation is shown. Experimental results and conclusion are given thereafter.
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2 Definition of Long and Short-Memory Dependence

Long memory dependences manifest themselves in the existence of autocorrelations
of elements creating the given time series. In most cases it is high-order autocor-
relation. This means that in the examined series there is a dependence between the
observations—even those distant in time. This phenomenon is called long memory
and was discovered by a British hydrologist Hurst [13]. In case of long memory exis-
tence the autocorrelation function is slowly falling at hyperbolic pace. The time series
with long memory feature has in the spectral domain distribution of low frequency.
Short memory time series, however, show essential autocorrelation of low frequency
only. This means that observations that are separated even by a relatively short time
period are no longer correlated. Short memory series are easy to recognize due to
the fact that in the time domain the autocorrelation function disappears quickly, and
in the spectral domain there are distributions of high frequency. It is said that the
stochastic process has long memory with parameter d if its spectral density function
f (λ) meets the condition

f (λ) ∼ cλ−2d , when λ → 0+, (1)

where c is constant, and symbol ∼ means that the relation of left and right side is
heading to one. When the process meets that condition and when d > 0 then its
autocorrelation function is disappearing in hyperbolic manner [3, 4, 18] i.e.

ρk ∼ cρk2d−1, when k → ∞. (2)

Parameter d describes the memory of the process. When d > 0, the spectra
density function in unlimited in surrounding 0. It is then said that the process has a
long memory. When d = 0, the spectral density is limited in 0, and the process is
described as having short memory. When d < 0, then the spectral density equals 0
and the process shows negative memory and is named anti persistent [10, 12].

3 Statistical Models for Network Traffic Prediction

The tested network traffic is represented by means of time series describing variance
of parameters characterizing the number of received and sent TCP, UDP and ICMP
packages within a time unit. A natural way of describing such series are statistical
models which are based on autoregression and moving average in relation to differ-
ently realized data variances and autocorrelation of elements creating the given time
series.
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3.1 Short-Memory Models

In order to describe the properties of short memory time series (essential autocorre-
lations of low order only) the approach that is often applied is the use of solutions
known as autoregression model AR, moving averageMR andmixed models ARMA.
They can be used for modeling stationary series, i.e. series where there are only ran-
domfluctuations around the average, or non-stationary reducible to a stationary form.
Their composition is based on autocorrelation phenomenon, i.e. on correlation of the
predicted variable value with values of the same variable but delayed in time [5].

Autoregressive ModelNumerous time series are composed of interdependent obser-
vations which means that it is possible to estimate the models coefficients which
describe the following elements of the series on the basis of the delayed in time
previous elements of the series

(
Yt−1, Yt−2, . . . , Yt−p

)
, and random component εt

in current period t . The above can be presented with the use of equation of autore-
gression of the order (p) as AR(p)

Yt = c0 + φ1Yt−1 + φ2Yt−2 + · · · + φpYt−p + εt , (3)

where φ1,φ2, . . . ,φp describe the models parameters, c0 is invariable and εt
(
0,σ2

)

is the white noise process with zero mean and variance σ2. AR is a process with
memory of previous realizations of the series. Such a process is called stationary,
when there is a condition p > 1 and all roots of the polynomial W (z) = 1− φ1z −
φ2z2 + · · · − φpz p of each module are greater than one. For such a model the
prediction is built step by step by recurrent substitution of successive values. With
stationary processes AR(p) such a prediction is heading for the average value of the
process, and the error variance of the forecast aims at the variance of the process.

Moving Average Model It is a linear model in which the realization of Yt in the
current period depends on realization of the random component εt in the current
period and q in subsequent previous periods. It can be presented by means of an
equation of moving average of order q as M A(q)

Yt = εt + θ1εt−1 + θ2εt−2 + · · · + θqεt−q , (4)

where θ1, θ2, ..., θp describe the models parameters, and εt ∼ (
0,σ2

)
is the white

noise process with zero mean and variance σ2. M A is a process with memory of pre-
vious values of the random component. Every M A process which can be reduced to
a stationary autoregressive process is called invertible. In general case this condition
is fulfilled when the roots of the polynomial W (z) = 1+θ1z +θ2z2 +· · ·+θpzq lie
outside the unit circle. The predictionmade with the use of M A(q)model is obtained
in the recurrent way, as it seeks the average value.

Autoregressive Moving Average Model For a stationary series, instead of applying
separate models of AR andMR classes, in order to describe the connections between
observations from the subsequent periods we use autoregressive models of moving
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average [3], i.e. ARM A(p, q) models with delay order (p, q) written as

Yt = φ1Yt−1 +φ2Yt−2 + · · ·+φpYt−p + εt + θ1εt−1 + θ2εt−2 + · · ·+ θqεt−q (5)

where φ1,φ2, . . . ,φp, and θ1, θ2, . . . , θp describe the models parameters, and εt ∼(
0,σ2

)
is the white noise process with zero mean and variance σ2. As a result, by

means of a lower number of AR and M R components than separately for AR model
and M R model, any linear process can be described, which is beneficial from the
perspective of the models estimation possibility and its use in predicting. ARM A
process contains properties of both AR and M R which is most easily visible in
decomposition of the AC F function. ARM A model generates stationary process
if its components are: stationary AR and reversible M A. The prediction made by
means of ARM A(p, q) model is obtained in a recurrent way.

3.2 Long-Memory Models

An interesting approach towards describing the features of long memory time series
was the use of solutions with movable autoregressive averaging in the process of
fractional differentiation. In a result ARF I M A (Fractional Differenced Noise and
Autoregressive Moving Average) model was created [10], which is a generalization
of ARM A and ARI M A models. Another approach towards time series description
was including conditional variance dependence of the process from its previous val-
ues using the ARC H model (Autoregressive Conditional Heteroskedastic Model)
introduced by Engel [6]. Generalization of this approachwas the F I G ARC H model
(Fractionally Integrated G ARC H ), which autocorrelation function of squared resid-
uals of themodel decreases in a hyperbolicway. Such a behavior of an autocorrelation
function enables naming F I G ARC H a model of long memory in the context of the
autocorrelation function of squared residuals of the model.

3.3 Introduction to ARFIMA Model

The Autoregressive Fractional Integrated Moving Average model called AR−
F I M A (p, d, q) is a combination Fractional Differenced Noise and Auto Regres-
sive Moving Average which is proposed by Grange, Joyeux and Hosking, in order
to analysis the Long-Memory property [10, 12].

The ARF I M A(p, d, q) model for time series Yt is written as:

�(L)(1 − L)d yt = �(L)εt , t = 1, 2, ...�, (6)
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where yt is the time series, εt ∼ (0,σ2) is thewhite noise process with zeromean and
variancesσ2,�(L) = 1−φ1L−φ2L2−· · ·−φp L p is the autoregressive polynomial
and �(L) = 1 + θ1L + θ2L2 + · · · + θp Lq is the moving average polynomial, L
is the backward shift operator and (1 − L)d is the fractional differencing operator
given by the following binomial expansion:

(1 − L)d =
∞∑

k=0

(
d
k

)
(−1)k Lk (7)

and (
d
k

)
(−1)k = �(d + 1)(−1)k

�(d − k + 1)�(k + 1)
= �(−d + k)

�(−d)�(k + 1)
, (8)

where �(∗) denotes the gamma function and d is the number of differences required
to give a stationary series and (1− L)d is the dth power of the differencing operator.
When d ∈ (−0.5, 0.5), the ARF I M A(p, d, q) process is stationary, and if d ∈ (0,
0.5) the process presents long-memory behavior.

Forecasting ARF I M A processes is usually carried out by using an infinite autore-
gressive representation of (1), written as

∏
(L)yt = εt , or

yt =
∑∞

i=1
πi yt−i + εt , (9)

where
∏

(L) = 1 − π1L − π2L2 − · · · = �(L) (1 − L)d �(L)−1. In terms of
practical implementation, this form needs truncation after k lags, but there is no
obvious way of doing it. This truncation problem will also be related to the forecast
horizon considered in predictions (see [12]). From (9) it is clear that the forecasting
rulewill pick up the influence of distant lags, thus capturing their persistent influence.
However, if a shift in the process occurs, this means that pre-shift lags will also
have some weight on the prediction, which may cause some biases for post-shift
horizons [8].

3.4 FIGARH Model

The model enabling description of long-memory in variance series is F I G ARC H
(p, d, q) (Fractionally Integrated G ARC H ) introduced by Baillie et al. [1]. The
F I G ARC H(p, d, q) model for time series yt can be written as:

yt = μ + εt , t = 1, 2, ...�, (10)

εt = zt

√
ht , εt |�t−1 ∼ N (0, ht ) , (11)
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ht = α0 + β (L) ht +
[
1 − β (L) − [1 − φ (L)] (1 − L)d

]
ε2t , (12)

where zt is a zero-mean and unit variance process, ht is a positive time dependent
conditional variance defined as ht = E

(
ε2t |�t−1

)
and �t−1 is the information set

up to time t − 1.
The F I G ARC H(p, d, q) model of the conditional variance can be motivated as

ARF I M A model applied to the squared innovations

ϕ (L) (1 − L)d ε2t = α0 + (1 − β (L)) ϑt , ϑt = ε2t − ht , (13)

where ϕ (L) = ϕ1L − ϕ2L2 − · · · − ϕp L p and β (L) = β1L + β2L2 + · · · + βq Lq

and (1 − β (L)) have all their roots outside the unit circle, L is the lag operator and
0 < d < 1 is the fractional integration parameter. If d = 0, then FIGARCH model
is reduced to GARCH; for d = 1 though, it becomes IGARCH model. However,
FIGARCH model does not always reduce to GARCH model. If GARCH process is
stationary in broader sense, then the influence of current variance on its forecasting
values decreases to zero in exponential pace. In IGARCH case the current vari-
ance has indefinite influence on the forecast of conditional variance. For FIGARCH
process the mentioned influence decreases to zero far more slowly than in GARCH
process, i.e. according to the hyperbolic function [1, 18]. In practical implementation
of prediction FIGARH model see [18].

4 Parameters Estimation and Choice of Model

The aim of searching for a useful forecasting model is not utilization of the greatest
number of parameters which will most accurately describe variance of the analyzed
time series. It is due to the fact that too big matching may embrace the description
not only of the part of the process called signal but also of random noise, for which in
finished trials one can discern as random regularity. The objective of the research is
rather discovery of such a model which will describe the most important properties
of the analyzed time series by means of a finite number of statistically essential
parameters [7]. Themost oftenusedmethodof parameter estimationof autoregressive
models is theMaximumLikelihood Estimation (MLE). The basic problem appearing
while using this method is the necessity to define the whole model and consequently
sensitivity of the obtained estimator to the presumptive errors in the specification
of polynomials AR and MA, which are responsible for the process dynamics [9].
There is no universal criterion for the choice of themodel. Usually, themore complex
the model, the bigger is its likelihood function. Therefore, there is a searching for a
compromise between the number of parameters occurring in the model and the value
of the likelihood function. The choice of a sparing form of the model is performed
on the basis of information criteria such as Akaike (AI C) or Schwarz (SI C). In our
article, for parameter estimation and choice of the model, we utilized the Maximum
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LikelihoodMethod. It was due to its relative simplicity and computational efficiency.
In order to estimate the order of the AR and M A models we used the autocorrelation
function AC F and P AC F . For ARM A model, however, we used Box-Jenkins
procedure [2]. For ARF I M A model we applied H R estimator (described in the
Haslett and Rafterys work [11]) and automatic models order selection algorithm
based on information criteria (see Hyndman and Khandakar [14]). For estimation of
F I G ARC H model we used the methodology described in the article [18].

5 Experimental Results

Experimental results are based on traffic features set taken from SNORT [17] based
preprocessorwhichwe proposed in [16].We have used 26 traffic features presented in
Table1. For algorithms evaluation we used Kali Linux [15] tools for simulating real

Table 1 Network traffic
features used for experiments

f1 number of TCP pockets

f2 in TCP pockets

f3 out TCP pockets

f4 number of TCP pockets in LAN

f5 number of UDP datagrams

f6 in UDP datagrams

f7 out UDP datagrams

f8 number of UDP datagrams in LAN

f9 number of ICMP pockets

f10 out ICMP pockets

f11 in ICMP pockets

f12 number of ICMP pockets in LAN

f13 number of TCP pockets with SYN and ACK flags

f14 out TCP pockets (port 80)

f15 in TCP pockets (port 80)

f16 out UDP datagrams (port 53)

f17 in UDP datagrams (port 53)

f18 out IP traffic [kB/s]

f19 in IP traffic [kB/s]

f20 out TCP traffic (port 80) [kB/s]

f21 in TCP traffic (port 80) [kB/s]

f22 out UDP traffic [kB/s]

f23 in UDP traffic [kB/s]

f24 out UDP traffic (port 53) [kB/s]

f25 in UDP traffic (port 53) [kB/s]

f26 in TCP traffic (port 4444)
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world attacks in controlled network environment (for example: Application specific
DDos, various port scanning, DoS, DDoS, Syn Flooding, pocket fragmentation,
spoofing and others).

For anomaly detection we used statistical algorithms with short and long memory
dependence: ARM A, F I G ARH and ARF I M A. In Tables2 and 3 there are results
of DR [%] and F P [%] for mentioned three algorithms. Most promising results in
terms of DR and F P were achieved for ARF I M A long memory statistics (with FP
less then 10%).

Table 2 Detection Rate DR [%] for a given network traffic features

Feature ARMA FIGARH ARFIMA

f1 4.24 5.40 6.26

f2 9.22 10.20 12.24

f3 9.22 10.20 12.24

f4 9.22 10.20 12.24

f5 9.22 10.20 12.24

f6 0.00 0.00 0.00

f7 0.00 0.00 0.00

f8 30.52 32.20 35.64

f9 88.68 90.42 96.52

f10 87.23 90.24 95.45

f11 0.00 0.00 0.00

f12 78.82 80.24 82.24

f13 9.22 10.20 12.24

f14 9.22 10.20 12.24

f15 9.22 10.20 12.24

f16 0.00 0.00 0.00

f17 4.42 5.40 6.26

f18 9.22 10.20 12.24

f19 9.22 10.20 12.24

f20 4.42 5.40 6.26

f21 9.22 10.20 12.24

f22 0.00 0.00 0.00

f23 0.00 0.00 0.00

f24 0.00 0.00 0.00

f25 0.00 0.00 0.00

f26 75.24 78.00 80.00
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Table 3 False Positive FP [%] for a given network traffic features

Feature ARMA FIGARH ARFIMA

f1 6.01 5.24 4.22

f2 5.85 5.45 4.12

f3 5.92 5.24 4.15

f4 5.72 5.22 4.11

f5 5.24 4.28 3.54

f6 4.42 3.34 2.23

f7 7.24 6.75 5.98

f8 6.15 5.24 4.15

f9 6.85 6.22 5.05

f10 2.53 1.46 0.48

f11 4.24 3.52 2.56

f12 2.18 1.04 0.05

f13 6.21 5.46 4.14

f14 5.12 4.45 3.24

f15 5.08 4.38 3.32

f16 2.11 1.24 0.02

f17 2.25 1.82 0.39

f18 5.12 4.55 3.82

f19 5.14 4.62 3.26

f20 6.22 5.34 4.55

f21 5.32 4.22 3.11

f22 3.17 2.46 1.60

f23 5.77 4.44 3.42

f24 0.00 0.00 0.00

f25 1.12 0.45 0.02

f26 1.12 0.45 0.02

6 Conclusion

Ensuring a sufficient level of safety to resources and information systems is a ques-
tion that is currently intensively surveyed and developed by many research centers
in the world. A growing number of novel attacks, their global reach and level of
complexity enforce dynamic development of network safety systems. Most often
implemented mechanism aiming to ensure security are methods of detection and
classification of abnormal behaviors reflected in the analyzed traffic. In the present
article, we compare properties of predicated analyzed statistical models in terms of
their effectiveness to detect anomalies in network traffic. The analyzed models were
those of a long and short memory reflected in the autocorrelation strength of elements
composing a given time series. Parameter estimation and identification of the range
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of the model were realized as a compromise between the models coherence and size
of its estimation error. While realizing implementation processes of the described
models there were achieved diverse statistical estimations for the analyzed signals
of the network traffic. In order to detect anomalies in the network traffic we used
differences between the real network traffic and its estimated model for the analyzed
parameters characterizing number of received or sent TCP, UDP and ICMP packages
within a time unit. The results obtained after the performed experiments show advan-
tage of predictive models ARFIMA and FIGARCH in the network traffic anomaly
detection.
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Local Statistic Embedding for Malware
Behaviour Modelling

Rafał Kozik and Michał Choraś

Abstract In this paper we have presented the preliminary results of the methods of
malware detection on the basis of the analysis of network volume properties. The
main contribution of our research is the new approach to enrich aggregated features,
collected from network flow analysis, with so called local statistics that capture the
properties of vectors located in the nearest neighbourhood.Our analyses are conveyed
on real-life network samples.

Keywords Anomaly detection · Botnet detection · Machine learning

1 Introduction

Currently, we are facing the problem of reasonable usage of Big Data in the cyber-
security domain. Many high-level representatives of corporations and institutions
claim that typical signature-based approaches to malware detection is ineffective
[1]. Therefore, there is the need to adapt novel techniques such as big data analysis,
machine-learning and data mining in the cyber domain. Also our research is focused
on those aspects.

Usually, malware samples are carefully crafted pieces of software that aim at
staying dormant while performing detailed surveillance of infected infrastructures
and assets. Typically, the infection process relies on complicated attack vectors (e.g.
social engineering) that are hard to detect. An example could be a Havex malware
[9]. Therefore, it is important to detect the infection on time and prevent the malware
from spreading.

This paper is structured as follows. First, we provide the analysis of related work
in malware detection (Sect. 2). Then, we provide and an overview of the proposed
method (Sect. 3). The experiments, results and final conclusions are given after.
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R.S. Choraś (ed.), Image Processing and Communications Challenges 7,
Advances in Intelligent Systems and Computing 389,
DOI 10.1007/978-3-319-23814-2_30

267



268 R. Kozik and M. Choraś

2 Related Work

Commonly the signatures (in form of reactive rules) of an attack for a software
like Snort [10] are provided by experts form a cyber community. Typically, for
deterministic attacks it is fairly easy to develop patterns that will clearly identify
particular attack. It often happens when given malicious software (e.g. worm) uses
the same protocol and algorithm to communicate trough network with command and
control centre or other instance of such software. However, the task of developing
new signatures becomes more complicated when it comes to polymorphic worms or
viruses. Such software commonlymodifies and obfuscates its code (without changing
the internal algorithms) in order to be less predictive and hard to detect.

The development of efficient and scalable method for malware detection is cur-
rently challenging also due to the general unavailability of raw network data. There-
fore, this aspect while being related to users privacy and administrative and legal
reasons, causes additional difficulties for research and development.

Currently, the common alternative is so called NetFlow [2] data that is often cap-
tured by ISPs for auditing and performance monitoring purposes. Since NetFlow
samples do not contain any sensitive data they are widely available. However, the
fact that this kind of samples are lacking raw content of network packets is the dis-
advantage. In the literature there are different approaches focusing on analysis of
NetFlow data. In [3, 4] authors focused on computational paradigms (e.g. MapRe-
duce) for NetFlow data analysis and malware detection. On the other hand, in [7, 8]
author proposed statistical techniques for feature extraction from groups of network
flows.

In literature there are also different approaches such as SA (Semantic Aware [6])
that are designed to generate signatures of malicious software on a basis of network
traffic they generate. Such solutions like [6] can even properly identify malicious
behaviour when the traffic is noise-like.

3 Proposed Method

The proposed method uses information data generated by NetFlow [2] tool. The
data can be provided by routers or other network equipment and usually contains
aggregated information related to the connection (e.g. TCP or UDP) established
between network nodes. Example of the captured NetFlow data is shown in Fig.1.

This kind of aggregated data is (to some extent) antagonized and thus can be used
by third party network elements (like IDSorADS systems) to provide additional level
of cyber security of themonitored network. In the proposed approachwe use that kind
of data to identify malicious behaviour of network elements that communicate with
each other. The main contribution of this research is an efficient LSE (Local Statistic
Embedding) technique that, as proven in our experiments, can be competitive to
classical k-Means approach that is commonly used for similar NetFlows clustering.
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Fig. 1 Example of data (connection flow) obtained from the NetFlow system. For example such
data contains information about IP addresses of sender and receiver, amount of data transferred,
protocol etc.

Our algorithm operates as follows:

• Firstly, NetFlow context is established. In order to do that we aggregate flows in
5min long time widows and compute statistical properties of features. The proce-
dure is explained in Sect. 3.1. This process results in the feature vector instances.

• Secondly, we apply LSE (Local Statistic Embedding) technique to capture statis-
tical properties of vector instances located in a close vicinity. After this step we
obtain new feature vectors that are used in the next step. More details are given in
Sect. 3.2.

• Finally, we use classifier in order to indicate given instance describing NetFlow
context as normal or anomalous. It must be noticed that we do not intend to label
every single connection flow, but behaviour of particular network node within the
time window.

3.1 Context Extraction

For the context extraction we have used the popular [7, 8] approach. First, we split
the analysis of the NetFlow into so called time windows. We used windows that
are 5min long. We have chosen this value during experiments to allow us to have
reasonable amount of data to process within a single window and to capture enough
of network flows to model malware behaviour.
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Within the single time window we group the network flows by source address and
calculate statistical properties. The following statistics are used to build the feature
vector:

1. Entropy of source port values that is measured using Eq.1, where S indicates
the vector of the source ports captured for a given source address within the
considered time window.

H(S) = −
n∑

i=0

P(si)log2(P(si)) (1)

2. Entropy of destination address values.
3. Entropy of destination port values.
4. Average duration of connection.
5. Maximal duration of connection.
6. Average total bytes transmitted within single connection.
7. Max total bytes transited within single connection.

3.2 Local Statistic Embedding

I our research the LSE (Local Statistics Embedding) captures (for a given feature
vector) local statistical properties that are calculated for vectors that are in close
vicinity in relation to the analysed vector.

Definition 1 For a given dataset and similarity measure S we define LSE—Local
Statistics Embedding as:

LSEk(x) = [
meanS(Y),mean(Y(·, 4)),mean(Y(·, 6)),max(yL)

]
(2)

where Y = yi : yi ∈ N(x) is set of a k feature vectors that are in a neighbourhood
N of vector x. The notation Y(·, 4) indicates that fourth component of all feature
vectors are retrieved for computation and yL indicates the label (1 indicates anomaly,
while 0 indicates genuine vector) of feature vector y

The technique adapting LSE encoding allows us to additionally reduce the number
of dimensions.

3.3 Classification

The last stage of our algorithm is the classification procedure. In this research we
have adapted cost-sensitive linear classifier, due to the fact that we have to deal
with strongly imbalanced data. In our experimental data set described in Sect. 4, we
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have over 2.5 millions of network flows indicating background traffic and only 40
thousands of flows related to malware. Our classifier is defined by Eq.3.

y(x, w, b) = sign(b + x · w) (3)

In order to deal with the data imbalance problem, we assign weights to learning
samples in the way that majority class (background traffic) is assigned lower value
in contrast to minority class (anomalous traffic).

4 Experiments and Results

In order to evaluate our malware detection methodology we have used network
flows captured for Neris malware that creates IRC-based botnet in order to send
spam, connects to an HTTP CC, and uses HTTP to do ClickFraud. Traffic samples
come from CTU-13 dataset [5]. According to description provided by authors of the
dataset, the traffic samples were recorded for healthy and infected machines. For
over 6 h 2.5 millions of network flows were collected. The whole dataset is fully
labelled, meaning that each flow that was recorded, has the assigned label.

Our experiments are divided in two phases, namely learning and testing. During
the learning phase we use only the subset of samples to train the classifier. However,
before splitting the dataset we first calculate the statistics within the time windows.
That way we avoid the situation where particular network flows are pulled out of the
context. Therefore, we do not want to classify each separate flow (it may overwhelm
network administrator), but identify whenever given sender (IP address) should be
considered as infected. In other words we evaluate behaviour of particular IP address
within a time window (particular instance of feature vector described in Sect. 3.1).

In our experiments we have measured the following performance indicators to
evaluate the proposed method:

• False Positives Ratio (FPR) defined as the number of IP addresses identified
wrongly as infected (False Positives—FP) divided by the number of all unique
IP addresses within the time window that are not infected (True Negatives + False
Positives).

FPR = FP

TN + FP
(4)

• True Positives Ratio (TPR) defined as the number of IP addresses identified cor-
rectly as infected (True Positives—TP) divided by the number of all unique IP
addresses within the time window that are infected (True Positives + False Nega-
tives).

TPR = TP

TP + FN
(5)
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Table 1 Effectiveness of the proposed approach

Experiment FPR [%] TPR [%] TNR [%] Accuracy [%]

Perception 0.031 75.0 99.968 99.968

• True Negative Ratio (TNR) defined as the number of IP addresses identified cor-
rectly as normal (True Negative—TN) divided by the number of all unique IP
addresses within the time window that are not infected (True Negatives + False
Positives).

TNR = TN

TN + FP
(6)

• Accuracy defined as the sum of True Positives (TP) and True Negatives (TN)
divided by the number of all unique IP addresses within the time window.

Accuracy = TN + TP

TN + TP + FP + FN
(7)

The results of the statistics described above are provided in Table1.

5 Conclusions

In this paper we have proposed preliminary results of the malware detection method.
Our approach relies on analysis ofmalware network activity that is captured bymeans
of NetFlow tool. In our algorithm we propose Local Statistics encoding to capture
additional features of the malware behaviour. We also have presented promising
results in a real-life scenario, achieving low ratio of false positives and high accuracy.
Future work will be dedicated to evaluation of scalability o proposed methods and
further improvements towards online machine learning.
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Analysis and Real Implementation of a Cloud
Infraestructure for Computing Laboratories
Virtualization

Jose Enrique Munoz-Exposito, Rocio Perez de Prado, Sebastian
Garcia-Galan, Rafael Rodriguez-Reche and Adam Marchewka

Abstract In this work, a cloud infrastructure is analysed and deployed to virtualize
computing laboratories. Virtualization of computing resources allows the user to face
a single computing interface whose capabilities are really offered by a cloud system
that makes use of its processing capability on demand. The use of this proposed
infrastructure reduces the cost of equipment investments as well as maintenance of
real laboratories and further, it makes a more efficient use of available resources with
a transparent user experience.

Keywords Computing virtualization · Cloud computing · OpenNebula · Distrib-
uted and parallel processing

1 Introduction

The goal of virtualization of resources is to offer a hardware infrastructure that
simulates the real hardware demanded by the user [2, 6]. With this aim virtual
machines are generated where the operating systems and software required for the
labs can be installed. These virtual machines can be created with specific software
to create virtual machines such as VMware or Virtualbox. Virtualization presents
several advantages [11]:
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• If an installed application in a virtual machine is vulnerable, the attack will take
place only in a restricted area, affecting the associated resources of that machine.

• The system can be progammed to back up the entire virtual machine and this is
enough to re-start the machine.

• Ease to manage migrations.
• Testing applications installed in the virtual machine without instability problems,
since save points can be used within the machine to undo the last performed
installation.

Cloud computing is a interesting scenario for virtualization systems [3, 5]. It is a
current trend that involves the supply of computing resources as services. There are
three types of services offered [1]:

• Iaas, Infrastructure as a Service.
• PaaS, Platform as a Service.
• SaaS, Software as a Service.

The IaaS is based on the outsourcing of data processing machines and storage
model. With this model a separation between the perceived infrastructure by users
and the real systems where operations are performed is obtained. In the market
there are different pay platforms like VMware or free and open platforms. In this
project, it is proposed to use the so-called OpenNebula open platform [7, 10]. The
full open version of this system allows a complete interoperability with the existing
components in the infrastructure.

This paper is organized as follows. Section2 establishes a background. Section3
formally introduces the proposed infraestructure. In Sect. 4 some results are shown
and finally in Sect. 5 we conclude with final remarks and conclusions.

2 Background

The current economic situation has prompted the virtualization of servers because
of two main reasons [9, 11]. Firstly, the need to modify the financial management,
leading from models based on investment to models based on cost. Secondly, the
present instability in the markets has made the models to adopt services on flexible
platforms that allow them to rapidly adapt to changing conditions. The key nowadays
is the pay per use of services. This makes it possible for companies to grow without
big investments andwith the possibility of increasing its computing capabilities, both
computational and storing needs, on demand. Furthermore, beyond cost optimiza-
tion, virtualization offers many benefits to companies, such as the minimization of
provision times, since it allows them to create infrastructures for their applications
adapted to their business needs and also, the simpler management that involves. In
fact, responsible managers of information technologies emphasize the advantage of
having a replicable infrastructure that adapts to the needs at every moment, with
independence of the providers and hardware obsolescence.
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In regard of cloud computing, it must be said that virtualization is one of the nec-
essary tools to offer the services included under this denomination. Their evolution
and growth come together. If virtualization allows the optimization of information
technologies services, the following step consists on deploying infrastructures that
offer services in a real on demand system in a simply manner and that allow end
users to keep the maximum control over the system in every moment [6].

In short, virtualization provides servers with the same hardware and cloud com-
puting provides resources on demand only for the real used computing and storage
capabilities. This way, virtualization and cloud computing complements to solve
the problem to maximize the use of available resources, but the terms are not inter-
changeable.

3 Proposed Infraestructure

To implement the cloud infrastructure for virtualizing laboratory computers we have
performed different tasks. A computer network has been formed using various hard-
ware components that support virtualization infrastructure.We have used two servers
Dell Power Edge R710 and R810, a Gigabit network switch and software that allows
the distribution of virtual machines between different computers (without the use of a
server images). Secondly, OpenNebula has been installed to accommodate the differ-
ent virtual machines on a cloud system, and thirdly, we have created different virtual
machines for the different subjects.All these tasks have been documented in an appro-
priate way due to the use of manuals and practical guides, which have been devel-
oped to allow the students the access to virtual machines from different locations.
OpenNebula is a cloud computing platform for managing heterogeneous distributed
data center infrastructures. The OpenNebula platform manages a data center virtual
infrastructure to build private, public and hybrid implementations of infrastructure
as a service. In addition, OpenNebula is free and open-source software. OpenNebula
orchestrates storage, network, virtualization, monitoring, and security technologies
to deploy multi-tier services as virtual machines on distributed infrastructures, com-
bining both data center resources and remote cloud resources, according to allocation
policies (Fig. 1). The toolkit includes features for integration, management, scala-
bility, security and accounting. It also claims standardization, interoperability and
portability, providing cloud users and administrators with a choice of several cloud
interfaces (Amazon EC2Query, OGFOpen Cloud Computing Interface and vCloud)
and hypervisors (Xen, KVM and VMware), and it can accommodate multiple hard-
ware and software combinations in a data center.

It is important to point out that OpenNebula is usually used by hosting providers,
services providers, supercomputing centers, research labs, and international research
projects.

In order to access virtual machines a web browser is used by students as a front-
end, which could be carried out in a remote way. The students use A Raspberry Pi
low cost computer to access these virtual machines. We need to install an operating
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Fig. 1 OpenNebula Architecture [4]

system to control the system and our election is Raspbian. It is a free operating system
based on Debian optimized for the Raspberry Pi hardware [8]. An operating system
is the set of basic programs and utilities that make your Raspberry Pi run. However,
Raspbian provides more than a pure OS: it comes with over 35,000 packages, pre-
compiled software bundled in a nice format for easy installation on your Raspberry
Pi. Every student must have one Raspberry connected and they run an Epiphany
web browser. Epiphany is a free web browser for the GNOME desktop environment.
Epiphany originally used the Gecko layout engine and brings a host of neat features
to Raspberry Pi including:

• Much-improved HTML5 support.
• A JavaScript JIT.
• Hardware-accelerated video decoding.
• Faster scrolling.
• Better interactivity during page loading.

The use of the browser is neccesary because OpenNebula uses a VNC client for
communication between a web browser and the virtual machine running on servers,
and it supports a JavaScript JIT and secure protocols [2]. Figure2 shows a screenshot
taken on Raspberry where a user has been connected using VNC and runs a virtual
machine in a remote way.



Analysis and Real Implementation of a Cloud Infraestructure … 279

Fig. 2 VNC client using Epiphany web browse

4 Results

By the use of this virtual application, authors intend to provide students a tool to
complement the theoretical and practical classes coursed in different subjects. The
main advantage of the proposed virtual application is related to the lower equipment
maintenance, which has been observed during its use. Consequently, its utilization
could be considered as an important way to reduce costs for the academic institution.
The gathered experience has been evaluated according to the student participation
and their collaboration in discussion forums. To be precise, we have considered the
following items:

• The activity assessment done by the students at the end of the course.
• The students participation level in the activity.

Students could enjoy several practical laboratory sessions during the implemen-
tation of this project, which involved several elements to complement the theoretical
and practical classes in a remote way. This allowed the improvement of the learn-
ing outcomes and the acquisition of skills related to the subject. Furthermore, the
proposed topic was considered very attractive to students and it has encouraged
the independent learning what has given risen to new contributions complement-
ing the basic task initially suggested. Additionally, the virtualized laboratory and
virtual machines offer a major flexibility in the preparation of laboratory experimen-
tal sessions and practices avoiding high-cost equipment that are typically found in
traditional approaches.
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5 Conclusions

The virtualized laboratory and virtual machines offer a major flexibility in the
preparation of laboratory experimental sessions and practices avoiding high-cost
equipments that are typically found in traditional approaches. Specifically, the pro-
posed student station represents a significant saving compared to a traditional station
(around 800 euros). Also, the maintenance of this simpler equipment is lower, requir-
ing fewer technical hours and therefore, lower costs for the academic institution.
Moreover, students can access the laboratory from everywhere and every time. From
the point of view of an economic university management, using virtual machines
and instruments over the Internet allows a better use of resources: it increases the
number of students who could access to the laboratory. As a consequence of the
above-mentioned points, it could be stated that the usage of resources has been opti-
mized and a larger group of students can work with a reduced number of laboratories.
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AAU-Star and AAU Honeyjar: Malware
Analysis Platforms Developed by Students

Jens Myrup Pedersen and Matija Stevanovic

Abstract In this paper we will demonstrate how systems for malware testing can
be designed, implemented and used by master degree students. In this way, we have
established two strong platforms formalware testing, while at the same time provided
the students with a strong theoretical and practical understanding of how to execute,
analyse, and classify malware based on their network and host activities.

1 Introduction

Malware is becoming an increasing problem in computers and computer systems,
with severe economic consequences for individuals, businesses, and societies [8].
On the individual basis, computers can be infected with e.g. spyware that is used for
stealing personal information or ransomware, which destroy all date on the infected
machine unless a ransom is paid. For businesses, infected machines are vulnerable to
the same kind of attacks, but often with more severe consequences such as stealing
business secrets or destruction of data that is crucial to the operation of the com-
pany. Another particular kind of malware, botnets, makes a strong tool for cyber
criminals [6, 9]. Computers infected with bot malware (also known as zombies) can
be remotely controlled and used for a number of malicious activities, often target-
ing business or infrastructure that is critical for society. These include Distributed
Denial of Service attacks, where a service is left unavailable due to a huge number
of requests coming from different machines. Recent years have seen attacks on e.g.
Sony and Mastercard. In Denmark, the personal identification system used to access
all public and many private services, was recently successfully attacked. Also other
malicious activities such as Click Fraud, Pay Per Install and sending of SPAM emails
are supported by botnets.
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Malware can be fought at different levels: One is of course protection at device
level, using anti-virus systems. This is generally efficient, but suffers from zero day
attacks (e.g. new malware which is not yet known by the systems) and the risk of
users overruling the systems if manipulated through e.g. social engineering. Another
approach, which is a research topic at Aalborg University, is to detect malware
through the analysis of network traffic. The hypothesis here is that malicious traf-
fic can be distinguished from benign traffic using e.g. machine learning algorithms.
Several authors have proposed detection algorithms based on the these assumptions,
such as Bilge et al. [2], Gu et al. [4], Strayer et al. [10], Zhao et al. [12]. How-
ever, building, improving, analyzing and testing such tools and algorithms is a data
intensive task with quite a few challenges. First, we need to collect a large amount
of data from many different malware samples, and it needs to be correctly labeled
(as either malicious/non-malicious or with a division of the malware into types of
malware). Second, it must be done without the risk of harming others, meaning that
any test environment should have only limited access to the Internet (with no harmful
traffic let through). Third, the computers infected should ideally “look like” normal
non-monitored computers, used as a normal user would do, in order to avoid that
the malware becomes suspicious of the environment which could trigger a differ-
ent behavior.

This paper demonstrates how student projects can be used as a mean of building
platforms and systems for malware testing, which fulfills these criteria to a large
extend.

2 Background

Aalborg University has a long tradition for Problem Based Learning [7], where
students spend approximately half of their time during each semester on problem-
based project work. This is usually done in groups, in the master programme with
2–4 students per group. There is also some tradition for mega projects, where student
groups from different educations and/or semesters develop sub-projects which are
part of a larger project, which is often developed over several years. Examples of
these are AAU Unicorn racer car [11] and the AAU Student satellites [1].

The first step towardsAAUHoneyJar, which is also such amega project, was taken
in 2013, and has been followed up by additional projects in the following years.
They are carried out within the master programme of Networks and Distributed
Systems. The main motivation for developing the malware testing platforms is to
provide an environment for reliable and secure testing of malicious software with
the goal of obtaining both network and client-level behavioral forensics. Having a
“quality” data sets is one of the most important prerequisite for developing malware
detection approaches. Here under quality we mean a substantial amount of data that
successfully captures malware activity.

Within the series of student projects that were realized in connection with AAU
HoneyJar many of them have relied on machine learning algorithms (MLAs) for
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identifying the patterns of network traffic produced by malware and the behavior of
malware at client machines. As MLAs represent a class of data driven approaches
they are dependent on the quality of the data sets used for both training and evaluation.
The student projects were using data captured by the HoneyJar in order to develop
malware detection approaches based on both supervised and unsupervised MLAs.
The developed detection methods targeted malware on both client and host levels.
At network level students used supervised machine learning to classify benign from
botnet network traffic.At client level supervisedMLAswere used to classify software
as malicious and then to classify the malicious software to an appropriate malware
family. In addition, one project analyzed if malware behavior can be clustered using
unsupervised MLAs and if the clusters extracted this way correspond to the malware
types defined by anti-virus providers.

3 The Systems Developed at AAU

This section describes the two main projects, which are run and developed by stu-
dents at Aalborg University: AAU HoneyJar, which is an automatized and secure
malware testing environment, and Star-AV, which is a virtualized malware testing
development.

3.1 AAU HoneyJar: An Automatized and Secure Malware
Testing Environment

AAU HoneyJar is the oldest of the two projects, and has been developed and used
since 2013. The basic architecture is shown in Fig. 1. It consists of the following
elements, which also makes it a natural division between different student projects:

• The Test Environment consists of a number of computers (inmates), which can be
used to run malware samples. It should be automatized as much as possible, and
in particular, it should be fast and easy to upload and run malware, to clean/swipe
the computer after running a malware sample, and to configure each inmate as
needed for the testing purposes.Moreover, it should be possible to have the inmates
“behave” as if real users are interacting with them, e.g. by developing scripts to
open webpages, login to email/Facebook accounts, perform Google searchers etc.
The inmates can be virtual or physical machines, or a combination hereof. Another
important part of the Test Environment is an emulated Internet environment, which
makes the inmates believe that they are connected to the Internet. By having basic
services, such as Windows Time and DNS, available from the emulated Internet,
access to the real Internet can be limited. This automatized test setupwas developed
through a number of student projects during the previous years.
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Fig. 1 Architecture of AAU Honey Jar

• The Containment part filters what traffic can enter the real Internet. Giving the
infected inmates unfiltered and unlimited Internet access carries a large risk of
being active part in DDoS attacks or other malicious activities, including the infec-
tion of other user’s computers and stealing of personal information. As a university,
this risk is unacceptable. On the other hand, with no access to the Internet it is
not possible to study the communication between inmates and e.g. command and
control servers, which cannot be emulated through the “emulated Internet”. Our
philosophy is to block all harmful traffic, but to allow traffic through that is con-
sidered harmless. This is not easy to define (and even more difficult to decide in
real-time). Different strategies has been used in two different student projects, one
being to initially block all traffic, but as traffic is observed and deemed harmless to
whitelist what is considered harmless traffic. This was partially done in an autom-
atized manner, by using TCP injection to let the inmate reveal the content of the
first packet with payload.

• The analysis part is then used for actually analyzing the data and using them for
e.g. training and testing of machine learning algorithms. This has been done not
only in student projects, but also as a part of PhD research projects, demonstrating
the value of AAU HoneyJar.

3.2 Star-AV: Virtualized Malware Testing Environment

The Star-AV project was initiated in 2014. While it is currently a separate project, it
might over time be integrated into the “Test Environment” of AAU HoneyJar. The
idea behind the Star-AV project is to create a scalable system, that is able to test
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Fig. 2 Architecture of Star-AV

large amounts of malware in a highly automatized fashion. The students has been
working on the project during two semesters (Fall 2014, and Spring 2015), and the
fall semester part already resulted in a conference paper [5]. Moreover, the students
received the Danish Telecommunication Price for Students 2015 based on this work.

Based on a modified version of the Cuckoo Sandbox [3], the system consists of
a “master computers” along with a number of computers, where each computer is
hosting a number of virtual machines. The basic architecture is shown in Fig. 2. Each
machine runs the Microsoft Windows 7 Operating System, along with a number of
installed programs including Skype and Adobe Reader. Moreover, each computer
runs a script to emulate web activity, to decrease the probability that the malware
will detect it is in a contained environment.

The reason for using Cuckoo Sandbox is that it allows for monitoring of the
malware behavior on the host side, as opposed to study only network activity. This
makes it possible to monitor e.g. accessed files, mutexes, registry keys and windows
APIs in addition to network activity.

During the most recent project (a master thesis), the setup was used to test more
than 300,000 malware samples, providing valuable data for training algorithms to
distinguish between different malware families.

4 Future Work

While both platforms are already fully functional, and useful for both research and
education, they also both have a good potential for further development.

For AAUHoneyJar, all of the three subprojects have the potential to be developed
even further.
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For the Test Setup, it could be particularly interesting to improve the emulation of
human behavior as well as the emulated Internet. We believe that this could lead to
more malware becoming active when we execute the malware. Moreover, increasing
the number of virtual/physical machines would make it possible to run each malware
sample for a longer duration of time, also increasing the probability that it will
become active.

For the Containment, more sophisticated TCP injection could be an interesting
project. In particular, it would be interesting if a conversation could be intercepted and
“held in the air” until itwas approved. Thiswould require translation ofACKandSEQ
numbers, but would be more difficult to detect than in the current implementation
(once a connection is whitelisted, it must be reset before a handshake with the server
on the Internet is established).

For the Analysis part, it could be interesting to explore the connection between
what is measured on the computer using Star-AV, with network activities including
analysis of both data and DNS traffic.

For the Star-AV, it could be considered if monitoring of cleanware could be
improved. In particular, it would be interesting to see if not only execution, but
also installation could be monitored. This is not possible today, due to the large
amounts of data involved. Since we can today monitor both installation and execu-
tion of malware, we believe that this could improve the training data and thus the
accuracy of the resulting classification algorithms.

5 Conclusion

In this paper,we have showed howmaster student projects can contribute to designing
and implementing systems for malware testing. Two strong platforms have been pre-
sented, the AAU HoneyJar and Star-AV. These platforms make it possible to execute
and monitor behavior of large amounts of malware in a secure setting, thus providing
valuable data for education and research purposes. In particular, the projects have
made it possible to train and test machine learning algorithms for malware detection.
The projects reflect the tradition of Problem Based Learning at Aalborg University,
and serves as good examples of mega projects. It is expected that both platforms will
be further developed through future student projects.
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System of Distance Measurement
and Localization of Wireless Devices
Communicating Based on Bluetooth
Technologies

Artur Sierszeń, Sławomir Przyłucki, Rafał Wojciechowski
and Łukasz Sturgulewski

Abstract Personalwireless networks are very popular nowadays.Wireless networks
administrators have access to a great deal of information about users. They may
use selected information in order to try to locate a devices who is active in a net-
work. A mechanism has been implemented which enables the user to locate devices
communicating based on bluetooth technologies, using coordinates or references to
characteristic points.

1 Introduction

Bluetooth technology is an open standard enabling the construction of wireless com-
munication systems aimed at voice and data transmission at short distances. Its
properties include no license fees, low costs of use, maximum range up to 100m,
and low energy consumption up to 100 mW. It enables quick connection between
several devices, which create a mobile personal network [3, 5].

Although the first Bluetooth devices appeared in 2000, no application has been
introduced to the market so far which would enable users to determine a distance
between two devices using Bluetooth communication correctly and explicitly. There
are also no solutions enabling users to determine a precise position of a Bluetooth
device in space. Existing applications operatewith a great accuracy errors; in practice,
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R.S. Choraś (ed.), Image Processing and Communications Challenges 7,
Advances in Intelligent Systems and Computing 389,
DOI 10.1007/978-3-319-23814-2_33

289



290 A. Sierszeń et al.

their operation comes down to the possibility of determining whether the devices in
question are located within or outside their joint range. Locating solutions are also
limited to determining an area where the device in question is located. The size of this
area, therefore the accuracy, equals a radius of the base station range. A systemwhich
would determine distances or locations in space accurately would be a valuable tool,
introducing new functions and enabling the use of Bluetooth devices where they are
useless now. Such a locating system could be a tool for navigation inside buildings
where Global Positioning System (GPS) does not operate. Data collected by the
system could be presented to users in a clear way, e.g. on a map of a determined area.
This would make it easier for users to move in large and complicated spaces (e.g.
hospitals) and to find desired places or items.

2 Project Assumptions

The purpose of this work is to present results of research which enable authors to
answer the question of to what extent it is possible to construct an efficient location
system for wireless devices communicating using Bluetooth technology andmeasure
distance between them. A great limitation to this project was the assumption of using
widely available devices only. The following devices were used for testing solutions:
notebook Acer Aspire One 722 (with Broadcom Bluetooth 3.0 + HS module, 1st
class, HCI version 5.603, LMP version 5.16899), laptop with external Bluetooth 2.0
(+EDR adapter based on CSR chipset, 1st class, HCI version 3.3164, LMP version
3.3164), laptop with external Bluetooth 2.0 adapter (based on ISSC chipset, 1 class,
HCI version 2.500, LMP version 2.500), mobile phone Nokia 6310i with Bluetooth
2.0 (+EDR module, 3rd class, HCI version 2.500, LMP version 2.500), two wireless
Nokia BH-104 Bluetooth 2.1 (+EDR module, 3rd class handsets).

Distances from a superior device to all of these devices were estimated. All the
devices (apart from wireless handsets) were also used as base units in the procedure
of determining position. Based on well-known theories of locating wireless devices
[1, 4, 6, 7] it was decided that the authorswould use amethod of determining distance
between two devices based on measurement of Time of Arrival (ToA) and using of
Received Signal Strength Indication (RSSI). In the eventwhen the procedure involves
only two devices, it is possible to change a location of any of them. When a larger
number of devices is used in a measurement, only the device to be located can be
mobile; the remaining units have to stay in permanent and clearly defined positions.

3 Measurement of Time of Arrival (ToA)

The first solution is based on measuring the time of arrival of a signal, which equals
the time of a radio signal travelling the distance from the transmitter to the receiver.
This can be implemented using two methods:
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• the first one requires that timers on both stations be synchronized,
• the second one uses compensation of time differences on timers.

Synchronization consists in establishing a connection between devices in order to
tune the timers, what provides a joint reference point which enables the calculation
of radio signal sending time. In the event of Bluetooth, synchronization of timers is
automatic during the establishing of a connection. This also means automatic syn-
chronization of the transmitter and receiver jump frequency. The former is required
because of slot transmission. The latter—because of changeable frequency of the ac-
tive channel. When the logical channel has already been synchronized, both devices
should start calculating impulses. Then, the higher unit should send a package to the
other one and stop the counter after the transmission. The lower unit should stop the
counter after receiving the package. Both devices have to recalculate the received
result based on their own clock frequency per time unit according to the formula

i = t

f
(1)

where t—time of radio wave journey in seconds, i—number of calculated impulses,
f—clock frequency.

In addition, the lower unit should send the calculated value in response. During the
last step, the higher unit subtracts its own value from the received number, receiving
time of the radio wave journey as a result.

Time differences between clocks are compensated using Two Way Ranging
(TWR), which is based on the measurement of the distance between the two co-
operating radio devices when synchronisation is impossible. This eliminates the
necessity of establishing a connection between the units. Phase differences between
oscillators are compensated by measuring the distance from the transmitter to the
receiver and back (Fig. 1). Signal propagation time is calculated according to the
formula

tp = tc − to
2

(2)

where tc —total time, to—time between receipt and response, tp—one-way propa-
gation time

For calculating time, a counter is also used which will be started in the unit
performingmeasurements upon the end of transmission and stopped upon the receipt
of the response. Its value, after recalculation according to the formula (1), will give
total time tc.

In order to obtain time between receiving the package in the lower unit and return-
ing a response, a mechanism should be provided which would start the counter upon
the receipt of the pack-age and stop it after the end of transmission. The reading of
this counter recalculated according to the formula (2) has to be sent to the measuring
unit. This, unfortunately, requires a connection, what eliminates the main advantage
of the method. Its drawbacks include also no synchronization of jump frequency,
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Fig. 1 Two way ranging operation diagram

what involves additional random delays essential to select the same channel. The
possibility of calculating time needed for an electromagnetic wave to travel from
one unit to another enables measurement of the distance. In order to facilitate cal-
culations, the authors omitted the fact that the electromagnetic wave speed changes
in different media. The value of the electromagnetic wave speed was adopted as a
speed of light in a vacuum, what is sufficient for initial estimations. Transforming
the basic formula for calculating speed, a formula for calculating the path between
the points can be obtained.

s = t × ν (3)

where ν—path, s—travelled path, t—time needed for travelling the s path.
Since the devices used for tests provide a range up to 10m, a reasonable resolution

unit is a meter. By transforming the formula (3), assuming the radio wave speed as
equal to speed of light in a vacuum and the travelled path as a meter, the following
formula (4) was obtained

t = 1 [m]

2× 108 [m/s]
= 3.5 [ns] (4)

This value is also a required minimum value which a clock of the measuring device
is able to calculate and which enables determination of the one-metre distance. In
the used programming environment (Microsoft .NET), only the System. Diagnos-
tics class with the Stopwatch function (the precision of which is limited with the
device clock timing) enables the calculating of time of this interval for devices with
Bluetooth class 3 [2].

Unfortunately, devices used in the tests do not have a processor clock quick
enough. The value of 285714285 (285.72 MHz) is the quartz clock timing required
to provide the interval of 3.5 ns. Although such clocks exist in specialist solutions,
it should not be expected that they will be installed in widely used devices in the
nearest future. Summing up the first method, in can be concluded that, at present, it
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is useless due to limited technical possibilities and hardware. However, it is possible
that in future this concept may be effective, after the development of technology
enabling more precise time measurements in standard solutions.

4 Using Received Signal Strength Indication (RSSI)

The second idea is based on Received Signal Strength Indication RSSI and the
relationship indicating that the received signal strength is inversely proportional to
the square of the distance between the transmitter and the receiver. In the event of
Bluetooth, RSSI is not a direct value of signal strength but information on by how
many dB the range of optimum received signal strengthwas exceeded.Unfortunately,
this range is not a precisely defined value and is different for different modules.
Therefore, a few tests should be performed before using it in order to determine
extreme RSSIs for the target device. It is also important to determine places where
the value of 0 is reached and lost. Having obtained these four values, it is possible to
calculate rates which help in relating the distance to RSSI. For a positive RSSI, this
rate should be calculated using the formula (5); for a negative one—the formula (6).

n1 = s1
Rmax

(5)

where n1—proportionality rate for positive RSSIs, Rmax—maximum RSSI for 0m,
s1—distance for which RSSI changes from a positive value to 0.

n2 = 10− s2
Rmin

(6)

where n2—proportionality rate for negative RSSIs, Rmin—maximumRSSI for 10m,
s2—distance for which RSSI changes from a negative value to 0.

Such a division determines the adopted scheme of RSSI value changes (Fig. 2).
The next step consists in relating the rate to a distance using the formula (7). It takes
into account the gap for which the rate does not change and assigns it the average of
the middle of the range.

s =
⎧
⎨

⎩

s1 − R × n1 : R > 0
(s1 − s2) /2 : R = 0
s2 + R × n2 : R < 0

(7)

Fig. 2 Relationship between Received Signal Strength Indication (RSSI) and distance
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Table 1 Measurements for theDistance of 8m in anOpen Space (A—Acer Aspire One 722with no
active connection; B—Acer Aspire One 722 with an active connection; C—Nokia BH-104 wireless
handset; D—Mobile phone Nokia 6310i)

No. A B C D

RSSI* Time* RSSI* Time* RSSI* Time* RSSI* Time*

1 –16 2495 –20 143 –16 2495 –20 143

2 –15 1065 –17 158 –15 1065 –17 158

3 –15 1079 –21 83 –15 1079 –21 83

4 –16 1066 –20 67 –16 1066 –20 67

5 –14 1071 –20 88 –14 1071 –20 88

6 –16 1074 –20 93 –16 1074 –20 93

7 –15 1068 –18 89 –15 1068 –18 89

8 –16 1125 –18 89 –16 1125 –18 89

9 –16 1069 –17 119 –16 1069 –17 119

10 –17 1071 –20 68 –17 1071 –20 68

RSSI*—RSSI reading
Time*—time of measurement [ms]

The method gives results of low accuracy. In order to assess usefulness of the
second method, RSSI values with different distances have to be measured. To this
purpose, the authors developed an application operating offline. RSSI values are
taken from the package which is a response to an enquiry concerning the support of
the service by a remote device. The values were measured in an open space as well as
in a closed room. For each distance, the values were measured ten times to eliminate
temporary disturbances and random errors. The first table (Table1) presents the
measurements only for the distance of 8m for three devices. The next table (Table2)
contains only mean values from 10 measurements for each distance.

Based on the results, it can be observed that different values of time required to
obtain a response with a RSSI value were measured for the Acer Aspire One 722
notebook. For offline mode this time exceeded a second, what is a satisfactory value
for an application trying to locate a device in a time close to real time.When therewas
an active connection between a smartphone and a notebook, this time was over ten
times shorter. The connection was established via an in-built control panel and was
not directly related to the operating application. The time difference is only a result of
the Bluetooth pile installed in the computer; for other devices, no differences between
the active online and offline modes were observed. Therefore, only measurements
for offline mode were taken on the wireless handset and on the phone. Another
conclusion which can be drawn based on the presented results concerns a longer
time required to perform the first data exchange. This is a result of the fact that the
tested device does not know the remote device jump frequency and needs additional
time to find the right channel. The following enquiries are already sent on the right
channel; therefore, the response time is shorter. This has a direct influence on the
time of first measurements, which is several times longer than that of the following
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Table 2 Mean values of measurements for various distances in an open space (A—Acer Aspire
One 722 with no active connection; B—Acer Aspire One 722 with an active connection; C—Nokia
BH-104 wireless handset; D—Mobile phone Nokia 6310i)

No. A B C D

RSSI* Time* RSSI* Time* RSSI* Time* RSSI* Time*

1 5 1267 13 93 21 307 23 186

2 0 1172 0 96 0 432 0 163

3 0 1115 0 82 0 259 –4 144

4 0 1224 –9 86 0 280 –11 262

5 0 1151 –13 77 0 251 –3 163

6 –9 1192 –9 90 –6 226 –12 143

7 –2 1147 –16 91 –4 257 –6 172

8 –8 1148 –23 185 –4 260 –13 258

9 –16 1218 –19 100 –7 207 –13 276

10 –11 1158 –18 84 –13 155 –15 151

11 –6 1144 –20 99 –9 217 –14 159

12 –7 1199 –18 156 –9 154 –16 199

13 –8 1199 –21 99 –8 205 –18 657

14 –9 1175 –21 98 –6 289 –16 273

15 –14 1198 –21 97 –3 276 –17 328

16 –18 1236 –21 105 –7 260 –14 291

17 –23 1302 –22 111 –4 151 –15 271

18 –21 1164 –21 97 –9 186 –14 217

19 –23 1303 –21 96 –7 181 –16 169

20 –22 2287 –21 110 –10 227 –18 211

21 –20 6901 no no –14 191 –17 393

22 no no no no –19 186 –18 720

23 no no no no –17 164 –19 1589

RSSI*—RSSI reading
Time*—time of measurement [ms]

ones. Another conclusion concerns different RSSI values for separate devices for
the same distance. This makes it more difficult to relate RSSI with a distance for
different remote devices with a universal formula. An additional difficulty here is the
mechanism of adjusting the transmitted signal power, the results of which can be seen
in the event of the wire-less handset. Both difficulties were expected due to a great
freedom of these mechanisms functioning provided for by manufacturers; however,
the inconsistencies are higher than assumed.Results presented in theTable2 aremean
values from 10 measurements of RSSI and time required to obtain the RSSI value
for distances with differences of a meter. Based on these, it is easy to observe that
the maximum range often exceeds 20m , which is twice the value of 10m resulting
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Table 3 Mean values of measurements for various distances in a room (A—BH-104 position A;
B—BH-104 position B; C—BH-104 position C; D—BH-104 position A)

No. A B C D

RSSI* Time* RSSI* Time* RSSI* Time* RSSI* Time*

1 6 274 5 312 no no 6 274

2 0 330 0 292 no no 0 330

3 0 189 0 207 no no 0 189

4 0 232 0 218 no no 0 232

5 0 248 0 192 0 408 0 248

6 0 263 no no 0 301 0 263

7 0 282 no no 0 248 0 282

8 –6 246 no no 0 241 –6 246

9 –9 213 no no 0 239 –9 213

RSSI*—RSSI reading
Time*—time of measurement [ms]

from the device class. This difference is probably a result of redundancy used by a
manufacturer in order to guarantee the 10-m range in rooms or in the events when
the aerial is covered by the user. This also confirms the conclusions described below
the previous table concerning different RSSI values for different devices and the
negative influence of mechanisms for adjusting the transmitted signal power. These
two factorsmake it impossible to determine a range of distances for which RSSI stays
equal to 0. The maximum and minimum values for separate devices are different as
well.

Based on observations described above, it can be stated that it is impossible to
develop a method which would explicitly relate RSSI value to a distance for various
devices. The results frommeasurements in a room (Table3) were obtained in relation
to the same base station placed in different positions, i.e. A,B, andC (Fig. 3). Thewall
is constructed of bricks and it is 15cm thick. The door opening is 1 metre wide. The
measurements were performed along the line marked with; the measurement along
the dotted line was omitted. The Table3 presents mean values from 9measurements.

Based on the obtained results, it can be observed that the RSSI value does not
change virtually along the distance of up to 8m . What is even more interesting, if
there is an obstacle of a wall, the signal remains within the optimum area of received
power for longer. This can be a result of radio signal reflections off side walls. Due to
no changes in RSSI values in the roomwhich is 8m long, RSSI is useless in assessing
distance as in open spaces. Based on conducted research it has been determined that
the concept based on RSSI value cannot be used to measure distance and, as a result,
to localize devices. However, it can be useful in combination with other methods to
give approximated information on whether a device is located near to or far from the
base station. It is worth considering combining RSSI with Link Quality (LQ) and
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Fig. 3 Distribution of base stations in the room

Transmit Power Level (TPL). Unfortunately, these indexes are not available from the
level of a pile operating on Windows Mobile; however, they are possible to obtain
in Linux through the BlueZ file.

5 Alternative Solutions

In their theoretical considerations, the authors had taken into account three other
methods which were rejected, having obtained results presented above.

5.1 Permanent Assignment of the Value Related
to the Maximum Range of a Device

Thismethodmakes it possible to approximate distance. It is based on the point—point
structure, which enables permanent assignment of the value related to the maximum
range of a device resulting from the device class. This solution results in the least
accurate measurements; the inconsistencies are equal to the device range. In the test,
it was 10m for the used class 3 module. The measurement itself comes down to
checking whether the device which the distance is measured to is located within the
activity range or outside it. The majority of present commercial solutions operate
based on this method. Although it results in low accuracy of distance measurements,
they are more precise when estimating the location up to 3m. This is possible owing
to the increased number of devices with the range over the area in question and to
using the trilateration method. This method was omitted in the tests because of the
simplicity of the solution and a great number of already existing systems based upon
it.
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Fig. 4 Distribution of base
stations in the room

5.2 Angle of Arrival (AoA) Measurement

This is a measurement method operating within the point—multipoint structure,
based on the measurement of the angle of arrival of the signal (AoA). Apart from the
measuring device and the base station, the third device is also required. In addition,
the two base stations cannot change their positions and the distance between them has
to be known beforehand. It is a virtual line based on which a triangle is constructed
(Fig. 4). The last method of estimating distance is based on the TDOA technique
measuring differences between arrival times of signals at two base stations.

5.3 Measurement of Time Difference of Arrival (TDoA)

In this method, the reference stations must also be stationary, with known distance
between each other. Then, based on differences between the arrival times of a signal
to the base stations, the distance between them and wave speed, it is possible to
determine the distance from the measuring device to any station. In order to calculate
time differences, the stations must be synchronised to make them start the counter
at the same time and stop it at the moment when the signal from the emitter arrives.
The next step is to send the readings of the counters to the emitting station which
will calculate reception differences based on the difference between the readings and
wave speed. Here, the specificity of Bluetooth based communication should be taken
into account, as it is based on time slots and on the possibility of synchronisation only
between the master and the slave devices and not between two lower stations. This
problem may be solved by synchronising reference stations first and then starting
the counters. Then the emitting device should be synchronised with each station.
After that, messages should be sent in suitable time slots, stopping the counter and
updating the reading on the counter of the second receiver with the time difference of
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sending the message. In practice, that would come down to the procedure developed
in the first method, increasing the costs of labour and resources. It is also possible
to use the reverse procedure, i.e. base stations transmit a signal at the same time
or with a significant time shift and the third device receives the signals, measuring
differences of time of arrival. This eliminates the necessity of exchanging counter
readings between the stations; however, it still requires simultaneous synchronisation
of 3 devices. As mentioned before, the solution does not eliminate the necessity to
synchronise the devices; in addition, it requires simultaneous synchronisation of 3
stations.Although the time needed by the signal to travel the distance is notmeasured,
differences between the arrival time of the signal to separate stations are measured.
This requires the same precision in calculating time as in the first method, i.e. the
minimum of 3.5 ns. These factors resulted in the rejection of this method due to the
parameters of available devices.

6 Alternative Solutions

The concepts based on time of arrival (ToA) and time difference of arrival (TDoA)
met an obstacle, i.e. no technological resources which would enable time measure-
ment to an accuracy of a nanosecond. Synchronisation inconsistencies up to 10 µs,
allowed by the Bluetooth standard, are also a problem. In future, when technological
development leads to installation of oscillators with 1ns resolution, it will be possi-
ble to synchronise internal timers of Bluetooth devices more precisely. In such an
event, the developed concepts should be successful and should provide the distance
measurement accuracy of a metre. The concept using the received signal strength in-
dication (RSSI), which seemed the most suitable for the performed tests, also proved
unsuccessful. Although it involved quick data update and did not require a connec-
tion between the devices, it did not ensure repeatable results. Furthermore, strength
adjustmentmechanisms resulted in additional changes of results; therefore, it was not
possible to relate RSSI values with the distance between the devices. The information
on LinkQuality (LQ) and Transmit Power Level (TPL) could help with relating RSSI
to distance. However, in the event of the devices used in the tests, it was not possible
to obtain values of these indices due to no mechanisms provided by the manufac-
turer which would enable exchange of information between the application and the
device. In order to assess userfulness of additional indices, the platform should be
changed to a different one supporting Linux or one should wait until manufacturers
provide suitable interfaces to other systems. The concept based on the angle of arrival
was rejected at the very beginning of the test due to the requirement of directional
transmitting-receiving antennas. The only method which partially enabled meeting
the requirements for the constructed system was the concept based on the division
of the area into range fields. However, due to the fact that it is virtually useless for
distance measurement, it was omitted in the conducted tests.
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Self-configuration Networks

Rafał Wojciechowski, Artur Sierszeń and Łukasz Sturgulewski

Abstract The observation of the network behavior and the quantitative description
of the network condition is one of the most important activities for network admin-
istrators and analysts. Networks are dynamically changing over time, while their
structure stays fixed traffic or device load can rapidly change causing networking
failures, inaccessibilities or delays due to nodes overload. The article is focused on
the active monitoring and configuration of network nodes using the general com-
mon standards. The work concerns a design of a decision system based on prede-
fined actions invoking network reconfiguration when observed parameters exceed
acceptable limits. The general concept of the self-configuration networks system is
presented; the architecture, requirements and basic activities are widely discussed.

Keywords Network monitoring · Network configuration · Decision systems

1 Introduction

Adesign of a network topology developed by network architects reflects a customer’s
needs in details. After the deployment and production start-up, the topology meets
the real life traffic and is verified in terms of its correctness and efficiency. Frequently,
the network needs to be customized because of the growth and development of new
sites, security aspects or just to improve its performance. Hardware changes are
applied in topologies very rarely because of economic costs or the risk related to the
network compliance and functionality. The observation of the network behavior and
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the quantitative description of its condition is one of the most important activities
for network administrators and analysts. Networks are dynamically changing over
time the traffic or the device load can rapidly change causing networking failures,
inaccessibilities or delays due to nodes overload. The network structure stays fixed
but variable conditions or the unpredictable change of the network traffic and the
device load may suggest that the network be reconfigured.

There exist some technologies of network automatic reconfiguration which cause
changes of the logical topology, e.g. the dynamic routing or link aggregation proto-
cols; however, they represent only a small part of the whole network functionality.
Moreover, they are based on a close set of parameters or metrics normalizing the
mechanism behavior, which frequently are not generally, logically confirmed. For
example, if a node of the OSPF network providing a path to the external network is
overloaded (CPU and MEM usage is at high level, the interfaces not participating at
OSPF are congested), we can enforce the decrease of the path priority re-direct the
traffic outgoing to the external network to another node. The metric based on a set
of simple parameters, including CPU, MEM load and mean usage of all interfaces
(not only OSPF interfaces), is a more adequate benchmark of the node condition.

2 Network Parametrization

The network activity and the current configuration are reflected by a set of parameters
corresponding with interface settings, current load statistics, routing paths etc. This
information is valuable for IT analysts and administrators because of the knowledge
of the actual network condition, its weaknesses and optimization possibilities. A
typical set of monitored parameters is based on the interface/path load; however,
other information can be very useful for a complex network analysis, including node
resource load or service statuses.

There are a lot of technologies for gathering information about specified network-
ing parameters, e.g. dedicated applicationsmonitoring protocols/systems like SNMP,
NetFlow, Zabbix or Cacti [2, 5–10, 12]. For non-typical parameters handling, the
low-level scripting using bash or TCL languages or syslog surveys can be used to
access device configurations or runtime properties [1, 11]. Some of those technolo-
gies also offer the application of changes to the configuration at the runtime (Fig. 1).

3 Self-configuration Network Design

3.1 System Overview

The self-configuration networks design is a software solution intended for the active
monitoring and configuration of network nodes using the general common standards.
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Fig. 1 Typical network monitoring system based on NetFlow

The network behavior is dynamically changing over time the network traffic or the
device load can rapidly change causing the networking failures, inaccessibilities or
delays due to the node overload. The reason is that the network structure stays static,
while the observation of the network parameters suggests that it be reconfigured. The
main aim of the project is to balance the networking resource load based on the rules
defined by the system analyst involving any measurable and configurable parameter.
The main features and requirements of the system are:

• active monitoring and configuration of network nodes,
• fully customizable monitoring and configuration of network nodes according to
the user’s needs,

• solution based on the common standards like SNMP, NetFlow, TCL, bash scripts,
etc. [1, 6, 7, 10, 11]; due to that most systems are closed binary distributions or
the software license does not allow one to modify the system structure,

• distributed system architecture limited only to the connectivity between system
components,

• independence from the operating systems.

3.2 System Architecture

The architecture of self-configuration networks relies on the separated functional
tiers model (Fig. 2). The purpose of the system forces the division into independent
subsystems which differ in structure and requirements but have to cooperate with
each other. The tiers logically group the functionalities of the system.

The knowledge repository is a database/storage system which enables the defi-
nition of the network parameters used in the monitoring process to determine the
quantitative value of the parameters and the decision rules describing the reaction
of the system to an exceeded limit defined with the parameter value. The moni-
toring subsystem is a standalone solution for the measurement and calculation of
the parameters defined in the knowledge repository using the common standards like
SNMP,NetFlow, etc. The current values of the parameters are stored in the repository
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Fig. 2 The system architecture including the knowledge repository, monitoring and execution
subsystems

subsystem. The execution subsystem is an application providing the reaction for an
inappropriate parameter value. The reaction can be defined as a set of reconfiguration
scripts to run on various network nodes.

3.3 Configuration Repository

The most important part of the system containing the main logic is the configura-
tion repository. It consists of the rules which define network parameters and which
should be observed, and the actions which determine the reactions on the parameter
overlimit. The rules, actions and current parameter values are stored in the database
system. The additional scripts for non-standard parameter handling, both for moni-
toring and reconfiguration purposes, are stored in the server filesystem in the scripts
repository. The rules and scripts are defined by the system architect or analyst aware
of the network structure and activity as well as of the impact of the topology change
on the network behavior.

The example diagram of the database structure is presented in Fig. 3. The
t_parameter dictionary table contains the definitions of parameters, including
the name of a parameter, the IP address of the monitored device, the getting method
(SNMP, bash, TCL) and the script name (TCL in case of bash) or OID (SNMP) [1,
8, 9, 11]. The parameters can be grouped together in a complex parameter, which is
calculated in a function defined in the t_complex_parameter table (average,
sum, ...) and related to the parameters by a group identifier and a special weight. It
allows one, for example, to define a parameter of mean load of a node as an average
of memory and CPU usage and specified network interfaces utilization. The cur-
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Fig. 3 The entities diagram of the database structure including dictionary and operational tables

rent value of the parameter is stored in the t_current_parameter operational
table. The activity of the execution unit is controlled by a simple condition action
model. The t_condition table consists of the list of limit parameters value, the
exceeding of which causes reconfiguration. The execution unit calculates the current
value of complex parameters and compares them with the defined conditions. The
t_action table defines actions related to the specified condition like the parame-
ters table, it consists of the IP address of the device, the reconfiguration method
(SNMP, bash, TCL) and the script name.

Depending on the purpose and the target device (serversmonitoring/configuration,
Cisco/Juniper/other devices) [3, 4], scripts can be implemented as bash orTCLscripts
which are remotely executed on the specified node.

3.4 Network Monitoring Subsystem

The monitoring subsystem is a standalone part of the self-configuration network
solution which is responsible for collecting data from remote monitored devices in
a specified network area. The module activity logic is based on the configuration
stored in the database system and the script repository, which is loaded at the module
startup (Fig. 4, pos. 1). As mentioned above, the configuration describes, in detail,
the parameters to get, including the getting method. For each parameter, the module
connects to the remote device and gets the parameter value according to the reading
method—using SNMP protocol or running the bash or TCL script remotely (Fig. 4,
pos. 2). Finally, all parameter values are written in the operational table stored on
the database system (Fig. 4, pos. 3).
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Fig. 4 Network monitoring subsystem

The monitoring subsystem provides information primarily for the reconfiguration
subsystem but the data can also be used for the external monitoring visualization
software as the data source. Themonitoring subsystem is optional and can be replaced
with any other software providing the desired and predefined information to the
database system.

3.5 Network Reconfiguration/Execution Subsystem

The network reconfiguration subsystem is a decision system based on the predefined
rules and actions describing the system reaction on the parameters value overlimit.
The main aim of the subsystem is to reconfigure the network topology/mechanism
as a result of the parameter’s reaching a forbidden value. Like in the monitoring
system, the definitions of the parameter limits and reconfiguration actions are loaded
at themodule startup. For all stored simple parameter values, the appropriate function
calculates the aggregates of complex parameters based on mathematical functions—
the result is the list of the current values of parameters, which are compared with the
limit definition. If a parameter value exceeds its limit, the appropriate reconfiguration
scripts are executed on specified network nodes causing a change of the topology.
Finally, the database is notified that the topology change was performed.

The network reconfiguration subsystem is only an execution system based on
predefined rules. The experienceof the analyst or the administrator and the knowledge
of the network behavior determine the efficiency of the solution.
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4 Self-configuration Examples

4.1 Case 1: The Web Server Migration

The scenario assumes that in the corporation network exist two web server machines
—the primary one and the mirror of the main server stored in the second one—the
web server backup. The monitoring unit task is to observe the CPU utilization of the
httpd process in the primary machine. If it exceeds the 70%, the httpd process
should be stopped in the first machine and start in the second one.

The configuration of parameters for monitoring unit is presented in Tables1 and
2. The monitoring unit executes the script given in the parameter definition (Listing
34.1), current parameter value is stored in the operational part of the database system.
The execution unit compares the current parameter value with the reference against
the condition (Table3). If the condition is fulfilled, the execution unit runs simple
action scripts halting and running httpd service on the appropriate nodes (Table4).

Listing 34.1 Script httpd_CPU.sh.

#!/bin/bash
ps axu -C | grep httpd | awk ’{sum += $3} END {print sum}’

Table 1 Complex parameters definition

Id Name Function

1 httpd CPU usage SUM

Table 2 Parameters definition for parent complex parameter httpd CPU usage

Id Name IP Method Script

1 CPU 192.168.1.1 bash httpd_CPU.sh

Table 3 The aggregate viewwith condition and operational tables (condition, reference and current
values of the complex httpd CPU usage parameter)

Id Name Condition Value Current value

1 httpd CPU usage GREAT_EQ 70 50

Table 4 The actions defined for primary web server CPU overload

Id Name IP Method Script

1 httpd_stop_primary 192.168.1.1 bash httpd_stop_pri.sh

2 httpd_start_backup 192.168.1.2 bash httpd_start_bck.sh
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5 Conclusions

The observation of the network behavior and reaction for any deviant situation is
one of the most important duties of networking support staff. Frequently, there are
strict restrictions concerning the network condition, especially in critical applica-
tions, where the core network and corresponding services should work 24/7 and the
desired SLA is close to 100%. The network usage is dynamically changing over
time—the traffic or the devices load can rapidly change causing networking failures,
inaccessibilities or delays due to nodes overload. The automatic network monitor-
ing mechanisms give the administrator up-to-date quantitative information about
the network performance and, coupled with the appropriate decision system, create
the powerful system of the network guard improving the overall performance and
condition.

The self-configuration network design is focused on the active monitoring and
configuration of network nodes using the general common standards like SNMP,
NetFlow, SSH, supported by most hardware manufacturers. It focuses on the design
of a decision system based on predefined actions invoking network reconfiguration
when the observed parameters exceed the acceptable limits. The main aim of the
project is to balance the networking resources load based on the rules defined by the
systemadministrator involving anymeasurable and configurable parameter. The rules
and monitoring/configuration scripts are defined by a person aware of the network
structure and activity as well as of the impact of the topology change on the network
behavior. The solution allows one to define complex parameters involving many
related logical parameters affecting the network functionality and to create script
sets for the reconfiguration of networking nodes, including routers, switches, APs,
firewalls or servers.
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